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Preface

The volume contains the papers presented at the International Conference on
Artificial Intelligence and Evolutionary Computations in Engineering Systems
(ICAIECES) held during 19–21 May, 2016 at SRM University, Chennai, India.
For ICAIECES 2016, we have received 316 papers from various countries across
the globe. After a rigorous peer-review process, 70 full-length articles were
accepted for oral presentation at the conference. This corresponds to an acceptance
rate of 23.73% and is intended for maintaining the high standards of the conference
proceedings. The papers included in this AISC volume cover a wide range of topics
on evolutionary programming and evolution strategies such as genetic algorithms,
artificial intelligence system, differential evolution, particle swarm optimization, ant
colony optimization, bacterial foraging optimization algorithm, harmony search
algorithm, shuffled frog leaping algorithm, artificial bees and fireflies algorithm,
optimization techniques and their applications for solving problems in the area of
engineering and technology. In the conference, separate sessions were arranged for
delivering the keynote address by eminent professionals from various academic
institutions and industries. The various keynote speakers during the conference are
Padmasree Y.S. Rajan, Vice President, Forum For Global Knowledge Sharing,
Bangalore; Dr. Lipo Wang, Professor, NTU, Singapore; Dr. Ponnambalam S.G.,
Professor, Monash University, Malaysia; Dr. Swagatam Das, Electronics and
Communication Sciences Unit, Indian Statistical Institute, Kolkata; Dr. K. Shanti
Swarup, Professor, IIT Madras; Dr. P. Somasundaram, Associate Professor, Anna
University, Chennai; and Dr. D. Devaraj, Dean, Academic, Kalasalingam
University, Krishnankoil. All these lectures generated a great interest among the
participants in paying more attention in these emerging areas.

We take this opportunity to thank the authors of all the papers for their hard
work, adherence to the deadlines, and for suitably incorporating the changes sug-
gested by the reviewers. The quality of a refereed volume depends mainly on the
expertise and dedication of the reviewers. We are indebted to the Program
Committee members for their guidance and coordination in organizing the review
process.
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We would also like to thank our sponsors for providing all the support and
financial assistance. We are indebted to the Chancellor, Vice Chancellor, Advisors,
Pro-Vice Chancellor, Registrar, Director (E&T), Faculty members, and
Administrative Personnel of SRM University, Kattankulathur, Chennai for sup-
porting our cause and encouraging us to organize the conference on a grand scale.
We would also like to thank all the participants for their interest and enthusiastic
involvement. Finally, we would like to thank all the volunteers for their tireless
efforts in meeting the deadlines and arranging every detail meticulously for the
smooth conduct of the conference. We hope the readers of these proceedings find
the papers useful, inspiring, and enjoyable.

Chennai, India Shubhransu Sekhar Dash
Chennai, India K. Vijayakumar
New Delhi, India Bijaya Ketan Panigrahi
Kolkata, India Swagatam Das
May 2016
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About the Book

The volume is a collection of high-quality peer-reviewed research papers presented
in the International Conference on Artificial Intelligence and Evolutionary
Computation in Engineering Systems (ICAIECES 2016) held at SRM University,
Chennai, Tamilnadu, India. This conference is an international forum for industry
professionals and researchers to deliberate and state their research findings, discuss
the latest advancements, and explore the future directions in the emerging areas of
engineering and technology. The book presents original work and novel ideas,
information, techniques, and applications in the field of communication, computing,
and power technologies.
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Social Media Sentiment Polarity Analysis:
A Novel Approach to Promote Business
Performance and Consumer
Decision-Making

Arya Valsan, C.T. Sreepriya and L. Nitha

Abstract In order to have a clear understanding of the market structure as well as
the customer trends toward various products, there is a need for every company to
collect, monitor, and analyze the user data generated online. In this paper, the online
reviews of products from two leading camera manufacturers have been utilized to
analyze the user trends. After preprocessing the data, sentiment analysis techniques
have been employed to mine the textual content of customers’ opinion and classify
them into different polarities according to the theoretical conceptualization of ser-
vice and performance. The sentiment analysis results using Support Vector
Machine provide a high level of accuracy in encapsulating and measuring the
sentiments of customers toward the products and services as compared to the other
text mining strategies. Further, a competitive analysis technique based on K-means
clustering has been implemented to examine the most frequent word which is
discussed by the customer. The combination of these two methods provides benefit
not only to obtain the best classification but also to help the user focus on the most
relevant categories that meet his/her interest.
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1 Introduction

Data mining has become a necessary task in the world of artificial intelligence,
where human interpretation of large volume data has become time-consuming and
troublesome. It becomes always difficult for a customer to interpret the
user-generated content in the social media since it belongs to same target industry.
Especially when the user-generated reviews are larger in volume, the companies
need to examine the customer-generated opinions about their products and services.
They need to track opinions about their competitor’s product and services through
social media analytics. This evokes the necessity of a classification and clustering
algorithm to perform the aforementioned tasks. This paper put forward a technique
based on data mining in order to identify the social media sentiments toward the
products and there by enhance business performance. The proposed system
explores the capability of a classifier known as support vector machine (SVM), for
performing the sentiment analysis.

As the first step, data preprocessing step is needed to ensure that raw data are
transformed into usable format. In the second step, SVM performs the classification
task by separating the examples of different categories by training data set and
predicting the sentiments based on the trained data set. After classification, the
probability of individual data set is retrieved and based on that the accuracy of
classification is analyzed. In the third step, K-means algorithm is used. K-means is
the most frequent text clustering algorithm in the data mining and statistics. After
preprocessing the data set, we retrieve words and its number of occurrence. The
result is applied as the input to the K-means algorithm which in turn forms different
clusters of industry specific words. In the current study, we obtained an extensive
data source of online camera reviews. The data allow us to get a better under-
standing of the trends and market structure. We employ the sentiment analysis
technique to mine the textual content of customer’s opinion and classify them into
different polarity according to the theoretical conceptualization of service and
performance. The sentiment analysis results give high level of accuracy in encap-
sulating and measuring sentiments of customer toward the products and services as
compared to other text mining tools.

2 Literature Review

He et al. [1] approach presents social media analytics framework with sentiment
benchmarks for gathering industry specific marketing intelligence. With this
approach, a new social media analytics with sentiment benchmarks can be devel-
oped to further improve the marketing intelligence and point out the areas where
business have to be improved as well as the area where they are leading. For this
analysis, they have used customer opinions obtained from social media sites, such
as Face book, Twitter, Blogs, etc. and for the purpose of mining the data, they have
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utilized supervised as well as unsupervised text mining strategies. Both these
classification methods exhibit advantages and disadvantages. Unsupervised method
can be executed independently but there is no guarantee that this method will
generate meaningful results. On the other hand, supervised method needs manual
effort and intelligence; hence it demands a large workforce. Therefore, they have
combined both these methods as a hybrid approach.

Hu et al. [2] reveals the fact that the buyers look for user reviews posted on the
seller’s web sites while they are shopping online. The user reviews help the buyers
in their decision-making process. The authors have mined and summarized the user
reviews. They have used a new summarization method which is different from the
traditional approach because they have mined only the features of the product from
the reviews posted in sites in order to determine whether the opinion sentence is
positive or negative.

Yu et al. [3] mentions that SVMs have several challenging methods for classi-
fication and regression analysis because of their stable mathematical principles,
which are not provided by other approaches. For a large set of data, SVM is not
suitable for pattern recognition and machine learning because of the complexity in
training such huge data sets. SVM’s mathematical principles convey two important
features such as margin maximization and nonlinear transformation of the feature
space using the kernel trick. In this paper, the margin maximization has been carried
out using quadratic programming problem. The existing SVM is not feasible for
large data sets and such data sets are not frequently accessed because of the highly
expensive I/O operations. Therefore, a new approach to this problem has been
formulated in this paper.

A novel learning approach has been presented by Durgesh et al. [4]. The authors
have applied SVM on different types of data sets, which have more than two
classes. The paper mentions about SVM as a very powerful learning method
derived from statistical learning. In this work, they have found out the support
vectors from the trained data set and have presented the results obtained by
applying different kernel functions on the entire data set. They have experimented
with a number of parameters which have a direct influence on the result. These
parameters include selection of a kernel function, standard deviation of Gaussian
kernel, number of training data set, etc.

He et al. [5] deals with the study of applying text mining methods in a large set
of unstructured data. The authors point out the necessity for companies to monitor
the customer-generated data posted on their sites as well as the customer reviews of
the competitor’s sites also. This will help the companies to increase their com-
petitive advantages and effectively assess the competitive business environment.
The final results reveal the importance of social media competitive analysis and the
intensity of text mining methods that can be used as a powerful mining technique to
extract business values from a large amount of data available on the social media
sites.

Mostafa [6] discusses about the influence of social media sites in product pur-
chasing. He has used a number of tweets collected from social media sites to
analyze customers’ sentiments toward a well-known brand of products. He had
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used a predefined lexicon which includes a number of seed adjectives needed for
the analysis process. The final output demonstrates the positive user sentiments
toward popular brands.

Hotho et al. [7] conveys that a large amount of unstructured data cannot be
simply used for further processing. Therefore, they have used some preprocessing
methods to identify the useful patterns. In this paper, a description of the analysis of
text preprocessing, classification, clustering, etc. has been provided. The authors
describe text as a challenging method on information retrieval, machine learning,
and statistics. Initially, they have furnished a brief overview of the methods and
later on, these methods have been related with data mining. In the next stage, the
different approaches of task analysis like preprocessing, classification, clustering,
information extraction, and visualization have been described.

Abraham et al. [8] explores the text mining method applied in social media,
which is used by the person having interest in different models of vehicles. They
posted their opinions in the online discussion forum, but this forum was not enough
to identify and categorize the defects of the vehicles. In this paper, they explore a
new method and decision support system to identify and prioritize the defects of
vehicles in an excellent manner.

An accurate clustering method, which performs well without any pre-assignment
of exact number of clusters, has been detailed in the paper by Zalik [9]. K-means
algorithm has been found to perform this task accurately. The author has used
minimization of the cost function for achieving this task. K-means algorithm
includes two main steps. In the first step, initial clustering is performed by the
preprocessing method and minimum one seed point is assigned to each cluster,
while the cost function is minimized in the second step. The exact number of
clusters is identified and the remaining seed points are assigned near the actual
clusters when the cost function converges to a global minimum. Excellent perfor-
mance has been achieved by the proposed method.

Jain [10] discusses about the clustering analysis using K-means algorithm.
Cluster analysis deals with the grouping of objects based on some characteristics or
similarity, without the use of any class labels. It is entirely different from classifi-
cation because of the absence of category information. The clustering provides a
structure in the data. K-means is the simple algorithm for cluster analysis, which
requires three user-defined parameters such as number of clusters, initial clusters as
well as the distance metrics. In this paper, he has given a good overview of the
cluster analysis and a summarized view of the popular clustering methods.

3 Methodology

In our proposed method we combine both supervised and unsupervised approach to
produce a hybrid method. Hybrid approach combines both the top-down method
(supervised) and bottom-up method (unsupervised) for classifying text into industry
specific categories for user’s interest. In top-down approach, we use SVM for
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categorizing user’s sentiments. In this paper, we use reviews of digital camera
collected from review sites. The text messages are first classified into three senti-
ment categories (positive, neutral,. and negative). The top-down method specifically
filters out the comment texts that do not match a user’s interest. The bottom-up
method filters analysis comment text using text analysis methods, such as clus-
tering. Here we use K-means for cluster Analysis. The bottom-up method can be
automatically processed, mine, and cluster text into the specified categories. By
combining these two methods, we obtain the best classification and thereby help the
user focus on the most relevant categories that meet his/her interest.

The step-by-step process of the system is shown in the Fig. 1.

3.1 Data Collection

In this step, we select a few leading companies in their target industry like Canon and
Nikon. We monitor selected social media site (face book, twitter, and blogs) and
collect user-generated data (such us likes, share, comments) posted by the users.

3.2 Preprocessing

In this step, we need to transform the text documents into vectors before classifi-
cation since the input to SVM and K-means are in vector form. The common

Fig. 1 Block diagram of proposed system
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procedures for processing text documents, such as stop word, remove numbers;
remove punctuation and stemming are first applied to obtain a set of keywords that
can describe the contents of a document. A document is then transformed into a
document term matrix and organized based on the frequency according to the
keywords it contains. The processed data is stored in excel format. Subsequently, a
combination of various text mining, sentimental analysis, and competitive intelli-
gent analysis techniques can be used to examine the data set to gain insight into
users social media activities and sentiments.

3.3 Support Vector Machine

SVM are relatively a new class of machine learning techniques first introduced by
Vapnik (1995). Based on the structural risk minimization principle from the com-
putational learning theory, SVM seeks a decision surface to separate the training data
points into two sentiment classes and makes decisions based on the support vectors
that are selected as the only effective elements in the training set. In this paper, we
use linear SVM due to its popularity and high performance in text categorization.
Here, we have test data set and training data set as the input data to SVM. Then it find
the hyper plane that separate the test data set with maximum margin based on the
training data as illustrated in Fig. 2. During the preprocessing step, review data set is
converted into document term matrix (xi) that contain the significant features rep-
resenting the data set. In this, w xi + b > 0 represent the positive data which is above
the hyper plane, w xi + b < 0 represent the negative data which is below the hyper
plane and w xi + b = 0 represent neutral data where w is the weight vector where
w = {w1, w2,… wn}, xi is the input and b is the scalar known as bias. The result is a
hyper plane that has the largest distance to xi from both sides. The classification task
can then be formulated by discovering which side of the hyper plane a test sample
fall into.

SVMs are supervised learning method that analyzes the data used for classifi-
cation and regression analysis. With a set of trained data, each test data is marked as
positive, neutral or negative categories. Therefore, a new data is assigned to any of
these two categories using SVM training algorithms. The data is more closest to the
hyper plane is called support vectors.

3.4 K-Means

K-means algorithm is a quantitative unsupervised learning method which partitions
a group of data points into a small number of clusters. Suppose, we have n data
points Xi, where i = 1, 2,… n that have to be partitioned into k clusters. The goal of
the K-means algorithm is to partition the data point into k clusters such that all data
points in each cluster are similar to each other and data points in different clusters
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are different as possible. To calculate similarity and dissimilarity we use Euclidean
distance method. In K-means algorithm, the main concept is the centroid, which is
the center of each cluster. In Fig. 3, each cluster has a centroid, which is the most
prototype of the cluster. The K-means algorithm is as follows:

1. Randomly select k data points and assign them as initial centroids.
2. For each point, find the nearby centroid and assign the data point to the cluster

collaborate with the nearby centroid.

Fig. 2 An illustration of the
SVM method

Fig. 3 An illustration of the
K-means
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3. Based on the data points in each cluster we have to update the centroid of the
corresponding clusters. Generally, the new centroid is the average of all the data
points in that cluster.

4. Repeats step 2 and 3 until convergence.

K-means assure the clustering quality so it is being used to make the clusters of
industry specific word which is used for competitive intelligence analysis and al it
transforms the raw data into useful and meaningful information. Finally, the results
of the social media analytics should be carefully reviewed and then used to derive
insight, create intelligence report, support decision-making, or make recommen-
dations. The result of the analysis should be presented in a way that the user can
understand.

4 Experiments and Results

4.1 Datasets

To evaluate the performance of our proposed system which is implemented in R,
we use the customer reviews of two digital cameras: Canon G3 and Nikon Coolpix
4300. The reviews were collected from different social media sites. A sample
review dataset is given in Fig. 4.

Fig. 4 Canon G3 sample dataset
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4.2 Results and Discussion

In the preprocessing step, we use the methods and packages like stop word,
stemming, etc. and “tm, SnowballC” to create the document term matrix which is
our test dataset. A human reader manually reads the document term matrix, selects
the industry specific words and assigns the sentiments such as 1 for positive data,
−1 for negative data and 0 for neutral data which are the training dataset. Classify
the trained dataset in terms of test dataset using the package “RTextTools” and
“e1071” in SVM. The results show (Figs. 5 and 6) the S.V.M label of classification

Fig. 5 SVM result of Canon
G3
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and probability of classification which depicts the sentiments of customers toward
the product. Through the result we can analyze the individual report of each
product.

We propose K-means for Competitive Intelligence Analysis. The result of
K-means is shown in Figs. 7 and 8 here cluster 1 contain the most frequently
discussed words by the customer and cluster 2 is the second most discussing words
by the customer and so on. User have the privilege to specify the number of clusters
based on their requirements here we choose the number of clusters = 4. Packages
are “cluster,” and “factoextra.”

Here we got the individual result of two products so a user have to identify the
most discussed words by the customer is visualized above.

Fig. 6 SVM result of Nikon
Coolpix 4300
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5 Conclusion and Future Work

In the system, we implement a hybrid approach which is a combination of super-
vised and unsupervised methods to analyze the performance of two leading com-
panies and developed a competitive intelligence report that will helps the
companies as well as the customers for their decision-making. We use text mining,
sentiment analysis, and competitive intelligence analysis. SVM is used for senti-
ment analysis and we propose K-means for competitive intelligent analysis. Here
we visualize the result which helps to interpret the output more efficiently. In future
work we are planning to analysis the real-time data using cloud set up from the
social media sites.

Fig. 7 K-means result of Canon G3

Fig. 8 K-means result of Nikon coolpix 4300
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Detection of Incongruent Firewall Rules
and Flow Rules in SDN

Nandita Pallavi, A.S. Anisha and V. Leena

Abstract The networking is the backbone that supports the vast area of
Information Technology. SDN is the new road that takes the conventional net-
working to greater heights. SDN is going to aid all future innovations and devel-
opments in the field of networking. SDN stands for Software Defined Networking,
this separates the network into two planes namely data plane and control plane.
A data plane is the abstraction of all the hardware side of the network and the
control plane is the central unit that acts like a brain controlling the entire network.
This dual architecture thus helps to maintain a network that is centralized, highly
scalable, flexible etc. The programmability of the network opens the window of
scope for greater innovations and developments. SDN can gracefully accommodate
technology shifts. At the same time SDN posses certain security issues that need to
be addressed. As a widely flourishing and developing networking method, these
security issues need to be tackled. In this paper we are trying to address the security
issue of rewriting flow entries in switches. We propose an algorithm for the
detection of incongruence between firewall rules and flow rules and thus we
overcome the threat caused by modification of flow entries. The proposed system is
for Open Flow based Firewalls. The system is intended to boost the security
capabilities of SDN, thereby minimizing some of the security challenges in SDN.
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1 Introduction

Software Defined Networking is an emerging architecture that is cost-effective,
dynamic, manageable, and adaptable [1]. All these features make it ideal for the
high-bandwidth, dynamic nature of today’s applications [2]. Using this technology
a third party can introduce a new service or customize network behavior by writing
simple software. Coming to the security aspect in SDN [3, 4], though some level of
security [5] is provided by the SDN switches, it does not provide enough protection
from all the things that can go wrong. This is where the importance of a firewall in
SDN is reinstituted. The firewall filters all the incoming and outgoing traffic in the
network based on prioritized firewall rules [6]. A firewall constitutes of a collection
of rules that either allow or deny traffic. The flow tables are present in the switches
and the entries in flow tables mark the path the traffic can traverse. There may be
contradiction between the flow rules and flow table entries [7]. This contradiction is
the violation that we are handling in this paper. The packet entering the switch
passes through flow tables. A flow is a sequence of packets that matches a specific
entry in a flow table.

2 Related Work

Hu et al. [1] has presented a comprehensive framework, FLOWGUARD, has
proposed a firewall policy violation detection and resolution mechanism in dynamic
OpenFlow networks. Jarschel [8] establish SDN as a widely adopted technology
beyond laboratories and suggest that insular deployments requires a compass to
navigate the multitude of ideas and concepts that make up SDN today [8].
Contribution represents an important step towards such an instrument. It gives a
thorough definition of SDN and its interfaces as well as a list of its key attributes.
Mininet [9] an instant virtual platform http://mininet.org/ helps to understand the
implementation level details of SDN. Hu et al. [7] proposed that the source and
destination addresses of firewall rules and flow entries are first represented by
binary vector. Then, conflicts between firewall rules and flow rules are checked
through comparing the shifted flow space and deny firewall authorization space.
PeymanKazemian et al. [10] has developed a general and protocol-agnostic
framework, called Header Space Analysis (HSA). Their formalism allows us to
statically check network specifications and configurations to identify an important
class of failures such as Reachability Failures, Forwarding Loops and Traffic
Isolation and Leakage problems. Wang et al. [11] introduce a systematic solution
for conflict detection and resolution in OpenFlow-based firewalls through checking
flow space and firewall authorization space. This approach can check the conflicts
between the firewall rules and flow policies based on the entire flow paths within an
OpenFlow network. PeymanKazemian et al. [12] introduces a real time policy
checking tool called NetPlumber.
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3 Methodology

3.1 Algorithm 1: Matrix Mapper

Step 1: Convert the firewall rules into a matrix format.
Step 2: Convert the flow table rule into a matrix format.
Step 3: Create a transitive adjacency matrix based on the flow table matrix.
Step 4: By comparing firewall table and flow table matrices, derive a resultant

matrix and also create a port matrix.

Based on the topology given in Fig. 1, matrices are designed here. The firewall
matrix consists of values 0, 1 and 2 and it is denoted by the symbol FW. Row and
column denotes the source and destination respectively. Each value in the cell of the
matrix corresponds to the state of traffic between the source and destination. The
state of traffic implies whether there is traffic between the corresponding source host
and destination host [10, 12]. The value 0 means traffic denial, 1 means traffic is
allowed, and 2 denotes partial allow. The firewall rules are analyzed from least
priority to high priority to set values in the matrix. If allow or deny between two
hosts is not specified then it is assumed to be allow. Table 2 is an FW matrix
designed from the firewall table given in Table 1.

The Flow table matrix contains two values 0 and 1 where 0 corresponds to
absence of flow and 1 corresponds to the presence of flow. It is represented by the
symbol FT.

From matrix FT, transitive adjacency matrix TA is constructed. The significance
and procedure of creating matrix TA from a given matrix is explained in Sect. 3.3.
The corresponding TA matrix of FT shown in Table 3 is given in Table 4.

The matrix FW and TA are compared. From these two matrices resultant matrix
R is built. Whenever a new rule is inserted or an existing rule is dropped in FW or
an existing rule is modified, the R matrix is built. For values of matrices with values
1 or 0, an XNOR operation is performed and the result is recorded in matrix R. The
value 0 in R means violation. That is the case when an action is specified in firewall
and a contradicting action is specified in flow table (Table 5).

Fig. 1 SDN test topology
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If the matrix FW has a value 2 and TA has value 1, value 2 is recorded in
R. When FW has a value 2 and TA has value 0, it is a violation and therefore value
0 is recorded in R (Table 6).

Table 1 Firewall table

Order Protocol SrcIP * DestIP Dest port Action

1 tcp 192.168.10.1 * 192.168.10.2 * Allow

2 tcp 192.168.10.2 * 192.168.10.4 22, 25 Deny

3 tcp 192.168.10.3 * 192.168.10.2 * Deny

4 tcp 192.168.10.4 * 192.168.10.2 * Deny

5 tcp 192.168.10.4 * 192.168.10.3 * Allow

6 tcp 192.168.10.3 * 192.168.10.4 * Allow

7 tcp 192.168.10.2 * 192.168.10.1 22, 23 Allow

8 tcp 192.168.10.3 * 192.168.10.1 * Deny

9 tcp 192.168.10.2 * 192.168.10.3 * Deny

10 tcp 192.168.10.1 * 192.168.10.4 * Deny

Table 2 Firewall matrix: FW A B C D

A 1 1 1 0

B 2 1 0 2

C 0 0 1 1

D 1 0 1 1

Table 3 Flow table matrix A B C D

A 1 1 1 0

B 0 1 0 1

C 0 1 1 0

D 0 1 0 1

Table 4 Transitive
adjacency matrix

A B C D

A 1 1 1 1

B 0 1 0 1

C 0 1 1 1

D 0 1 0 1

Table 5 Table of XNOR
operations

Inputs Output

A B Y ¼ A� B ¼ ABþAB

0
0
1
1

0
1
0
1

1
0
0
1
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The matrix R helps us to detect all the incongruencies in cases other than those
with partial allow (value 2), for the remaining entries (with value 2) there is a port
specification associated with it. Therefore a next level of matrix needs to be
constructed.

If Rij = 2 in R, get the corresponding hosts. For all these hosts, create a port set for
each host. With each cell with value 2, create a destination-port matrix for the
corresponding source. The row contains the destination host names and column
contains the partially allowed ports. An example for port matrix is shown in Table 7.

This helps to record the violation between the firewall rules and flow rules in
SDN. The prioritizing errors can be detected using this strategy.

(1) A value 2 in FW matrix cannot be overwritten by 1 or 0, that is a priority
violation.

(2) If specific ports of host are allowed or denied, the rest of the ports are filled
with the negated value of either allow or deny.

3.2 Description of Duo Lock Algorithm

As the name suggests the algorithm is governed by two locks. The outer lock:
lock_1 and the inner lock: lock_2. Whenever there is a modification in a flow entry
or a firewall rule is added, deleted or modified, the control is passed through this
lock. The entry is updated only when the lock is opened. If the lock is closed a
violation is detected. The flow entry is updated when a mandatory overwriting is
tried or changes need to be brought in the flow table based on firewall rule addition,
modification or deletion. Lock_1 helps to detect and handle complete violations. In
case of partial allow or deny rules in firewall, the second lock: lock_2 is used. If
port wise violation does not happen then the lock is opened and flow entry is
updated, otherwise if the port is closed, flow entry does not get updated and
violation is reported.

In order to enable the proper execution of the concept, we introduce a transitive
adjacency matrix in the locks. If the hosts A and C are denied to interact, the
intruder must not be allowed to bypass this rule by an indirect interaction.
Example is an indirect interaction from A to C by A to B to C. Lock_1 operates
using transitive adjacency matrix and Lock_2 operates using port matrix.

Table 6 Resultant matrix R A B C D

A 1 1 1 0

B 0 1 1 2

C 1 0 1 1

D 0 0 0 1

Table 7 Port matrix of
source B

20 21 22 23 50 53

A 0 0 1 1 0 0
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3.3 Transitive Adjacency Matrix (TA)

A transitive adjacency matrix is the matrix that points whether there is a direct edge
or indirect edge in a matrix. If edge (a, b) and (b, c) exists then another edge (a, c) is
assumed to be existing. The transitive adjacency matrix is based on transitive law
and adjacency matrix. The transitive law in mathematics and logic states that “If
aRb and bRc, then aRc,” where “R” is a particular relation (e.g., “… is equal to
…”), a, b, c are variables (terms that may be replaced with objects) and the result of
replacing a, b, and c with objects is always a true sentence (Fig. 2).

A transitive adjacency matrix is a matrix with all indirect connections also
marked as an edge. This matrix is XNORed with FW matrix, if 1 then there is
violation and the lock_1 is locked (Table 8).

For converting an adjacency matrix to transitive adjacency matrix a set of
operations are proposed here.

For each row, r in matrix with value 1{
Find value of column with value 1 and assign column value to k

For each row of value k, retrieve column with value 1 and assign to l.
Assign TA[r][l] to 1.

Table 8 Transitive
adjacency matrix of the
adjacency matrix given in
Fig. 2

0 1 2 3

0 0 1 1 1

1 0 1 0 1

2 0 1 0 1

3 0 1 0 1

Fig. 2 Adjacency matrix representation of a directed graph
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3.4 Algorithm 2: Duo Lock

Lock1 
//a prevention is better than cure approach 
Matrix R (Resultant matrix of the comparison between FW and TA) checked, 
If(value is 1) 

//no violation at all 
Exit 

If(value is 0) 
//lock closed//violation detection 
Set lock _1 to 0 

return closed 
Else

//Lock opened 
     Set lock_1 to 1 

return open 

Lock 2 
//cure approach 
Matrix model Port matrix checked, on value 1 lock opened 
Based on source destination variables corresponding port matrix is analyzed 
If port deny  

//close lock_2 
 Set lock_2 to 0 

return closed 
Else

//lock opened 
 Set lock_2 to 1 

return open 

Duo Lock: 

Lock1{ 
 If (closed){ 
  Violation detection 
 } 
 Else { 
  Flow entry updation 

lock2{ 
   If (closed){ 
    Violation detection 
    Exit 
   } 
   Else{ 
    //no violation 
    Flow entry updated if needed 
    Exit 

}
}

}
}
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The proposed methodology was experimented in mininet [9] using pox con-
troller [13, 14] based on the topology given in Fig. 1. From the experiment it was
clear that rules can be efficiently represented, stored and manipulated effectively
using matrices. In terms of memory access also matrices are highly efficient here.
As 2 check points are introduced no conflict can be bypassed. So the proposed
procedure effectively detects the conflicts in a faster way. Therefore flow tables can
be updated reflecting the variation proficiently.

4 Conclusion

In this paper we present a method of detection of incongruent firewall rules and
flow rules in SDN. Our methods are based on the matrix model. Firewall matrix,
flow table matrix, port matrix and transitive adjacency matrix is the matrix models
used in this paper. Using these matrix models we have created two algorithms to
detect the violations between flow table entries and flow rules. These algorithms
provide an efficient way to detect violations and prevent or cure their occurrence.
A method to effectively prioritize the firewall rules depending on modification,
insertion or deletion of firewall rules have also been proposed in this paper. The
matrix model of transitive adjacency matrix is a matrix that has been formulated
according to the needs of our method, and for this we have clubbed the transitive
law and adjacency matrix.
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An Attainment Upgrade in Audio
Steganography

K. Anupriya, Revathy R. Nair and V. Leena

Abstract With the advancement of information technology, there is a visible
change in economical, commercial, and technological ways. Privacy of information
still remains the main concern. Audio steganography is one of the most popular
techniques for shielding of information. To raise the surveillance, we focus on
Audio steganography along with noise-free environment. For ensuring this, hiding
in silence interval are considered because most of the current audio steganography
embedding methods are improper for noise-free environment. This paper proposing
an attainment upgrade in audio steganography with using RSA algorithm of three
distinct prime numbers as well as hiding text in silence speech signals with high
hiding capacity employing summate silence interval in speech signal. Our simu-
lation results show that this approach maintains noise-free environment, security,
and achieves a higher hiding capacity.

Keywords Steganography � Cryptography � RSA � Hiding in silence interval

1 Introduction

Internet is a global system of computer networks. So with advancement of these
come up with many security problems, exceptionally in data security. Data security
means defend data from the undesirable movement of illegal end users.
Cryptography and steganography are the two techniques used to solve these
problems. Cryptography is the branch and trade of remodeling information to make
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them sheltered and resistant to intrusion. Encryption and decryption are two
important methods used under cryptography. Steganography is termed as shielded
or obscure writing [1]. It is forming of shielded through uncertainty. Audio
steganography is technique used to remodeling covert information by reshape audio
signals in an undetectable manner [1–3].

General principles of audio steganography adopted in previous research are as
follows.

In audio steganography system, to support cryptography, normally RSA algo-
rithm is used. RSA is an unbalanced cryptographic algorithm that contains key
generation (public and private), key distribution, encryption, and decryption [4, 5].
In this, prime numbers must be undisclosed and anyone will get a public key to
encipher the message where any case of cracking RSA encipher known as RSA
problem. Variety of methods are used for embedding text into an audio file such as
LSB [6], MSB, phase coding, parity coding [6], hiding in silence interval. As our
intention is to get a noise-free environment, in our proposed work, we focused on
the Hiding in silence interval [2, 7]. Hiding in silence interval is a smooth and an
adequate embedding method has been employed to accomplish silence interval in
speech signal. Alteration in silence interval can lead to deceitful data elicitation
where the initial and final interval added to the speech signal simply avoided.

• RSA algorithm with two prime number [8]
Advantages of RSA:

– Very agile, very simple encryption
– Easier to perceive [8].

Disadvantages of RSA:

– Extremely passive key generation
– Less covert
– Slightly insecure in data transfer [9].

• Hiding in silence interval
Advantages

– Noise-free environment

Disadvantages:

– Low data hiding capacity [2]

Since more drawbacks are found in the existing system, we provide an efficient
method with the help of a new technique.
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2 Related Work

Vivek Choudhary and Praveen [9] proposed a method for progressing RSA algo-
rithm with three prime numbers. It gives tenacity of large prime numbers. Its build
upon three variables and it is generating new variables by eliminating common
modulus n. Here they generated RSA algorithm with the help of three phases: key
generation, encryption, and decryption.

• Generate three prime numbers such as a, b, c.
• Computing common modulus with help of three prime numbers

ða� 1Þðb� 1Þðc� 1Þ
• Introduce new variable ‘d’
• The ‘d’ variable used for Encrypt and decrypt the message.

It has two central advantages compared with existing RSA algorithm.

• It is impossible for breaking three prime numbers.
• It makes more powerful by adding new variable and common modulus (n).

Abdul Kather and Vimal [10] proposed a new suppressing method where private
data concealed in the silence part are identified by collaborative non-voice detection
(CNVD) algorithm in which sample values from speech signal is deteriorate to hide
covert data aim at providing emotive transparency with data hiding scope. They
embed covert information into non-voice part by proposed embedding algorithm
and extract secret information from non-voice part by proposed extraction algo-
rithm. Data embedding capacity in non-voice frame of speech signals are antici-
pated and imperceptibility of stego files is appraised. So data hiding capacity is
achieved with CNVD Algorithm.

Kamred Udham Singh [7] provided data hiding scheme in temporal domain are:
low-bit encoding, echo hiding, parity coding, and hiding in silence interval
approach come up with simple and adequate embedding technique. Initially
determine the silence intervals of the audio and their respective length, these values
are decreased by a value where 0 < z < 2nbits and n bits is the number of bits needed
to represent a value from the data to hide. Small silence intervals are left interrupted
since they usually arise in continuous sentences and changing them might alter the
quality of the speech. This technique has a good perceptual transparency.
Modifications in silence intervals length will lead to incorrect data extraction.
Besides robustness and security conventional least significant bit (LSB) technique,
its alteration provide a very clear and simple way for data hiding but at a low data
hiding quantity [7].

Nikita Atul Malhotra, Nikunj Tahilramani reviewed on speech and audio
steganography techniques in temporal, transform, and coded domains. They dis-
cussed on various steganographic techniques which in turn classified into various
domains like transform domain, temporal domain, and coded domains. They
examine on classification of steganographic techniques. Thus, temporal domain
apprise intends to escalate the hiding quantity [11].
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3 Problem Definition

Hiding in silence interval provides noise-free environment. But to increase data
hiding capacity, we need to compromise it with enhancing the silence interval
which can be done by summating the length of silence interval of audio without
interrupting the original signals as well as to enhance preservation, we imply
reformed RSA with three distinct prime numbers.

4 Proposed System

In our audio steganographic system, we are using two techniques that are reformed
RSA (three prime numbers) to strengthen security and enhanced hiding in silence
intervals to increase the hiding capacity. RSA has been used for securing the secret
messages. Due to the problem encountered with the RSA was of two distinct prime
numbers, propose a reformed RSA technique with three prime numbers and
whenever an extra bit (secret message) is added to original signal, it is obvious that
original signal changing, so in order to eliminate such noise rate, we employing a
techniques that Hiding in silence Intervals. But this technique supports low data rate
capacity [12]. For this reason, a method is introduced to increase high data rate
capacity in hiding silence interval.

4.1 Enhanced Hiding in Silence Interval

A main drawback with hiding in silence interval is less data hiding quantity [13]. So
in order to prevail over this problem, we propose an enhancement in hiding in
silence interval.

Algorithm:
Embedding module:
Step 1: Encrypt the message with public key
Step 2: Calculate the total length of silence interval of speech signals.
Step 3: Compare calculated length of silence interval with total cipher message size.
Step 4: If message size is larger than the calculated length,
Summate the silence interval,
Embed the data into silence interval.
Else
Embed the data into silence interval.
Step 5: At the end side, extract the original message
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Summate silence interval:
When embedding cipher message to silence interval. It is important to envisage

certain aspects: First, initial and final parts of speech signals are neglected even it is
a silence part. Second, one will be unable to summate all the silence part within the
speech signals. Third, even though it is possible to summate the silence interval, it
must be noted that no human auditory system can be easily detected. As the quality
of speech signal is a significant factor for summating them.

4.2 RSA Algorithm with Three Prime Numbers

RSA is asymmetric cryptography algorithm invented by Ron Rivest, Adi Shamir,
and Len Adleman contribute a stable and secure system that can be employed for
both public key encipher and digital signatures. In RSA, key generation, encipher,
and decipher are the three steps carried out. Public key, private key, and common
modulus are elected for key generation process. The message will be enciphered
employing a public key, which will be got by anyone but can be deciphered
employing the private key only get to the end user. Normally in RSA, two prime
numbers are elected to generate modulus n but through n, there is a chance for
detecting the two prime numbers. So, in this paper, RSA with three prime numbers
are elected to spawn the common modulus n and with the help of three prime
numbers [9] and n is used to spawn a new variable, which is proving for encipher
and decipher of text data.

The procedure is as follows:

(1) Key generation

First, it prefers three prime numbers which is a, b, c. Then it appraises common
modulus (or n) and Euler’s totient function n (or Euler’s phi function) computing by
ða� 1Þ ðb� 1Þ ðc� 1Þ. Then find out new variable d with help of following
conditions

If a[ b THEN n� a\d\n

If a\b THEN n� b\d\n

(d must be co-prime to n).
Then find out public key and private key employing d variable.

A general formula to find d: pk � skmodðdÞ ¼ 1
Sk is found by this equation: sk � pk ¼ 1 �modðdÞ

This is more secure than RSA algorithm as the new variable d can be detected
only by knowing the two prime numbers a and b, which can be detected only
through n, but as n is not conveyed in public key, so it is crucial to get the value of
d, hence the enciphered message cannot be appreciable easily [9].
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(2) Encryption

Encryption formula: c ¼ mpk ðdÞ where pk is public key exponent, m is message,
c is cipher.

(3) Decryption

First, at the receiver side it evaluate private key (sk) with help of current variable
(d) where it computing by help of new method. Then it decrypt with private key.

Decryption formula: m ¼ csk mod ðdÞ� �1=2

Architecture:

Advantage of Proposed Method

• The vitality of increasing the length of silence interval in audio, it could increase
the data hiding capacity.

• It can provide noise-free environment without having any disruption.
• The intensity of reformed RSA, It could raise the surveillance.
• Eradicate of common modulus n by spawning current variable.
• It provides more surveillance on data transmission.
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5 Experimental Results

5.1 Reformed RSA

The introduced system carries out with Java. The information first encrypted with
reformed RSA under the cryptography. Then we first calculate the total length of
silence interval of speech signals, and then calculated length of silence interval is
compared with total cipher message size. If size is larger than calculated length, it
move on to next process that is summate the silence interval which done manually
and embedded the data into silence part of audio else simply embedded the data into
silence part. At the end side, our system extracts the original message.

Table 1 shows the encipher and decipher time of reformed RSA and original
RSA

Table 1 Comparison of reformed RSA and original RSA [14] in which the reformed RSA has
fewer encipher time but the decipher time is higher than the aboriginal one

Algorithm Encipher time (s) Decipher time (s)

RSA 0.00988112 0.00086667

Reformed RSA 0.00266617 0.00112452

Fig. 1 Depicts the way of summating the silence interval
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5.2 Enhance Hiding in Silence Interval

Depending on the speech signals, capacity for hiding the message can be increased
using summate silence interval (Fig. 1).

6 Conclusion and Future Work

The paper proposed to improve surveillance on covert data using reformed RSA
with three prime numbers and a new variable d. The paper also concentrated on
providing a noise-free environment with high hiding capacity by improvising the
hiding in silence interval method with the help of summating the silence interval
length. From our estimated results, in order to summate the silence interval, we
focused only on speech signals. So in our future work we will be trying to use all
kind of audio.
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A Comparative Study Between Hopfield
Neural Network and A* Path Planning
Algorithms for Mobile Robot

Suhit Atul Kodgule, Arka Das and Arockia Doss Arockia Selvakumar

Abstract Path planning is an important aspect of any mobile robot navigation to
find a hazard-free path and an optimal path. Currently, the A* algorithm is con-
sidered to be one of the prominent algorithms for path planning in a known
environment. However, with the rise of neural networks and machine learning,
newer promising algorithms are emerging in this domain. Our work compares one
such algorithm namely the Hopfield neural network-based path planning algorithm
with A* in a static environment. Both the Hopfield network and the A* algorithm
were implemented while minimizing the total run times of the programs. For this,
both the algorithms were run in MATLAB environment and a set of mazes were
then executed and their run times were compared. Based on the study, the A*
algorithm fared better and the Hopfield network showed promising results with
scope for further reduction in its run time.

Keywords Mobile robot � Path planning � Hopfield network � A* algorithm �
MATLAB

1 Introduction

Path Planning is an important aspect for field robotics and to allow the robot to
traverse an optimally safe and accurate path. The major classification of path
planning is divided into path planning in static environment [1, 2] and path plan-
ning in dynamic environment [3]. Apart from mobile robots, path planning can also
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be applied to robotic arms [4], underwater robots [5], and autonomous vehicles [6].
Lagoudakis [7] proposes a path planning scheme using Hopfield neural network,
based on which a part of our work is presented. While the path planning problem
has been addressed in neural networks domain using feedforward networks, this
technique lacks an internal representation of the environment and thus needs to
compensate this using different methodologies. Hopfield network overcomes this
barrier by generating a Hopfield surface that directly maps to the robot’s envi-
ronment. This is the reason why an in-depth study of the Hopfield network path
planning was deemed necessary. This algorithm is not limited to mobile robots but
can also be used for various other agents, such as underwater robots, software
agents, and robotic arms.

Panrasee et al. proposed a modified Hopfield Network where the weight matrices
are calculated by using the distance between the target and each neuron, their
findings showed that it gave better results compared to Lagoudakis’ work.
However, as the weight matrices are not symmetric, the Hopfield energy function is
not guaranteed to decrease. This may lead to a greater convergence times which is
not profitable for our work. As a result, we have concentrated on meeting the
Lyapunov function criteria to achieve a faster convergence time [8]. Kroumov et al.
[9] proposes a potential field method based path planning. It overcomes the local
minima problem characteristic of potential field functions and guarantees a
near-optimal path for a differential drive robot.

Mahadevi et al. proposes a memory-based A* algorithm, an application of
machine learning where the paths are precalculated and stored. First, the robot
explores the maze and creates a map in its memory and then when it is fed a source
and destination point, it recalls the path traversed while learning up the maze to get
a reasonable optimized path [10]. Ankit Bhadoria et al. [11] proposes an optimized
angular A* algorithm for neighbor node evaluation where the angle keeps on
changing to the optimum angle between the robot’s present position and the target
position. Nadia Adnan et al. proposed a modified genetic algorithm method for
robot path planning. The algorithm reads the already established maze map to create
a reasonably optimum path using distinguished algorithm, fitness function and
crossover [12]. Mohanraj et al. [13] presented a simple ant colony and ant colony
meta-heuristic-based path finding algorithm, where the behavior of ant colonies in
nature is implemented and their procedure of foraging food with the help of
pheromones is replicated to map out the shortest path between the colony and food
source.

In this study, the Hopfield neural work and A* path planning algorithms for
mobile robot under static environment are studied in detail and a comparative study
between Hopfield, A* and Ant Colony algorithms is carried out to find the mobile
robot optimum path in a shorter time. Further complete description is mentioned in
following detailed sections. Problem definition, Hopfield neural network, and A*
algorithms are discussed in Sect. 2, Simulation using MATLAB is explained in
Sect. 3, results and concluding remarks are discussed in Sects. 4 and 5,
respectively.
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2 Problem Definition

The robot environment is considered as a grid-based system where each element
corresponds to a value in a matrix n � m. The location of the robot, the obstacles
and the target are the corresponding ordered pairs (i, j) of the matrix. Given a matrix
A, the algorithms’ aim is to find the shortest path from the robot’s initial position to
the target position while avoiding the obstacles. The position of the target and
obstacles are static.

2.1 Hopfield Network

The Hopfield Neural Network is a fully connected recurrent neural network con-
sisting of n neurons. Each of the given neurons takes input from all the other
neurons. The connections between neurons i and j are weighted as wij and are
symmetric in nature (wij = wji). There are no self-coupling terms, meaning wii = 0.
Each of the weighted input to neuron i is summed with a bias unit, the importance
of which is explained in Sect. 2.1.1, as show in Eq. 1.

xi ¼
Xn
j¼1

yjwij þ hi; ~X tð Þ ¼ W �~Y tð Þþ~h ð1Þ

where xi is the input of neuron i, yj is the output from neuron j and hi is the bias unit

and X
!
;~Y ;~h are the discrete input, output, and bias vectors, respectively. The output

of a neuron is given by the binary McCullogh-Pitts model:

yi tþ 1ð Þ ¼ u xi tð Þð Þ ¼ u
Xn
j¼1

yjðtÞwij þ hi

 !
ð2Þ

where u is an activation function, specifically the hyperbolic tangent function given
by:

Tan h xð Þ ¼ ex � e�x

ex þ e�x
ð3Þ

whose values lie in the range of [0, 1].
The Hopfield Network has energy given by:

E ~yð Þ ¼ � 1
2

Xn
i¼1

Xn
j¼1

yiyjwij �
Xn
i¼1

yihi ð4Þ
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The given energy function decreases monotonically after every evolution of the
network till it reaches a stable equilibrium condition. This property of the Hopfield
Network is used to stop the training of the network parameters.

2.1.1 Path Planning

Consider a configuration space C (C1, C2, C3 … Cn), where each Ci corresponds to
a neuron of the Hopfield Network. Each of the units can either be maximally
activated or minimally activated or possess an activation (0, 1). Each obstacle,
target, and robot’s position corresponds to one unit of C. By common notation the
target will be maximally activated. To achieve this, the bias unit hi are given the
following values.

hi ¼ þ1 if Ci is a target
0 otherwise

� �
ð5Þ

The weight matrix W is an n2 � n2 matrix where each element (i, j) corresponds
to the a function of the Euclidean distance between neuron i and j namely,

f xð Þ ¼ e�/x2ð/ is a real positive numberÞ ð6Þ

Now, let us say one unit Ct is taken as the target unit. Correspondingly, the target
neuron will be maximally activated and the rest of the neurons will be activated
according to W such that the neuron closer to Ct has higher activation value
compared to a neuron farther away. Once the Hopfield surface has been created, the
obstacle units Co are minimally excited by assigning a value of 0. The Hopfield
surfaces with just a target and with target and obstacles are shown in Figs. 1 and 2,
respectively. The surface is scaled to make the differences more apparent.

Fig. 1 Hopfield surface
without obstacles
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To construct a path, the Hopfield surface is used to determine the next step in the
path. In case of static system, the Hopfield surface remains the same for every
iteration while for the dynamic environment it differs corresponding to the position
of target and obstacles. Given below is the algorithm for path construction:

1. Start
2. Assign bias unit of target a value of +∞.
3. Produce the weight matrix W for a given map.
4. Iterate Output values of the Hopfield neurons until the global energy minima is

reached.
5. Assign obstacle units a value of 0.
6. Calculate the gradients of robot’s adjoining units using the Hopfield surface and

the equation:

gradient i; jð Þ ¼ y jð Þ � yðiÞ
qði; jÞ ð7Þ

7. Select the unit with maximum gradient as the robot’s next unit.
8. If target is reached, go to step 9.

Else
9. Stop.

2.2 A* Algorithm

A* algorithm is a widely used path finding algorithm to find the shortest distance
through a maze or a graph to reach the target from the source by avoiding all the
obstacles. It is a heuristic search algorithm and applied greedy technique to select
the best possible next node with the hope of finding the shortest distance to the
target node. Greedy technique follows the method of choosing a locally optimal

Fig. 2 Hopfield surface with
obstacles
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solution with the hope of finding a globally optimal solution. The total cost (weight)
to a grid (in a maze) or a node (in a graph) is given by Eq. 8.

f nð Þ ¼ c nð Þþ h nð Þ ð8Þ

where n is the nth node, f is the total weight function, c is the cost function, and h is
the heuristic function.

The cost function determined the cost of moving from one node to the other and
heuristics function gives the program an idea as to how far the target might be from
the present node. Heuristics function might be dependent on node position with
respect to the target, the cost function might be dependent on node position respect
to each other for which we have to compute the cost of each path and heuristics of
each node or they might be arbitrary predefined values. As the algorithm tries to
find the best path, the cost of reaching a particular cell from target is equal to the
sum of cost of moving from parent cell to that particular cell and cost of moving to
the parent cell from target.

2.2.1 Path Finding

A* algorithm always tries to minimize the total weight function out of the all the
possible reachable node with the idea to reach the target using the least cost path. If
the total weight of two or more cells are same, then by applying greedy method we
choose the cell with the least heuristic value with the idea that since it is closest to
the target cell, it would give rise to the least cost path.

In Fig. 3, a 9 � 4 grid system is taken with ‘s’ as the source and ‘t’ as the target.
Cost function and heuristics function is based on Pythagoras Theorem where
moving in straight line incurs a cost and heuristics of 10 and moving diagonally
incurs a cost and heuristics of 14.14. So initially for the first iteration.

From Table 1, we see that A and W have least equal total weight. We choose W
because its heuristic value is lesser. So W will be the next chosen node.

Fig. 3 Example 9 � 4
system
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2.2.2 Algorithm for Static Maze

(1) Calculate the heuristics of each cell in the maze if they are not predefined and
store it in a 2D array.

(2) Create a 2D array to store the maze map.
(3) Create a 2D array to store the cost of reaching a particular grid from source

grid, initialize each grid to a high value except source grid.
(4) Create a 2D array to store the address of reachable grids which stores the

source grid address initially.
(5) Go for an iterative procedure till target is reached where, from the list of

reachable grids, the most suitable grid is selected based on the total weight. If
total weight is same in more than one grid, the one with least heuristic value is
chosen. This is the node to be visited next.

(6) Update the list of reachable grid during each iteration by marking the visited
grids in the maze map and taking them out of the list and putting in the newly
reachable nodes from the presently visited node. A grid once visited should
not be visited again.

(7) Update the cost of each reachable cell if the cost of reaching the cell from the
presently visited cell is lesser than the minimum cost of reaching the cell in the
previous iterations.

3 Simulation

To test the Hopfield algorithm, the simulation was carried out in MATLAB on four
different mazes in static condition. These mazes have been previously utilized by
[13]. We have kept the environment constant so that we can easily compare our
simulation results with theirs and have a comparative study between Hopfield path
planning and A* path planning proposed in this paper. The simulation process of
one maze from static has been explained and the same procedure is followed to
simulate the other mazes too.

Table 1 A* costs, and
heuristics for Fig. 3

Grid Cost Heuristics Total weight

A 10 58.28 68.28

B 10 72.42 82.42

C 10 64.14 74.14

D 10 78.28 88.28

W 14.14 54.14 68.28

X 14.14 62.42 76.56

Y 14.14 82.42 96.56

Z 14.14 74.14 88.28
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3.1 A* Algorithm

In the static maze, A* algorithm has been utilized to solve the minimum path
planning problem. The explanation to how the maze shown in Fig. 4b was solved is
as follows. The same procedure has been utilized to solve the Figs. 4a, c of static
mazes as well.

1. First the algorithm takes an input of the map in term is 0s and 1s. 0s denote
obstacle and 1s denote paths that can be taken from movement. Total number of
rows and columns are set to 21. The start node is given as (1, 1) and end node is
given as (21, 21).

2. Here, we have taken the distance between two adjacent cells is 10 units and by
Pythagoras Theorem, the distance between a grid and its corner grids are 14.14
units.

Fig. 4 Simulated mazes for A* and Hopfield
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3. The heuristics function chosen here was the minimum distance between the
target and a particular grid given by the formula

Heu i; jð Þ ¼
ffiffiffiffiffiffiffi
2a2

p
�min r � ij j; c� jj jð Þþ a �max r � ij j; c� jj jð Þ

�min r � ij j; c� jj jð Þ ð9Þ

where Heu(i, j) is the heuristic function, r is the row value of target grid c is the
column value of target grid, I is the row value of a particular grid whose
heuristic value is being calculated, j is the column value of a particular grid
whose heuristic value is being calculated.

4. Now we go for an iterative procedure by initially taking the source row and
column, we calculate the cost of traveling to the grids surrounding it. We then
calculate the total weight function by the formula,

f ði; jÞ ¼ cði; jÞþ hði; jÞ ð10Þ

where i is the row value of a particular grid, j is the column value of a particular
grid, f is the total weight function, c is the cost function and h is the heuristic
function.

5. We choose the local optimum solution by choosing the grid with least total
weight or if more than one cell has least total weight we chose the one with the
least heuristic value. The new grids surrounding the present selected grid are
now taken into the list of reachable grids and the present selected grid (the
source grid) is taken out of the list. The present selected grid has now been
marked as visited and we will not revisit it.
This iterative procedure continues and the local minimum grid is chosen during
each iteration until the target grid is reached to construct the shortest path.

3.2 Hopfield Neural Network

The Hopfield surface was generated just once and stored in a matrix form. Every
row and column index of an element corresponds to the x and y coordinates of a
configurational unit of the surface. The elements of the matrix that will correspond
to an obstacle are assigned a value of zero. For example, if the element of 2nd row
and 5th column of a 21 � 21 matrix is an obstacle,

A 2; 5ð Þ :¼ 0 or A 26ð Þ :¼ 0

Since the positions are mapped to a matrix in MATLAB, an important point to
note is that the coordinate system will begin from (1, 1) and not (0, 0). This is
required as MATLAB begins matrix indexing from 1 and not 0. To define the
robot’s position in the map, a vector Pos has been used, where each position of the
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robot is stored sequentially in Pos. The initial position of the robot is fed directly to
the vector Pos and the subsequent values are obtained from the path constructor. As
stated previously, the target position is obtained by maximally activating the bias
unit of the target’s position. The following assignments are done to form the map.

A 11; 3 : 17ð Þ :¼ 0; I 21; 21ð Þ :¼ þ1; Pos 1ð Þ :¼ 1 ð11Þ

where I is a 21 � 21 matrix containing the bias values. Once the optimum values of
these variables have been generated, the gradients of the robot’s 8, 5, or 3 locations
depending on whether the robot is at the edge, the corner or the center of the grid
are calculated. The highest gradient is then selected and designated as the robot’s
next position. This continues till the target is reached. Similarly, all other static
examples are simulated (Fig. 5).

4 Results and Discussion

The Hopfield and A* algorithms are implemented for the three mazes under static
environment and the results are shown in Table 2 and the results are discussed in
the following sections.

Fig. 5 Output for Hopfield Network for maze 2 shown in Fig. 4b
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4.1 Hopfield for Static Mazes

Consider the second static maze for example. In this case, the algorithm is able to
find the optimal path within 0.348 s. Here, it can be clearly seen that the path
deviates from the shortest path upon encountering an obstacle and continues ver-
tically downward till it again reaches an obstacle free zone. Majority of the time
taken in this case is utilized for constructing the Hopfield matrix as it requires 100
iterations to get an optimal representation. On the other hand, a near-optimal
solution can also be obtained using lesser iterations. The Hopfield Energy constraint
however, needs to be satisfied in all the cases. The Hopfield Network still fares far
better than the ant-colony optimization technique and the path taken results are
shown in Figs. 6, 7 and 8.

Table 2 Results for static maze path finding algorithms

Maze
no.

Number of grids
traversed for Hopfield

Run time for
Hopfield (s)

Number of grids
traversed for (A*)

Run time
for A* (s)

1. 27 0.314 27 0.106

2. 27 0.348 27 0.099

3. 20 0.347 20 0.118

Fig. 6 Path taken for
Hopfield Network for maze 1
shown in Fig. 4a
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4.2 A* for Static Mazes

The simulation results for the static maze 2 is shown in Fig. 4b is shown in the
Figs. 9 and 11. After implementing A* Algorithm, it clearly shows the path fol-
lowed by the robot to reach the target grid from source grid. It is the most optimized
path with the number of grids traversed in between source and destination is 27.

Fig. 7 Path taken for Hopfield Network for maze 2 shown in Fig. 4b

Fig. 8 Path taken for
Hopfield Network for maze 3
shown in Fig. 4c
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The time taken to give the output is 0.99 s. There has been considerable
improvement in the path compared to the results obtained in ant-colony algorithm.
The time required to run the algorithm on this particular maze has been shown in
the above Table 2. We can clearly see that even the efficiency of path planning has
increased. Similarly, the path taken by the robot after implementation of A*
algorithm on static mazes 1 and 3 shown in Fig. 4a, c, respectively are shown in
Figs. 10 and 12 respectively.

The results of A* algorithm and Hopfield Network from this work was compared
with the results of simple ant colony optimization (SACO) and ant colony opti-
mization meta-heuristics (ACO-MH) as implemented for the same static mazes and
the following results were found,

• For maze 1 in Fig. 4a, for A* algorithm and Hopfield Network (100 iterations),
the number of grids traversed to complete the path is 27 in both cases while in
SACO it took 29 grids and ACO-MH it took 28 grids. For A* algorithm, the run
time is 0.106 s. For Hopfield Network, the run time was 0.314 s (2.96 times
slower than A*). For SACO the run time is 2.4 s (22.6 times slower than A* and
7.6 times slower than Hopfield). For ACO-MH, the run time is 2.37 s (22.4
times slower than A* and 7.5 times slower than Hopfield).

Fig. 9 Output for A*
algorithm for static maze 2
shown in Fig. 4b
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• For maze 2 in Fig. 4b, for A* algorithm and Hopfield Network (100 iterations),
the number of grids traversed to complete the path is 27 in both cases while in
SACO it took 31 grids and ACO-MH it took 28 grids. For A* algorithm, the run
time is 0.099 s. For Hopfield Network, the run time was 0.348 s. For SACO the
run time is 6.57 s (66.4 times slower than A* and 18.9 times slower than

Fig. 10 Path taken for A*
algorithm for maze 1 shown
in Fig. 4a

Fig. 11 Path taken for A*
algorithm for maze 2 shown
in Fig. 4b
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Hopfield). For ACO-MH, the run time is 6.9 s (69.7 times slower than A* and
19.8 times slower than Hopfield).

• For maze 3 in Fig. 4c, for A* algorithm and Hopfield Network (100 iterations),
the number of grids traversed to complete the path is 20 in both cases while in
SACO it took 24 grids and ACO-MH it took 22 grids. For A* algorithm, the run
time is 0.118 s. For Hopfield Network, the run time was 0.347 s. For SACO the
run time is 3.67 s (31.1 times slower than A* and 10.6 times slower than
Hopfield). For ACO-MH, the run time is 3.27 s (27.7 times slower than A* and
9.4 times slower than Hopfield).

5 Conclusion

Hopfield neural network and A* path planning algorithms for mobile robot under
static environment has been carried out successfully. Based on the comparative
study, the following concluding remarks were made,

• The A* algorithm is applied to the static mazes and it found to be work effi-
ciently to give the global optimum path between two grid points and the pro-
cessing required for finding the optimum path is very low.

• A suitable heuristic function in A* algorithm is applied to get the shortest path
between any two grids in the shortest possible time. It gives a more accurate
result in a much shorter time than the ant colony algorithm.

Fig. 12 Path taken for A*
algorithm for maze 3 shown
in Fig. 4c
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• The time required to process A* algorithm ranges from 22.4 times to 69.7 times
less than SACO and ACO-MH as seen in the results.

• From the comparison, A* algorithm is most efficient followed closely by
Hopfield Network for the tested number of iterations as far as time efficiency is
concerned. Both succeed in giving the optimum path.

• Hence we can conclude that both A* and Hopfield Algorithms applied to the
same static environment as SACO and ACO-MH generate more desired results
as they take far less time to be processed and give better path planning results.
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Vanishing Point Based Lane Departure
Warning Using Template-Based Detection
and Tracking of Lane Markers

Ammu M. Kumar, Philomina Simon and R. Kavitha

Abstract We propose a novel vision-based lane departure warning algorithm. The
initial step of lane departure warning system is lane detection. In this paper, we
present a lane detection method based on template matching. Kalman filtering is
used to track the detected lanes. To make the algorithm robust to shadows,
inpainting technique is done on regions with shadows. The curved lanes are han-
dled with the help of Bezier spline fitting. Our algorithm determines the lane
departure based on vanishing point margins. Experimental results show that the
proposed method performs better than Caltech lane detection algorithm.

Keywords Lane detection � Lane tracking � Lane departure warning � Hough
transform � Kalman filter

1 Introduction

Most of the road accidents occur due to the negligence of driver. Lane departure
warning system warns the driver when the vehicle deviates from the lane without
turn signal. There are three modules in a lane departure warning system: lane
detection, lane tracking, and lane departure identification. A typical vision-based
lane departure warning system consists of a camera placed behind the windshield of
the car. The road image captured is used for lane detection. The lane detection and
tracking is an important module of advanced driver assistance system. Vision-based
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lane detection and tracking is a challenging research area in the field of computer
vision. There are several challenges in lane detection such as presence of shadows,
writings on road, variation in lighting conditions, and worn out lane markings. This
paper proposes an approach that works well even in the presence of shadows,
writings on road and neighboring vehicles. But the algorithm cannot detect lanes
that are faded. The algorithm can handle curved lanes also. Section 2 describes the
different methods used in the literature for lane departure warning. Section 3 dis-
cusses the proposed method. Section 4 presents the experimental results and
analysis. Section 4 summarizes the paper.

2 Literature Review

The lane detection algorithms can be classified into two approaches: feature-based
approach and model-based approach [1]. In feature-based approach, low-level
image features such as edges are used. But model-based approach makes use of
geometric parameters to model lanes. The image should be converted to inverse
perspective mapping [2–4]. The edge detectors such as Canny [5–7] or Sobel [8, 9]
or steerable filters [10] are used for finding the edges corresponding to lane markers.
The lane marker is appeared as a white bar in dark background, template matching
[11], and bar filtering [12] is used to filter the lane markers from other objects in the
image. After filtering the edges, Hough transform [13–15] or polar randomized
Hough transform [11] can be applied. The Hough transform can detect straight
lanes but for curved lanes Catmull Rom spline fitting [16], B-spline fitting [17],
RANSAC spline fitting [3, 18], hyperbola fitting [5] are used. Learning-based
approaches [19], artificial neural network [20], ant colony optimization [21], Gabor
filter lane matching [22], and K-means clustering [7, 17] are also used for lane
detection. Kalman filter [13, 14], particle filter [4], and Lucas–Kanade algorithm
[23] can be used for lane tracking.

3 Proposed Method

3.1 Preprocessing

The road images from a camera are the input for the vision-based lane departure
warning system. Based on the intrinsic and extrinsic parameters of the camera, the
image acquired will have different information contents associated to each pixel.
This effect is known as perspective effect. To avoid this effect and to homoge-
neously distribute the information content among all the pixels, inverse perspective
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mapping is performed. The inverse perspective mapping produces a new image that
represents the same scene as acquired from a different position [24].

The inverse perspective mapping is suitable for structured environments where
the camera is mounted on a fixed position. For the lane departure warning system,
the precalibrated camera is placed behind the windshield. In the actual image
obtained from the camera, the lanes appear to converge at a point in the horizon due
to the perspective effect. After applying the inverse perspective mapping (IPM), the
top view of the road is obtained where the lanes appear to be parallel. The initial
step in our algorithm is converting the input image to top view of the road image,
based on flat road assumption and camera intrinsic and extrinsic parameters [3].
After converting to top view, the region of interest is reduced and processing time
can be saved. In the next step, the color IPM image is converted to grayscale image
using Eq. (1). The computation cost is reduced as single channel needs to be
processed instead of processing the three channels in RGB image.

Ig r; cð Þ ¼ 0:299:R r; cð Þþ 0:587:G r; cð Þþ 0:114:B r; cð Þ; ð1Þ

where Ig r; cð Þ, R r; cð Þ, G r; cð Þ, B(r, c) be the grayscale intensity, red, green, and
blue channel values at r; cð Þ pixel position, respectively.

The grayscale image contains shadows of trees and other vehicles. An
inpainting-based approach is used for handling the shadows. Digital inpainting is
basically the process of reconstructing small damaged portions by filling the
missing details using information from surrounding area [25]. To inpaint the sha-
dow region, first an inpaint mask is constructed for the darker area in image cor-
responding to the shadows.

Inpainting is done using fast marching method (FMM) [26]. To inpaint a region,
the algorithm starts with pixel P in the boundary and process the pixels inwards.
Initially, FMM always processes the pixel close to the known image area. The
inpainting of a pixel is determined by the values of the known image points close.
The inpainting preserves the edges and other sharp details. The result of inpainting
is shown in Fig. 1.

3.2 Template Matching

The shadow removed image is then filtered using normalized cross-correlation [27]
with a template having similar structure as that of a lane marker. The template is
shown in Fig. 2. Those pixels whose normalized cross-correlation coefficient value
greater than 0.5 is kept as such and the remaining pixels are replaced with value 0.
This will result in a modified grayscale image. Applying a threshold corresponding
to 97.5th percentile of remaining values, a binary image is obtained [11].
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3.3 Lane Detection

Hough transform is applied on the binary image for detecting candidate lines
representing the lane markers. The Hough transform is a parametric representation

Fig. 1 a IPM image with shadow. b IPM image after inpainting (the shadow regions are now less
visible). c Detection result without inpainting (false positive for shadow). d Detection result with
inpainting

Fig. 2 Template used with
dimension [11]
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of points in the binary image. Each pixel in the binary image is transformed to
Hough space by applying the given equation.

q ¼ x cos hð Þþ y sin hð Þ; ð2Þ

where q is the length of the perpendicular from the origin to a line passing through
ðx; yÞ, and h is the angle made by the perpendicular with the x-axis. The ðq; hÞ space
is quantized into fixed sized blocks to form a 2-D accumulator array. For each ðq; hÞ
pair obtained from Eq. (2), the corresponding accumulator cell is incremented [28].
Then top ten peaks in the Hough space are selected as candidate lane markers. In
the inverse perspective mapping image, the lanes appear vertical and parallel, so a
constraint on h values corresponding to vertical line is applied.

To make the algorithm robust to writings on road, the lines with difference in q
values less than a threshold with its neighboring lines are eliminated. Finally the
candidate lane markers are detected. For each candidate lane marker, a rectangular
region of interest enclosing the marker is considered in the binary image. Inside the
region of interest for those nonzero pixels, the difference between maximum and
minimum x values other than difference of x values of the start and end point of the
line segment then, it is considered as a candidate for curved lane and Bezier spline
fitting. Otherwise, the candidate lane marker is considered to be straight and line
fitting is performed.

3.3.1 Straight Lane Detection

The line fitting is based onM-estimator. The algorithm fits a line to a set of point set
by minimizing

P
i qðriÞ; where ri is the difference between the predicted value

(based on the regression equation) and the actual, observed value of the ith point of
the line and q rð Þ is a distance function [29]. The distance function used in our
method is given as follows.

q rð Þ ¼ 2:

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ r2

2

r

� 1

 !

ð3Þ

The line is fitted iteratively using weighted least squares algorithm and in each
iteration, the weight is made inversely proportional to the distance function q rð Þ.

3.3.2 Curved Lane Detection

A third-degree Bezier spline is used to represent curved lanes. A Bezier spline is a
bunch of these Bezier curves linked together. A third-degree Bezier spline fitting [3]
is applied inside the bounding box for dealing with curved lanes. A third-degree
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Bezier spline is defined by four control points and is a cubic polynomial and is
represented using the equation:

P tð Þ ¼ 1� t3
� �

P0 þ 3t 1� t2
� �

P1 þ 3t2 1� tð ÞP2 þ 6t3P3; ð4Þ

where P0, P1, P2, P3 are the control points and the parameter t is proportional to
cumulative sum of the euclidean distances from point Pi to the first point P1 and the
value of t lies in the interval [0, 1].

3.4 Lane Tracking

After detecting the position of bounding box in current frame, the position of
bounding box in remaining frames are predicted using Kalman filter. The top-left
corner and bottom-right corner of the bounding box are predicted. After that line
fitting or spline fitting is applied inside the bounding box, based on the lane
characteristics. To avoid the tracking to deviate from actual values, after every 2 s,
lane detection is performed.

3.5 Lane Departure Detection

In the input road images, the lane markers appear to converge at a point in horizon
known as vanishing point. The lane departure is identified based on the position of
vanishing point vp in the image. In ideal case, the vanishing point is assumed to be
almost near the center of the image. But when there is a lane departure, the van-
ishing point deviates from the center of image either to the right or left based on the
departure direction. The departure and its direction can be determined by the
deviation of vanishing point from the center of the image.

If the vanishing point moves toward the left side of the image then it is right
departure otherwise left departure. To determine the departure, the difference
between half width hw of the image and the x coordinate of vanishing point vpx are
compared with a threshold t. If the difference is greater than t then departure is
identified. The sign of the difference is checked to determine the direction of
departure. If the sign is positive, then the departure is towards right otherwise is a
left side departure. The result of lane departure warning is given in Fig. 3.

hw� vpxj j[ t and hw� vpx [ 0 then Right departure ð5Þ

hw� vpxj j[ t and hw� vpx\0 then Left departure ð6Þ
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4 Results and Discussion

The algorithm is implemented in C++ using OpenCV. It is tested in Caltech Lanes
dataset. The algorithm is tested on 640 � 480 images on a Intel Core i5 2.50 GHz
machine. The performance evaluation metrics used are Precision, Recall and F-
score [30]. Precision is the fraction of detected lanes markers that are actual lane
markers. Recall is the fraction of actual lane markers that are detected. F-score is
the measure that combines precision and recall and is the harmonic mean of
Precision and Recall.

Precision ¼ TP
TPþFP

ð7Þ

Recall ¼ TP
TPþFN

ð8Þ

F-score ¼ 2 Precision � Recall
ðPrecisionþRecallÞ ð9Þ

where TP is the number of true positives, FP is the number of false positives, TN is
the number of true negatives, FN is the number of false negatives. Table 1 shows

Fig. 3 a Departing the right lane marker. b Departing the left lane marker

Table 1 Results

Data sets #
Frame

# Actual
lanes

#
Detected

Precision Recall F-
score

False positives
per image

Cordova1 250 919 970 0.9329 0.9847 0.9581 0.26

Cordova2 406 1048 1073 0.9412 0.9637 0.9523 0.1552

Washington1 337 1274 1206 0.9668 0.9152 0.9402 0.1186

Washington2 232 931 998 0.9288 0.9957 0.9610 0.3060

Total 1224 4172 4247 0.9437 0.9607 0.9521 0.1339
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the quantitative evaluation result of the lane detection algorithm tested in Caltech
lane dataset [3]. The performance of the proposed algorithm is compared with
Caltech lane detection [3] algorithm. The results are shown in Figs. 4, 5 and 6.

Figures 7, 8, and 9 show the quantitative comparison of the proposed method
and Caltech lane detection. The precision of the proposed method is more than
Caltech lane detection method. The proposed method performs better than Caltech
method in terms of recall in all cases except in Washington 1 clip in the dataset.
Washington 1 clip contains frames with intense illumination which causes the
proposed method to miss some of the lane markers.

Fig. 4 Result of detection in presence of shadow. a Proposed method. b Caltech lane detection

Fig. 5 Result of detection in presence of writings on road. a Proposed method. b Caltech lane
detection
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Fig. 6 Result of detection in presence of vehicles. a Proposed method. b Caltech lane detection

Fig. 7 Comparison of proposed method and Caltech lane detection in terms of false positives per
image

Fig. 8 Comparison of proposed method and Caltech lane detection in terms of precision
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5 Conclusion

In this paper, a lane departure warning system is proposed. The algorithm detects all
the lanes in the road image. The perspective correction of the road image helps to
focus on the vertical lines corresponding to the lanes markers. The algorithm can
handle both straight and curved roads. The algorithm is robust in the presence of
shadows too. When the lane markers are not clearly visible due to fading or illu-
mination variation, the detection is difficult.
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Destination Proposal System to Forecast
Tourist Arrival Using Associative
Classification

S. Nair Athira, K.E. Haripriya Venugopal and L. Nitha

Abstract Tourism plays an important role on Indian economy. In this paper, we
are proposing a system for finding valuable tourists and forecasting the arrival of
the tourists. For analysis, we collected data through online survey and can make
prediction on valuable domestic tourist arrival using classification based on asso-
ciation rules generated in a bidirectional approach (CARGBA). By predicting the
tourist arrival in India, we can recommend valuable tourist destinations and can
promote and improve the facilities in Indian tourism.

Keywords Associative classification � CARGBA algorithm � Apriori algorithm �
N-gram approach

1 Introduction

Twenty-first century witnessed a tremendous growth in Indian tourism and is
emerging both economically and socially. In India, one of the important sources of
foreign exchange is tourism. It can provide jobs to both skilled and unskilled
people. Also it popularizes national unity and international brotherhood. India is
one of the popular tourist destinations in Asia. India has become the famous and
favorite tourist spot in Asia. Nowadays, tourism uses all the benefits of techno-
logical advancement for advertising. Globally, tourism becomes the fast growing
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and popular industry. Scope, benefit, and challenges are strongly observed and
analyzed by the government, because it can affect our economic, sociocultural,
environmental, and educational resources of our country. Tourism domain is a
crucial application area in a recommendation system. Destination proposal system
is an intermediary between user and trip advisor. We conducted an online survey
through social media sites like Facebook, Google+, etc. For finding the valuable
tourists, demographic features, year of visit, and favorite tourist spot as parameters.
The data accessible in the internet may be heterogeneous and unstructured. For
making it structured and homogeneous we do data preprocessing. In our system, we
use the N-Gram based approach for the sentiment classification. Based on the
preprocessed data retrieved through the online survey we use CARGBA (classifi-
cation based on association rules generated in a bidirectional approach) for gen-
erating rules and building classifier. From the classifier, we generate the final rule
set which can be used for forecasting tourist arrival.

2 Literature Review

Nowadays, essential part within the web atmosphere is recommender systems in the
view that they represent a technique of growing consumer pride and making their
seat strong in the highly competitive market of the digital industry routine [1, 2].
For decades, normal organizations have accelerated their competitiveness by the
use of trade intelligence techniques supported by means of strategies like data
mining. Recommender systems can be categorized depending on the kind of
approach used for making ideas. Content-based methods and collaborative filtering
algorithms are two essential classes and their difference lies in information used for
recommending various destinations. Accordingly, suggestions are established on
information involving record elements as well as on knowledge regarding the action
of each user. Traditionally, there are two systems used in this types of methods.
They are rule-centered systems or key phrase matching.

A recently evolved technique for web mining is sentiment classification that can
function on opinions and sentiments [3]. According to [4], the main goal of sen-
timent classification is mining textual content of written experiences from tourist for
specified destination and classifying the experiences in constructive opinions.
Among N-gram model, SVM, and Naive Bayes, the studies show that N-gram and
SVM produce accurate results comparable with the Naive Bayes. Machine learning
algorithms can function classification very well in the sentimental polarities, if the
machine learning algorithms are well trained. The accuracy level of
above-mentioned algorithms will reach 80% or more of classification correctly. In
our system, we use the N-Gram-based approach for the sentiment classification of
online survey.

In data mining, association rule mining and classification are two predominant
procedures in expertise discovery procedure [5]. Integration of these two approa-
ches is a principal research center of attention and has many purposes in knowledge
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mining. Combining these approaches had created new system known as class
association rule mining or associative classification process. It results higher
accuracy in classification by combining these two procedures.

Association rule reveals the strong association relationships among a set of data.
It extracts correlations, constantly occurring patterns, associations among sets of
items in the transaction databases. Main objective of association rule mining is to
search out the set of all subsets of features that regularly occur in several transac-
tions. Classification rules are one type of conditional rules, which may be used to
discover data from huge knowledge sets [6–8].

There are numerous classifications based on association approaches [7, 8, 9].
First, CBA (classification based on association) developing association rules are
referred to as candidate rules, which have convinced support and confidence
thresholds. To design a classifier, a short set of rules are taken from them. Second,
CBA-RG (classification based on association rule generator) algorithm, data is
examined numerous times. All the frequent rule items are developed through all
these passes. And at the end of the pass, it determines which of the candidate rule
items are absolutely frequent that can yield the CARs. Third, CBA-CB (classifi-
cation based on association-classifier builder) by taking all the available subsets of
the training data, it yields the best classifier evaluation. If the rules have right rule
sequence with lower number of errors then that subset is selected. Fourth, an
approach called CMAR (classification based on multiple association rules), here
based on weighted analysis using numerous solid association rules classification is
achieved. Fifth, CPAR (classification based on predictive association rule). For
developing rules from the training data, it takes a greedy algorithm. For examining
each rule, it uses expected accuracy and uses best k-rules in forecasting, then it can
eliminate over fitting. Lastly, it is CARGBA (classification based on association
rule generated in a bidirectional approach). CARGBA has two main parts: first part
is CARGBA rule generator and second part is CARGBA classifier builder.
CARGBA algorithm consists of two stages. In the first step, the rules are developed
in Apriori style. They have high support and lower length. In the second step, the
rules are generated more specifically. So the rules are generated in reverse Apriori
fashion. In CARGBA classifier builder, it frames a classifier with important rules.

According to [10], CARGBA produce a highly accurate result when compared
to decision tree classifiers. CARGBA follows bidirectional approach, which pro-
duces strong association rule. CARGBA generalize the dataset and also give exact
and exceptional rules. The goal of rule development is not only drawing out
knowledge, but also for better accuracy using these rules for the classification.
Association rule algorithm generate rules using Apriori algorithm, some of the rules
get removed if the rule have lower support count even it have high confidence. On
the other hand, when we are generating rule based on reverse Apriori without
support trimming, the amount of support less rules will be higher and it takes more
computational time. To overcome the above-mentioned problems, a new associa-
tive classification algorithm called CARGBA is used.
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3 Methodology

The step-by-step process of the system is shown in Fig. 1

3.1 Data Collection

In this step, we conduct online survey through social media sites like Facebook,
Google+, etc., using ProProfs survey maker. This software is a knowledge man-
agement software for conducting surveys, quizzes, tests, training, and flashcards.
The dataset analyzed is in comma separated values (CSV) format. A sample pre-
view of the questionnaire is given in Fig. 2

3.2 Preprocessing

The data collected from the online survey may be incomplete, noisy, and incon-
sistent and needed to be preprocessed. During preprocessing, various steps such as
data cleaning, data integration, data transformation, data reduction, and data dis-
cretization are done. Finally, after preprocessing we got the structured and homo-
geneous data for the further process. Here, for preprocessing N-Gram based

Fig. 1 Step by step process
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approach is used. In this approach, sentiment classification is used to extract the
reviews of customers. N-Gram is the best method for preprocessing sentiment
polarities of reviews about travel destinations in terms of accuracy. N-gram
approach is a supervised machine learning algorithm. It can reach more than 80% of
classification accuracy. The data retrieved from the survey is in comma separated
values file format and after the preprocessing we retrieved the count of each fields
using N-gram method. It is shown in the Table 1 and the visualization shown in
Fig. 3

3.3 Association Rule Generation: CARGBA

CARGBA stands for classification based on association rules generated in a bidi-
rectional approach. It is a bidirectional rule that is used to build association rules

Fig. 2 Preview of online survey
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and it is not only simplifying the data set, but also gives exact and special rules to
justify the definite behavior and irregularities in a data set.

3.3.1 CARGBA Rule Generator

The main function of CARGBA rule developing formula is to search out few rules
that accept high level confidence or capable satisfactory confidence. CARGBA rule
generator mainly consist two phases. These phases are given below:

Table 1 Count of each fields
using N-gram method

Area participation No of participation

Male [gender] 185

Female [gender] 116

10–20 [age group] 5

20–30 [age group] 158

30–40 [age group] 76

40–50 [age group] 39

50–60 [age group] 18

60–70 [age group] 5

Kerala [state] 88

Gujarat [state] 10

Karnataka [state] 31

Tamil Nadu [state] 17

Punjab [state] 16

Pondicherry [state] 7

West Bengal [state] 15

Maharashtra [state] 26

Andhra Pradesh [state] 16

Delhi [Capital territory] 18

Bihar [state] 2

Jharkhand [state] 5

Odisha [state] 1

Tripura [state J 1

Chandigarh [state] 3

Chhattisgarh [state] 3

Rajasthan [state] 7

Madhya Pradesh [state] 3

Haryana [state] 6

Jammu And Kashmir [state] 2

Uttar Pradesh [state] 14
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1. R1={1-rules};
2. Compute confidence of each rule of R1; 
3. PR1 ={r ∈ R1| confidence of  r >= SatisfactoryConfidence  

and support of  r  >= minSupport}; 
4. R1={r ∈ R1| support of r>=minSupport};
5. for(k=2;Rk+1≠ and k≤ l ;k++) do
6.   Rk= Apriori – Gen(Rk-1);
7. Compute support and confidence of each rule of Rk

8. PRk={r ∈ Rk | confidence of r>=SatisfactoryConfidence}; 
9.   Rk = {r∈ Rk | support of r>= minSupport};
10. PRs= k PRk;∪

CARGBA Rule Generator: First phase

Phase 1: All the association rules are developed in this first phase of the model
1-rules to l-rules that accept larger than or adequate to satisfactory confidence below
support trimming wherever k-rule indicates a rule whose condition set has k things
and l could be a constraint of the algorithmic program. For discovering association
rules, Apriori algorithm is used in the first phase. The reciprocal of the algorithm is
stated in the initial stage of rule generator. If the support count is less than the
minSupport, then it trims the rules away at each point of rule generation.

In the initial phase of CARBA rule generator, Rk indicates the group of k-rules,
If the confidence of k-rules is greater than or equal to adequate confidence, then it is

Fig. 3 Visual representation
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referred to as PRk (Pruned Rk). If the support count each rule is higher than or same
as to minSupport and confidence higher than or same as to adequate confidence,
then it is referred to as PRs (pruned rules).

1. ruleList= ; 
2. q= ; 
3. for each record rec ∈ training  examples
4. r = constructRule(rec);
5. if (confidence of r≥ satisfactoryConfidence and  r ruleList) 
6. ruleList = ruleList r;
7. enqueue(q,r);
8. while (q is not empty)
9. r =  dequeue(q);
10. for each attribute A ∈ r 
11.    r2 =  constructRule2(A,r);
12. if(confidence of r2≥ satisfactoryConfidence and r2 ruleList and number 

of items at conditionSet of  r2>l)
13. ruleList=ruleList r2; 
14. enqueue(q,r2);

∪

∪

∉

∉

CARGBA Rule Generator: Second phase

Phase 2: Association rules of the form (l + 1)-rules to the n-rules are developed in
this second phase, and here the total number of non-class attributes are labeled as
‘n’, and the confidence of this rules might be greater than or equal to adequate or
satisfactory confidence. This step is done in reverse Apriori fashion. So it is known
as “Reverse Rule Generation Algorithm.” Here ‘q’ indicates a queue and ‘rule List’
carries all the developed rules. A record named ‘rec’ is taken from the training
example for constructing a rule named ‘r’ and it is constructed using a method
called “construct Rule.” Confidence of rule ‘r’ is computed using this same method.
By eliminating the characteristic A of rule ‘r’ we can create a rule ‘r2’ by using a
method called “constructRule2.” Confidence of ‘r2’ is computed using this same
method. Lastly, using the equation “PRs ¼ PRs[ ruleList” we can combine the
rules developed from phase 1 and 2.

3.3.2 CARGBA Classifier Builder

CARGBA classifier builder algorithm is described in this portion. Large number of
rules are developed using the rule generator and these rules are stored in PRs. All
these rules will not be used to classify test examples. Then a subset of rules from
pruned rules is selected for including the dataset. Now arrange these selected rules
in decreasing order of support, confidence, and rule length. Following is the
algorithm for classifier builder:
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1. FinalRuleSet = U;
2. DataSet = D;
3. Sort(prRs);
4. For each rule r 2 PRs do
5. If r correctly classifies at least one training example d 2 dataset then
6. Remove d from dataset;
7. Insert r at the end of finalRuleSet

CARGBA classifier builder

Here the list of rules used in the classifier lies in the finalRuleSet. PRs are sorted in
the decreasing order of confidence using sort () function. From lines 4–7 training
examples are classified using the rules in the finalRuleSet. All the rules in the
finalRuleSet are placed only after arranging support, confidence, and rule length in
the descending order. The classifier applies the primary rule in the finalRuleSet to
classify a new test example. If all the rules of the classifier fail to include the test
example then this will be classified to a default class.

Through Proprofs we had collected around 300 reviews of peoples from all over
India. We issued the link through social media sites such as Facebook, Google+,
Twitter, and Gmail, for collecting relevant and vital information. People belonging
to different age group, gender, and states made their active participation through the
survey. Sample data of survey is shown in Fig. 4.

Then we process the preprocessed data using the package “a rules” in R for
processing. First, we perform the Apriori algorithm with a minimum support count
of five and minimum confidence as 80%. Then we perform the reverse of Apriori
algorithm. After performing Apriori, the rules with higher confidence are rejected

Fig. 4 Sample data
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since minimum support count is not satisfactory. In the next step, reverse Apriori is
used where the rules with satisfactory confidence with support lower than five are
only retrieved and other rules are rejected. The results of Apriori and Reverse
Apriori are combined together forming the rule set. Finally, the rules are arranged in
decreasing order of confidence generating the final rule set which is displayed in
Fig. 5. By analyzing the final rule set, the end user can make predictions, such as
which categories (age, gender, etc.) of users may choose a particular location.

4 Conclusion

In our paper, we recommended a system for finding valuable tourists and fore-
casting the arrival of the tourists for the development of Indian tourism industry.
The system put forward proposals that help the department of tourism and trip
advisors to plan destinations and to attract more tourists. Advancement in tourism
sector not only brings the economy to the country but also helps in the cultural
development of the country.
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Analyzing the Impact of Software Design
Patterns in Data Mining Application

Nair Puja Prabhakar, Devika Rani, A.G. Hari Narayanan
and M.V. Judy

Abstract Data Mining is all about analyzing the data gathered from different
sources, based on different context and summarizing it into meaningful information.
The belief of utilizing design pattern to improve the data mining application is
relatively high. Design Pattern is a broad and general repeatable solution to a
problem that occurs frequently in a software design. There are only a few number of
researches illustrating their benefit. In this paper, we try to expose the relation
between data mining architecture and design patterns. We have here taken a layered
architecture for data mining environment and analyzed the impact of design pattern
in every components of given architecture. This paper presents a survey on various
design patterns used in data mining which is used to fulfill functional and non-
functional requirements (quality attributes).

Keywords Data mining � Design patterns � Layered architecture � Quality
attributes

1 Introduction

We are living in the information age and thus a large amount of data is gathered on
daily basis. The important need is to analyze such data. Data mining is used to turn
such large collection of data into meaningful knowledge. Data mining is completely
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an interdisciplinary area that can be explained in different ways. It is a process of
examining data from many different perspective or dimensions and then summa-
rizing the identified result. The various data mining application include marketing
and fraud detection. This marketing contains customer detailing and retaining,
identifying probable customer, market partitioning, and fraud detection is all about
identifying fraud in credit card, intrusion detection. It can be viewed as an essential
step in the process of knowledge discovery, where other steps include the
following:

1. Data Cleaning
2. Data Integration
3. Data Selection
4. Data Transformation
5. Data Mining
6. Pattern evaluation
7. Knowledge presentation

In software, a design pattern is a general reiterative solution to a commonly
existing problem in software design. They are not a finished design that can be
applied directly to code. In many different situations, they are the fingerprint or
impression for solving the same.

Commonly, a pattern has four essential elements, which are listed below:

1. The pattern name is a controller which can be used to describe a design
problem, where it occurs and its solution in a word.

2. The problem describes the context where the given pattern can be applied.
3. The solution is used to explain the element that forms a design domain, their

work flow, collaboration among each design.
4. The consequences are the outcome or result that we get after applying the

pattern.

An efficient design but if it takes an hour to generate a solution then it is of no
use to the person who needs result at that moment. Carefully developed and
well-defined designs are the foundation of better engineering. Design pattern is a
good option for maintainability, as it provides a new means for reusing existing
designs and architecture. Understanding the present techniques through design
patterns makes them more accessible to developers of new architecture. They help
you to choose design option in such a way that makes a system reusable and avoid
options that do not support reusability. With a genuine design pattern we can thus
improve the maintainability. So we can say this design pattern describes the
problem which has a chance to occur again and again in given environment, and
then define the core of the solution in such a way that they can be used million
times repeatedly without ever doing the same thing again. Here we have taken a
layered architecture of data mining environment and analyzed the impact of design
pattern in the different components of this architecture. Through this way Data
mining algorithms’ adaptability and maintainability can be improved.
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2 Related Work

“Acceptor–Connector an Object Creational Pattern for Connecting and Initializing
Communication Services”. In this paper, they discuss about the acceptor–Connector
pattern, when a service is initiated this design pattern decouples connection gen-
eration and service initialization from the already performed processing. To perform
this decoupling here three components are used: (1) acceptors, (2) connectors,
(3) service handlers. A connector powerfully produces a connection with acceptor,
and a service handler is initialized in order to produce a data exchange. Where an
acceptor continuously waits to get request for connection, when such request is
received the connection is established and data are exchanged.

Benefits provided by such patterns are the following:

1. Reusability is achieved
2. Maintains portability
3. Extensibility is achieved

So here they have mentioned the benefits of using such pattern in distributed
environment [1].

“A Pattern-Based Data Mining Approach” Patterns are very useful in software
design as the well known, GOF pattern for OO design pattern. Pattern can be
applied to much wider context, with the creation of such pattern in various fields it
seems data mining algorithms’ adaptability and maintenance can be improved.
A pattern can be identified as the best one through the way they generalize and
solve the actual problems. The quality and standard of a design pattern can change
over time when new one gains acceptance or better solutions are available. This
paper gives a brief introduction about different design pattern available in data
mining. They have already identified a collection of other design patterns in the area
of data mining, which are listed below:

1. Combine Voting
2. Training/retraining
3. Solution analysis

Pattern can be applied to any area of human interest. Through this pattern, we
will be able to give users the possibility to model data mining, and also to better
understand the data mining step [2].

“A Pattern-Based Approach for GUI modeling and Testing” In this paper, they
have discussed about a pattern-based approach for GUI modeling and testing. User
Interface (UI) patterns are used widely in the software design. This UI patterns
exhibit commonly occurring solution to solve common UI problems. GUI is the
fundamental part in software, which makes the software user friendly by offering
flexibility in how user tasks are performed. They have made two observations:
(1) Developers use distinct tools to benefit the creation of GUI. (2) But, it is a fact
that these tools and toolkits are only able to support the beginning phases of GUI’s

Analyzing the Impact of Software Design Patterns … 75



development steps. To support the above two observation, the specific tool is used
for user interface patterns [3].

“A Survey on Software Design Pattern Tools for Pattern Selection and
Implementation” This paper presents a survey on various methods to select the
suitable design pattern for problem in hand. It further discusses the different tools
that are available to apply this design pattern into code. They ended the paper
saying that in the upcoming years software design knowledge can be observed in
the form of strategic and tactical patterns that solve the problem with various
client/server programming, distributed analysis, software maintainability, real-time
applications, embedded system, game creation, and user interface design [4].

“A Software Architecture for Data Mining Environment” The technological
effectiveness, predominant the use of paradigm, are a major factor that influences
the acceptance and the impartiality of such background. They have here addressed
issues such as integration, where new tools can be added into environment, inter-
operability over numerous dimensions and the interaction with other framework
available, other issue is agreement between legacy tools while choke in the envi-
ronment and its accommodation with the interoperability components which is
enforced [5].

“A Comprehensive Approach Toward Data Preprocessing Techniques and
Association Rules”. Data mining is a technique that details with big data in that
preprocessing plays an important role in this mining process and huge contribution
in success of project. This is also useful for association rule algorithm. In this paper,
they have processed a methodology and implementation of data preprocessing and
then mined the rule with prevailing association rule algorithm [6].

3 Data Mining Architecture with Design Pattern

Software architecture is a general topic which gives less concern about imple-
mentation part than to the design. It usually includes the concept necessary to
describe the structure and concepts, lighting toward its evaluation. Our description
is based on the fact that how this architecture explains the structure or the structure
of this data mining application. The architecture that we have taken here is layered
one and can be described as three layered architecture which is mentioned below:

1. User interface, which the user has interaction with, it is first thing to which user
puts attention and acts as a bridge between user and business components.

2. Business components is the layer that takes care of processing tools and pre-
processing part. This is basically a two group layer.

The storage component and connectors are used to store all the data that are
gathered and maintained which need to be manipulated later in the journey of data
analyzing (Fig. 1).
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User interface is a detailed graphical implementation of certain functionality, but
the fact is layout may be different based on functionality, but our work is based on
common behavior that is repeated over time. To get an entry, we researched on
different user interface design patterns in data mining.

The Master/Detail UI Pattern is the one that divides the screen, into two areas
master and detail area, based upon the selection made in the master area, the content
in the detail area is displayed.

The Input Prompt UI Pattern allows the user to enter data into the computing
system.

The Auto complete UI Pattern allows a word-based searching which means
when a user inputs a word, a list of all possible outcomes appears and finally desired
one can be selected [3].

The next component is business component which contains two parts: first is
preprocessing tool and other one is processing tool. The preprocessing tool is used
to ensure data quality which has various factors like accuracy, completeness,
consistency. The preprocessing tools like filters use patterns like condense pattern,
which is one of the most known data mining pattern [2]. This condense pattern is
basically used as preprocessing pattern.

Fig. 1 Design patterns used in the layered architecture for data mining environment
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The third component present in this architecture is storage component and con-
nectors example data warehouse. Data warehouse provides various tools to admin-
istrator for organizing the data methodically and use this data to make better decision.
There are four major keywords related to data warehouse, which are subject-oriented,
time variant, integrated, and nonvolatile collection of data. This data warehouse can
be viewed as multitier architecture; data warehouse is usually viewed as a two-tier
architecture where the bottom tier is warehouse database server which is relational
database system used as a back-end tool. Which can considered as an example of
Builder pattern which comes under creational pattern, builder pattern is the one that
separate the development of a complex object from its embodiment so that the same
development process can create different embodiment.

The next tier is OLAP server which is consistently implemented using one of the
following: (1) Relational OLAP (ROLAP) model or (2) a multidimensional OLAP
(MOLAP). Here we can use either of the following patterns bridge or façade, which
comes under structural pattern, this pattern is bothered with how classes and objects
are created to form bigger structure, this pattern is useful for making independently
created class library work with each other. The various OLAP operations like Drill
up/Drill down can be considered as an example of iterator design pattern; they
provide a means to access the components of an aggregate object in a successive
order without disclosing the underlying representation.

Data loading that takes place in data ware house or data mart can be considered
as an example of mediator pattern, which is a behavioral pattern, this pattern is used
to define how the collection of objects interact.

4 Impact of Design Patterns in Achieving the Quality
Attributes of Data Mining Application

There are various quality attributes that has to be achieved in data mining projects.
Some of the prominent quality attributes to be achieved are maintainability,
reusability, performance, and fault proneness. Survey shows that the design patterns
support these quality attributes and following table represents some of the quality

Fig. 2 The impact of design pattern in quality attribute in data mining
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attributes and their corresponding design patterns used in the data mining and
machine learning environment (Fig. 2).

5 Conclusion

Patterns are utility that converts problems in a certain situation into a solution, and
are something which is meaningful to all users. There are certain benefits of using
design patterns in different components of data mining architecture. From the result
analysis, it is clear that by applying various design patterns in different components
of data mining architecture, we can improve the quality attributes such as
reusability, maintainability, extensibility, adaptability, performance, fault prone-
ness. Thus, we can conclude that the impact of software design patterns in data
mining architecture is an efficient approach to increase the quality of components.
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A Survey for Securing Online Payment
Transaction Using Biometrics
Authentication

M. Hari Priya and N. Lalithamani

Abstract In emerging lifestyle, people prefer online shopping as the most con-
venient way for purchasing their products. In order to provide secure transaction in
e-commerce site, biometric features are incorporated in authentication. Biometric
features are considered to be easier and secure because it solves the exasperation by
the customer to recall the long account number and their password and it also has
unique feature all over the globe. The use of biometrics authentication in online site
provides more secure way of transaction than any other means [1–3]. In this work,
we summarize the study of the various kinds of biometric traits that are used for
online payment compared with one another.

Keywords Easy pay � Pay as you go � Payment system � Online banking � Secure
transaction

1 Introduction

In day-to-day life, online payments are increasing and people prefer it for its various
other reasons like quick mode of transport and convenient to purchase from any
location. Before getting into detail, let us first see “why biometrics” and why not
any other measures. Biometrics authentication is used for identity management.
Conventional methods of identifying the person based on the knowledge, i.e.,
remembering the password and based on token, e.g., using Identity cards. The
efficacy of the authentication mechanism can be achieved when they beat various
types of attacks. Biometrics offers negative recognition and non-repudiation to
resolve this attack. Negative recognition is the process in which an individual has to
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enroll in the system and receives denial of access, whereas non-repudiation is the
process that whosoever accesses the resources cannot deny it later. There are three
major category of biometrics.

– Physical—Hand, Fingerprint, Palm Print, Facial Recognition, Iris, Retina, and
Sclera;

– Behavioral—Handwriting, voice, Signature, Gait; and
– Chemical/Biological—Perspiration and Skin Composition [4].

Figure 1 shows four main modules involved in biometric authentication process
such as sensor unit, feature extraction unit, decision algorithm phase, and Database
[4]. The components required for these processes are sensors, computers, and
software. However, whatever the biometric feature is, now our concern is about to
provide a secure online payment [5]. This concern for securing online payment
transaction study is carried over in this work.

2 Prior Research

Lack of security in the e-commerce site is put forward people to do research in this
domain. One of such technologies is Sidebar—Fingerprint PAY-BY-TOUCH was a
privately held company which enabled consumer to pay for goods and their service
with swipe of their finger on the sensor. It allowed secure access to checking, credit
card and other personal information, through the unique biometric features. Apart

Fig. 1 Biometrics authentication process
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from fingerprint, there are other biometrics traits used in the various form of
security in securing the payment mode. The research from various studies says that
using biometrics reduces two commonly faced problems. They are: 1. Identifying
enrollment fraud for fake Identity in credit transaction over the network and 2.
Increasing frauds like card trapping and hacking the account details from the card to
bank [6].

There are two basic ideas of understanding to impose biometrics into this area of
concern.

2.1 Multifactor Authentication

Incorporation of biometrics features is one of the processes involved for authenti-
cation procedure, which is used in multimodal security, i.e., along with other
external key of token (such as PIN, password, and security key), biometrics is also
used for authentication. This method is used in integrating the biometric features
into the existing card issued by the bank. These cards can be used in ATM and
various retail outsources. Biometric features are stored in a chip, which is integrated
into the ATM card that contains the individual’s key features, which is further saved
as template format and this template is matched against the one that is available in
the backend of the banking application. Once the matching is successful, then it
allows for transaction.

2.2 Single Factor Authentication (Biometrics Features
as a Standalone)

The second methodology is usage of the biometrics for authenticating an individual
key component. This method is quite famous where pay-by-touch trending tech-
nology has been implemented in commercial sectors, which uses the biometric
fingerprint as token for accessing all the bank account details about the customer
and does payment transaction in retail shops.

These two approaches help to meet one set of goal to achieve secure payment
transaction through online using either of the above method as base structure. Using
this approach, it helps in financial service efficiency, reduction in online transaction
frauds, reduction in payment frauds, and improve customer convenience.

Table 1 shows a clear picture of biometrics of each trait that is used in market for
payment transaction [4]. From this understanding, we are going to see different way
of implementation procedure for transaction process and their contribution to each
methods.
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3 Related Work

In this section, we are going to focus refined view of four different approaches of
how biometric features are handled in different forms.

3.1 Biometrics or One-Time Password (OTP) in ATM

Figure 2 shows choosing either OTP (A) [7, 8] or biometrics (B) in ATM [9].
The ATM transaction is based on any one of the processes. If OTP is chosen, then it
proceeds by generating OTP number, check for validation and proceed to trans-
action. If chosen as biometrics, it asks for biometric features, verifies those features
of biometrics and allows them for transaction.

The steps involved in the process are:

– Inserting card and PIN.
– User has an option to choose either OTP or biometrics.

Table 1 Biometrics market
in transaction process

Biometric traits Transaction authentication

Fingerprint Dominant usage

Face Limited usage

Iris None

Hand geometry None

Voice Limited usage

Fig. 2 Option based validation for ATM transaction
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– If chosen OTP, then OTP number will be sent to the customers registered
mobile.

– If biometrics is chosen, ATM with biometrics scanner will scan the customer
identity that they possess.

– After verification of authenticity, the system allows for transaction.

3.2 Biometrics Face Recognition for ATM

Figure 3 exhibits face recognition implementation in ATM [10]. This technique
adopts the facial recognition in three different phases such in front facing, left 90°,
and right 90°. Once the verification of all three different phases is valid, then
proceed for transaction.

The steps involved in the process are:

– Insert the ATM card and PIN details.
– Scan for face in three different angles (front, left angle 90°, right angle 90°).
– Once the verification for all three phases are done and matching is successful

then proceed for transaction.

Fig. 3 Transaction using face recognition
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3.3 Biometrics Fingerprint for ATM

Figure 4 shows the basic flow sequence followed for processing payment trans-
action in ATM using fingerprint and stored BioHASH values of the fingerprint [11–
13]. This form of process transaction is based on biochip, which is present in the
ATM card. The chip has biometrics information and verifies the individual based on
information retrieved from biometrics database. This chip technology is used in the
area of electronic banking.

The steps involved in the process are:

– The ATM card is validated.
– ATM processor retrieves the information stored in the card.
– Scan the fingerprint of the customer.
– Both the fingerprint and information from the card are send to the server.
– The server generates the BioHASH template to check the match.
– Upon successful authentication procedure, customers are allowed to perform

their transaction.

Fig. 4 Electronic banking through BioHASH value
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3.4 Reliable Payment System in Nigeria

Figure 5 shows the sequence of the process that are followed in Central Bank of
Nigeria [14]. Here bank has incorporated to two biometrics traits such as fingerprint
and facial recognition for achieving multimodel security services [15–17].

The steps involved in the process are:

– Customer registration with biometrics feature enabled in the card.
– Verification at ATM during e-transaction.
– Provide PIN or fingerprint in stage one and followed by face recognition in stage

two.
– Fusion of fingerprint and face using decision function [18–20].
– After authentication, allow for transaction

4 Proposed System for Securing Online Payment
Transaction

The online payment is done using biometric traits (face and iris) as token of
authentication for user convenience along with OTP generation. This work of
multimodal biometrics provides high level of security.

Fig. 5 Multimodal Biometrics using face and finger traits
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4.1 Need for OTP

To have Multimodel security for the system, OTP (one-time password) verification
takes place [7, 8]. The authenticity of client in accessing the site is validated. To
avoid anomaly activity of the system scanning in the initial phase of online
transaction, OTP is being used. Once the OTP reaches the client, they will use it as
an authentication token and then begin the transaction process using biometric
scanning of face and iris.

4.2 Usage of Face and Iris

As mentioned earlier, to have multimodal biometrics [21] which is more secure,
face and iris traits are applied. Both the traits have very high level of security. These
biometric traits together are unique over globe [4]. They possess user-convenient
features to expose. They are contactless and hence cannot be forged.

4.3 Biometrics Iris

There are many features that make iris the more secure for biometric. Few points
are highlighted below [4, 22].

– Visual texture of the iris is very complex.
– Each iris is distinctive all over the globe (identical twins also have unique

pattern)
– Hippus movement in the eye is a measure for liveness detection in iris.
– Possible to detect lens with fake iris.
– Accuracy and speed is faster in iris recognition system.
– Compared with other biometrics traits Iris has very less false acceptance rate

(FAR).
– Last but not the least “it is contactless for hygienic concerns.”

4.4 Workflow for Secure Online Payment Transaction

Figure 6 shows the proposed system to secure online payment transaction.

– Stage 1: Initially, the user requests for transaction through online payment. Once
request reaches the server, they will generate an OTP and is sent to users
registered mobile phones [23, 24].
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– Stage 2: On successful validation of OTP, biometrics authentication where face
and iris are used together, the system processes face recognition first and then
Iris.

– Stage 3: Check for match with the database and those valid users are allowed for
transaction.

5 Conclusion and Future Work

This work was done based on the motivation of securing the most recent and
emerging trends in our day-to-day life with higher level of security to e-commerce
site through online payment mode of transaction without any external key factors
such as card, account number, PIN, passwords, etc. This work helps even the
layman with basic understanding of usage of mobile phones can make quicker
transaction in the most secure way of biometrics features involved that cannot be
forged and transaction fraud is completely eliminated. Future work of this survey
would be an implementation part of the proposed work of securing online payment
transaction using biometrics authentication [25].
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NFC Logging Mechanism—Forensic
Analysis of NFC Artefacts on Android
Devices

Divya Lakshmanan and A.R. Nagoor Meeran

Abstract Near field communication (NFC) is a technology that facilitates com-
munication between NFC-enabled devices by utilizing low power and radiating
signals around a close proximity. The interaction is always binary, between the
initiator that emits signals within a range of 4 cm and the target which enters the
field of the initiator to begin the interaction. The communication may be one way
(passive) or two way (active). The data shared in the session is neither encrypted
not authenticated. These two factors aid in potential communication and data
transfer. However, this becomes downside to this upcoming technology, when the
data provided by the initiator may be subjected to data spoofing or data corruption.
When the target processes such data, it could leads to unintended behaviour thereby
compromising the integrity of the device. When a forensic investigator is handed a
compromised device and asked to recreate the alleged crime, he relies on the
presence of nonvolatile data on the device. In the Android operating system, there is
no mechanism to provide the nonvolatile artefacts ensuing an NFC interaction.
Therefore, any digital crime on Android devices abetted by NFC remains unsolved
and the case gets deferred. The main aim of this research is to develop a logging
mechanism for Android devices that will log all the interactions taking place
through the NFC hardware, and the presence of these nonvolatile logs along with
other volatile artefacts would benefit the forensic investigator to comprehend the
exact sequence of activities that jeopardized the conventional operation of the
android device.
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1 Introduction

1.1 Near Field Communication

Near field communication (NFC) was introduced in Android devices from version
2.3, (Gingerbread) [1]. A typical NFC interaction begins by touching the devices
together or bringing them into close proximity at a distance of 4 cm or less. An
Android mobile device becomes an NFC enabled device when it has the NFC chip
embedded in it and has the appropriate drivers to handle the data read from another
compatible device.

At any instant, only two devices can participate in an NFC interaction. The
initiator, which is a self-powered device, keeps supplying radio frequency signals at
a close range. When the target enters this field provided by the initiator, it gets
powered up and the two devices can communicate.

1.2 NFC Communication Modes

In the first mode, known as passive mode [2], only unidirectional data transfer takes
place. The NFC enabled android device receives data from gadgets like NFC tags,
NFC stickers, smart posters, etc. to behave like an electronic ID, pay for goods at a
store, be an event ticket, download music, download shopping coupons, etc. In the
second mode, known as active mode, there is bidirectional or unidirectional data
transfer between the two devices. It is used to transfer data between both the
devices, like contact information, web browser pages, YouTube links, etc.

1.3 NFC Operation Modes

The first is the ‘Reader–Writer Mode’ [2]. Here as a ‘Reader’, the device can read
data from NFC tags, NFC stickers, smart posters, etc. and behave as dictated by
them. As a ‘Writer’, the device can write to NFC tags, NFC stickers, smart posters,
etc. and define their action. The second mode is ‘Card Emulation Mode’, where the
NFC device emulates the action of a smart card. The NFC device can be used in a
payment gateway to behave like a banking smartcard or as an electronic key to a
hotel room. The third mode, known as ‘Peer-to-Peer Mode’, allows bidirectional
data transfer between the interacting NFC devices. It can be put to use by activating
the ‘Android Beam’ feature found in Android devices.

From a technology perspective, to standardize the operation and behaviour of
Android devices with NFC functionality, the standards set forth by NFC Forum [3]
are adopted. NFC Forum is an association that has agreed on the use of four distinct
tag types across various devices. They have emerged with technical specification
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documents that detail the memory layout, data organization and data behaviour of
the four different tag types. A primer on the four tag types can be found below [2]
(Table 1).

1.4 NFC Data Exchange Format (NDEF)

NDEF is the format which dictates the structure of the data exchanged in an NFC
interaction. Whenever two NFC devices interact, a single NDEF message is
exchanged between them. This message may have one or more records. Each record
is defined by a header and payload. The header gives information about how the
payload should be treated and the payload gives information about the operation to
be performed by the receiving device, through a RTD (Record Type Definition)
structure.

Some special cases of the record type are ‘text record’ (containing only textual
data), ‘URI record’ (containing a URL or URI to be processed by receiving device),
‘Smart Poster’ record (a combination of text record, URI record, title record, etc.),
record containing business card details, record that enables the bootstrap of tech-
nologies like WiFi, Bluetooth, etc. record that transfers small files between two

Table 1 NFC Forum tag
types

Type 1 Based on ISO-1443A spec
Memory size: from 96 B to 2 kB
Communication speed: 106 kB/s
Can be read only or read/write capable
Can be rewritten multiple times
Not preformatted
No anti-collision protection

Type 2 Based on ISO-1443A spec
Memory size: from 48 B to 2 kB
Communication speed: 106 kB/s
Can be read only or read/write capable
Can be rewritten multiple times
Not preformatted
Anti-collision support

Type 3 Based on ISO-18092 spec
Memory size: 1 MB
Communication speed: 212 kB/s or 424 kB/s
Comes preconfigured from manufacturer
Can be written only once
Anti-collision support

Type 4 Based on ISO-14443A/B spec
Memory size: up to 32 kB
Communication speed: 106–424 kB/s
Comes preconfigured from manufacturer
Can be written only once
Anti-collision support
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applications on the interacting devices, record to exchange web page links, etc. The
processing of all the aforementioned data is defined by the NFC Forum specifi-
cation documents [4]. For an average Android device user, the incorporation of
NFC has aided the automation of a myriad of everyday tasks.

2 Research Overview

In addition to robotizing a plethora of activities, NFC is also susceptible to inviting
compromises to the Android device. An android device may harmlessly interact
with another NFC enabled device with the intent of performing a simple operation.
But if the data source is spoofed or corrupted by someone with unethical intentions,
when such data is read and processed by the android device, the result deviates
away from conventional operation [5]. For example, the URL present in a smart
poster may be obfuscated to cause web browser attacks. This scenario, taking place
without the knowledge of the device owner, presents a major privacy risk.

When an Android device is questionable to foul play, one of the factors to be
considered is ‘Was the mobile device tapped against any other electronic device or
smart device to automate a task?’ If the answer is affirmative to the above question,
then the Near Field Communication capability of the device can be considered to
have caused the compromise. When such a compromised device is handed over to a
forensic investigator, with the intent of him tracking the activity of the supposed
crime and finding ways to restore the regular operation of the device; the need for
concrete evidence arises [6]. The existence of nonvolatile artefacts is the prime
source of evidential treasure for any forensic investigator. He should be able to
retrieve the nonvolatile artefacts effortlessly and utilize his competency to process
the same.

Considering NFC, the developers of android did not include any mechanism that
would store all details of any NFC interaction on the average android mobile, even
after the device is switched off. There are no nonvolatile artefacts left behind to
showcase the NFC activity that has taken place. In the event of a forensic inves-
tigation, this becomes a major problem for the forensic analyst and would put an
abrupt end to any investigative process.

This research aims to provide a way to store nonvolatile artefacts ensuing an
NFC interaction. This idea is implemented by a ‘Logging Mechanism’, which
stores every interaction with the NFC hardware, i.e. the complete flow of data
between the NFC controller and the Android operating system. The ‘NFC Logging
Mechanism’ is a system application on Android that stores all required log entries
in a database powered by SQLite Database technology [7].
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3 Implementation

3.1 Developing and Deploying the Android Application

In this research, the system application that performs NFC logging was developed
using Android Studio IDE and installed on a test device. The developed application
is called ‘NFC Logs’. Following is a list of the tools used in this research (Table 2).

For the purpose of demonstration, ‘NFC Logs’—the Android application that
performs the logging mechanism has been tested with NFC Forum compliant Type
1 tags. Data was written into a Type 1 tag using ‘TagWriter’ Android application
developed by NXP semiconductors, that is available on the Google Play Store [8].
To test the working of ‘NFC Logs’, two sets of data were tested. In the first set,
textual data containing the text ‘Hello,World!’ was written into the tag and tapped
against the device. In the second, the URL ‘http://www.google.com’ was written
into the tag. When the second tag was tapped against the device connected to the
Internet, the web browser opened and the user was redirected to the Google
homepage.

To the user, ‘NFC Logs’ will display the unique tag id and timestamp of when
the tag was read. Internally on the device, other details about the header and
payload of the tag are stored as hexadecimal data in a SQLite database file located
in the following path in the Android file system.

/data/data/<package_name>/databases/nfc_type1_log.db

The <package_name> parameter corresponds to ‘NFC Logs’ and its develop-
ment platform.

3.2 Analysing the Logs Generated by ‘NFC Logs’

In the next step, the logs stored in ‘nfc_type1_log.db’ generated by ‘NFC Logs’
was analysed. The file was extracted from the Android file system via the Android
Debug Bridge (ADB) and running the following commands in the same sequence
(Table 3).

Table 2 Hardware and
software used

Hardware

1. Samsung S3-GTI9300 running Android Jelly Bean

2. NFC Forum compliant Type 1 tags

Software

1. Android Studio IDE

2. NetBeans IDE

3. Ubuntu 15.04 with Android adb installed
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Now the database file can be viewed using a tool called ‘SQLite Browser for
Ubuntu’ [9]. For a chosen log entry, most of the relevant details are stored as hex
data. It has to be made into human readable form to aid in analysis for a forensic
investigator.

For this purpose a desktop tool ‘NDEF Log Analyser’ was built using
NetBeans IDE, to parse the log entries. This custom made tool processes the logs
generated by ‘NFC Logs’. This tool allows the user to choose a database file from
the operating computer. In our case, ‘nfc_type_log.db’ retrieved from the Android
device is given as input. The tool then displays all the log entries present in the
database in a table. The forensic investigator can choose one log entry and ‘parse’ it
to convert the hex data to human readable form. Detailed information about the
header and payload in the tag can be observed. The header has details like tag type,
tag size and manufacturer details and the payload contains the NDEF message and
its size, its mime type, etc.

3.3 Forensic Analysis of NFC Artefacts Using ‘NFC Logs’
and ‘NDEF Log Analyser’

At this point we have two newly developed tools:

(1) NFC Logs—an Android application that logs all NFC Forum Type 1 tag related
interaction

(2) NDEF Log Analyser—a desktop tool on Ubuntu to parse the logs generated by
NFC Logs.

To show how both the tools can be used efficiently together to aid a forensic
investigator, a compromise was made on the Android device. Consider this sce-
nario. A departmental store pastes a smart poster near its entrance. A smart poster is
one that has an NFC tag attached to it and some text instructing readers about the
use of the tag. In this case the text informs the user that when an NFC enabled
device is tapped against the tag and when he is connected to the Internet, he would
be directed to the organization’s website to automatically download an Android
application that would apprise him about the new offers in the store. This avoids the
hassle of maintaining a Google Play Store account to download Android

Table 3 Commands to
extract database

Commands

adb shell

cd /data/data/<application_name>/databases/

cat nfc_type1_log.
db>/<internal_storage_directory>/nfc_type1_log.db

adb pull /storage/sdcard0/nfc_type1_log.db/<FORENSIC
WORKSTATION>
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applications. When an attacker enters the picture, he may modify the content on the
NFC tag, thereby leading users to a phished web page which may contain a
malicious version of the Android application to be downloaded. Unbeknownst to
the user, this version may have the capability to send user data from the device to
the attacker which results in privacy invasion or it may alter the regular behaviour
of the device. All this occurs due to the spoofed URL content on the NFC tag. This
scene was replicated for our research.

The following steps were performed for the same:

1. Install ‘NFC Logs’ application in the test device.
2. Set up an NFC Forum compliant Type 1 tag to be used with a smart poster. The

tag would be attached to the poster and the poster informs the user about how to
download the Android application when connected to the Internet. Since the tag
is to be used with a smart poster, it has a smart poster record which is usually a
combination of a text record and a URI record. The URI record is supposed to
contain a URL to lead the user to a website to download the Android appli-
cation, but it is spoofed to lead the user to a malicious webpage inorder to
download the malicious Android application.

3. Setup an Apache Web Server on a Linux System. One directory in the server
contains the clean files and another directory contains the malicious files, the
latter supposedly set up by the attacker. The URI record in the smart poster
contains the URL for the malicious files, by manipulating the URL for the actual
files. This manipulation is evident when analysis is done on the URI record later.

Actual URL: http://<IP Address of server>/downloads/apps/Coupon_download.
php.

Manipulated URL: http://<IP Address of server>/downloads/apps/Coupon_
download.php/../../../Downloads/Apps/Coupon_download.php.

4. Tap the test device against this tag. Since any interaction with a Type 1 tag is
logged by ‘NFC Logs’, when the device is tapped against the malicious tag, a
log entry is made in the database of ‘NFC Logs’ application. Now the test
device is led to the phished webpage and also downloads the malicious Android
application, which sends data from the device back to the attacker’s directory in
the server.

5. The downloaded Android application is also made to alter the regular operation
of the mobile device. It sets up a service that begins its execution whenever the
device boots up. This service enables and disables the Bluetooth connectivity of
the device automatically, every 30 s. Ultimately, whenever the user reboots his
device, the Bluetooth feature will enable and disable itself, preventing any
complete Bluetooth transfer to take place.

Now the test device was subjected to forensic analysis. The ACPO principles
were considered while handling evidence [10]. The volatile evidence from main,
events, radio and system log buffers were recovered first using ADB [11]. The
evidence recovered may or may not prove recent NFC activity, depending on the
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timeframe between the activity and the seizure of the phone. This is because the
evidence collected from the log buffers is volatile.

Since it is known that ‘NFC Logs’ application provides reliable, nonvolatile
evidence, its database was extracted onto a computer running Ubuntu 15.04
operating system using the technique specified in Sect. 3.2. The database was
processed using NDEF analyser to look out for suspicious entries. The malicious
smart poster record was identified and data from that tag was scrutinized further. It
was seen that the URI record was subjected to a directory traversal attack. The
actual URL was overridden to refer to another path on the server, presumably the
attacker’s.

The device was connected to the Forensic Work Station, here the machine
running Ubuntu 15.04 with ADB installed. Now nonvolatile evidence was collected
from various parts of the Android file system. Since it has been found that an NFC
tag with a URL has been read at a specific time, the databases of all the browsers
installed in the device are collected and analyzed. This is done to find out if the user
had visited the webpage specified by the URL. It was found that right after reading
the tag, the user had visited the URL specified by the tag. Keeping the applications
of smart poster in mind, that is, read a tag to download songs, coupons, etc. The
database in the Android file system that holds details of all downloaded files was
extracted. It was found that after visiting the website, an Android application
package was installed.

Now that downloaded Android application was subjected to analysis. Initially its
basic working was studied. The original intention of the application was to only
display available offers in the store to customers. On analysis of its services and
permissions, it was identified that the application was designed to start running in
the background, immediately after the boot process of the device was completed.
This is a strange occurrence because an application which only displays offers to the
user does not have the requirement to be started after boot. Also when the per-
missions used by the application were analysed using a third party tool, it was
found that the app required access to the Bluetooth hardware and the message inbox
of the phone, both of which are practically not necessary for an app only displaying
offers.

So it was concluded that the application downloaded by tapping an NFC tag,
stole user data and modified the regular operation of the device. The nonvolatile
data collected from the NFC Logs database, browser history database, downloads
database and analysis of services and permissions used, helped to establish the
timeline of operations that may have taken place which led to the compromise of
the device. The falter in the operation of the device occurred due to the spoofing of
data in the NFC tag. The presence of nonvolatile evidence for NFC activity, aided
the forensic investigation to yield fruitful results. It is vital for all Android devices
to be able to maintain nonvolatile logs of NFC activity.

When ‘NFC Logs’ application is incorporated into all Android devices that
support NFC, a reliable source of evidence is assured for a forensic investigator.
The desktop tool ‘NDEF Log Analyser’ can be used as a secondary tool to handle
the NFC Logs.
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4 Future Work

The logging mechanism can be made to log interactions with NFC Forum com-
pliant tag types—2, 3, 4, NXP semiconductors compliant NFC tags. The Log
Analyser can also be upgraded to parse all relevant log entries. Log entries related
to active NFC interaction can be stored in a separate location on the Android file
system.
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Control of Quadrotors Using Neural
Networks for Precise Landing Maneuvers

U.S. Ananthakrishnan, Nagarajan Akshay, Gayathri Manikutty
and Rao R. Bhavani

Abstract Aerial and ground robots have been widely used in tandem to overcome
the limitations of the individual systems, such as short run time and limited field of
view. Several strategies have been proposed for this collaboration and all of them
involve periodic autonomous precision landing of the aerial vehicle on the ground
robot for recharging. Intelligent control systems like neural networks lend them-
selves naturally to precision landing applications since they offer immunity to
system dynamics and adaptability to various environments. Our work describes an
offline neural network backpropagation controller to provide visual servoing for the
landing operation. The quadrotor control system is designed to perform precise
landing on a marker platform within the specified time and distance constraints. The
proposed method has been simulated and validated in a Gazebo and robot operating
system simulation environment.
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1 Introduction

Unmanned aerial vehicle (UAV) and Unmanned Ground Vehicle
(UGV) collaboration has frequently been used in humanitarian operations such as
disaster response, search and rescue, robotic demining, and inspection and struc-
tural assessment of critical infrastructure among others [1–3]. For indoor and
cluttered environments, rotor crafts with vertical take-off and landing (VTOL)
capability have been preferred. Quadrotors are one such VTOL designs with high
maneuverability, mechanical simplicity, and agility. Due to the limited flight time
of less than 30 min and typical load carrying capacity of 2.5 kg, quadrotors cannot
be used alone for most of these operations. UGVs on the other hand have battery
life in hours and a high load carrying capacity. But the limited field of view of an
UGV needs to be addressed in order to use it alone in operations like search and
rescue, disaster response, etc. One of the solutions for these constraints is to use the
UAV in combination with UGV wherein the limited field of view of the UGV is
resolved by combining the situational awareness from the UAV.

Much of the prior works on intelligent controllers have focused on fixed wing
aircraft [4–6]. A comprehensive idea of different landing techniques are reviewed in
[7]. There are several methods to address the problem of limited flight time of a
UAV. One can use a tethered power supply [8] for the UAV or one can swap out
the batteries periodically [9, 10]. The former approach limits the UAV mobility
especially in areas where there are tall trees and cluttered buildings. This is the
general landscape of the region where this research is being conducted. The latter
would necessitate periodic landing. This motivates the need for frequent high
precision landing and an autonomous landing algorithm can offset the need for a
trained pilot to perform this task. Several nonlinear solutions [11, 12] have been
proposed for the control of quadrotors and for the landing problem [13]. A different
approach to the same problem is applied using intelligent control systems like fuzzy
and neural networks. The advantage of the present approach is the degree to which
the flight controllers can be adapted to various environments. Lee et al. have
demonstrated through their preliminary study that image based visual servoing
(IBVS) using neural networks has been successful in real time tracking and
autonomous landing [14]. Hence, we have chosen a neural network (NN)-based
IBVS approach in order to develop a robust autonomous solution for precise
quadrotor landing. The proposed learning for the network here uses a backpropa-
gation technique, which is an offline learning algorithm. This type of system pro-
duces a network weight that can be used either as a starting weight for an online
learning NN that adapts to the environment or can be used as such for precise
landing maneuvers.

Robot operating system (ROS) is a framework for robotic applications. It is a
peer-to-peer, tools-based, multilingual, thin, and open source system [15]. The
proposed neural network controller system has been implemented in ROS and is
available publicly as a ROS package ar2landing neural on github. Further, we will
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discuss an analysis of the vision controlled landing maneuvers tested on a Parrot
AR2 Drone quadrotor in the Gazebo simulation environment.

2 System Description

The commercially available quadrotor, AR2 Drone 2.0 by Parrot USA is chosen as
the aerial quadrotor for our implementation and experiment. The AR Drone
quadrotor is capable of take-off, landing, hover and can perform pitch, roll, and yaw
motions. Since the quadrotor is WiFi enabled, it can be controlled remotely.
Further, the system consists of one vertical (720p) and one horizontal VGA camera.
To accomplish the task of detecting the landing pad on the UGV and for accurate
autonomous landing of the quadrotor, a GCS (Ground Control Station) is used
which communicates with the AR Drone through WiFi. The video feed from the
AR Drone is processed by the GCS and proper control commands are sent back to
the UAV for positioning and landing. The system for the landing operation of the
Parrot AR Drone 2.0 tracks the marker placed on the UGV and performs visual
servoing to land on the UGV. The various blocks in the system for this operation
include a NN for servoing and training, a marker tracking system implementation
(artrack alvar) and simulation using Gazebo.

The software architecture shown in Fig. 1 for the implementation consists of a
ROS stack for communication with the drone via WiFi. The ROS middle ware also
interfaces with the NN for servoing, and training, the tracking system implemen-
tation (artrack alvar), Gazebo and the AR SDK that provides AT commands for
varying velocity and yaw, pitch, and roll on the drone. All these communications
are through TCP/IP, and hence it provides greater flexibility. In order to change the
implementation from simulation to a real drone, the only thing that has to be done is
connect the drone to the same network.

ROS provides a framework for information management and is now becoming a
de facto tool for robotics applications. Sensor and control data topics are subscribed
to and from the ardrone autonomy, ar track alvar, ar2landing neural, and ar2landing

Fig. 1 System architecture illustrating ROS framework communicating with the drone, simula-
tion environment and the controller packages
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gazebo packages. ROS maintains and keeps track of all these data and also provides
better debugging tools. Gazebo is a robotics simulation tool that work closely with
ROS and offers the ability to accurately and efficiently simulate robots in complex
indoor and outdoor environments. For this project, we used a ROS Gazebo package
called tum simulator [16]. The urdf model of the AR Drone 2.0 along with nec-
essary nodes for simulation is available in that package. A custom world is created
for simulating the drone in Gazebo. In order to simulate a landing procedure, a
landing platform with a tag is created and spawned in the world along with the AR
Drone 2.0 urdf model.

The augmented reality (AR) tags available in artrack alvar are shown in Fig. 2.
The pose estimation from artrack alvar is used as the inputs to the NN. The list of
topics subscribed from artrack alvar is listed in Table 1.

The first step of any offline learning algorithms is to collect training data. The
training data contains all the information in Tables 1 and 2.

The information flow of the system is shown in Fig. 3. There are four interesting
outputs from ar track alvar. The three parameters correspond to position and an
orientation element. This data is updated at the same rate as that of camera, which is
60 fps in this case. These four outputs are subscribed by the neural network to

Fig. 2 AR marker tags used for image based visual servoing

Table 2 ROS nodes
controlled by NN

ROS topic Description

/cmd vel/twist/linear/x
/cmd vel/twist/linear/y
/cmd vel/twist/linear/z
/cmd vel/twist/angular/z

Controls movement along x axis
Controls movement along y axis
Controls movement along z axis
Controls orientation along z axis

Table 1 ROS topics subscribed from artrack alvar

ROS topic Description

/visualization marker/pose/position/x
/visualization marker/pose/position/y
/visualization marker/pose/position/z
/visualization marker/pose/orientation/z

Tag position along x axis relative to center
Tag position along y axis relative to center
Tag position along z axis relative to center
Tag orientation along z axis
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predict the correct control commands. These commands correspond to the linear
and angular velocities of quadrotor which in turn maps to pitch, roll, and yaw
motions. These topics or outputs are updated and properly communicated to the
drone using the ardrone autonomy package. The ardrone autonomy package also
provides the raw camera feed to the ar track alvar package.

The data for offline training is collected manually by landing the quadrotor
several times. There were 1390 training data samples that correspond to around 10
manual landings. A separate routine was created for capturing the data set. These
data was used to train the network such that the squared error is minimum. After
several trial and checks, a NN with a configuration of (4, 4, 4), as shown in Fig. 4,
is found to be sufficient. Multiple configurations were analyzed and cross checked
before concluding the network layout.

The four inputs are ðx; y; z; hÞ where x, y, z are position of tag with respect to the
AR Drone downward facing camera and h corresponds to the orientation of drone
with respect to z axis. The output of the neural network corresponds to linear x,
y and z velocities which are mapped to pitch, roll, yaw, and the throttle
ðy1; y2; y3; y4Þ.

y1; y2; y4½ �T¼ x; y; z; h½ � W12½ �½W21�

where W12 and W21 correspond to the weight matrix of layers 1 and 2, respectively.
These weights are calculated during the training phase.

Fig. 3 Process flow

Fig. 4 Neural network layout
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The backpropagation algorithm is based on the gradient descent where it tries to
reduce the error function on each iteration. In neural learning network, an optimized
solution is obtained when the algorithm produces a weight which minimizes the
error function. Since backpropagation is based on gradient descent, the error
function should be continuous and differentiable. One of the widely used activation
function is the sigmoid, a real function fc : < ! ð0; 1Þ defined by the expression:

f xð Þ ¼ 1
1þ e�x

The derivative of f(x) with respect to x, is

d
dx

f xð Þ ¼ e�x

1þ e�xð Þ2 ¼ f ðxÞð1� f ðxÞ

The error function is given by,

E wð Þ ¼ 1
2

X
yi � f Xj

� �� �2

The backpropagation algorithm can be consolidated as,
Consider a network with M layers m = 1, 2, …, M and use Vm

i to represent the
output of the ith unit in the mth layer. V0

i ¼ xi is the ith input.

1. Initialize the weights with random numbers.
2. Choose V0

i ¼ xpi ,
Where xpi is of the form (x, y, z, h).

3. Propagate the signal forwards through the network.

Vm
i ¼ f ðumi Þ ¼ f

X
wm
ij V

m�1
j

 !

for each i and m until the final outputs Vm
i is obtained.

4. Compute the deltas for the output layer

dMi ¼ f 0ðuMi Þðypi � VM
i Þ

5. Compute the deltas for previous layers by propagating errors backwards

dm�1
i ¼ f 0ðum�1

i Þ
X
j

wm
ij d

m
j

for m = M, M − 1, …, 2.
6. Update the weights by
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wnew
ij ¼ wold

ij þDwij

where

Dwij ¼ gdmi V
m�1
j

7. Go to Step 2 and repeat for the next input. The algorithm stops when no
substantial weight changes occur on subsequent iterations.

The training phase has to be done once in order to find the tuned weights. These
weights are then used for subsequent trials and checks. We also had to make sure
these weights are generalized (does not have any over fitting problem). If the
network weights are not generalized, the network will not be able to solve all the
possible initial conditions (position and orientation). Once the AR tag is in the field
of view, the neural network will take control of the quadrotor. The four inputs
X = (x, y, z, h) are acquired and the outputs (y1, y2, y3, y4) that are mapped to pitch,
roll, yaw, and altitude control are calculated using

y1
y2
y3
y4

2
64

3
75 ¼ X½ � W12½ � W21½ �

where both W12 and W21 are 4 � 4 matrix of the form

Wxx

w11 w12 w13 w14

w21 w22 w23 w24

w31 w32 w33 w34

w41 w42 w43 w44

2
664

3
775

3 Results

The neural network was implemented in ROS and found to be promising for
landing a quadrotor autonomously after training with data samples (roughly 1400)
that corresponds to 10 manual landing. Additionally, a neural network of four
inputs and four outputs with one hidden layer with four nodes was found to have its
weights converge for the landing procedure of the quadrotor (See Fig. 5). The
network converges after 25,000 iterations. The paper demonstrates the success in
implementation of a neural network controller along with image markers-based
visual servoing. In order to test the generalized behavior of the neural network,
sever trials were performed with random initial position and orientation. All of the
trials were successful and the network weights were found to be generalized rather
than specific to the trained data set.
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Fig. 5 Mean squared error
vs. number of iterations

Fig. 6 Position/x vs. time

Fig. 7 Position/y vs. time
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In order to validate the proposed approach, several trials were performed in
simulation and the trajectory of each trial is plotted. Also the pose of the quadrotor
for one such trial is plotted against time to show the response of system. From
Figs. 6, 7, 8, 9, it can be noted that the network was able to perform the landing in
75 s over a height of 1 m with an offset of 0.3 m from center. As an example of
tracking, in Fig. 6, the desired position/x is 1, which corresponds to 0°.

It can be observed that the controller efficiently reduced the position error in x to
zero within 5 s in the landing maneuver. The pose correction of the system is
visualized in Figs. 6, 7, 8, 9. The desired pose is (0, 0, 0, 1) that corresponds to
(position/x, position/y, position/z, orientation/z). The steep response of position/
z versus time in Fig. 8 after 75 s is due to the fact that the network initiated a
landing command to the AR Drone.

Fig. 8 Position/z vs. time

Fig. 9 Orientation/z vs. time
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4 Conclusion

The training produces a network weight that can be used for two purposes. It can
either act as a starting weight for an online learning neural network that adapts to
the environment or can be used as it is for precise landing. The network weights
were more generalized rather than specific to the trained data. The quadrotor was
able to land and orient itself regardless of the initial conditions. Several trials were
performed with random initial positions and orientation to test its generalized
behavior. All trials were found to be able to land the quadrotor correctly. Regardless
of the initial position and orientation, the quadrotor positions itself above the
landing station while achieving the correct orientation. Correction of orientation,
position, and altitude are done in parallel rather than in a series fashion.

An online neural network algorithm can be used to increase the accuracy and
also to make the landing robust to environmental factors like the wind. As future
work, an online algorithm could be developed that can make use of the weights
calculated by the current research. Online neural networks normally start with
random initial weights that are tuned progressively. But for applications like this, a
network with random weights will only crash the quadrotor. So a better practice
would be to start with a pretrained weight. This ensures fast learning, predictive
behavior, and safe landings during the initial attempts.
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Superimposed Pilot Based Channel
Estimation for MIMO Systems

S. Sarayu, Janaki Radhakrishnan and S. Kirthiga

Abstract Estimation of the channel has been one of the major concerns in any
communication system. Although various channel estimation techniques are
available for MIMO (Multiple Input Multiple Output) systems, the problem of
wastage of bandwidth due to the transmission of training sequences prior to the
transmission of actual data exists. Use of superimposed pilot sequence that
accomplishes transmission of both the pilot and data simultaneously has been
proposed as an effective alternative. The work carried out includes both simulation
and real-time implementation of channel models and channel estimation techniques.
Appropriate channel models chosen include shadowing model and Markov model
to address large-scale fading effects, and Rician model for small-scale fading
effects. Employing channel estimation techniques for the above listed channel
models is the novel idea aimed for satellite applications. Also different algorithms
for channel estimation like least square (LS), minimum mean square error (MMSE),
and linear minimum mean square Error (LMMSE) have been compared.
Furthermore, merits and demerits of superimposed and conventional pilots are
analyzed by making performance comparisons. Hardware implementation is done
using Universal Software Radio Peripheral (USRP).
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1 Introduction

Channel estimation is important as it provides information about the channel
characteristics. When a signal is transmitted across the channel, its nature varies due
to noise and distortions. The knowledge of the channel is used to nullify the effects
caused by the noisy channel to perform accurate decoding of the transmitted signal.
An estimate of the channel can give the necessary characteristics required for
analysis purpose. In channel estimation, initially a known sequence called pilot or
training sequence is transmitted and channel matrix is estimated which is used for
obtaining the data that was transmitted.

Three types of training sequences exist such as conventional pilot (CP), overlay
pilot (OP), and superimposed pilot (SIP). Of the three, SIP is capable of giving
higher throughput. In SIP, pilot superimposed over low power data is sent in one
time slot and data alone in the next time slot. Hence, SIP is used in this paper.

Channel modeling is done initially to understand the channel nature intuitively.
Channel models available for MIMO systems that support the above pilot schemes
such as shadowing model, Markov model, and Rician model, have been
implemented.

In our work, both simulation and real-time implementation of channel model and
channel estimation techniques have been done. Performance comparisons between
SIP and CP, and between various estimation algorithms is carried out. Hardware
platform called USRP (Universal Software Radio Peripheral) is used for trans-
mission and reception of a signal in real time. An elaborate discussion is presented
in the following sections.

The next section summarizes the work being implemented by describing the
overall system, Sect. 3 gives an insight into various channel models and channel
estimation techniques suitable for the desired application, Sect. 4 discusses the
conclusions that can be drawn from the results obtained using simulation and
USRP. The last section concludes the work and describes the future scope and the
improvements that can be made from the current work.

2 System Overview

This section deals with the description of the entire system being implemented. The
block diagram of the overall system is given in Fig. 1. First part of the work is
channel modeling. MIMO channel models used include shadowing model, Markov
model, and Rician model that take into consideration all the channel distortions that
are predominant in any satellite communication. Second part is channel estimation
using different techniques and training sequences.
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The entire work can be described in a nutshell as follows:

1. Generation of superimposed pilot (SIP) and conventional pilot (CP).
2. Performing simulation for both channel modeling and channel estimation by

implementing appropriate channel models and channel estimation algorithms.
3. Estimation of channel parameters.
4. Carrying out real-time implementation using USRP.
5. Obtain results in both cases for SIP as well as CP and perform comparisons

between the two to find out the most suitable one for the application being used.
6. Validating simulation with results obtained from USRP.

3 Channel Modeling and Channel Estimation

3.1 Channel Modeling

For a communication system, signal fading is often individually explained as a
component of path loss, small-scale fading and large-scale fading. In order to
understand these distortions, channel modeling is being implemented.

Empirical stochastic model is chosen for convenience to model the effects
described above. The values after conducting experiments are taken from [1]. To
model large-scale fading effects, shadowing model is used. There are two types of
shadowing: high and low shadowing. To switch between high and low shadowing
Markov model is used. The equations involved are taken from [1]. The small-scale
fading effects are obtained from modeling the channel as a Rician fading channel.
These models are understood and applied for simulation as is given from [1]. The
antennas used for transmission are dual circularly polarized antenna [Left-Hand
Circularly Polarized antenna (LHCP) and Right-Hand Circularly Polarized antenna
(RHCP)] [1–3] as it helps to reduce the effect of Faraday rotation prominent in
satellite communication.

Fig. 1 MIMO transmitter and receiver
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The behavior of the channel on every deviated condition is attained by calcu-
lating parameters such as average fade duration, level crossing rate, RMS delay
spread, coherence bandwidth, etc.

This section provided an information on the major types of modeling types along
with the modeling characteristics on the consideration of the suburban environment
domain. The following section explains the channel estimation aspects.

3.2 Channel Estimation

This section describes the SIP-based channel estimation for MIMO systems. As was
discussed earlier, three types of training sequences exist. The structure of these is
shown in Fig. 2.

The figure has been obtained from [4]. The generation of SIP has been done by
taking into consideration the digital watermarking techniques [4, 5].

To begin with, in SIP, the there are two modes of transmission, SIP mode and
the data mode. In SIP mode, the pilot is superimposed or in other words placed over
the data which has low power. This mode will be transmitted in time slot Tt. The
pilot in this mode has a power of r2t and the data has a power of r2dt.

The equation in this mode is given by (1)

Yt ¼
ffiffiffiffiffi
r2t
M

r
Xt þ

ffiffiffiffiffiffi
r2dt
M

r
Xdt

 !
HþNt ð1Þ

In (1), M is the number of transmitter antennas used. The total time slot T is the
sum of Tt and Td . Yt is the receiver matrix of the size Tt � N, Xt and Xdt is of the
order Tt � M and transmitted symbol matrix, respectively.

In the data mode, power used is r2d and is transmitted in the time slot Td . The
equation in this mode is given by (2)

Yd ¼
ffiffiffiffiffi
r2d
M

r
Xd

 !
HþNd ð2Þ

where Xd is the transmitted data matrix, and Yd is the received data matrix. Here,
Td ¼ T � Tt.

In this method, first the transmission of the SIP mode takes place. From the
known pilot, channel matrix H is appropriately estimated using Eq. (1). Next the
data is transmitted and is decoded using the previously estimated channel matrix H.

The algorithms used for analysis are described as follows:
Minimum mean square error algorithm (MMSE): This algorithm is aimed at

minimizing the error of the channel estimate. Due to this reason, it is considered to
be efficient in almost all cases. The problem with this algorithm is the complexity of
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certain systems that require huge and difficult computations [6, 7]. The channel
estimate obtained by using this algorithm is given by Eq. (3)

HMMSE estimate ¼ q
M

YXH R�1
H þ q

M
XXH

� ��1
ð3Þ

where q the signal-to-noise ratio is, M is the number of antennas used for trans-
mission, and R�1

H represents the inverse of the autocorrelation. The error of the
estimation is given as in Eq. (4)

error ¼ tr R�1
H þ q

M
XXH

� ��1
� �

ð4Þ

Least square algorithm (LS): As the name suggests it is aimed at minimizing
the square distance between the received signal and the original signal [8]. For the
sake of simplicity, the noise is neglected. The least square estimate of the channel
matrix is given by Eq. (5)

HLS estimate ¼ YXH XXH
� ��1 ð5Þ

Here, Y represents what was received, X represents what was transmitted, and
XH gives the transpose of the complex conjugate of X.

First the channel estimate using the pilot as the input is obtained which is then
used for finding the mean square error of the channel estimate. In case of the LS

algorithm, the channel estimation error is proportional to the trace of XXHð Þ�1.
Linear minimum mean square error algorithm (LMMSE): Linear minimum

mean square error algorithm assumes the estimate to be a linear function of another

Fig. 2 Structure of the
training sequences
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variable. This reduces the complexity and also makes the estimation optimal. The
estimate of the channel is governed by Eq. (6)

HLMMSE estimate ¼
ffiffiffiffiffi
M
r2t

s
M r2dt þ 1
� �
r2t

IM þ
X2

	 
�1X
Y ð6Þ

where r2t represents power of the superimposed pilot, r2dt represents the power of
the low power data, Y is the received signal, IM is the identity matrix of dimension
equal to the number of antennas used in the transmitter side.

For comparing the merits and demerits of both conventional pilot and super-
imposed pilot, various criteria exist. The criteria used include the channel estima-
tion error which is given by MSE and capacity achieved which is given by
maximum mutual information [5]. Trade-offs have to be made according to the
required applications [6, 7, 9]. Theoretically, superimposed pilot is known to
achieve better spectral efficiency than the conventional pilot. Both SIP and CP have
been compared both using simulation as well as real-time implementation using a
hardware platform USRP. Also since different algorithms exist for performing
channel estimation, effective results will be obtained only if efficient algorithm of
all is chosen. So, comparisons between LS, LMMSE, and MMSE algorithms have
also been performed.

The next section gives the results obtained through simulation and experimental
setup.

4 Results and Discussions

Previous analysis gave us an understanding on the major modeling and estimation
techniques used as part of the discussion in the project and how the channel is found
out, analyzed, modeled, and estimated to avail a fine tune of the setup proposed.
This section would generally deal with the results which are obtained by performing
an experimental analysis and the results obtained from the same. Further on, the
simulation analysis is taken to the next level of the hardware implementation to
what is called as USRP. Finally, the results availed with the simulated and real-time
values are compared and concluded.

4.1 Simulation Results

The transmitted sequence and received signal used for the purpose of simulation is
given in Table 1.
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Figure 3 shows the plots for probability density functions and capacity predic-
tions, respectively [10]. Figure 4 shows the simulated resultant graphs used for the
determination of the second-order statistics which mainly include the autocorrela-
tion functions, level crossing rate and the average fade durations as considered for a
particular communication system. The results obtained are tabulated in Table 2.
The observations lead to the conclusion that the channel is a flat fading one.
Figure 5 shows the performance comparisons between conventional pilot and
superimposed pilot sequence. Figure 5a, b shows the throughput comparisons and
Fig. 5c, d shows the comparison between channel estimation techniques for the two
types of inputs used.

Table 1 Sequence being transmitted

Type Transmitted sequence Received sequence

SIP 4:4721� 4:4721i 4:4721i
4:4721i 4:4721þ 4:4721i

� �
0:7715� 0:4990i 0:5380þ 0:1375i
0:2717þ 1:0392i 0:6756þ 1:2160i

� �
CP 4:7434� 4:7434i 1:5811þ 4:7434i

�1:5811þ 4:7434i 4:7434þ 4:7434i

� �
0:7239� 0:5376i 0:3335þ 0:1450i
0:5637þ 1:1053i 0:9026þ 1:2870i

� �

Fig. 3 Probability density functions and capacity predictions
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This, being the simulated approach, analyzes, which of the two types of input
has better capacity or throughput with respect to the increase has in SNR values.
The capacity performance of superimposed pilot with respect to the conventional
pilot is better. Also, the error rate for SIP is greater than the CP sequence type
[11, 12].

4.2 Experimental Setup

The real-time implementation is carried out using USRP. The values obtained after
transmission of SIP and CP through USRP in the receiver side are given in Table 3.

Fig. 4 Autocorrelation, average fade duration and level crossing rate

Table 2 Simulation results of second-order statistics

Fade duration value (in seconds) 10.7718

Mean excess delay (in microseconds) 1.25

Second moment of power delay profile (in microsecond square) 2.5

RMS Delay spread (in microseconds) 0.9682

Coherence bandwidth (in Hertz) 0.0207
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First, the Blocks are implemented in GNU radio. The output of the STBC from
simulation is used as the input in GNU radio. It is this input that is transmitted
across two antennas according to the scheme proposed by Alamouti.

The transmission is possible only due to the use of USRP sink block.
Correspondingly, the reception is achieved by using USRP source block. Then the
values are taken appropriately from the graph generated by the GNU radio com-
panion for further analysis. This received signal is used in the code for computing
the channel estimate and the estimation error and for further comparisons of SIP and
CP. The waveform obtained as a result of transmitting through USRP is shown in
Fig. 6. Since a complex number is transmitted, two plots are obtained separately,
one for real part and another for complex part, each showing the amplitude of the
signal being received with time.

Fig. 5 Performance comparisons between superimposed pilot and conventional pilot

Table 3 Sequence being transmitted and received

Type Transmitted sequence Received sequence

SIP 4:4721� 4:4721i 4:4721i
4:4721i 4:4721þ 4:4721i

� � �0:2566� 0:1064i �0:8504� 0:5642i
�0:0004� 0:0010i �0:6983� 0:4525i

� �
CP 4:7434� 4:7434i 1:5811þ 4:7434i

�1:5811þ 4:7434i 4:7434þ 4:7434i

� � �0:6983� 0:5196i �0:5866� 0:3466i
�0:6872� 0:6425i �0:9218� 0:4078i

� �
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In Fig. 6, the first plot shows the amplitude of real part versus time and the
second plot shows the amplitude of the complex part versus time. The next plot is
obtained for MSE versus snr from values obtained in real time.

Fig. 6 Waveform of the received signal after transmission from USRP

Fig. 7 Performance comparisons for the values obtained from USRP
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Figure 7 shows mean square error versus SNR plots and capacity plots for both
SIP and CP. The results are obtained by utilizing the values from Table 3.
However, it is found that the experimental results and simulated results are nearly
the same, thus validating the simulation results.

The next section concludes the entire work.

5 Conclusion

We have analyzed the performance of SIP over CP using different channel esti-
mation algorithms. It can be found that SIP is definitely a better alternative than CP
if overall system throughput is desired. On the other hand, it does have a disad-
vantage of producing more channel estimation error. Neglecting this anomaly, we
conclude that SIP is one of the finest ways of estimating the channel. Also LMMSE
algorithm is an optimal solution that can be used for the purpose of channel esti-
mation. The given conclusions are drawn from capacity plots, and MSE plots.

Finally, the project was extended for the application in real time using USRP. It
can be seen that USRP is a user-friendly hardware that makes the transmission and
reception a lot easier. USRP typically can be used for any software defined radio
application. It is new emerging hardware tool that has been used for academic and
research purposes. Also software used for interfacing USRP with the computer is an
open source software which can be easily used and altered according to our
application. There are avid chances of stepping this concept to the next level of
analysis where the same concept with a slight change in the algorithm used can be
implemented. The work can be extended to time variant channels for which Kalman
filters can be used. This defines the future scope of the project.
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Artificial Bee Colony Optimization
Algorithm for Fault Section Estimation

M.A. Sobhy, A.Y. Abdelaziz, M. Ezzat, W. Elkhattam,
Anamika Yadav and Bhupendra Kumar

Abstract This paper introduces an optimization technique that uses an artificial
bee colony (ABC) algorithm to solve the fault section estimation (FSE) problem.
FSE is introduced as an optimization problem, where the objective function
includes the status of protective relays and circuit breakers. The ABC algorithm is a
new population-based optimization technique inspired by behavior of the bee
colony to search honey. In order to test the effectiveness of the proposed technique,
two sample systems are tested under various test cases. Also the results obtained by
the proposed ABC algorithm is compared with those obtained using two other
methods. The results show the accuracy and high computation efficiency of the
ABC algorithm. The ABC algorithm has a main advantage that it has only two
parameters to be controlled. Therefore, the tuning of the proposed algorithm is
easier and has a higher probability to reach the optimum solution than other
competing methods.

Keywords Fault section estimation � Power systems � Artificial bee colony

1 Introduction

Communications and monitoring in power systems have been widely improved.
A large number of system alarms and signals can now be detected and processed,
this reduce the number of system control operators. When the fault occurs, oper-
ators would have to respond to a large number of alarm messages and the task can
be very difficult and complicated [1]. Thus, there is a great need to implement
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efficient fault section estimation methods on SCADA systems in order to help the
operators to judge the situation before taking the action.

Fault section estimation (FSE) detects the faulty section using the current status
of the relays and circuit breakers. The status of the protective devices is provided as
0–1 signals from SCADA systems.

Methods of solving FSE are divided into two main categories: logical methods,
and optimization methods. Logical methods determine the fault section using
logical rules, including some techniques such as expert system (ES) [2, 3], fuzzy
logic (FL) [4, 5], rough set theory (RST) [6], Petri net (PN) [7, 8], artificial neural
networks (ANN) [9, 10] and Bayesian network (BN) [11].

ES-based techniques are inspired by the behavior of experts to reach the opti-
mum solution. But these methods have two drawbacks that they need knowledge
maintenance and involve slow time response [1]. FL, RST, PN, and BN are used
mainly to solve the problems with a great percentage of uncertainty and incomplete
data, this type of techniques is helpful in fault section estimation problems when the
information about the status of the relays and circuit breakers are incomplete. The
results obtained by these methods are satisfactory, but these methods have draw-
backs when they are used to detect the faulty section in large scale power systems.

The second category is optimization-based methods, which formulates the FSE
problem as a 0−1 integer optimization problem. In this case, FSE can then be
solved using a global optimization method such as Boltzmann machine [12],
genetic algorithm (GA) [13], tabu search (TS) [14], or swarm intelligence algo-
rithms [15, 16].

In this paper, artificial bee colony (ABC) algorithm is proposed to solve the fault
section estimation problem. Artificial bee colony (ABC) algorithm is a
population-based algorithm, which is inspired by the behavior of bee colony in
searching honey. The results show that the ABC algorithm is efficient and has high
computation efficiency.

This paper is structured as follows: the mathematical model of FSE is given in
Sect. 2, and then the proposed ABC algorithm is given in Sect. 3. The computa-
tional steps used to reach the solution of FSE problem are described in Sect. 4. In
Sect. 5, the results are introduced. The conclusions are given is Sect. 6.

2 Mathematical Model

A power system can be divided into three types of protective zones: bus bars,
transformers, and line sections [17].

In this paper, the study is based on the concepts of selective protection, where
the protection schemes are main and backup protection. Main protection relays are
designed to operate for faults in their protective zones as fast as possible. While the
backup protection relays operate in case of failure of main protection relays [1].

According to the previous definitions, protective relays can be classified into
three types of relays: main protective relays, primary backup protective relays, and
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remote backup protective relays. All three types of relays are installed at trans-
former sections and line sections, but each busbar section has one main relay only.
When a fault occurs in any section, its main protective relay is activated to isolate
the fault from the system. If there is any problem with the fault clearing process, the
primary and remote backup relays are activated instead. The main function of
protective relays and circuit breaker is to detect and clear the fault as fast as possible
[17]. Now we will express the fault section estimation problem in a mathematical
formula as an objective function. The objective function will depend on two main
factors. The first one is the probability of fault occurrence in a certain section. The
second factor is the status of the protective relays and circuit breakers. The math-
ematical expression of a fault section estimation problem is derived as follows
[15, 16]:

Min Obj P;Rð Þ ¼ exp
X
b¼1

Sbusm;bðP;RÞ
(

þ
X
t¼1

STRm;t P;Rð Þþ STRp;t P;Rð Þþ STRs;t P;Rð Þ
h i

þ
X
l¼1

Slinesend;m;l P;Rð Þþ Slinesend;p;l P;Rð Þþ Slinesend;s;l P;Rð Þ
h

þ Slinerec;m;l P;Rð Þþ Slinerec;p;l P;Rð Þþ Slinerec;s;l P;Rð Þ
io

ð1Þ

where Obj is the objective function, S is the protective function of a certain section.
The protective function depends on two variables. The first variable is P that is a
vector including the probability of a fault occurring at each section. Hence, the
elements of vector P are numbers with a minimum value of “0” and maximum
value of “1”. The second variable is R which is a vector including the status of the
relays and circuit breakers responsible for protecting bus bars, transformers, and
line sections. Hence, the elements of vector R can have two values only “zero” or
“one”, “zero” indicates non operation while “one” indicates operation.

The suffix “m” indicates the main protective relay, the suffix “p” indicates the
primary backup relay and the suffix “s” indicates the secondary (remote) backup
relays.

The following relations are the mathematical formulation of Sbusm ; Sm
TR, Ssend,m

line ,
Srec,m
line which are the functions of main protective relay for busbar, transformer, and

the sending and receiving ends of line section. These functions are:

Sbusm;b ¼ 1� 2Rbus
m;b

� �
Bb ð2Þ

STRm;t ¼ 1� 2RTR
m;t

� �
TRt 1� RTR

p;t

� �
ð3Þ
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Slinesend;m;l ¼ 1� 2Rline
send;m;l

� �
Ll 1� Rline

send;p;l

� �
ð4Þ

Slinerec;m;l ¼ 1� 2Rline
rec;m;l

� �
Ll 1� Rline

rec;p;l

� �
ð5Þ

While the functions of primary backup relays Sp
TR, Ssend,p

line , Srec,p
line are expressed as

STRp;t ¼ 1� 2RTR
p;t

� �
TRt 1� RTR

m;t

� �
ð6Þ

Slinesend;p;l ¼ 1� 2Rline
send;p;l

� �
Ll 1� Rline

send;m;l

� �
ð7Þ

Slinerec;p;l ¼ 1� 2Rline
rec;p;l

� �
Ll 1� Rline

rec;m;l

� �
ð8Þ

The functions of secondary backup relays Ss
TR, Ssend,s

line , Srec,s
line are expressed as

STRs;t ¼ 1� 2RTR
s;t

� �

� �
Y
k¼1

1� Pt;k 1� Rm;k
� �

1� Rp;k
� �

CBk
� �( ) ð9Þ

Slinesend;s;l ¼ 1� 2Rline
send;s;l

� �

� 1�
Y
g¼1

1� Pl;g 1� Rm;g
� �

1� Rp;g
� �ð1� CBg CBsend;l

� �( ) ð10Þ

Slinerec;s;l ¼ 1� 2Rline
rec;s;l

� �

� 1�
Y
g¼1

1� Pl;g 1� Rm;g
� �

1� Rp;g
� �ð1� CBg

� �
CBrec;l�

( ) ð11Þ

where Pt,k represents the probability that a fault occurs at the zone k which is around
the transformer (t). The zone k is protected by the secondary backup relay RTR

s;t of
the transformer (t) if both main relay Rm,k and primary backup relay Rp,k of zone
k do not operate. CBk is the circuit breaker for zone k. In (10) and (11), Pl,g

represents the probability that a fault occurs at the zone g near the line (l). Rm,g, Rp,g

, and CBg represent main relay, primary backup relay, and circuit breaker of zone g,
and CBsend,l and CBrec,l are circuit breakers of sending and receiving ends of the
line (l). There is no backup relay for bus bars as mentioned before.
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3 Proposed Approach

The artificial bee colony (ABC) algorithm is a new population-based optimization
technique, introduced in 2005 by Karaboga [18]. When this algorithm was intro-
duced, it was used only for unconstrained optimization, and then it was developed
to deal with constrained optimization problems [19]. According to the ABC
algorithm the bee colony is divided into three types of bees; the employed bees, the
onlooker bees and the scout bees. Initially each employed bee is initialized at one
food source position. Then the employed bee searches for a better food position
around its initial one. If the nectar amount of the new position is better than the
previous one, then the employed bee replaces the old position by the new one in its
memory. This crossover process is known as greedy selection process. The
onlooker bees are in the hive and watch the dances of the employed bees to
determine the fitness of all food positions. According to the information shared by
the employed bees, the onlooker bees choose the food position according to the
probability of the position, which depends on its fitness. Hence, the onlooker bee
phase uses probabilistic selection. Similar to the employed bee, the onlooker bee
search around the selected food position and if the new position is better than the
old one then the new position replace the old one. If a food position is not improved
for a certain predetermined number of times, then this position is abandoned. The
employed bee responsible for the abandoned position becomes a scout bee, which
searches for a new food position randomly. Therefore, scout bees perform the job of
“exploration,” whereas employed and onlooker bees perform the job of
“exploitation” [21].

The ABC technique initially generates N solutions randomly. Each solution is
composed of D control variables. For example we can consider the food position “i”
then, Xi = [xi,1 xi,2 xi,3 … xi,D]. The equation that is used to generate food positions
(solutions) randomly is given by (12):

Xi;j ¼ Xmax;j þ rand 0; 1ð Þ Xmax;j � Xmin;j
� � ð12Þ

where i represent number of food position, i = 1,2 … N and j represents the number
of control parameter, j = 1, 2, …., D. xmax,j represents the maximum boundary
value of the control parameter “j,” and xmin,j represents the minimum boundary
value of the control parameter “j”. Each employed bee Xi dances at one food
position. Then it applies a modification on its original position (solution) to get a
new position (solution) Vi. This random modification is done using the search
equation:

Vi;j ¼ Xi;j þ u Xi;j � Xk;j
� � ð13Þ

where Vi represents the modified food source, Xi represents the current food source
and Xk represents a randomly chosen food source. u is a uniform random number in
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the range [−1, 1]. k is an integer selected randomly from [1 to N] but with a
condition that k 6¼ i.

Then the employed bees determine the nectar amount (fitness) of the new food
source (modified solution). If the fitness of the modified food source Vi is higher
than that of the original food source Xi, then Vi replaces Xi the employed bee
memorizes Vi and forgets Xi. In other words, the employed bees apply a greedy
selection process. After this process is done by all the employed bees, then they
share this information with the onlooker bees waiting in the hive. Then the onlooker
bee phase starts. The onlooker bees determine the nectar amount (fitness) of the
food sources shared by the employed bees. The onlooker bees select a food source
probabilistically according to Eq. (14). After selecting its food source Xi, each
onlooker bee applies a modification on its original food source producing a new
food source Vi by using Eq. (13). Then a greedy selection process is applied. If the
fitness of the modified food source Vi is higher than that of the original food source
Xi, then Vi replaces Xi the onlooker bee memorizes Vi and forgets Xi.

The onlooker bee selects its food source probabilistically using the following
equation:

Pi ¼ fitnessiPN
i¼1 fitnessi

ð14Þ

where fitnessi is the fitness value of a solution i, and N is the total number of food
source positions (solutions). If a food source is not improved after a certain pre-
determined number of trials, then this food source is abandoned and the employed
bees responsible for this source become a scout bee. The scout bee searches for a
new food source randomly using Eq. (12).

4 ABC Algorithm for Fault Section Estimation

In this section, the flowchart and the solution steps are shown. The flowchart of the
proposed ABC algorithm is shown in Fig. 1. The steps of the algorithm are as
follows [20]:

Step 1 Enter the colony size and the maximum number of iterations
Step 2 Generate the initial solutions (food sources)
Step 3 Evaluate the fitness of each solution using the following equation:

fitneesi ¼ 1
1þ obji

ð15Þ

where obji is the value of the objective function when substituting with solution “i”.

Step 4 Generate modified solutions in the neighbor hood of each initial solution
of the employed bee’s Eq. (13)
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Step 5 Apply greedy selection process
Step 6 Evaluate the probability of each solution using Eq. (14)
Step 7 Each onlooker bee selects a solution according to its probability

calculated in step (6)

Fig. 1 Flowchart of ABC algorithm
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Step 8 Generate modified solutions in the neighborhood of each onlooker bee
using Eq. (13)

Step 9 Apply greedy selection process
Step 10 If a solution is not improved, then consider it as an abandoned solution
Step 11 Convert the employed bees associated with abandoned solutions into

scout bees then get completely new solution using Eq. (13)
Step 12 Evaluate the new solution then apply greedy selection process
Step 13 Memorize the best solution
Step 14 Repeat the Steps from 3 to 12 till reaching maximum number of iterations

The main merit of the ABC algorithm is that it has only two control parameters
to be tuned. These parameters are the number of population (colony size) and the
maximum number of iterations [20]. Also the ABC algorithm has another advan-
tage that it allows the random selection of the initial solutions without affecting the
computation efficiency. Although the initial solutions are selected randomly, the
algorithm adapts itself to reach the optimum solution.

5 Results and Discussion

To test the effectiveness and validity of the proposed ABC algorithm in solving the
fault section estimation problem, it is applied to determine the faulty sections of two
sample systems. The first sample system is 10 bus systems [22] and the second one
is 28 bus systems [23]. For both tests, the control parameters are chosen as follows
the maximum number of iterations = 1000, the size of the colony (number of food
sources) = 40 and the maximum number for nectar evaluating times = 6, where the
maximum number of nectar evaluating represents the maximum number of times
allowed for a solution to be improved. If the solution is not improved after that then
the employed bee associated with this solution is converted into a scout bee. The
values of the control parameters used in the tests are selected after many experi-
ments and according to the analysis of papers [22, 23]. In each test, there are
different test cases representing different difficulties facing the determination of the
faulty section. The cases include examples for multiple faults, examples for
incomplete information about the status of the protective devices and examples for
maloperation cases of relays or circuit breakers.

5.1 Test 1

The first sample system is shown in Fig. 2. It consists of 10 sections, 14 circuit
breakers, and 28 relays. The ten sections are as follows: four bus bars (B1, B2, B3,
and B4), four transformers (T1, T2, T3, T4), and two line sections (L1 and L2),
where B stands for busbar, T stands for transformer, and L stands for line section.
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The relay configuration is as follows: any busbar has only one main protective
relay, while each transformer and line section has main, primary backup, and
secondary backup protective relays. Table 1 shows three test scenarios and their
corresponding results obtained by the proposed algorithm.

In scenario 1, the data received indicates that the main protective relays Lsend,2

and Lrec,2 operate; also CB8 operates, so there is a fault occurred at L2. Meanwhile,
the remote backup relays T3,s and T4,s operate to trip CB11 and CB13, so there is a
fault at B4. It is obvious that there’s incomplete relay information in this scenario as
B4m should have operated. Scenarios (2, 3) investigate multiple faults. For the three
scenarios, the results obtained by the proposed algorithm are satisfactory.

5.2 Test 2

Figure 3 shows the second sample system with 28 sections, 40 circuit breakers, and
84 relays. The sections are divided as follows: 12 bus bars (B1, …, B12), 8
transformers (T1, …, T8), and 8 line sections (L1, …, L8).

The relay configuration is as follows: any busbar has only one main protective
relay, while each transformer and line section has main, primary backup, and
secondary backup protective relays.

Table 2 shows eight test cases and the corresponding results after applying a
genetic algorithm [13] and the proposed algorithm. The simulation results obtained
by the ABC algorithm are satisfactory in cases of incomplete information of relays,
in cases of malfunction of protective devices, and in cases of multiple faults, where
scenarios (from 1 to 5) investigate multiple faults. Also scenarios (6, 7, and 8) have

Fig. 2 Test system 1

Table 1 Test scenarios and estimation results of test 1

Test no. Operated relays Tripped circuit breakers Estimation results

1 Lm
send;2 Lm

rec;2 Lp
send;2

Ts
3 Ts

4

CB11, CB13, CB8 B4, L2

2 Bm
1 T

p
1T

s
2 CB1, CB2, CB4 B1, T1

3 Tp
4 CB13 T4
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incomplete relay information and device malfunction. For the eight scenarios, the
results obtained by the proposed algorithm are acceptable. Now, we will illustrate
two different scenarios in details.

For scenario 1, a possible explanation is as follows: there could be a fault on B2,
so the relay Bm

2 operates, and the circuit breakers CB4, CB5, and CB10 are opened.
However, the control center does not receive a signal that CB10 has operated.
Simultaneously, another fault may occur on L1, but Lm

send;1 does not operate, so CB9
is opened by the operation of Lp

send;1 or B
m
2 . In scenario 8, the main relay Bm

12 fails to
operate, so the remote backup relays Ts

7 and Ts
8 operate to trip CB38, CB39 instead.

It is obvious that GA cannot give reasonable results for scenarios (2, 4, and 5),this is
because the objective function used in [15] does not include the effect of relay
failure, while the objective function used in this paper consider the effect of relay
failure, which help to get acceptable results.

Fig. 3 Test system 2

136 M.A. Sobhy et al.



The faulty sections obtained using the ant colony for the eight test cases are
almost similar to those obtained by the proposed ABC algorithm [16]. But the
difference between the two methods is in the computation efficiency where the
proposed ABC algorithm proved to be better than the ant colony method.

Table 3 shows a comparison between the computation time of the proposed
method and another two methods, where method 1 stands for genetic algorithm
[13], method 2 stands for ant colony method [16] and method 3 stands for the
proposed ABC algorithm. In order to make a fair comparison, the number of
iterations is chosen = 1000 and the population size = 40 for the three methods

Table 2 Test scenarios and estimation results of test 2

Test no. Operated relays Tripped circuit
breakers

Estimation results

ABC GA

1 Bm
2 Lm

rec;1 Lp
send;1 CB4, CB5, CB6,

CB9, CB10, CB16
B2, L1 B2, L1

2 Tp
3 Lp

send;7 Lp
rec;7 CB12, CB18,

CB30, CB31
T3, L7 Four solutions:

(a) L7, T3

(b) L7,
(c) T3

(d) No fault

3 Bm
2 B

m
3 L

m
send;1 Lp

rec;1

Lm
rec;2 Lp

send;2

CB4, CB5, CB6,
CB7, CB8, CB9,
CB10, CB11, CB16

B2, B3, L1, L2 B2, B3, L1, L2

4 Tm
5 Tp

6 Bm
8 Bm

9
Lm
send;5L

p
rec;5 Ls

send;6

Lp
send;7 Lm

rec;7 Ls
send;8

CB15, CB17,
CB22, CB23,
CB24, CB25,
CB26, CB29,
CB30, CB31, CB37

B8, B9, L5, L7,
T5, T6

Two solutions:
(a) B8, B9,
L5, L7, T5, T6

(b) B9, L5, L7, T5

5 Lm
send;1L

p
rec;1 Lp

send;2

Lp
rec;2 Lp

send;7 Lm
rec;7

Lm
send;8L

m
rec;8

CB47, CB9,
CB11, CB16,
CB28, CB30,
CB31, CB37

L1, L2, L7, L8 Two solutions:
(1) L1, L2, L7, L8

(2) L1, L7, L8

6 Bm
2 ;Ls

rec;2 ;Ls
rec;4 CB4, CB5,

CB9, CB10,
CB11, CB35

B2 B2

7 Tp
7 CB34 T7 T7

8 Ts
7 Ts

8 CB38, CB39 B12 B12

Table 3 Computation time of each method in test 2

Method Scenario Average computation time (s)

Method 1 (GA) From 1 to 4 5

Method 2 (Ant system) From 1 to 8 0.4

Method 3 (ABC) From 1 to 8 0.2
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under comparison. The results show that the proposed ABC algorithm has better
computation efficiency than the other techniques.

6 Conclusion

This paper proposes an optimization approach that employs an artificial bee colony
(ABC) algorithm to solve the fault section estimation problem. The objective
function is to determine the faulty section. Two sample systems are tested under
different scenarios in order to investigate multiple faults and incomplete information
about the status of the protective devices. The proposed algorithm determines the
faulty sections in all scenarios with satisfactory results. The proposed algorithm is
compared with two other methods, which are genetic algorithm and ant colony
algorithm. The ABC algorithm show more accuracy and higher computation effi-
ciency than the other two methods especially in case of multiple faults. The pro-
posed algorithm has a main advantage than other techniques that it has only two
parameters to be tuned which are the colony size and the maximum number of
iterations. Therefore, the tuning of the two parameters towards the optimum values
has a higher probability of success than other methods.
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CSTS: Cuckoo Search Based Model
for Text Summarization

Rasmita Rautray and Rakesh Chandra Balabantaray

Abstract Exponential growth of information in the web became infeasible for user
to sieve useful information very quickly. So solution to such problem now a day is
text summarization. Text summarization is the process of creating condensed
version of original text by preserving important information in it. This paper pre-
sents for the first time a nature inspired cuckoo search optimization algorithm for
optimal selection of sentences as summary sentence of intelligent text summarizer.
The key aspects of proposed summarizer focus on content coverage and length
while reducing redundant information in the summaries. To solve this optimization
problem, this model uses inter-sentence relationship and sentence-to-document
relationship by considering widely used similarity measure cosine similarity. The
inputs for this model are taken from DUC dataset. Whereas the result is evaluated
by ROUGE tool and compared with state-of-the-art approaches, in which our model
in multi-document summarization have shown significant result than others.

Keywords Summarization � Content coverage � Length � Redundancy � Cuckoo
search

1 Introduction

The aim of text summarization (TS) is to create a compressed version of text
document preserving essential information, called summary. The main objective of
summary is to express concepts in a document in less space [23]. A TS system is
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presumes to possess a high coverage of relevant contents and eliminate redundant
information [13]. It can be classified into many ways depending on different
dimensions such as source size, approach, language, purpose, and media. Based on
source document size, summary extraction from a document is termed as single
document summarization otherwise termed as multi document summarization. In
other hand, both the single and multi-document summarization either of extractive
or abstractive summarization. Selecting important sentences, paragraphs, etc. from
the original document and concatenating them into shorter form is referred as
extractive summarization, whereas an abstractive summarization attempts to
develop an understanding of the main concepts in a document and then express
those concepts in clear natural language. Abstractive summarization involves
information fusion, sentence compression, and reformulation so summary of this
method could be more concise compared to extractive summarization [2]. Based on
language, summary depends on its input and out text. It can be categorized into
three types. Monolingual: Here, the systems only accept documents with specific
language, i.e., English and the generated summary is based on that language too.
Thus, the input and output languages are same. Multilingual: In this case, the
systems can accept documents in different languages and the users can choose the
languages of the output summary. Crosslingual: The output and input languages
differs from each other [18]. Therefore, implement point of view extractive
monolingual summaries are more feasible and this paper is focus on extractive
monolingual multi-document summarization.

For improvising the performance of text selection in document summarization
using statistical tools, in 2000s a number of global optimization techniques were
considered as effective solutions in literature [25] till date like particle swarm
optimization (PSO), differential evolution (DE), genetic algorithm (GA).
Unlike PSO, cuckoo search (CS) is another nature inspired algorithm has been
proposed and gained a significant result in the field of optimization. In Dash et al.
[11] convergence curve of various nature inspired algorithms have been shown and
performance of CS for automatic generation control of thermal system problem
shows significant result. Similarly in Mulani et al. [20] performance against inverse
heat transfer problems is analyzed, clustering of web search results based on the
cuckoo search algorithm is presented in Cobos et al. [10], also used for traffic signal
controller [6] and reconfiguration of network for power loss minimization [21],
finding vulnerability and mitigation techniques using CS for computer security
problem in [29], achievement of minimized combinatorial test suite for software
functional testing [1], hydrothermal scheduling using CS in Nguyen and Vo [22],
energy conservation [12], solar radiation [26], satellite image segmentation using
CS [7], etc. For the first time cuckoo search optimization algorithm is used for text
summarization problem and it is being compared with state-of-the-art (recent
advanced) approaches.

The structure of paper presents investigation of cuckoo search algorithm-based
research work, proposed extractive summarization model framework, description of
cuckoo search algorithm, simulation study, and lastly it addresses the conclusions.
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2 Summarization Model

The framework of proposed summarization system involves three basic steps, such
as preprocessing, processing, and summary generation is discussed in the following
algorithm.

Overview of Summarization model

1. Preprocessing:

1:1. Sentence segmentation
1:2. Tokenization
1:3. Stop word removal
1:4. Stemming.

2. Processing:

2:1. Input representation
2:2. Sentence informative score calculation
2:3. Input optimization.

3. Summary generation:

3:1. Sentence selection.

In the preprocessing step, input to the summarizer is text document D are pre-
processed by individual segmentation of sentences, i.e., D ¼ s1; s2; . . .; snf g; where
si denotes ith sentence in the document, n is the number of sentences in document
followed by term wise representation T ¼ t1; t2; . . .; tmf g represents all the distinct
terms occurring in D, where m is the number of terms, removal of nonsignificant
words and word stemming. Second in input representation step, the previous output
is prepared for implementation of optimization problem by calculating sentence
informative score. Informative score of each sentence is sum of the term frequencies
of a sentence specifies the sentence weight. Importance of a sentence is highly
related to a higher sentence weight value. The objective of generating summary of
document sets to find subsets of sentences from the documents containing useful
information, for this need to confine the data set space that covers most relevant
information in the document. That can be measured by inter-sentence similarity.
Inter-sentence similarity can be obtained by taking a sentence compared with other
sentences using a similarity metric. Among a number of similarity matrices Cosine
similarity is a popular similarity metric in the field of text summarization. For
finding Cosine similarity sentences are represented as vectors. The most common
model for vector representation of sentence is vector space model (VSM). Each
sentence Si in vector space model is represented in terms of weighted vector,
si ¼ wi1;wi2; . . .;wim½ �; where wik is the weight of term tk defined by using tf (term
frequency) present in sentence Si. The cosine measure between two sentences si ¼
wi1;wi2; . . .;wim½ � and sj ¼ wj1;wj2; . . .;wjm

� �
is computed as:
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Sim si; sj
� � ¼

Pm
k¼1 wikwjkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm

k¼1 w
2
ik

Pm
k¼1 w

2
jk

q where i; j ¼ 1; 2; . . .; n ð1Þ

3 Cuckoo Search-Based Model

Cuckoo search (CS) is newly introduced and under exploration optimization
algorithm. The concept of cuckoo search algorithm was inspired by the species of
bird called the cuckoo. Cuckoos are fascinating birds because of their aggressive
reproduction strategy and beautiful sounds, by which mature cuckoos lay their eggs
in the nests of other host birds or species [19, 28]. The nest containing each egg
represents a solution, and specifically each egg of a cuckoo represents a new
solution. In the simplest form, each nest has one egg. The algorithm can be
extended to more complicated cases in which each nest has multiple eggs repre-
senting a set of solutions. To produce a new egg in CS, Lévy flight is used as both
local and global searches in the random solution domain. A Lévy flight contains
successive random steps [15, 16], and is characterized by a sequence of rapid jumps
elected from probability density function which has a power law tail. The step for
generating a new egg can be represented by the following equation.

xtþ 1
i ¼ xti þ ahLevyðkÞ; ð2Þ

where a is step size, which should be proportional to scale of optimization problem
(i.e., a [ 0), h is entry wise move during multiplication and LevyðkÞ is the Lévy
distribution. For implementation of these concepts in text summarization problem,
authors of [28] have employed the rules which have been discussed in the
following.

Cuckoo Search is based on three idealized rules [27]:

1. One egg is laid by each cuckoo at a time in a random nest to represent a solution
sets;

2. The best eggs contained in the nests will carry over to the next generation;
3. The number of available nests is fixed, and a host bird can discovered an alien

egg with a probability Pa 2 ð0; 1Þ. If this condition satisfies, either the egg can
be discarded or abandon the nest by the host, and built a new nest elsewhere.

In-addition, the overall steps involved in cuckoo search-based text summariza-
tion (CSTS) algorithm is discussed below:

Step 1 Population initialization of host nests.
Step 2 Calculate sentence informative score.
Step 3 Evaluate fitness function to set best Gbest value.
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Step 4 Generate new solutions using Levy flight.
Step 5 Calculate score of each sentence with maximum fitness.
Step 6 If iteration (it) at maxit then stop otherwise it = it + 1 and go to step-3.
Step 7 Select sentences with respect to threshold (i.e., 25, for suitable comparison

of system generated summary with DUC summary) to generate summary
sentences.

4 Simulation Study

This section conduct experiments to test proposed summarization system empiri-
cally. For implementation and validation of our procedure, the suggested parame-
ters like probability pa ¼ 0:75, a ¼ 0:5 and k ¼ 0:8 are used with maximum
iteration = 200 to obtained the best result.

4.1 Problem Formulation

The objective of the TS problem is to maximize informativeness while reducing
redundancy and preserving length of the generated summary. Therefore, the
objective function f ðSÞ of TS problem formalize as three subfunctions, such as
fcovðSÞ, fredðSÞ and flenðSÞ to optimize summary.

f ðSÞ ¼ fcovðSÞþ fredðSÞþ flenðSÞ ð3Þ

fcovðSÞ: The content coverage of each sentence in the summary.

fcovðSÞ ¼ Simðsi;OÞ i ¼ 1; 2; . . .; n; ð4Þ

where O = the center of the main content collection of sentences and similarity
between si and O measures importance of the sentences.

fredðSÞ: The redundancy between the sentences in the summary.

fredðSÞ ¼ 1� Simðsi; sjÞ i 6¼ j ¼ 1; 2; . . .; n ð5Þ

Higher value of fredðSÞ specifies less overlap and vice versa.
flenðSÞ: Defines required summary length.

flenðSÞ ¼ Simðsi; sjÞ i 6¼ j ¼ 1; 2; . . .; n ð6Þ

Higher value of flenðSÞ specifies higher diversity of the summary.
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4.2 Dataset

The open bench mark datasets from DUC (Document Understanding Conference)
were used for the evaluation of summarization result. Table 1 provides a short
description of DUC data sets. For the evaluation of result, stop words of data sets
were removed using provided stop list in net and the terms were stemmed using the
most common stemmer in English called Porter’s stemmer.

4.3 Evaluation Metric

For summary evaluation, ROUGE-1.5.5 package were used [17]. It is used as the
official evaluation metric for text summarization. ROUGE includes different
methods, such as ROUGE-L, ROUGE-N, ROUGE-S, ROUGE-W, and
ROUGE-SU to measures the n-gram match between systems generated summaries
and human summaries. Here, ROUGE-N metric compares N-grams of two sum-
maries, and counts the number of matches:

ROUGE� N ¼
P

S2Summref

P
N-gram2S CountmatchðN-gramÞP

S2Summref

P
N-gram2S CountðN-gramÞ ð7Þ

where N stands for the length of the N-gram, count match (N-gram) is the highest
number of N-grams co-occurring in candidate summary and reference-summaries.
Count (N-gram) is the number of N-grams in the reference summaries.

4.4 Comparison with Different Methods

Here, we compare the performance of the proposed summarization method with
other well-known query-based as well as generic-based baseline summarization
methods discussed in Table 2.

Table 1 Dataset description Data set parameters Size (DUC2006)

Number of clusters 50

Number of documents in each clusters 25

Average no. of sent. per doc. 30.12

Maximum no. of sent. per doc. 79

Minimum no. of sent. per doc. 5

Data source AQUAINT

Summary length (in words) 250
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4.5 Performance Analysis

This section analyses performance of our method and other state-of-the-art methods
by using ROUGE-1 and ROUGE-2 metrics since they highly correlated with
human judgments. ROUGE-1 measures the overlap of unigrams between the sys-
tem summary and the manual summaries created by human while ROUGE-2
compares the overlap of bigrams [4].

The evaluation of methods (in Table 3) is based on content coverage, length, and
nonredundancy of the sentences in the summary. With the comparison of average
ROUGE values for different state-of-the-art methods, CSTS can achieve significant

improvement. Here also a relative improvement ðour method�other methodsÞ
other methods

� 100

of methods has been shown for comparison.

Table 2 Description of different summarization methods

Sl.
No.

Methods Summary
type

Basic concept

1 MMR [8] Query Iteratively selection of a sentence with the highest
similarity to the query and lowest similarity to the
already selected sentences, in order to promote novelty

2 LEX [14] Query It focuses on four objectives namely content coverage,
significance, cohesiveness and redundancy based on
identified core terms and main topics

3 HybHSum
[9]

Query It is based on bi-step hybridization model: a generative
model for hierarchical topic discovery and a regression
model for inference

4 MCMR [3] Query It is an optimization based approach, which considers
summarization model as an integer linear programming
problem and it attempt to optimize redundancy and
relevancy of the summary

5 LFIPP [5] Generic This approach uses both inter relationship between
sentence-to-document and the sentence-to-sentence to
select salient sentences from input documents and reduce
redundancy in the summary

6 Centroid
[24]

Generic In this approach, the score for each sentence is calculated
from a linear combination of the weights (centroid value,
positional value and first sentence overlap)

7 MCLR [2] Generic It is considered as quadratic Boolean problem, based on
the identified salient sentences and overlap information
between selected sentences
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5 Conclusions

This work is devoted as multi-document summarization. As it is considered as
optimization problem, to solve this cuckoo search algorithm is created. Cuckoo
search (CS) algorithm is for the first time in text summarization to optimized
summary by covering essential contents while reducing redundancy. The CS based
result is compared with different existing state-of-the-art methods and performance
is measured in terms of ROUGE score. This paper has found that the CSTS
summary comparatively showed better than other state-of-the-art methods but this
may not be valid for different datasets.
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A New 2D Shape Descriptor Generation
Method for Different Craters Based
on the Intensity Values

R. krishnan and Andhe Dharani

Abstract The topographical features like craters are forming in different size and
shape in different categories that will give more information about the planet. The
2D shape descriptor from top view of the crater is very difficult to interpret the
crater type. Here 2D shape descriptor is developed based on the intensity values of
the crater image. The reverse order summation and smoothing function is applied to
these intensity values, which will depict the cross-section of the crater image. This
can be used for classification, 3D model development, and to retrieve other
information.

Keywords Shape descriptor � Crater detection � Smoothing

1 Introduction

This paper deals with different shape descriptors for crater detection and its issues.
The literature survey describes the different shape descriptors used for crater
detection. The major problem is related to detection and classification of craters
because of its irregularity in size and shape for various types.

In this work, the 2D shape descriptor is formed based on the intensity values of
the crater image, here all the values of the image is not considering; instead of that
only, central intensity values across the crater is considered. Depending on the
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shades of the sunlight on different crater images, the intensity values are retrieved
across the crater with the consideration of region ‘line’. All the intensity values are
retrieved where the ‘line’ is passed in all crater images. All four categories of the
crater considered for work, are circular in shape, so if the 2D shape descriptor based
on the top view of the crater, it is very difficult to distinguish; but if the consid-
eration about central line, the intensity variation is almost depicting the structure of
the crater. After applying summation and smoothing, the 2D shape descriptor is
generated. These generated will compare with expected one, the crater image is
detected. The 2D shape descriptor will compare with all standard descriptors of all
four types of craters and best match is selected. This gives a real resemblance of the
3D object and differentiate each object in a better way compared to top view shape
descriptor.

2 Literature Survey

Image feature extraction can be divided into two types: geometric and texture
features. The geometric types are Haar-like features, Canny edge detector,
Gabor-like primitives, and shape context descriptor explicitly record locations of
edges/bars, etc. The texture features are depicted using histogram statistics [1].
Region-based descriptors Zernike moments (ZMs) and pseudo-Zernike moments
were used as the feature sets. The ZM shape descriptor f Is ¼ fZMmng where order
m and repetition n of the shape content along the radial and angular directions [2]. It
is calculated using vector projection of I on the basis of ZMmn; Due to interde-
pendent features of f Is , the weighted Euclidean distance is used to find the dis-
similarity between two f Is s of two images a and b, i.e.,

dsða; bÞ ¼ ðf as � f bs Þ
�� ��^s

2 ð1Þ

In DSR descriptor, Depth buffer descriptor, Silhouette descriptor, and Radical
extent descriptor are used. To develop 2D views, the 3D object is projected per-
pendicular to hyper planes. A 2D FFT transform is applied to depth image to
develop depth buffer images; for 3D model retrieval, here three silhouette images
and six depth buffer images are extracted [3]. The ORG algorithm is a tree repre-
sentation of a 3D image; here each voxel is a node and edges between nodes form
the path between two voxels, these paths must have a least minimum intensity
constraint. Let min(pij) be the minimum intensity of each voxel in the path p be-
tween voxel i and j, and let gij be the path obtained by the path obtained by the
graph traversal from node i to node j: it is guaranteed that min(gij) � min(pij) for
every other pij [4]. A boundary is an enclosed region with coordinate pairs (x0, y0),
(x1, y1), …, (xk, yk) … (xN − 1, yN − 1). These boundary coordinates are
expressed as x(k) = xk and y(k) = yk. The boundary is expressed as
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s kð Þ ¼ x kð Þþ jy kð Þ ð2Þ

where k = 0, 1, 2, … N − 1; j = √−1.
The Fourier descriptors which uses Fourier transform to represent a boundary s

(k) in frequency domain

FðuÞ ¼
XN�1

k¼0

sðkÞe�ðj2Puk=NÞ ð3Þ

where u = 0, 1, 2 …, N − 1. The complex coefficient F(u) are the Fourier
descriptors of the boundary s(k) [5].

Other techniques for the shape descriptors are ellipticity, ratio between geodesic
distances, curvature variance, salience variance, color curvature, color average
value, average number of regional minima in the gradient image inside the object,
perimeter, area, second, third, and fourth moments [6]. The scale invariant feature
transform (SIFT) and Edge-SIFT applied in images that uses histogram of gradients
and fuse them, results another shape descriptor method [7].

In symmetry-based shape descriptor, the midpoint of the geodesic path between
planar curve b and its reflection b′ under d1 is symmetric in shape where

d1ð½q1�1; ½q2�1Þ ¼ min
c2C

dcðq1; ðq2ocÞ ffiffiffi
c

p ð4Þ

and square root velocity function of a curve b is defined as q [8].
In contour-based shape feature extraction method, a shape is defined by [x,

y] coordinates of boundary coordinates. The object curve is represented in para-
metric equation form given as,

CðlÞ ¼ xðlÞ yðlÞ½ � ð5Þ

where l {1, 2, … N}. Here x and y are related using with the parameter l. The
length of arc, centroid distance, and centroid angle are the parameters used to
describe an object shape [9]. Another method shape-based transfer functions for
volume visualization uses curve skeleton, decomposition of curved segments,
merging of skeleton regions, incorporating curve skeleton, and volume data gives
shape value to the skeleton regions [10].

3 Issues of Circle and Ellipse Shape Descriptor

The existing crater detection algorithms with circle or ellipse characterization that
shows deviation from exact circle or ellipse circumference, and difficulties in setting
the center point of the crater to fit circle or ellipse geometry because of the irreg-
ularity in crater shape. This intensity based gives the cross-sectional information of
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all four types of craters;. all four categories of craters with circle or ellipse cir-
cumference, with difference in middle portion. In simple crater, there is no feature
present inside, whereas the central peak contains peak, domed crater contains dome,
flat floor contains flat surface inside the crater. This can easily extracted by con-
sidering the cross-sectional view of the crater. This can be achieved by intensity
values passed through the middle line of the crater image.

If the size of the crater is small, then the circle characterization shape descriptor
is difficult to estimate the feature present inside crater, but these information easily
can retrieve by considering the intensity values.

Consider the shape descriptor based on the shading effect of the crater which will
vary depending on the sunlight. These information will vary for other crater images;
as well as due to the sun directions the dark and light shading position in the crater
will change, these issues are solved through this method.

4 New Methodology to Develop 2D Shape Descriptor

The steps to create a 2D shape descriptor as follows:

1. Consider region as ‘line’ and extract the intensity values across the crater image
coordinates say (X0, Y0), (X1, Y1), (X2, Y2) … (Xn, Yn) are I0, I1, … In

2: In0 ¼
Xn

k¼0

ðIk þ In�kÞ
3. Plot the intensity summation values of In0
4. Apply Smoothing function moving average of five point on In0

SIn0 ¼
Xn

k¼0

Xkþ 5

j¼k

Ik

5. Plot the values of SIn0 :

5 Result Analysis

Based on the shape of crater and the dark/light shade of the crater image due to sun
light, the intensity graph will not depict the exact shape of the topographical object
as shown in Fig. 1, region ‘line’ is considered here, so that other image pixel
calculations are avoided.

By considering the intensity values from left to right and right to left in the
region line for different craters, and the average intensity is plotted, as shown in
Fig. 2.
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The Smoothing is done by considering the average intensity values from left to
right and right to left in the region line for different craters, and the average intensity
is plotted, based on moving average of five points as shown in Fig. 3, which will
depict the shape of the crater.

Fig. 1 Intensity graph with region line, for different types of craters a simple, b central peak, c flat
floor and d domed

Fig. 2 Symmetric graph with region line, for different types of craters a simple, b central peak,
c flat floor and d domed
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6 Conclusion

The result shows all four craters types, after applying smoothing, the graph depicts
the exact structure of the crater. This procedure can be used for classification of
craters with different sizes and types, so that classification accuracy can be
improved. This will useful for the feature extraction module of the pattern recog-
nition so that classification efficiency can be improved. For the future perspective,
the same procedure can be applied to other types of craters also.
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A TEP-Based Approach for Optimal
Thrust Direction of Lunar Soft Landing

Naveen Pragallapati and N.V.S.L. Narasimham

Abstract Determination of optimal thrust direction or steering angle for lunar soft
landing trajectory is attempted in this article. The problem is complex due to the
presence of system constraints and local minima. An exhaustive search of optimal
thrust direction incurs high computational costs. The problem was solved as an
optimum initial value estimation problem. Taboo evolutionary programming
(TEP) is utilized to compute the optimal estimates. The study gives the integration
of TEP technique in solving the governing nonlinear differential equations where a
control parameter involved. The results are compared with available results in
literature and it shows that the solution based on TEP algorithm is comparable to
the counterpart. Further, sensitivity of design parameters such as terminal altitude,
true anomaly, and terminal velocity over the final landing mass at the touch down is
also examined.

Keywords Evolutionary programming � Soft landing � Trajectory optimization �
Parameter control

1 Introduction

Exploration of lunar environments and its resources has begun in 50s. Generally,
Landing on the Moon is broadly classified into two ways namely the hard landing
and the soft landing. The soft landing approach has several practical uses against
the hard landing approach in terms of ground experiments, surface mapping, etc.
Following the literature [1–3] lunar soft landing process begins from a perilune
altitude of 15 km for landing on to the surface of Moon. Further, the mass of the
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lunar module is always limited, it is extremely important that the fuel consumption
is minimized. Several optimization algorithms have been proposed to solve lunar
soft landing problem for the last two decades. A temporal finite element method [4]
was followed to solve the optimal control problem of lunar soft landing. Several
strategies for soft landing [5] from a lunar parking orbit were examined using
controlled random search. Rapid trajectory optimization for a soft lunar landing
using a direct collocation method was attempted in [6]. Some other researchers [6–
10] employed intelligent algorithms. These intelligent algorithms are inspired by
biological behavior or physical phenomena because of applying efficient stochastic
searching techniques.

In 2006, a new method of global optimization technique, Taboo evolutionary
programming (TEP) motivated by combining Taboo Search (TS) and Evolutionary
programming (EP) was first introduced in [11]. TEP essentially combines the
features of an EP, called single-point mutation [12] with TS. The results were found
to be in good agreement with that of analytical results. Determination minimum
energy opportunities for interplanetary trajectories using TEP were attempted [13,
14]. In these works TEP algorithm successfully identified the global optimum in
terms of total energy requirements for the trajectory transfer. The results were
compared with genetic algorithm and it indicates that TEP is viable alternative
optimization technique while identifying the global optimum.

In the present study, Lunar module soft landing with minimal fuel consumption
control strategy using TEP has been carried out. The TEP is a stochastic algorithm.
A two-dimensional polar coordinate approach of lunar soft landing problem is
considered in this study. The problem is transformed into a two-point boundary
value problem (TPBVP) which is amenable for integration. TEP algorithm is uti-
lized to obtain the solution of TPBVP, which subsequently results the optimal
control strategy for lunar soft landing.

1.1 Model Equations

The planar motion of the lander probe [15] is represented by the variables, r, /, u, v,
where r is the radial distance from the center of the Moon; / is the range angle or
true anomaly; u is the horizontal velocity; and v is the vertical velocity. The
assumptions while deriving the governing equations include: Target landing loca-
tion lie in the orbital plane, gravity field of the Moon is spherical.

The equations describing the motion of the probe are

_r ¼ v ð1Þ

_/ ¼ u
r

ð2Þ
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_u ¼ � uv
r

þ T
M

cos b ð3Þ

_v ¼ u2

r
� u
r2

þ T
M

sin b; ð4Þ

where T is the thrust acting on the spacecraft, M is the instantaneous mass of the
spacecraft, and b is the control angle measured clockwise (Fig. 1) from the local
horizontal to the thrust direction.

For an optimal design of the soft landing trajectory, the time profile of the
control variable (i.e., the thrust angle b(t) with t being the time in seconds) is to be
determined. In order to obtain the control variable profile, Pontryagin’s minimum
principle is used. Subsequently, the two-point boundary value problem in terms of
the optimal state and the co-state vectors is obtained to compute b(t). The resulted
model equations are as follows:

_pr ¼ p/u
r2

þ pvu2

r2
� puuv

r2
� 2

pvu
r3

ð5Þ

_p/ ¼ 0 ð6Þ

_pu ¼ � p/
r
� 2

pvu
r

þ puv
r

ð7Þ

_pv ¼ �pr þ puu
r

; ð8Þ

Fig. 1 Polar coordinate system of lunar soft landing
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where pr, p/, pu, pv be the co-state variables.
The boundary conditions are as follows:

rðtiÞ ¼ riðgivenÞ; /ðtiÞ ¼ /iðgivenÞ; uðtiÞ ¼ uiðgivenÞ; vðtiÞ ¼ viðgivenÞ;
prðtiÞ ¼ ?; p/ðtiÞ ¼ 0; pvðtiÞ ¼ ?; puðtiÞ ¼ ?;

rðtf Þ ¼ rf ðgivenÞ; /ðtf Þ ¼ free; uðtf Þ ¼ uf ðgivenÞ; vðtf Þ ¼ vf ðgivenÞ;
prðtf Þ ¼ free; p/ðtf Þ ¼ 0; pvðtf Þ ¼ free; puðtf Þ ¼ free;

9
>>=

>>;
ð9Þ

while the optimal thrust direction is described by equation

b ¼ tan�1 pv
pu

� �
ð10Þ

Here the suffix ‘i’ denotes the specified initial value and ‘f ’ denotes the specified
terminal values of the variable. Thus in order to solve optimal control problem one
needs to solve TPBVP governed by the set of differential equations (1)–(8) along
with the boundary conditions (9). This requires an appropriate initial values of
prðtiÞ; pvðtiÞ; and puðtiÞ. Computing optimum initial values were done by Taboo
Evolutionary Programming (TEP).

1.1.1 Taboo Evolutionary Programming

In 1995, Taboo (or ‘Tabu’ being a different spelling of the same word) search (TS),
a stochastic optimization method, originally developed in [16, 17] and it was
extended to continuous valued functions. Performance of TS with other methods is
well studied earlier. The convergence [11] of TS for continuous function opti-
mization is well studied. Results clearly reveal that TS technique can be a viable
alternative to other evolutionary algorithms. An important branch of evolutionary
algorithms (EA) is evolutionary programming (EP) which attracted much attention
for the determination of the global optimum of a specified function. As noted
earlier, TEP essentially combines the features of an EP with TS.

The objective is to compute the minimum of f ðxÞ, such that x 2 X; where
X ¼ x 2 Rn : a� xðjÞ� b; a; b 2 R; i ¼ 1; 2; . . . nf g, f is a real-valued continuous
function on Ω. The TEP algorithm presented here closely follows from [11]:

1. Generate the initial population of l individuals based on a uniform distribution,
and set k = 1. Each individual is taken as a vector, xi 8i 2 1; 2; . . .; lf g:

2. Evaluate the fitness score for each individual, xi 8i 2 1; 2; . . .; lf g of the pop-
ulation on the objective function, f ðxiÞ.

3. For each parent xi; i 2 1; 2; . . .; lf g create a single offspring x0i by
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x0iðjiÞ ¼ xiðjiÞþ g � Nið0; 1Þ; g ¼ g � e�a;

where ji is randomly chosen from the set 1; 2; . . .; nf g and the other components of
x0i are equal to the corresponding xi’s. Nð0; 1Þ denotes a normally distributed
one-dimensional random number with a mean of zero and a standard deviation of
one. Here, the parameter a = 1.01. The initial value of η is b�a

2 and whenever
g\10�4 then η is set to its initial value.

4. Calculate the fitness of each offspring x0i; i 2 1; 2; . . .; lf g:
5. Perform the search using the following improved paths:

(a) Choose an improved path as follows. For each i 2 1; 2; . . .; lf g if
f ðx0iÞ� f ðxiÞ then yi ¼ x0i; di ¼ x0i � xi is an improved path. Put a pair of
vectors yi; dið Þ into the set A.

(b) Choose r best fitness individuals from the set A as the parents with improved
paths. Note that ym; dmð Þ;m ¼ 1; 2; . . .; r; where ym is an objective variable
and dm is the corresponding improved path. Set A = /, where / is a null set.

(c) Calculate fitness: for each m 2 f1; 2; . . .; rg; y0m ¼ ym þ qdm; q ¼ q� e�a:

The initial value of q is 1 and whenever q\10�6; then q is set to its initial
value.

(d) For each, m 2 f1; 2; . . .; rg if f ðy0mÞ� f ðymÞ, then set y0m; dm
� �

as a parent of
the next generation with improved search paths, and put into the set A.

(e) Record the number s of members in set A.

6. Choose the parents for the next generation.

(a) Perform a comparison over the union of parents xi and offspring x0i; 8i 2
1; 2; . . .; lf g for each individual, q opponents are chosen uniformly at

random from all the parents and offspring. For each comparison, if the
individual’s fitness is equal to or greater than the opponent’s, it scores a
‘win’. Select the l� s individuals out of xi and x0i; 8i 2 1; 2; . . .; lf g; which
have the most wins to be put into the set B:

(b) Make the individuals x; x0 and y from sets B and A the parents of the next
generation. Set B = /.

7. Check the Taboo status as follows:

(a) Record the current optimal fitness, f �k and the current optimal solution x�k .
(b) When k > L and for a specified r1 and r2 (sufficiently both are small real

numbers) compare the optimal fitness of the current generation with the
optimal fitness of the previous L generations. Thus, if f �k � f �k�L

�� ��� r1;
then f � ¼ f �k ; x

� ¼ x�k : Put the pair of vectors ðf �; x�Þ into the taboo table w.
The length of taboo table w is l:

(c) For any ðf �; x�Þ in w, if the current optimal fitness f �k and the optimal
solution x�k satisfy the taboo conditions f �k � f �

�� ��� r1 and x�k � x�
�� ��� r2;
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then generate the initial population of l individuals and set new individuals
as the kth generation.

8. Terminate if k is more than maximum number of generations. Otherwise, set
k = k + 1 and go to Step (3).

1.1.2 Methodology

As discussed in Sect. 1.1 above, the solution of TPBVP is obtained by appropriate
values for the co-state variables (i.e., pr, pv, and pu) at the initial time. Here in this
study pr is fixed at the initial time. The terminal boundary conditions to be achieved
are handled through a function and it is set as the objective function. The objective
function to meet the terminal conditions at the final instant of time is formulated as

F ¼ uðtf Þ � uf
� 	2 þ vðtf Þ � vf

� 	2 ð11Þ

The function F must be zero if the terminal conditions are to be met. The
methodology to solve TPBVP is given in Fig. 2. For each specified initial co-state
values, the differential equations (1)–(4) and (5)–(8) are numerically integrated with
the optimal thrust direction described by Eq. (10). The function value is evaluated
from Eq. (11). The procedure will continue until the maximum number of gener-
ations is reached. For the present study, a maximum of 200 generations with a
Taboo list of size 6 from 50 simulations is implemented. The optimal parameters
(from 50 simulations) where the objective function attains extreme value are
computed.

Fig. 2 Flowchart to compute optimum thrust angle direction for lunar soft landing
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1.1.3 Computational Results

In the present study, the soft landing from an initial orbit has been carried out in one
phase: A powered horizontal breaking phase which starts from an initial orbit,
generally from the perilune of the initial orbit, and ends with zero altitude with zero
horizontal velocity but a definite small vertical velocity. The formulation has been
validated with the results available in the literature. An initial mass of 300 kg,
440 N thrusters with 310 s specific impulse is assumed here. Terminal vertical
velocity of 5 m/s and a horizontal velocity of 0 m/s are the conditions achieved at
touchdown. Table 1 gives a comparison of optimal payload mass at touch down
from the lunar parking orbit. It could be seen that the methodology results compare
very well with the literature results.

A detailed result for the orbit 100 � 15 km from where optimal control is
exercised is given below. Initially, the space craft starts from the perilune of
100 � 15 km orbit. Terminal vertical velocity of 5 m/s and a horizontal velocity of
0 m/s are the conditions achieved at touchdown. The altitude profile of the optimal
trajectory is plotted in Fig. 3. The optimal steering (or thrust angle, b) profile of the
thrust direction is plotted in Fig. 4. It is clear from Table 1 for all the cases the
optimum payload achieved by use of TEP is more when compared to its
counterpart. Further analysis is carried out to assess the impact of the variations in

Fig. 3 Time history profile of altitude for optimal landing trajectory
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various parameters namely terminal altitude, initial true anomaly, terminal vertical
velocity and they are presented in Tables 2, 3, and 4.

The observations from these tables are as follows:

1. The terminal altitude variation has impact on the optimal final landing mass.
Here in this case also an optimum value obtained by TEP technique is
significant.

2. The initial true anomaly variation has insignificant impact on the optimal final
landing mass. Therefore, the powered braking could be started from anywhere
near the perilune altitude of the initial elliptical parking orbit.

3. The terminal vertical velocity has some effect on the optimal final landing mass
but it is not very significant. But, the choice of the terminal vertical velocity is
important to ensure a comfortable vertical landing after power braking phase.

2 Conclusions

The problem of generating optimal lunar soft landing trajectory during the powered
braking phase from a parking orbit is solved using Taboo Evolutionary
Programming. The optimization technique derives a control strategy (i.e., thrust
direction with respect to time) by estimating the co-state parameters at the begin-
ning. The formulation is validated with those results available in literature. The

Fig. 4 Time history profile of optimal thrust direction
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results are very well compared. Optimal trajectories for powered braking phase
from given altitude to touchdown is generated. Because a landing mission requires
vertical landing, apart from near-zero velocities at the time of touchdown, different
strategies are to be explored to identify an appropriate one.
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Pre-filters Based Synchronous Rotating
Reference Frame Phase Locked Loop
(SRF PLL) Design for Distorted Grid
Conditions

K. Sridharan, B. Chitti Babu, B. Naga Parvathi and P. Kartheek

Abstract In this paper presents the analysis of pre-filters based SRF PLL for
distorted grid conditions. An exact detection of phase and fundamental frequency of
grid current is essential for the control algorithm of grid connected power converter
circuit. A control model of the SRF PLL is developed and is made on tuning the
system under distorted grid conditions like harmonics and dc offsets. The SRF PLL
can be completely implemented in software with and without pre-filters. The
pre-filters are band pass and high pass filters these can be used to reduce harmonics
present in the input and high pass filter alone can reduce the dc offset present in the
input. The effects of high pass and band pass filters on dc offsets are analyzed. The
superior performance of proposed pre-filter-based SRF PLL phase detection system
is studied and the obtained results are compared with SRF PLL-based phase
detection to confirm the feasibility of the study under different grid environment
such as high-harmonic injection and dc offset. All analytical results are verified
using MATLAB software.

Keywords Phase locked loop � Band pass filter � High pass filter � Total harmonic
distortion
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1 Introduction

Phase locked loop is the control system which gives the output phase angle that
matches input phase angle. Phase locked loops are widely used in grid connected
power converter circuits to synchronize the grid voltage. An ideal PLL can provide
the quick and accurate information of synchronization. PLL is most widely using
synchronization technique for time-varying signal [1]. To ensure safe and reliable
operation of power system based on new and renewable sources, usually power
system operators should satisfy the grid code requirements such as grid stability,
fault ride through, power quality improvement, grid synchronization, and power
control, etc. [2]. In PLL, the difference between the input phase angle and the output
phase angle is detected by the phase detector and passes to the loop filter and output
of the loop filter drives the VCO (voltage controlled oscillator) and provides the
phase angle which follows the input phase angle [3].

There are several advanced single phase and three phase PLL’s proposed to bring
the improvement in the performance of PLL during non-idle grid voltages and some
topologies of PLL address dc offset problem. However the SRF-PLL implemen-
tation is simple over the advanced PLL’s. SRF PLL will save considerable digital
resources and computation time reduces for any low-end digital controller used for
the implementation. So it is necessary to learn detailed design for the basic
SRF-PLL when the input contains harmonics and dc offsets. The SRF- in PLL
design objectives can be stated as [4–7]

(i) The response time and settling time for the SRF-PLL must be least for given
worst case of dc offset input.

(ii) SRF PLL should satisfy the grid interconnection standards such as IEEE
1547-2003 must produce unit vectors

The phase and magnitude errors must be negligible when there is deviation in
frequency of the grid voltage.

1.1 Stationary Reference Frame Va and Vb

The phase angle is tracked by transferring the three phase voltages Va, Vb, Vc to Va,
Vb two phase stationary system [5]. The three phase voltages are

Va ¼ Vm sin h ð1Þ

Vb ¼ Vm sin h� 120ð Þ ð2Þ

Vc ¼ Vm sin hþ 120ð Þ ð3Þ
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The general ab transformation matrix is

Va

Vb

� �
¼

2
3 � 1

3 � 1
3

0 1ffiffi
3

p � 1ffiffi
3

p

" # Va

Vb

Vc

2
4

3
5 ð4Þ

Va ¼ Vm sin h ð5Þ

Va ¼ Vm cos h ð6Þ

1.2 Synchronous Rotating Reference Frame (SRF)

By synchronizing the voltage space vector along quadrature (q) axis or direct
(d) axis phase angle can be tracked. If the voltage space vector is synchronized with
quadrature axis [4]. It means d axis is made zero as shown in Fig. 1.

If the voltage space vector is synchronized with q axis. Then, the transformation
matrix is

Vd

Vq

� �
¼ cos he sin he

� sin he cos he

� �
Va

Vb

� �
ð7Þ

The estimated phase angle he is the integral of the estimated frequency xe which
is the sum of PI-controller output and feed forward frequency xff. PI regulator gain
is designed, so that Vd follows the reference value Vd = 0. This results in an output
estimated phase angle he equals to input phase angle h (Fig. 2).

Fig. 1 Synchronous rotating
reference frame
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2 PI Controller

PI controller is normally used to eliminate the steady state error which results from
P controller. However, in terms of the speed of the response, the overall stability of
the system has a negative impact. This controller is mostly used in areas where
speed of the system is not an issue. Since PI controller has no ability to estimate the
future errors of the system; it cannot change or decrease the rise time and eliminate
the oscillations. If applied, any amount of integration guarantees set point overshoot
[8–11].

2.1 Design of PI Regulator Gains Kp and T

There are several different methods to design the gain parameters of PI regulator.
The suitable method depends upon the criteria of the regulator. We have
second-order system and a suitable method to use is symmetrical optimum method
(SO) which is mostly used for PLL grid connecting applications.

The system transfer function is

G ¼ Kp
1þ ss
ss

� �
1

1þ sTs

� �
ð8Þ

The open-loop transfer function of SRF PLL

Gol ¼ Kp
1þ ss
ss

� �
1

1þ sTs

� �
Vm

s

� �
ð9Þ

The closed-loop transfer function of SRF PLL

Gcl ¼ Gol

1þGol
ð10Þ

Fig. 2 Block diagram of SRF PLL
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The relation between S domain and Z domain is

s ¼ z� 1
Ts

ð11Þ

The transfer function of SO method is

G ¼ x2
o ksþxoð Þ

s2 sþ kx0ð Þ ð12Þ

By comparing the transfer function of SO method and open loop transfer
function gives the following identifications:

xc ¼ 1
aTs

s ¼ a2Ts

k ¼ 1
aVms

ð13Þ

which results in the regulator gains using SO method [5]. For the sampling time
period of Ts = 100 us and by adjusting the normalizing factor a cross over fre-
quency can be chosen.

For the second-order system cross over frequency and bandwidth are designed
using small signal state space modeling. Higher phase margin which gives less
oscillatory response, lower value of s decreases the settling time and value of gain
effects both phase margin and bandwidth (Fig. 3).

Fig. 3 Bode pot for open loop system of the SRF PLL

Pre-filters Based Synchronous Rotating Reference … 175



The bode plot shows that both the phase and magnitude curve is symmetric
around the crossover frequency (xc = 2 * p * 50). The phase margin is 84.4° at xc

(Fig. 4).
The closed loop of the SRF PLL system have the characteristics of a low pass

filter with bandwidth xB = xC/0.7 = 71.9 Hz.

3 SRF PLL with Pre-filters

Pre-filters are used to eliminate the dc offsets and to reduce harmonics present in
input voltage. They can be placed after the three phase to ab transformation. The
pre-filters used here are band pass and high pass filters as shown Fig. 5.

Fig. 4 Bode pot for closed-loop system of the SRF PLL
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s frame
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Controller Integrator
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ωffVd*

Vc

Vb
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Vß=Vm Cosωt

Vq

Vd -

+ +

+
ω*

Θ*

Pre Filter

Pre Filter

Fig. 5 Block diagram of pre-filter based SRF PLL
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3.1 Effect of Band Pass Filter

The transfer function of band pass filter is given by

GBPF ¼ 2Kx0S
S2 þ 2Kx0Sþx2

0
ð14Þ

K can be taken as 1/√2 = 1.707 and the term x0 = 2 * pi * f Where f = f0
nominal frequency 50 Hz.

When the grid frequency is equal tox0, Themagnitude and the phase shift given by
this band pass filter will be 1 and 0 respectively, there will be no magnitude and phase
errors.When the grid frequency changes from the nominal value, unwanted gains, and
phase shifts will be there which results in magnitude and phase error.

The addition of the band pass filters affects the transient response time of the
SRF PLL. And additional settling time due to band pass filter is lesser than using
the high pass filter.

Additional advantage of using BPF is additional harmonic attenuation and has
no impact when the input contains unbalance.

3.2 Effect of High Pass Filter

The transfer function of HPF is given by

GHPF ¼ s=xc

1þ s=xc
ð15Þ

Corner frequency chosen is one decade less than nominal frequency

xc ¼ x0

10
ð16Þ

It also has the limitation of phase errors and magnitude for frequency deviations
values up to 5 Hz. It is observed that using HPF magnitude and phase errors are
lesser than comparing with BPF.

4 Software Implementation of SRF PLL

See Fig. 6, Table 1.
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4.1 Simulation Results for SRF PLL Without Pre-Filters

The three phase input signal contains fundamental frequency of 50 Hz(1pu), with
33% of 3rd(0.33pu), 25% of 5th(0.25pu), 17% of 7th(0.17pu), 13% of 9th(0.13pu),
and 8% of 11th(0.08pu) harmonics which is shown in Fig. 7. The harmonics
contain input given to SRF PLL the stationary reference voltages (Va, Vb,) as shown
in Fig. 8. The phase angle has been tracted from SRF PLL as shown in Fig. 9 and
the total harmonic distortion (THD) of the harmonic content input signal is 26.79%
and fundamental signal extracted by SRF PLL with the THD of the extracted signal
is 11.25% as shown in Figs. 10 and 11 respectively.

Fig. 6 Simulation of SRF PLL without pre-filters

Table 1 Design parameters
for SRF PLL and pre-filter
based SRF PLL

Design parameter Value

Peak value of input voltage Vm 1 (p.u)

Fundamental supply frequency f 50 Hz

Number of sample N 128

Proportional constant KP 0.01

Integral constant KI 0.0026

Sampling time Ts (1/6400)
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4.2 Simulation Results of SRF PLL with Pre-filters

4.2.1 SRF PLL with High Pass Filter

The three phase input signal contains fundamental frequency of 50 Hz(1pu), with
33% of 3rd(0.33pu), 25% of 5th(0.25pu), 17% of 7th(0.17pu), 13% of 9th(0.13pu),
and 8% of 11th(0.08pu) harmonics which is shown in Fig. 7. The harmonics
contain input given to SRF PLL with high pass filter the stationary reference

Fig. 7 Three phase input wave form with harmonics

Fig. 8 Va and Vb waveforms of SRF PLL
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Fig. 9 Estimated phase angle of SRF PLL without pre-filters

Fig. 10 Input THD of SRF PLL without pre-filters

Fig. 11 Output THD of SRF PLL without pre-filters
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voltages (Va, Vb,) as shown in Fig. 12. The phase angle has been tracted from
SRF PLL with high pass filter as shown in Fig. 13 and fundamental signal extracted
by SRF PLL with high pass filter the THD of the extracted signal is 4.71% as
shown Fig. 14.

Fig. 12 V alpha and V beta waveforms of SRF PLL using high pass filter

Fig. 13 Output phase angle wave forms of SRF PLL using high pass filter

Fig. 14 Output THD of SRF PLL using high pass filter
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4.2.2 SRF PLL with Band Pass Filter

The three phase input signal contains fundamental frequency of 50 Hz(1pu), with
33% of 3rd(0.33pu), 25% of 5th(0.25pu), 17% of 7th(0.17pu), 13% of 9th(0.13pu),
and 8% of 11th(0.08pu) harmonics which is shown in Fig. 7. The harmonics
contain input given to SRF PLL with band pass filter the stationary reference
voltages (Va, Vb,) as shown in Fig. 15. The phase angle has been tracted from

Fig. 15 V alpha and V beta waveforms of SRF PLL using band pass filter
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Fig. 16 Output phase angle wave form of SRF PLL using band pass filter

Fig. 17 Output THD of SRF PLL using band pass filter
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SRF PLL with band pass filter as shown in Fig. 16 and fundamental signal
extracted by SRF PLL with band pass filter the THD of the extracted signal is
4.71% as shown Fig. 17.

4.2.3 Tabulation for Input and Output THD of SRF PLL and Pre
Filter Based SRF PLL

See Table 2.

Table 2 Tabulation of THD values between different pre-filters based SRF PLL and SRF PLL

Design Input total harmonic distortion (THD) (%) Output THD (%)

SRF PLL without pre-filters 26.79 11.65

SRF PLL using high pass filter 26.79 4.71

SRF PLL using band pass filter 26.79 4.33
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Fig. 18 Three phase input waveform with dc offsets and harmonics
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Fig. 19 Output phase angle wave from using band pass filter
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4.3 Simulation Results with DC Offsets
and Harmonics in Input

The three phase input signal contains fundamental frequency of 50 Hz(1pu), with
33% of 3rd(0.33pu), 25% of 5th(0.25pu), 17% of 7th(0.17pu), 13% of 9th(0.13pu),
and 8% of 11th(0.08pu) harmonics with dc offset of inputs Va, Vb and Vc have dc
offsets of +0.02, +0.02 and −0.02, as shown in Fig. 18. It is given to pre filter based
SRF PLL the phase angle has been extracted as shown in Fig. 19.

5 Conclusion

The proposed pre-filter-based phase detection system for synchronization of power
converters is introduced in this paper. From the proposed study, one can be seen
that, the pre-filters are used to extract the fundamental frequency of the phase
accurately during harmonic and dc offset injection of the grid. In the proposed
pre-filter-based SRF PLL when harmonic injection to the grid, the grid current THD
is lesser as compared to conventional SRF PLL. Therefore the proposed synchro-
nization scheme can further be used for grid measuring, monitoring, and processing
of the grid signal.
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Dynamic Performance Enhancement
of Three-Phase PV Grid-Connected
Systems Using Constant Power
Generation (CPG)

Rajesh Kasthuri, K. Bhageeratha Reddy, J. Prasanth Ram,
T. Sudhakar Babu and N. Rajasekar

Abstract Surmount demand requirement in electrical energy has given a provision
of integrating renewable energy to the three-phase grid-connected system. In par-
ticular, the penetration of distributed generation system has contributed more in
electrical power generation. But the system connected produces adverse effects in
grid due to the unpredictable atmospheric conditions. To handle such condition, in
this research article, PV system is considered under study and a new two-stage
CPG-P&O MPPT method is used for interfacing PV with grid systems. In addition,
a wide range of feed-in power to grid capacity at inverter level is briefly addressed.
Further, the algorithm is designed to reduce the increased thermal stresses in switch
and to get rid of the grid overshoot and power loss. The desired objective was
acknowledged by the simulation results by ensuring delivery of optimal
performance.
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1 Introduction

With increased production cost and uncertain by its availability, the conventional
energy resources are decaying day by day. On the other hand, renewable energy
power generation has become an important assert to solve the expected future
demand. The key advantage of using renewable energy source is zero maintenance
in exhaustibility, reliability, zero noise available at free of cost, empowerment of
residential application using solar and wind power generation [1]. With a vision of
extending these sources to grid-connected system, the authors have proposed a
scholarly research in solar PV grid-connected systems.

To be specific, solar installed capacity in 2014 is 185 MWp and planed to
contribute 12,500 MW to the power demand of India till 2016–2017 [2]. This
shows the future reliability on solar power generation is increasing year by year.
With wide scope of extending PV system to grid-connected applications. The
certain factors like: (1) switching losses of inverter due to intermittency resulting in
lifetime of semiconductor switches, (2) Instability in grid loading conditions under
peak power, and (3) Restricted utilization of PV inverter has encouraged the
researchers to introduce constant power generation (CPG) in PV grid-connected
applications.

Understanding the importance of DG system, In [3] a general overview on DG
involving PV, fuel cell, and wind generation systems are interfaced with grid and an
interior discussion in design of controller is addressed. In [4], a closed-loop control
of PV interfaced with interleaved boost converter is designed. This paper provides a
two-stage conversion for a grid-connected PV system. Further, a high voltage gain
is introduced to meet the grid requirement. However, these methods have not
utilized the MPPT mode in PV and results with higher power loss when connected
to grid. Understanding the problem, a new method of low voltage grid integration is
proposed in [5]. A new regulation involving 70% of active power feed-into the grid
is considered with irrespective of reactive power flow. However, the techniques
discussed above has suffered from thermal stresses on switches and subjected to
overloading conditions on grid.

In general, despite of the dynamic overloading condition the PV grid-connected
system should be capable of operating at both reduced power mode (RPM) and
MPPT mode. This is taken as an objective and a 2 kW prototype model for a PV is
effectively implemented with the help of P&O algorithm [6]. Various MPPT
algorithms have been implemented for extraction of maximum power from solar
PV system [7–9]. Once after MPPT is introduced in PV grid-connected system, the
scope for limited power point tracking is raised. In this connection, the author in
[10] investigated the problem of PV under high power production levels. Hence, a
novel limited power point tracking algorithm (LPPT) is successfully tested with
grid-connected mode. In another approach [11] to utilize the instantaneous available
PV power, a new method involving MPPT alleged with constant power generation
(CPG) is proposed. This paper has given excellent results in handling thermal
stresses across switches and grid overloading conditions. Further, an extended
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robust control in CPG mode is discussed in [12]. A single-phase system with
effective 2965 W of power is produced with 80% rated power. However in practical
situations, the DG systems involving wind require three-phase system to interface
with grid. In view to the point, an effective PV system is constructed with 1 kW
capacity. In addition to avoid too much of ripples and to elevate the system per-
formance, an interleaved boost converter is constructed. The scheme introduced
with CPG has given high resolute performance in three-phase grid-connected
system. The remaining flow of the paper is organized as follows.

In Sect. 2, the modeling of PV is discussed. In Sect. 3, limitation of feed-in PV
power is discussed. In Sect. 4, a brief discussion in conventional and hybrid
CPG-P&O MPPT is explained. In addition, PV interfacing with grid through
interleaved boost converter is experimented. In Sect. 5, the simulation result along
with explanation is briefed.

2 Limiting Feed-in Power of PV Systems

The voltage levels of PV system connected to grid is unpredictable due to its
change in irradiation. At the same time, it is also required to maintain grid standards
under boundary limits. Hence, viability of study in limiting power of PV systems is
required. In this section, the possibilities of limiting PV power production through
feed-in power are analyzed.

The main objective of constant power generation (CPG) in PV systems is
achieved through implementing MPPT with possible limitations. The schematic
three-phase PV grid-connected system involving an interleaved boost converter is
shown in Fig. 1. For the proposed system, two-stage converter strategies are
adapted. This arrangement helps to have flexible control to the PV power when
sudden change in PV power occurring due to change in irradiation. However, the
PV system connected with large capacity will produce high frequency oscillations
that may induce adverse effect in grid. Hence in these conditions, the PV is not
advisable for the grid connection. Further, the control of feed-in power through
constant power generation and active power control is feasible method to control
grid power. Similar to active power limitation, constant power generation method is
also one of the efficient methods to handle voltage amplitudes beyond boundary
limits. Hence from the above discussion it is inferred that to avoid over voltages
occurring at consumer side, CPG mode of power generation techniques can be used
in DG system.

The CPG technique can be achieved by controlling PV power at inverter level in
addition to this the CPG technique will exhibit major advantageous such as reduces
system cost and it runs for long period. In this work, a case study of 1KW PV
annual power generation is considered and its profile under different temperature
levels and dynamic change in irradiation condition is recorded.
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3 CPG Operation for PV Grid-Connected System

3.1 Conventional CPG Algorithm

To come up with accurate tracking and to introduce a novelty in PV grid-connected
applications, the authors in literature have followed two modes of operation (MPPT
& CPG) in conventional technique. The operating principle behind hybrid
P&O-CPG is explained with the help of Fig. 2.

From Fig. 2, it is seen that five feasible regions (I, II, III, IV & V) are present in
power-time characteristics. The power varying due to irradiation change is clearly
visible. But the grid constraints cannot be met, when power fluctuates with respect
to time. So, PLIMIT is used to reduce the feed-in power of PV when captured power
goes out of boundary limits. With respect to PLIMIT, the regions II & IV are
exceeding the constraint. Hence in this regions are operated at CPG mode, while the
regions I, III & V produce power ranging below PLIMIT. To enhance the perfor-
mance of these regions and to utilize the available maximum power, P&O MPPT is
implemented.

For better understanding, the working of CPG/MPPT (P&O) algorithm and the
control of CPG/MPPT method using PI controller is explained further. In this
method, a novel interleaved boost converter is used to regulate the extracted
maximum power from the PV. In addition, the converter helps to reduce the ripple
content that appears in the output. Based on the instantaneous power available at
PV panels, the PV output power can be calculated as follows:

From the discussion, it is clear that grid operation through CPG technique is one
of the possible ways to integrate PV systems with reduced stresses. However, the
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Fig. 1 Two-stage three-phase PV grid-connected system
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energy attained from solar PV is not fully utilized. To accomplish aforementioned
objective, CPG operation is mandatory. The operation of CPG is explained in next
section.

Ppv ¼
PMPPT; when; Ppv �PLIMIT

PLIMIT; when; Ppv [PLIMIT:

(
ð1Þ

where Ppv is the PV output power. PMPPT is the maximum power available at
present irradiation and PLIMIT is selected based on the annual energy yield (%). The
principle behind the implementation of CPG is discussed further. When the PV
power output is less than the PLIMIT value, the system is operated at MPPT mode.
When PV output power is greater than PLIMIT, i.e., when PV power exceeding the
limits of grid standard, the output power is limited to PLIMIT.

3.2 Limitation of CPG Operation

To explain the limitation of CPG operation, PV curve for 80 W panel at 1000 and
800 W/m2 is plotted. To ensure PV system operating at CPG, It is very much
needed to implement MPPT to the system. The researchers in the literature have
followed the unique principle of implementing MPPT at inverter level to reduce
cost of the system. But there are limitations observed in their proposed P&O-CPG
method. The PV curve plotted in Fig. 3 explains the limitation of CPG technique.
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Fig. 2 Operating modes of
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From Fig. 3, it is seen that the operating region is limited on right-hand side of the
PV curve. During the operation, steady-state stability is maintained until the operating
point reaches maximum power. But when the irradiation decreases suddenly, the
operating point shifts to Voc. This is because of the limitation constraint of operating
point restricted to RHS. At this region, the PV power is zero. Hence, this experiments
the failure of conventional CPG technique under sudden change in irradiation con-
dition. Further, under this condition it is not advisable to operate PV panel.

3.3 Proposed P&O-CPG Technique for Three-Phase
Grid-Connected System

From literature, it is well understood that two common modes are followed to
extract maximum power from PV array. (1) MPPT mode: In this mode the standard
P&O algorithm is used. The voltage perturbations in this algorithm make the
system to reach MPP in certain iterations. It is observed that steady-state oscilla-
tions are appearing around maximum power point (Ppv �PLIMIT). (2) CPG mode:
The real task of controlling power beyond PLIMIT is effectively done here. In this
mode, the voltage perturbations are continuously given to reach MPP. Once the
power levels go beyond PLIMIT, the operating power is strictly restricted to CPP
level, i.e., the voltage perturbation V�

pv is given based on difference between present
voltage (Vpv;n) and step voltage (Vstep;). The formula used in restricting voltage
perturbation is shown in Eq. (2).

V�
pv ¼

VMPPT; when;Ppv �PLIMIT

Vpv;n � Vstep; when; Ppv [PLIMIT

�
ð2Þ

where V�
pv is the voltage perturbation to be sent, VMPPT, is the maximum power

point voltage in normal P&O mode and Vpv;n � Vstep, is the difference in present
and step voltage in CPG mode.
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3.4 Problems in P&O-CPG Algorithm

The performance of P&O-CPG algorithm is highly efficient under steady change in
irradiation conditions. But in practical situations, dynamic change in irradiation
changes happen due to unpredictable climatic conditions. This may raise consid-
erable power loss and peak overshoots in the system. In particular, the PV with
higher capacity when exposed to higher irradiation will induce high voltage spikes
to the grid-connected system. Aforementioned problem is explained with the help
of Fig. 3. Under MPPT mode, the sudden irradiation rise happens, the operating
point shifts from A to B in this condition high level of voltages transients are
induced because the captured output power is higher than PLIMIT. On the other
hand, when irradiation level reduces abruptly from point C to D, then it is very
much needed to operate PV panel at MPP for the corresponding irradiation.
However, power loss occurs when operating point moves from point D to E. Thus
to deliver optimal performance, it is mandatory to control overshoot and power
losses.

3.5 High-Performance P&O-CPG Algorithm

In consideration to the factors (i) augmented potential in CPG algorithm, (ii) power
generation from PV can be effectively regulated, and (iii) Enriched scope of inte-
grating PV to grid, the high-performance CPG-P&O algorithm is proposed. An
enhanced attempt to reduce the drawbacks in conventional P&O-CPG algorithm is
made in this section. In particular, the power loss due to fall in irradiation and
overshoot in sudden raise in irradiation condition is given major concentration.

3.5.1 Reducing Overshoots

It is well known fact that the operation of grid is limited to constraint limits in terms
of frequency and power. When PV with high installation capacity is interfaced to
grid, the uncertain change in irradiation shifts the operating point in P–V curve
(discussed in previous section) [8, 9]. In this regard, a high power is produced by
violating the limitations of grid. Though the increase in power is limited to PLIMIT,
the panel requires some settling time to shift the operating from B to C. This will
make the system to suffer from peak overshoots. To reduce this effect, the voltage
perturbations in the algorithm are provided with long step size based on the irra-
diation condition. Hence, stress of grid at transient period is reduced. The equation
to detect irradiation change is given below.
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IC ¼ 1; when;Ppv;n � PLIMIT [ einc
0; when;Ppv;n � PLIMIT � einc

(
ð3Þ

where Ppv;n is the available instantaneous power and einc is the incremental constant.
From the above equation, it can be deduced that irradiation change is detected when
the difference between instantaneous power and PLIMIT exceeds incremental con-
stant (Ppv;n � PLIMIT [ einc). Under this condition, the voltage perturbation with
long step size is generated using the following.

V�
PV ¼ Vpv;n � ðPpv;n � PLIMITÞ PLIMIT

Pmp � c
� �

� Vstep ð4Þ

where Vstep is the step size, PLIMIT=Pmp is the ratio used to control the step size, and
c is used to regulate the speed of algorithm.

3.5.2 Reducing Power Losses

Similar to the fast increase in irradiation, in a cloudy day, it is also expected to have
sudden fall in irradiation levels. This will reduce the output power and the PV panel
operating at maximum power point is not ensured. Since the irradiation is less, it is
advisable to operate panel in maximum power point. But to shift the PV operating
point to MPP will induce power loss in the grid systems. The detection of irradi-
ation change is founded using the following equation.

IC ¼ 1; when; Ppv;ðn�1Þ � PLIMIT [ edec

0; when; Ppv;ðn�1Þ � PLIMIT � edec

(
ð5Þ

The irradiation change in the system is detected based on the difference between
previous iteration power Ppv;ðn�1Þ and PLIMIT. When this value exceeds decrement
constant edec, the irradiation change is occurred. Further, the above equation clar-
ifies the requirement in knowledge of previous operating mode. This can be
founded using the below formula.

MOP ¼ MPPT; when; Ppv;ðn�1Þ � PLIMIT
�� ��� ens

CPG; when; Ppv;ðn�1Þ � PLIMIT
�� ��\ens

�
ð6Þ

The above equation determines the mode of operation based on sampling time.
From (5) to (6), it can be inferred that ens and edec are used in detecting decrease off
irradiation, where the constant ens value is given as 1–2% of the rated power.
During this period, the voltage to be perturbed is given based on the following.
Since the panel is operated below PLIMIT, the MPPT mode makes the system to
reach MPP with reduced power loss.
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V�
pv ¼ k � Voc ð7Þ

V�
pv is the voltage to be perturbed, k is the constant usually taken 70–80% of

open circuit voltage Voc.

4 Simulation Results and Discussion

To experiment three-phase grid-connected system, 1 kW PV panel model is
designed. The modeling of PV involves 20 panels with each panel having the rating
of 80 W (Kotak 80 W panel). Further, the two-stage converter involving inter-
leaved boost converter and grid-connected inverter is interfaced with the PV sys-
tem. The designed system is modeled and executed in the MATLAB platform with
system configuration 4 GB RAM and i5 processor. The design specifications for
interleaved boost converters are switching frequency 10Khz L1, L2 are 3 mH,
respectively, DC link capacitor 100 lF, L-filter is 100 mH.

In general, for a grid-connected system, three common factors are required to
maintain the stability. The parameters like phase angle, voltage, and frequency are
highly sensitive to the change in supply side generation. If the system connected is
not capable to meet the requirement of the grid, it is forced to disconnect from the
grid, since it may induce high overshoot and considerable power loss. To avoid
aforementioned problem in the design and to uphold the system with constant
voltage, a DC link capacitance connected in parallel into the grid. In addition, this
arrangement reduces the ripple content in the output system. Further to ensure
frequency and phase angle in limited value, a phase lock loop (PLL) is constructed
in grid side system.

The PV panels in practical conditionmay produce varying voltage due to change in
irradiation condition. In our system, a typical two mode P&O-CPG is adopted to
enhance the tracking ability by PV system. To test the system, a three level step
change in irradiation is generated and the PV powers attained under all the irradiations
are recorded. To ensure safer operation of grid, the feed-in power to grid is limited to
70–80% of the PV capacity is successfully accomplished in the designed model. The
grid voltage and current levels attained in irradiation change is shown Fig. 4.

Since the irradiation being direct relation with current changes, the current value
of the system is also varied. In consideration of PV connected to grid, the previous
work is proposed for single-phase grid-connected system. It is observed that the
settling time of the current between irradiations is high. Hence, during this period
stability collapse in grid is occurred. This being the objective, the authors in this
article have given enlarged concentration to reduce system disturbances using
hybrid CPG technique. With this effect, the current value of the system is brought to
steady state in quick succession. Also, the feed-in power is maintained under
standards. This PV current under irradiation change is shown in Fig. 5.

Dynamic Performance Enhancement of Three-Phase … 195



Thus, In consideration to the factors: (i) fast irradiation change (ii) thermal
overloading in the switches, and (iii) regulating PV power to grid, the possibilities
in enhancing the PV performance connected to three-phase grid-connected system
using CPG technique is experimented. Irrespective of the uncertain nonlinearity
present in PV and unpredictable irradiation change, the designed is able to deliver
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optimal performance. Further, if the system capacity is increased, the stable per-
formance can be achieved by proper parameter selection, i.e., selection of L & C
values. The voltage and current levels attained by interleaved boost converter under
irradiation change is shown in Figs. 6 and 7.

5 Conclusion

With the vision of integrating PV with grid, a novel approach of implementing
hybrid CPG-P&O method is adapted for PV systems. The most common problem
of PV like overshoots and power loss is briefly analyzed and discussed. Further, a
new interleaved boost converter is preferred in DC–DC conversion to reduce the
harmonic content present in the system. In order to improve the stability in system,
a detailed analysis in operating point of PV under irradiation change and fluctua-
tions in feed-in power with regulated constraints are presented. Thus, the designed
system has delivered robust performance under all varying atmospheric conditions
and desired stability is ensured.
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Prediction of Mechanical Soil
Properties Based on Experimental
and Computational Model
of a Rocker Bogie Rover

S. Nithin, B. Madhevan, Rima Ghosh, G.V.P. Bharat Kumar
and N.K. Philip

Abstract Lack of knowledge on the mechanical soil properties have resulted in
large inaccuracy of the rover’s mobility prediction in the past. This paper deals with
the prediction of mechanical properties of the soil based on the experimental and
computational model of a six-wheeled rocker bogie rover. The work is divided into
two parts. First, a physical model of the rover was fabricated and was made to travel
on an unknown loose soil on earth. For this, a known reference value of revolutions
per minute (RPM) was given to the direct current (DC) motors and the corre-
sponding linear speed of the rover was measured. Next, a terramechanics based
dynamics model was developed for a nominal value of the mechanical soil prop-
erties. The RPM needed to maintain the same linear speed as the experimental value
was computed for the assumed mechanical soil properties. These soil properties
were altered within a range such that the RPM obtained from the experimental and
the computational results were similar to maintain the same linear velocity. The
results were tested and validated for different RPM values for the predicted
mechanical soil properties, which proved to be satisfactory.
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1 Introduction

For the prediction of mobility of the rovers, the knowledge of mechanical soil
properties must be known in advance. Lack of knowledge of these properties would
result in inaccurate estimation of rover wheel–soil interaction parameters such as
slip, torque etc. Gallina [1] has explained in his paper about the two kinds of
uncertainty which the rover would face during its mobility. First, deals with the soil
where the rover is tested, will be different from the one it is traveling on and second
deals with the lack of knowledge of the soil properties. Wong [2] in his paper has
dealt with the former uncertainty where he has predicted the performance of the
rover wheels on planetary terrain from the results obtained on earth. He has pre-
dicted that sinkage and motion resistance are a function of gravity. This paper deals
with the latter uncertainty where the soil property of a given terrain can be predicted
based on the experimental and computational results of the rover’s mobility.

The mechanical soil properties that affects the mobility of the rover includes:
‘c’—cohesion stress, ‘u’—friction angle, ‘kc’ and ‘ku’—pressure-sinkage module,
k—soil deformation module and ‘n’—sinkage exponent. These soil properties are
usually found by least square methods or using Kalman filters. Bevameter exper-
iments were carried out where the relationship between pressure, sinkage, normal
force, and torque were found [1]. Krenn [3] has used a method called soil contact
method. These parameters can even be experimentally found where cohesion and
internal friction angle were found by shear strength test; kc, ku, and n by
pressure-sinkage relationship [4]. Bauer [5] has found the parameters such as n, kc
and ku using a flat-plate experiment and internal friction angle u was found from
the soil slope. Nagatani [6] has found the value of soil deformation module for
various slip ratios. But the cons of such experiments are that it involves the
equipment setup cost and that these experiments are carried out offline. Sojourner
rover had used Bevameter type of device to find internal friction angle and soil
cohesion which is again an offline method [7]. But it is important for rovers to sense
the changing terrain conditions and alter its control strategies to ensure safe oper-
ation. For this the rover must first sense the changing terrain and alter its terrain
parameters. Lagnemma [7] in his paper has used unmanned ground vehicles
(UGV) where it visually classifies the type of terrain and assumes a nominal value
for internal friction and cohesion. He has explained another method to classify the
terrain using a vibration-based technique [8]. Gareth [9] has explained in his paper
about the relationship between the pressure and diameter of the rover wheel for a
given value of soil deformation module.

In this paper, the mechanical soil properties are predicted based on the experi-
mental and computational results of the mobility of the rover. These soil properties
are altered for the range given by Shilby [10]. A six-wheeled rocker bogie rover
[11] is used for the experimental and computational analysis. The study here is
conducted for the terrain on earth. For the experimental analysis, the rover was
fabricated and tested on an unknown terrain. Six direct current geared motors are
used where the speed is controlled by an Arduino Uno microcontroller interfaced
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with L293D motor driver circuit. The computation was based on Wong and Reece
model [12] and MATLAB was used for the simulation purpose. No sensors are
used for this study and thus the wheel-soil interaction parameters such as slip,
torque etc. were mathematically computed. Finally, the mechanical soil properties
are altered such that the RPM needed by the motors from the experimental and
computational model are similar for a given tolerance range maintaining the same
linear speed.

2 Methodology

This section explains the development of the rocker bogie rover and the controller
used for the DC motor control. Later, a computational terramechanics model is
explained to compute the RPM needed by the DC motor.

2.1 Rocker Bogie Rover

A six-wheeled rocker bogie design is chosen as it would be able to move over
obstacles maintaining constant contact with the surface. Figure 1 shows the rocker
bogie model used for this study.

It consists of two rockers and two bogie arrangement. All the six wheels of the
rover are independently driven by six geared DC motors. L1 and L2 are the link
lengths of the rocker. L3 and L4 are the link lengths of the bogie. The rover
specifications are given in Table 1.

The angle between L1–L2 and L3–L4 is 120°. The DC motors used have a gear
ratio of 20. As the rover moves over an undulating terrain, the angle between L2 and

Fig. 1 Rocker bogie rover model
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L3 changes which decides the weight acting on the rover. Figure 2 shows rover
configuration as it moves over an obstacle.

2.2 Arduino Uno and L293D

Arduino Uno is the microcontroller used in this research to control the speed of the
DC motors. It uses ATmega328P integrated circuit (IC) to control the DC motors
by pulse width modulation (PWM) techniques. Function called analogWrite() is
used to enter the needed speed. The program is written and uploaded into the
Arduino Uno where the DC motors can be controlled for the time delay given in the
program.

In order to drive the six DC motors, three L293D motor driver ICs are used. It
works like H-Bridge circuit where the direction of the motors can be controlled.
Each IC has four input pins and four output pins to control two DC motors at the
same time. Figure 3 shows the wiring connections used in this work.

A 12 V power supply is given to the Arduino and motor driver. The PWM signal
based on the duty cycle programmed to it gives the corresponding voltage output

Table 1 Rocker bogie rover specifications

Parameter Dimension Unit

L1 0.4 m

L2 0.200 m

L3 0.200 m

L4 0.200 m

Wheel radius (r) 0.0375 m

Wheel width (b) 0.035 m

Rover weight 2.6 kg

Fig. 2 Rocker bogie rover on undulating surface
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from the Arduino Uno to the input pins of the motor driver. This corresponding
voltage is used to drive the DC motors thus controlling it.

2.3 Terrain Test Bed

For the experimental analysis, terrain consisting of dry sand with partial clay
content is used. The terrain used is 0.26 m in length and 0.085 m in width. Figure 4
shows the terrain used for this study.

For the study, a flat terrain was considered to know the behavior of the rover as it
moves over the terrain. A considerable amount of sinkage was noted and the rover
wheel’s track print was visible when the rover is commanded to travel at 51 RPM.
Figure 5 shows the image of the rover wheel, its corresponding sinkage and the
track print.

2.4 Computational Terramechanics Model

The terramechanics model is based on Bekker’s model where the RPM needed by
the motor was computed based on the slip the rover wheels will experience as it
traverse over the terrain. The weight acting on the rover is obtained from kinematics
as per Fig. 6.

The below equation was used to compute the RPM of the motor. These equa-
tions were taken from [13, 4]

Fig. 3 Arduino Uno and L293D interface
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DP ¼ w � sinðslopeÞ ð7Þ
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ðr � irÞ ½for ð0� i\1Þ� ð8Þ

RPM ¼ ðx � grÞ � 60
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Fig. 5 Rover track print

Fig. 6 Kinematics weight
distribution, where, Wn is the
total weight acting on the
rover in Newton
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where ‘z’ is the sinkage, ‘h1’ is the entry angle, ‘DP’ is the drawbar full force, ‘x’ is
the angular velocity, ‘v’ is the linear velocity, ‘i’ is the slip ratio, and ‘gr’ is the gear
ratio.

Entry angle is computed by iterative method where the weight obtained from
kinematics must be equal to the weight in Eq. (2). Similarly, slip ratio is obtained
for the value where DP in Eq. (6) is equal to the value in Eq. (7). The angular
velocity and RPM is obtained for a needed linear velocity and slip ratio for the
terrain.

3 Experimental and Simulation Results

3.1 Experimental Results

The rover with the specifications mentioned in Table 1 was made to move on the
experimental terrain setup. Arduino Uno was used to command the motor to rotate
at 51 RPM for 20 s. The results are tabulated in Table 2. It was noted that for a 51
RPM, the rover travels with a linear velocity of 0.0075 m/s.

3.2 Simulation Results

For the computational model, MATLAB was used and the results obtained from
that were considered. Initially, nominal values of the mechanical soil properties
were the terrain was considered from Shilby [10]. For dry sand, the mechanical soil
properties are tabulated in Table 3.

Table 2 Experimental results

Weight
(kg)

Commanded
RPM

Time
(s)

Distance
(m)

Linear speed
(m/s)

Sinkage
(m)

2.6 51 20 0.15 0.0075 0.004

Table 3 Dry sand property
from Shilby [10]

Parameter Value Units

n 1.1 –

keq 1,549,114.28 N
m nþ 2ð Þ

k 0.025 m

u 30 deg

c 1000 N
m2

Where keq is
kc
b þ k/
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For the values in Table 3, the results for the computational model are tabulated
in Table 4 for a linear speed of 0.008 m/s.

It can be noted in Table 4 that the RPM of 134.47 is obtained instead of 51 RPM
to maintain the same linear speed. Also the sinkage obtained in the computational
model was double of that of the experimental values. Thus, the mechanical soil
properties considered does not hold good for the soil in this study. From [10], the
range of values of the soil was obtained. It was noted that the values of sinkage
exponent, pressure-sinkage module, and soil deformation module were reduced for
a clay surface. Since the soil considered for this study has clay content in it, the
mechanical soil properties were altered. Around 20 combinations of values were
performed and for the mechanical soil properties tabulated in Table 5, the com-
putational results were similar to the experimental results.

For the soil properties as per Table 5, the corresponding simulation results are
tabulated.

On comparing Table 2 with Table 6, it can be noted that to maintain the same
linear speed the RPM was similar with a negligible difference of 0.64 RPM. Also
the sinkage obtained was similar with a negligible difference of 0.0017 m.

3.3 Validation

In order to ensure that the predicted results are authentic, the rover was made to
travel on the test terrain setup at various RPM and these results were compared with
the computational results. The results from the experimental test are tabulated in
Table 7 and the results for the computations test are tabulated in Table 8.

For the computational model, a tolerable limit of 0.0004 m/s is chosen.
Comparing the second column of Table 7 and fifth column of Table 8, it can be
seen that for the predicted mechanical soil properties the RPM needed by the
motors is the similar to maintain the same linear speed. This, it can be inferred that

Table 5 Predicted
mechanical soil properties

Parameter Value Units

n 0.8 –

keq 500,000 N
m nþ 2ð Þ

k 0.01 m

u 30 deg

c 1000 N
m2

Table 4 Computational results for dry sand

Weight
(kg)

Reference linear speed
(m/s)

Time
(s)

Distance
(m)

Computed
RPM

Sinkage
(m)

2.6 0.008 20 0.16 134.47 0.0081
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for the predicted mechanical soil property the experimental and computational
results were within an acceptable tolerance limit.

3.4 Maximum Weight Computation

Study was carried out to find the maximum load carrying capacity of the rover on a
flat rigid surface and on a flat loose surface. The rover weight was measured to be
2.6 kg. The weights were added on the rover in a step of 1 kg and the results were
tabulated for a flat rigid surface in Table 9 and for a flat loose surface in Table 10.

Table 6 Computational results for dry and clay sand

Weight
(kg)

Reference linear speed
(m/s)

Time
(s)

Distance
(m)

Computed
RPM

Sinkage
(m)

2.6 0.008 20 0.16 51.64 0.0057

Table 7 Experimental results for random RPM

Weight (kg) Commanded RPM Time (s) Distance (m) Linear speed (m/s)

2.6 41 20 0.111 0.0056

2.6 51 20 0.150 0.0075

2.6 63 20 0.186 0.0093

2.6 67 20 0.214 0.0107

Table 8 Computational results for corresponding linear speed from experimental data

Weight (kg) Reference linear speed (m/s) Time (s) Distance (m) Computed
RPM

2.6 0.006 20 0.12 40.67

2.6 0.0079 20 0.158 50.99

2.6 0.0097 20 0.194 62.61

2.6 0.0103 20 0.206 66.49

Table 9 Experimental rover weight carrying capacity on a flat rigid surface

Weight (kg) RPM Time (s) Distance (m) Linear speed (m/s)

2.6 63 20 0.25 0.0125

3.6 63 20 0.235 0.0118

4.6 63 20 0.22 0.0110

5.6 63 20 0.198 0.0099

6.6 63 20 0.188 0.0094

7.6 63 20 0.174 0.0087
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From Table 9, it is seen that the maximum weight the rover can carry is around
7.6 kg and from Table 10, maximum weight the rover can carry is around 3.6 kg.
This is because as the rover traverse over the terrain, the soil offers resistance to the
wheels of the rover. On addition of weight, the load acting on the wheels will
increase making it unable to overcome this resistance. In other words, the torque
output from the DC motor is less when compared to the torque needed by the
wheels to move over the terrain when the weight acting on the rover is greater than
3.6 kg.

4 Conclusion and Future Work

In this study, the mechanical soil properties of an unknown terrain were predicted
based on the experimental and computational results of the rover mobility. Since the
soil considered for this study had clay content in it, the soil deformation module and
the sinkage exponent values were decreased. About 20 combinations of values were
tested and the predicted values as per Table 5 were proved to be satisfactory. These
results were validated for various RPM in the experimental test and compared with
the simulation results. Also, the maximum weight carrying capacity of the rover
was found both on a rigid and loose soil. All the tests were carried on a flat terrain
and for earth soil.

This work can be further extended for an undulating surface and also for
planetary soils. For the application on planetary surface, visual odometry techniques
can be used to measure the distance traveled by the rover and compute its corre-
sponding linear speed.

Acknowledgments The authors would like to thank Mr. Shamrao, Spacecraft Mechanisms
Group, ISAC (ISRO) for his valuable suggestions and support throughout the research. His sig-
nificant comments and remarks have guided us to obtain the needed results.

Table 10 Experimental rover weight carrying capacity on a flat loose surface

Weight (kg) RPM Time (s) Distance (m) Linear speed (m/s)

2.6 63 20 0.186 0.0093

3.6 63 20 0.146 0.0073

4.6 63 20 0 0

5.6 63 20 0 0

6.6 63 20 0 0

7.6 63 20 0 0
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Exploiting VLC Technique for Smart
Home Automation Using Arduino

K.P. Swain, M.V.S.V. Prasad, G. Palai, J. Sahoo and M.N. Mohanty

Abstract The use of visible light communication (VLC) in the area of smart home
automation is presented in this paper. The VLC link between two Arduino devel-
opment board containing microcontroller to transfer the controlling ASCII character
through LED and LDR is also discussed. The Proteus ISIS simulation software is
used to realize the data transfer between two microcontrollers. Simulation result
revealed that different electrical gadgets can be controlled by using VLC link. The
Experiment is also carried out to show its validation.

Keywords VLC � Arduino � Proteus ISIS � Home automation

1 Introduction

Visible light communication (VLC) technology [1, 2] is one of the competing and
rapidly emerging technology, where a current driven semiconductor LED and photo
diode is primarily used for data communication in the visible range and offers
attractive benefits, such as: larger bandwidth, high security, harmless for human
health, unregulated frequency, no electromagnetic interference, etc. In this tech-
nology, LEDs are mostly used due to its fast switching action which enables its dual
functionality lighting and wireless data communication. VLC conveys information
by adopting mostly On-off keying and pulse position modulation in which the light
intensity is modulated by LED at a very fast rate. Most of the research in this area
includes the structure of the LED, minimization of BER (bit error rate), range
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extension, etc. In some cases, organic LED and Organic photo diodes are used
along with some equalization technique to reduce the BER. In order to reduce the
cost and easy implementation the light intensity modulation and direct detection
methods are used where light emitted by an LED is directly converted to its
equivalent current by a photo diode or LDR for recovering the original data [3–5].
A microcontroller is used to control the data flow for the same. On the other hand,
VLC suffers certain limitation compared to other wireless technology. The main
disadvantage is the range as data rate falls drastically with increases of distance and
data rate decreases when photo diode exposed to sunlight directly. Also line of sight
communication is essential for this type of communication and light should be in
power on position in order to send the data [6].

Though, smart home automation is already being implemented by using different
technologies like Bluetooth, Wireless, Zigbee but the use of visible light commu-
nication (VLC) in the same area is hardly used. For validation, first VLC link is
confirmed between two Arduino development boards and ASCII data are trans-
ferred from transmitting Arduino through the LED by modulating the signal in
On-Off Keying (OOK) process and same ASCII characters is received by receiving
Arduino containing a LDR which transferred the light energy to its equivalent
electrical signals. The speed of data transmitting can be controlled by controlling
the toggling time of LED. The VLC link is first simulated by using a Proteus ISIS
simulator and data are checked in hyper terminal. Then, the same process is
experimentally tested by using two Arduino development boards and data are also
being checked through hyper terminal and found both transmitting and receiving
data are same. After this preliminary process, a smart home automation circuit is
designed where different electrical gadgets are controlled by a local computer and
Arduino through visible light and controlling process is simulated by using the
processing (open-source programming language) sketch which redirects the data
from hardware to Proteus ISIS software environment.

2 Proposed Architecture

To realize this, we use a novel architecture by which one can carry out the
automation, which is shown in Fig. 1. In Fig. 1, the main focus is given to the
transportation of data between two microcontroller using two Arduino development
board which is clearly mentioned in the box of the Fig. 1. This section not only
simulated in Proteus ISIS software, but also physically implemented successfully.

The rest functionalities as shown in the block diagram is only simulated in
Proteus ISIS by redirecting the data from Arduino to Proteus software. The
appliances are assigned with two IDs one for turning it ON and other for turning
OFF. These IDs are 8-bit character data which is sent with the help of a local
computer to the Arduino through serial port. The Arduino then sends the data via a
sender LED and the photosensitive element (LDR in this case) receives the data and
triggers the state of the appliance according to the assigned ID.
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2.1 Arduino Development Board

Arduino is an open-source physical computing [7, 8] platform based on a simple
microcontroller board and a development environment that implements the pro-
cessing language. It was originally meant for artists and designers to create elec-
tronic prototypes. They would be able to create these designs easily with a little
knowledge of programming and electronics without going too deep into it.
Electronic prototyping was traditionally only associated with engineering and
engineers. Arduino microcontroller is an open-source electronics mixed hardware
and software platform for the development and research. The programming lan-
guage of Arduino is based on a simplified version of C/C++. Merely a few com-
mands are required for programming the Arduino to perform in some useful
application.

In this paper, we use the Arduino UNO [9] which is a microcontroller board
based on the Atmega 328. It bears a 16 MHz ceramic resonator, 14 digital
input/output pins (of which 6 can be used as PWM outputs), 6 analog inputs, an
ICSP (in-circuit serial programming) header, a power jack, a USB connection, and a
reset button. A general Arduino board contains every unit to support the micro-
controller for any application; simply connect it to a computer with a USB cable or
power it with an AC-to-DC adapter or battery to get started. So it became a first
choice for engineers. Analog pins are capable of reading in 1024 bits and digital
writing capability of 256 bit. 2.3 Proteus ISIS Simulation.

Proteus is a software package developed by Labcenter Electronics, for
computer-aided design, schematic capture, microcontroller simulation, and printed
circuit board (PCB) layout design.

Fig. 1 Proposed architecture of smart home automation using VLC
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The Proteus Design Suite includes:

• ISIS (Intelligent Schematic Input System)—A schematic capture tool with the
possibility to simulate programmable ICs like Microchip PIC, Atmel AVR
(ATmega8, ATmega32, or ATtiny2313), etc. The component library includes
claims to about 10,000 circuit components with 6000 Prospice Simulation
models [10].

• VSM (Virtual System Modeling)—Provides a graphical SPICE circuit simula-
tion and animation directly in the ISIS environment.

• ARES (Advance Routing and Editing Software)—for PCB layouts. It is to use
drag and drop, hardware accelerated and allowed “Shape Based” auto routing
and auto placement.

ISIS provides the development environment for PROTEUS VSM [11], a revo-
lutionary interactive system level simulator. It permits the simulation of complete
microcontroller-based design by combining the mixed mode circuit simulation,
interactive component models and microprocessor models.

ISIS provides the platform for real time interactive simulation and a system for
managing the source and object code associated with each project. In summation, a
number of graphical objects can be ordered on the schematic to set, frequency,
conventional time, and swept variable simulation to be performed.

2.2 Processing

Processing [12] is an open-source programming environment based upon Java
programming language and the programs written for this is known as ‘Sketches’.
Also, it supports a multi-language environment which means processing sketches
can be of Java or Javascript or Python according to the choice of the programmer.
Processing has an in-built and third-party libraries which support serial commu-
nication and many other hardware to software interfaces. In this work, Processing
environment with Arduino board is used together and the processing sketch is used
to redirect the data from hardware to Proteus environment and the executable code
generated from the processing environment is very lightweight and platform
independent (Fig. 2).

Fig. 2 Circuit diagram of data communication between two Arduino
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3 Working

3.1 Transmitter Circuit

The sender circuit comprises of an Arduino Development Board (UNO) and an
LED for sending the data using visible light. The anode of the LED is connected to
the digital output of the Arduino (pin 3) and the cathode is connected to the Ground
terminal of the Arduino. The sender Arduino encodes the ASCII characters to its
equivalent binary combinations and turns the LED ON and OFF for sending data,
but before sending the actual data it sends (1, 0) trigger bits for synchronizing with
the receiver. The transmitting mechanism is given as follows:

• Waiting for input: When data are to be transmitted in the form of ASCII code
(single character or multiple characters), after pressing the desired key on the
keyboard, the ‘ENTER’ key must be pressed.

• Storing of data: After the ENTER key is pressed, the whole data are stored in a
variable defined in the program.

• Sending of Trigger Bits: To synchronize the both transmitter and receiver, two
trigger bits (1 & 0) are sent along with the actual data.

• Sending the Information: Then LED is on for 1 and off for 0 in a very fast
manner according to time is set in the program to send the whole data through
visible light (Fig. 3).

Wait for user 
input

Take input 
and store in a 

variable

Send trigger 
bits

Send 
informa on 

through OOK

Send 8 bit 
data 

Fig. 3 Flow diagram of transmitting mechanism
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3.2 Receiver Circuit

The receiver circuit comprises of a transistor BC547, LDR, 10 k resistor, and 1 k
resistor for biasing of the transistor. The output of the sender circuit is taken across
R2 resistor shown in the diagram and is connected to the Arduino analog Input pin
A0. Receiver circuit decodes the data from the sender circuit, and shows the
equivalent ASCII character for the binary combination. The receiving mechanism is
given as follows:

• The values taken from A0 depend upon the intensity of light falling on the LDR
from the sender circuit and the receiver circuit is calibrated accordingly to get
the desired output.

• The receiver Arduino is programmed in such a way that it is activated only when
it gets the trigger bits else it willll not respond to ambient light which makes the
signal receiving automatic.

• Further, the receiving Arduino is also programmed to decode the signal sent by
the sender, such that it omits the trigger bits and recognizes the data it is
received and the output is shown to the user (Fig. 4).

4 Simulation and Implementation

The process of communication and control starts with sending of character from a
local computer. The local computer, then communicates with the sending Arduino,
so that it sends the character in a binary form using the OOK modulation of the
LED light. The modulated light is then received by the photosensitive element. The
data received in the form of light is again demodulated by the receiver Arduino. The
Arduino then sends the demodulated data to the Processing IDE. A custom

Fig. 4 Flow diagram
receiver mechanism
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processing sketch is written such that it receives the data from the receiving
Arduino and redirects to the Proteus Simulation environment. The emulated
Arduino then listens to the data from the Processing sketch and responds to the data
accordingly.

Due to absence of virtual appliances in the Proteus Environment a fan has been
simulated as a simple DC motor and some other appliances as LEDs. In this circuit
character ‘L’ has been assigned to turn on the lamp and ‘K’ to turn it off. Similarly
‘F’ to turn the fan ON and ‘G’ to turn the fan OFF. All these communication
process is done via short range Visible light communication.

Figure 5 shows the simulation of visible light communication and the result is
verified in the putty terminal. Here, putty is the freeware software which used as the
replacement for hyper terminal to show data communication via serial port.

Figure 6 shows the implementation of the communication process through
hardware using two Arduino board through VLC link. It can be marked the same
data is received in the receiver port as transmitted in Fig. 7.

As shown in Fig. 8, the Arduino IDE serial monitor is used to send the required
controlling character to control the appliances in a home and the output is shown in
processing output window whereas the result is shown in Proteus Window. Here ‘L’
is used to control the light that can be marked by the indication in the lamp and also
in the LCD.

Fig. 5 Simulation diagram of communication between two Arduino with result
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5 Conclusion

The use of visible light communication (VLC) link in the area of smart home
automation is thoroughly explored in this paper. Two Arduino development boards
containing microcontroller along with LED and LDR are cogitated during the
process of automation. VLC link between two Arduino boards is simulated using
Proteus ISIS software and then an experiment is carried out to validate the simu-
lation result. The present result reveals that the speed of data transmission varies

Fig. 6 Hardware implementation

Fig. 7 Result of hardware implementation
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with the variation of on-off time delay of LED. Simulation is also carried out to
control the different electrical gadgets by transferring the ASCII characters from
controlling Arduino. Finally, the software, ‘processing’ is employed to redirect the
data into Proteus ISIS and the result infers that the accurate investigation using
VLC can be used successfully for the automation of a smart home.
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Intuitionistic Hesitant Fuzzy Soft Set
and Its Application in Decision Making

R.K. Mohanty and B.K. Tripathy

Abstract There are several models of uncertainty found in the literature like fuzzy
set, rough set, intuitionistic fuzzy set, soft set, and hesitant fuzzy set. Also, several
hybrid models have come up as a combination of these models and have been found
to be more useful than the individual models. In everyday life we make many
decisions. Making efficient decisions under uncertainty needs better techniques.
Many such techniques have been developed in the recent past. These techniques
involve soft sets and intuitionistic fuzzy sets. It is well known that intuitionistic
hesitant fuzzy sets are more general than intuitionistic fuzzy sets. In this paper, we
define intuitionistic hesitant fuzzy soft sets (IHFSS) and we also propose a decision
making technique, which extends some of the recently developed algorithms. We
also provide an application from real-life situations, which illustrates the working of
the algorithm and its efficiency over the other algorithms.

Keywords Soft set � Fuzzy sets � Fuzzy soft sets � Intuitionistic fuzzy set �
Hesitant sets � Intuitionistic fuzzy soft set � Decision making

1 Introduction

The notion of fuzzy sets introduced by Zadeh [1] in 1965 is one of the most fruitful
models of uncertainty and has been extensively used in real-life applications. In
order to bring topological flavor into the models of uncertainty and associate family
of subsets of a universe to parameters, Molodtsov [2] introduced the concept of soft
sets in 1999. A soft set is a parameterized family of subsets. Many operations on
soft sets were introduced by Maji et al. [3, 4]. Hybrid models are obtained by
suitably combining individual models of uncertainty have been found to be more
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efficient than their components. Several such hybrid models exist in literature. Maji
et al. [5] put forward the concept of fuzzy soft set (FSS) by combining the notions
of fuzzy set and soft set. Tripathy et al. [6] defined soft sets through their charac-
teristic functions. This approach has been highly authentic and helpful in defining
the basic operations like the union, intersection, and complement of soft sets.
Similarly, defining membership function for FSSs will systematize many operations
defined upon them as done in [7]. Many of soft set applications have been discussed
by Molodtsov in [2]. An application of soft sets in decision making problems is
discussed in [3]. Among several approaches, in [5], FSS and operations on it are
defined. This study was further extended to the context of fuzzy soft sets by
Tripathy et al. in [7], where they identified some drawbacks in [3] and took care of
these drawbacks while introducing an algorithm for decision making. It has been
widely known that the concept of intuitionistic fuzzy set (IFS) introduced by
Atanassov [8] is a better model of uncertainty than the fuzzy set. The notion of
non-membership function introduced, which does not happen to be one’s com-
plement of the membership function, introduces more generality and reality to IFS.
The hesitation function generated as a consequence is what real-life situations
demand. In case of fuzzy sets the hesitation component is zero. The intuitionistic
fuzzy sets can only handle the incomplete information considering both the truth
membership (or simply membership) and falsity membership (or non-membership)
values. It does not handle the indeterminate and inconsistent information which
exists in belief system.

Jiyang [9] introduced the concept of IVIFSS by combining the interval valued
intuitionistic fuzzy sets (IVIFS) and soft set model. The concept of hesitant fuzzy
soft sets was introduced by Sunil et al. They also discussed an application of
decision making. In this paper, we introduce intuitionistic hesitant fuzzy soft sets.
Here, we follow the definition of soft set due to Tripathy et al. [6] in defining
IHFSS. Applications of various hybrid models are discussed in [7, 10–18]. The
major contribution in this paper is introducing a decision making algorithm which
uses IHFSS for decision making and we illustrate the suitability of this algorithm in
real-life situations. Also, it generalizes the algorithm introduced in [5] while
keeping the authenticity intact.

The concept of hesitant fuzzy sets was introduced by Torra [19]. This is an
extension of fuzzy sets. It is sometimes difficult to determine the membership of an
element into a set and in some circumstances this difficulty is caused by a doubt
between a few different values. Some operations on hesitant fuzzy sets are defined
in [20]. He also discussed an application of decision making. In this paper, we
introduce the concept of IHFSS with the help of membership function.

2 Definitions and Notions

In this section, we introduce some of the definitions to be used in the paper. We
assume that U is a universal set and E is a set of parameters defined over it.
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Definition 2.1 A fuzzy set A is defined through a function lA called its membership
function such that lA:U ! ½0; 1�:
Definition 2.2 An intuitionistic fuzzy set over U is associated with a pair of
functions lA; mA:U ! ½0; 1� such that for any x 2 U; 0� lAðxÞþ mAðxÞ� 1.

The hesitation function pA is defined as pAðxÞ ¼ 1� lAðxÞ � mAðxÞ, 8x 2 U.

Definition 2.3 A soft set over the soft universe (U, E) is denoted by (F, E), where

F:E ! PðUÞ ð1Þ

Here P(U) is the power set of U.
Let (F, E) be a soft set over (U, E). Then in [7] it was defined as a parametric

family of characteristic functions vðF;EÞ ¼ fvaðF;EÞja 2 Eg of (F, E) as defined

below.

Definition 2.4 For any a 2 E, we define the characteristic function vaðF;EÞ:U !
f0; 1g such that

vaðF;EÞðxÞ ¼
1; if x 2 FðaÞ;
0; otherwise:

�
ð2Þ

Definition 2.5 A hesitant fuzzy set on U is defined in terms of a function that
returns a subset of [0, 1] when applied to U, i.e.,

T ¼ x; hðxÞh ijx 2 Uf g ð3Þ

where h(x) is a set of values in [0, 1] that denote the possible membership degrees
of the element x 2 U to T.

Definition 2.6 A pair (F, E) is called a hesitant fuzzy soft set if F:E ! HFðUÞ,
where HF(U) denotes the set of all hesitant fuzzy subsets of U.

3 Intuitionistic Hesitant Fuzzy Sets

In this section, we introduce the notion of intuitionistic hesitant fuzzy soft sets.

Definition 3.1 A pair (F, E) is called a intuitionistic hesitant fuzzy soft set if
F:E ! IHFðUÞ, where IHF(U) denotes the set of all intuitionistic hesitant fuzzy
subsets of U.
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An IHFSS H on U is defined in terms of its membership function
lH : E ! P IHFSð Þ, mH : E ! P IHFSð Þ such that 8a 2 E and 8x 2 U,
laHðxÞ; maHðxÞ 2 P 0; 1½ �ð Þ such that 0� sup laHðxÞþ sup maHðxÞ� 1.

Given three IHFEs in an IHFSS is represented by h, h1, and h2. Then we can
define union and intersection operations as follows.

Definition 3.2 For any two IHFSSs (F, E) and (G, E) over a common universe
(U, E), the union of (F, E) and (G, E) is the IFSS (H, E) and 8a 2 E and 8x 2 U, we
have

ha1 [ ha2 ¼ a1; a2ð Þja1 2 ha1; a2 2 ha2
� �

¼ max laa1ðxÞ; laa2ðxÞ
n o

;min taa1ðxÞ; taa2ðxÞ
n on o ð4Þ

where a1 2 ha1; a2 2 ha2. h
a
1 and ha2 denote the hesitant fuzzy set.

Definition 3.3 For any two IHFSSs (F, E) and (G, E) over a common universe (U,
E), the intersection of (F, E) and (G, E) is the IVIHFSS (H, E) and 8a 2 E and
8x 2 U, we have

he1 \ he2 ¼ min a1; a2ð Þja1 2 ha1; a2 2 ha2
� �

¼ min laa1ðxÞ; laa2ðxÞ
n o

;max taa1ðxÞ; taa2ðxÞ
n on o

:
ð5Þ

Definition 3.4 The complement of IHFSS (F, E), represented as ðF;EÞc, is defined
as

hc ¼ maðF;EÞ; l
a
ðF;EÞ

� �n o
: ð6Þ

Definition 3.5 An IFHSS (F, E) is said to be a null IHFSS if and only if it satisfies

laðF;EÞðxÞ ¼ 0 and maðF;EÞðxÞ ¼ 1 : ð7Þ

Definition 3.6 An IFHSS (F, E) is said to be an absolute IHFSS if and only if it
satisfies
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leðF;EÞðxÞ ¼ 1
and

veðF;EÞðxÞ ¼ 1
: ð8Þ

4 Application of Intuitionistic Hesitant Fuzzy Set

In [2], Molodtsov has given several applications of soft set. In [10] the decision
making example given depends on the decision of a single person. Here we discuss
an application of DM in IHFSSs.

Many of researchers have tried to provide solutions for the decision making
problems in lot many situations. Some of these approaches are preference ordering,
utility values, preference values.

The parameters can be categorized as of two types [7].
We introduce the formula (9) to get a fuzzy value as score from an intuitionistic

fuzzy value. It reduces the complexity and makes the comparison easier.

Score ¼ lð1þ hÞ ð9Þ

The score will decrease with the increasing m value and score will increase when
either l or h value increases. But, when l changes, the impact will be more in
comparison to the h value as both the factors of the equation depends on l, whereas
only one factor depends on h. Value of lh (2nd factor in equation) is inversely
proportional to m value. So there is no need to consider m value again. The equation
reduces to only l value in case of fuzzy soft set, i.e., if h = 0.

Normalized Score ¼
P

K¼fo;p;ng ðC � RKÞ2
Kj j � C2 ð10Þ

where |K| is the number of approaches (e.g., optimistic, pessimistic, neutral, etc.),
|C| is the number of objects to choose from. RK is the rank with respect to
approach x.

Consider the case of a company that wants to select a cloud service provider
from the available service providers. Before the company selects the service pro-
vider, he needs to consider the parameters of the service provider. The parameters
considered for comparison are efficiency, through put, security, delay, price, and
feedback. Some parameters like price inversely affect the decisions. Those
parameters are called negative parameters.
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Algorithm

1. Input the parameter data table by ranking according to the absolute value of
parameter priorities. If the priority for any parameter has not given, then take the
value as 0 by default and that column can be opt out from further computations.
The boundary condition for a positive parameter is [0, 1] and for a negative
parameter is [−1, 0].

2. Input the IHFSS table
3. Construct optimistic IFSS table by taking the maximum of membership values,

minimum of non-membership values from IHFSS table and compute the hesi-
tation values accordingly.

4. Construct pessimistic IFSS table by taking the minimum of membership values,
maximum of non-membership values from IHFSS table, and compute the
hesitation values accordingly.

5. Construct neutral IFSS table by taking the mean of the membership values and
mean of the non-membership values from IHFSS table and compute the hesi-
tation values accordingly.

6. Procedure Deci_make(IFSS table)

6:1. Multiply the priority values with the corresponding parameter values to get
the priority table

6:2 Construct the comparison table by finding the entries as differences of each
row sum in priority table with those of all other rows taking membership
and hesitation values separately.

6:3 Construct the decision table by taking the sums of membership values and
hesitation values separately for each row in the comparison table. Compute
the score for each candidate using the formula (9).

6:4 Assign rankings to each candidate based upon the score obtained.

6:1 If there is more than one candidate having same score than who has
more score in a higher ranked parameter will get higher rank and the
process will continue until each entry has a distinct rank or they are
equal with respect to all parameters. In later case, the whole group of
candidates who are having that same score will get same rank.

6:5 Return decision table.

7. Construct the decision tables for all approaches (optimistic, pessimistic, and
neutral) using the procedure Deci_make given in step 6.

8. Construct the rank matrix by taking the rank columns of all decision tables.
Compute the normalized score using the formula (10).

9. Compute the final ranks for all candidates. The candidate having highest nor-
malized score will get the highest rank and so on.
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9:1 In case of more than one same normalized score, resolve the conflict by
taking the scores given in the highest ranked parameter and continue the
process until each entry has a distinct rank.

Let U be a set of cloud providers given by U = {p1, p2, p3, p4, p5, p6} and E be
the parameter set given by E = {e1, e2, e3, e4, e5, e6}, where e1, e2, e3, e4, e5 and
e6 represents efficiency, throughput, security, delay, price, and feedback,
respectively.

The parameter data table is given in the Table 1. It contains all the details about
the parameters. The parameter rank is decided by comparing the absolute priority
value of a parameter.

Consider an IHFSS (F, E) which shows three opinions about the quality of
service by the cloud service providers as shown in Table 2.

Table 2 IHFSS table

U e1 e2 e3 e4 e5 e6

m n m n m n m n m n m n

p1 0.4 0.1 1 0 0.4 0.5 0.4 0.5 0.2 0.7 0.1 0.3

0.8 0 0.4 0.4 0.6 0 0.2 0.6 1 0 0.5 0.3

0.7 0.2 0.1 0.7 0.5 0.3 0.7 0.3 0.2 0.4 0.3 0.3

p2 0.1 0.7 0.2 0.6 0.2 0.7 0.6 0.1 0 0.1 0.1 0

0.5 0 1 0 0.5 0.3 0.1 0.5 0.2 0.2 0.4 0.2

0.8 0.1 0.8 0 0.4 0.1 0.9 0 0.1 0.6

p3 0.6 0.3 0.9 0 0 0.6 1 0 0.9 0 0.2 0.6

1 0 0 0.1 0.4 0.2 0.1 0.5 0 0.6 0.2 0.7

0.4 0.2 0.8 0 0.9 0 0.3 0.2 0.8 0 1 0

p4 0.4 0 0.9 0 0.2 0.1 0.1 0.1 0.3 0.3 0 0.1

0 0.1 0.2 0.7 0.5 0.2 0.4 0.4 0.6 0.3 0.9 0

0.5 0.2 0.5 0.1 0 0.6 0.1 0.8 0.3 0.1 0.8 0.1

p5 0.8 0.1 0.3 0.6 1 0 0.6 0.2 0.5 0.5

0 0.8 0.4 0.3 0.5 0.5 0.5 0.3 0.6 0.1 0.7 0.2

0.3 0.5 0.9 0 0.2 0.6 0.4 0.2 0.2 0.6

p6 0.1 0.7 0.8 0.1 0.4 0 0.6 0.4 0.4 0.2 1 0

0.8 0.1 0.3 0.1 0.6 0.3 0.4 0.5 1 0 0.2 0.3

0.4 0.6 0 0.3 0.4 0.2 0 0.6 0.7 0.1 0.6 0.4

Table 1 Parameter data table

Parameter e1 e2 e3 e4 e5 e6

Priority 0.4 0.3 0.25 −0.3 0.1 0

Parameter rank 1 2 4 2 5 6
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Optimistic IFSS table can be constructed by taking the maximum of membership
values, minimum of non-membership values from IHFSS table and compute the
hesitation values accordingly. Optimistic IFSS table is shown in Table 3.

Pessimistic IFSS table can be constructed by taking the minimum of member-
ship values, maximum of non-membership values from IHFSS table and compute
the hesitation values accordingly. Pessimistic IFSS table is shown in Table 4.

Neutral IFSS table can be constructed by taking the mean of the membership
values and mean of the non-membership values from IHFSS table and compute the
hesitation values accordingly. Neutral IFSS table is shown in Table 5.

Table 4 Pessimistic IFSS table

U e1 e2 e3 e4 e5 e6

m n h m n h m n h m n h m n h m n h

p1 0.4 0.2 0.4 0.1 0.7 0.2 0.4 0.5 0.1 0.2 0.6 0.2 0.2 0.7 0.1 0.1 0.3 0.6

p2 0.1 0.7 0.2 0.2 0.6 0.2 0.2 0.7 0.1 0.1 0.5 0.4 0.2 0.2 0.6 0.1 0.6 0.3

p3 0.4 0.3 0.3 0 0.1 0.9 0 0.6 0.4 0.1 0.5 0.4 0 0.6 0.4 0.2 0.7 0.1

p4 0 0.2 0.8 0.2 0.7 0.1 0 0.6 0.4 0.1 0.8 0.1 0.3 0.3 0.4 0 0.1 0.9

p5 0 0.8 0.2 0.3 0.6 0.1 0.5 0.5 0.0 0.2 0.6 0.2 0.4 0.5 0.1 0.2 0.6 0.2

p6 0.1 0.7 0.2 0 0.3 0.7 0.4 0.3 0.3 0 0.6 0.4 0.4 0.2 0.4 0.2 0.4 0.4

Table 3 Optimistic IFSS table

U e1 e2 e3 e4 e5 e6

m n h m n h m n h m n h m n h m n h

p1 0.8 0.0 0.2 1.0 0.0 0.0 0.6 0.0 0.4 0.7 0.3 0.0 1.0 0.0 0.0 0.5 0.3 0.2

p2 0.8 0.0 0.2 1.0 0.0 0.0 0.8 0.0 0.2 0.6 0.1 0.3 0.9 0.0 0.1 0.4 0.0 0.6

p3 1.0 0.0 0.0 0.9 0.0 0.1 0.9 0.0 0.1 1.0 0.0 0.0 0.9 0.0 0.1 1.0 0.0 0.0

p4 0.5 0.0 0.5 0.9 0.0 0.1 0.5 0.1 0.4 0.4 0.1 0.5 0.6 0.1 0.3 0.9 0.0 0.1

p5 0.8 0.1 0.1 0.4 0.3 0.3 1.0 0.0 0.0 0.6 0.2 0.2 0.6 0.1 0.3 0.7 0.2 0.1

p6 0.8 0.1 0.1 0.8 0.1 0.1 0.6 0.0 0.4 0.6 0.4 0.0 1.0 0.0 0.0 1.0 0.0 0.0
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The priority tables can be constructed by multiplying the values in IFSS table
with the respective priority values. The tables are not having non-membership value
column further because the formula is dependent on membership and hesitation
values only. Main idea behind this is, the change of non-membership value is
always reflects in the values of either membership value or hesitation value or in
both. The optimistic priority table is shown in Table 6.

In the same way, priority tables for pessimistic and neutral approach can be
constructed.

Comparison tables can be constructed by taking the entries as differences of each
row sum in priority table values. The optimistic comparison table is shown in
Table 7.

In the same way, comparison of tables for pessimistic and neutral approach can
be constructed.

Decision table can be constructed using formula (9). The optimistic decision
table is shown in Table 8.

In the same way, the decision of tables for pessimistic and neutral approach can
be constructed.

Table 6 Optimistic priority table

U e1 e2 e3 e4 e5

m h m h m h m h m h

p1 0.32 0.08 0.3 0 0.15 0.1 −0.21 0 0.1 0

p2 0.32 0.08 0.3 0 0.2 0.05 −0.18 −0.09 0.09 0.01

p3 0.4 0 0.27 0.03 0.225 0.025 −0.3 0 0.09 0.01

p4 0.2 0.2 0.27 0.03 0.125 0.1 −0.12 −0.15 0.06 0.03

p5 0.32 0.04 0.12 0.09 0.25 0 −0.18 −0.06 0.06 0.03

p6 0.32 0.04 0.24 0.03 0.15 0.1 −0.18 0 0.1 0
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From Table 9, it can be easily asses the quality of service provided by different
service providers, which will help to take a suitable decision. Here, p1 is the best
choice and so on.

5 Conclusion

In this article, we introduced a new definition of IHFSS, which uses the more
authentic characteristic function approach for defining soft sets provided in [6]. This
provides several authentic definitions of operations on IHFSS and made the proofs
of properties very elegant. Earlier fuzzy soft sets were used for decision making in
[4]. Their approach had many flaws. We pointed out those flaws and provided
solutions to rectify them in [7]. This made decision making more efficient and
realistic. Here, we proposed an algorithm for decision making using IHFSS, which
uses the concept of negative parameters. Also, an application of this algorithm in
solving a real-life problem is demonstrated.
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Multi-document Text Summarization
Using Sentence Extraction

Ravinder Ahuja and Willson Anand

Abstract This paper presents a method for generating multi-document text sum-
mary building on single document text summaries and by combining those single
document text summaries using cosine similarity. For the generation of single
document text summaries features like document feature, sentence position feature,
normalized sentence length feature, numerical data feature, and proper noun feature
are used. Single document text summaries are combined after calculating cosine
similarity between the different single document text summaries generated and from
each combination, sentences with high total sentence weight are extracted to gen-
erate multi-document text summary. The average F-measure of 0.30493 on DUC
2002 dataset has been observed, which is comparable to two of five top performing
multi-document text summarization systems reported on the DUC 2002 dataset.

Keywords Multi-document text summarization � Cosine similarity � Extraction of
features

1 Introduction

With the increasing availability of text documents on the World Wide Web, it has
become extremely difficult for the average human reader gathering information on
individuals, issues, events, or topics to read each and every document with an aim
to find the useful information. Therefore, automatic text summarization systems are
needed to overcome this problem as they generate summary from the particular text
document(s). A summary is defined as “a text that is produced from one or more
texts, that conveys important information in the original text(s), and that is no
longer than half of the original text(s) and usually significantly less than that” [1].
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In most of the cases, a human reader is interested in gathering information from
multiple text documents on a specific topic. In that situation, a summary should also
be such which does not contain repeated information. The redundancy issue is more
eminent in the summary generated from multiple text documents than the one
generated form single text document [2]. In this paper, an approach for generating
multi-document text summary is presented relying on summaries generated from
single text documents and the concept of cosine similarity.

2 Literature Survey

The research on automatic text summarization has been continuing since 1950s.
The most difficult task in text summarization is to recognize the more important part
of the text than the less important one. Statistical techniques based on word fre-
quency [3], sentence position [4], and key sentences and cue words [5] were among
the early approaches toward text summarization. In 1990s, various machine
learning methods that employed statistical techniques were proposed. These text
summarization systems were based on Naïve-Bayes methods [6], hidden Markov
models [7], and log linear models [8]. Other approaches toward automatic text
summarization are marginal minimum relevance [9] for sentence extraction,
graph-based models [10], and centroid-based summarization [11].

3 Our Approach

The proposed method for the multi-document text summarization is given in Fig. 1
followed by the explanation of each step.

3.1 Preprocessing of Text Documents

The preprocessing of text documents involves sentence splitting, tokenization,
stemming, stop words removal, calculation of term frequency, and identification of
nouns using part-of-speech tagger.

Sentence splitting is done to identify the end of the sentences through
word-boundary markers.

Tokenization involves the breaking of text into words, symbols, etc. The words
are separated from white space and punctuation characters.

Stemming is reducing words to their word stem. Porter Stemmer is used for this
step.
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Stop words like is, am, etc., are removed as they are not considered important.
The term frequency is calculated and normalized by dividing with the maximum

term frequency of the document.
Nouns represent the name of humans, objects, actions, etc., and are identified

using part-of-speech tagger.

3.2 Extraction of Features

This step aims to extract the features on the basis of which summary from each
preprocessed document will be generated. The features used are document feature,
sentence position feature, numerical data feature, proper noun feature, and nor-
malized sentence length feature.

Document feature: It is the weight of the sentence with respect to the complete
document. The sum of weights of distinct words appearing in the sentence is called
sentence weight.

   -------------------

Combination 1                     Combination 2                  Combination m

Document 1 Document 2 Document n

Pre-processing       
of documents

Feature extraction
from each document 
for generating single 
document summaries    

Summary 1 Summary 2 Summary n

Multi-Document Summary

Fig. 1 Multi-document summary generation
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DF ¼ w1þw2þw3þ � � � þwn : ð1Þ

In the above equation, DF represents document feature and normalized weight of
ith distinct word of the sentence is represented by wi.

Sentence Position Feature: the idea behind this feature is that it is assumed that
the sentences appearing in the top and bottom of the document are more important
than the ones appearing in the middle of the document. Depending on the position
of the sentence scores are assigned to each sentence.

SPF ið Þ ¼ n� iþ 1
n

: ð2Þ

In the above equation, SPF(i) represents the sentence position feature of the ith
sentence, n is the total number of sentences in the document.

Normalized Sentence Length Feature: It is defined as

NSL ið Þ ¼ NðiÞ
NðLongest SentenceÞ : ð3Þ

In the above equation, N(i) is the number of words in the ith sentence and N
(longest sentence) is the number of words in the longest sentence.

Numerical Data Feature: It is defined as

NDF ið Þ ¼ NDðiÞ
Sentence Length

: ð4Þ

In the above equation, NDF(i) represents the numerical data feature of the ith
sentence and ND(i) represents the total number of times numerical data occurring in
sentence i.

Proper Noun Feature: The proper noun feature is calculated as

PNF ið Þ ¼ Total proper nouns in the sentence
Sentence Length

: ð5Þ

In the above equation, PNF(i) represents the proper noun feature of the ith
sentence.

3.3 Generation of Single Document Text Summaries

The single document summary is generated on the basis of total sentence weight
which is computed by considering all the above explained features.
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TSW ið Þ ¼ p � DFþ q � SPFþ r � NSLþ s � NDFþ t � PNF: ð6Þ

In the above equation, TSW(i) represents the total sentence weight of the ith
sentence, DF represents the document feature, SPF represents the sentence position
feature, NSL represents normalized sentence length feature, NDF represents the
numerical data feature, and PNF represents the proper noun feature. The constants
are experimentally set as p = 0.5, q = 0.2, r = 0.1, s = 0.1, t = 0.1.

The total sentence weights are normalized by dividing with total sentence weight
of the ith sentence by the maximum total sentence weight present in the document.

The sentences are ranked on the basis of normalized total sentence weight and
top m sentences are extracted from document to generate single document text
summary. The value of m depends on the percentage of summary to be generated in
comparison to the complete document.

3.4 Generation of Multi-Document Text Summary

The summaries from single documents are combined on the basis of cosine simi-
larity with respect to other single document text summaries generated. From each
combination of most similar single document summaries the sentences with high
total sentence weight are extracted. In the final multi-document text summary
generated, the sentences are extracted in the same order as they appear in the
original document.

Cosine Similarity d1; d2ð Þ ¼ Dot Product d1; d2ð Þ
d1j jj j d2j jj j : ð7Þ

The above equation gives the measure of Cosine similarity between two docu-
ments d1 and d2. The numerator in the equation is the product of summation of
weight vector for each term occurring in document d1 and d2. The denominator is
the product of square root of summation of weight vector of each term occurring in
document d2 and d2. The weight vector for a term in a document is given by the
multiplication of term frequency and inverse document frequency. The number of
times a term occurs in a document is called term frequency whereas the measure of
how much information the word provides is called inverse document frequency.

w t; dð Þ ¼ ð1þ log f t; dð Þð Þ � log N
n tð Þ

� �
: ð8Þ

In the above equation, f(t, d) represents the term frequency of a term t in a
document d, N is the total number of documents, and n(t) is the number of docu-
ments in which the term t occurs.
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The document d1 is combined only with the document with which it has highest
cosine similarity from the set of documents and so on for all documents.

After making combinations of single document summaries, the sentences with
high total sentence weight are extracted from each combination to generate the
multi-document text summary.

4 Dataset and Experiments

For performing experiments, the DUC 2002 dataset has been used. The DUC 2002
dataset contains 533 news articles with the gold summary of 100 words of each
article for single document summary generation. It also contains 60 document sets
with the gold summaries of 10 words, 50 words, 100 and 200 words for
multi-document text summarization.

The single document summaries and multi-document summaries generated by
the system are evaluated against the gold summaries given in DUC 2002 dataset
using ROUGE 2.0.

ROUGE 2.0 is recall-oriented understudy for Gisting Evaluation 2.0. It is a set of
metrics and a software package used for evaluating automatic summarization. The
metrics compare an automatically produced summary against a reference or a set of
references summary on parameters like average recall, average precision and
F-measure.

The single document summaries generated by the system have been evaluated
against 100 words single document gold summaries of DUC 2002 dataset. The
average F-measure of 0.44598 for 533 documents given in DUC 2002 dataset was
observed. The evaluation results of single document summaries are shown in
Table 1.

In order to evaluate the multi-document summaries generated by the system, we
have compared them to DUC 2002, 10 words/50 words/100 words/200 words
multi-document gold summaries depending on the size of summary generated by
the system. We observed the average F-Measure of 0.30493 over 60 document sets
of DUC 2002 dataset. Table 2 shows the result for evaluation of multi-document
summaries.

Table 1 Evaluation results
of single document text
summaries

Average recall 0.43649

Average precision 0.45589

Average F-measure 0.44598

Table 2 Evaluation results
for multi-document text
summary

Average recall 0.32548

Average precision 0.28685

Average F-measure 0.30493
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5 Results

In evaluation of single document text summaries, the average F-measure of 0.44598
was observed. In evaluation of multi-document text summaries, the average
F-measure of 0.30493 was observed. The five best performing multi-document text
summarization systems on the dataset of DUC 2002 along with our method against
average F-measure are shown in Fig. 2. The average F-measure generated by our
approach is comparable to average F-measure of fourth and fifth best performing
systems.

6 Conclusion and Future Work

This paper presents and evaluates an approach for generating multi-document text
summaries from single document text summaries. For the generation of single
document summaries, features like document feature, sentence position feature,
numerical data feature, proper noun feature, and normalized sentence length feature
are used. Single document summaries generated by extracting the sentences based
on total sentence weight are clustered using cosine similarity. From the clusters
formed, the sentences with high total sentence weight are extracted to generate the
multi-document text summary. In future, we would like to evaluate our system on
the further datasets released by DUC like DUC 2004, DUC 2005, etc.

0 

0.1

0.2

0.3

0.4
Average F-MeasureFig. 2 Five best performing

systems along with our
approach versus average
F-measure
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Tourism Recommendation Using Social
Media Profiles

S. Kavitha, Vijay Jobi and Sridhar Rajeswari

Abstract The need to analyse social media content is on the rise with more people
using it for sharing their day-to-day activities. This has prompted multiple studies in
the area of social data mining. One innovative approach is to analyse tweets posted
by the user in twitter, and generates a structure that uniquely captures all the
information related to the user in a single location. This project collects metadata
from twitter users, analyses their tweets and gets a set of associated probabilities for
a set of topics generated from a Latent Dirichlet Allocation model. The collected
information is mined and is stored in a unique data structure consisting of various
layers that represent a user. This structure is stored using a hash function, which
facilitates the easy storage and retrieval of the structure. A destination tree is built
based on the data mined from the tourist websites of states in India, the leaves of the
tree representing a tourist destination in India and each having its associated set of
probabilities for a set of topics generated from the Latent Dirichlet Allocation
model. Finally, the user node built is used to recommend tourist destinations in
India by comparing the user node with the leaves of the tourist destination tree.
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1 Introduction

The emergence of social media services such as Facebook, Twitter, etc. in the last
decade has allowed more and more users to participate in online social activities
such as posting updates or tweets, uploading photos, etc. This high popularity has
forked an unprecedented rate of data production which in turn has led to com-
plexities in mining data [1].

Data obtained from social networking websites is of great value to businesses in
identifying products and recommending them to users of similar interest. One
simple way which is employed in mining user’s reviews about products is by means
of sentiment analysis [2]. Gathering and building profiles of users based on what
they posted in social media is an innovative way to use the available data [3].
Tweets and posts of a user in twitter and Facebook can be mined extensively to
build the topic of interest of users. Additionally, user metadata can also be mined
from the profiles of the user which provides the basic information of each user and
is used to recommend tourist destinations.

This chapter is organised as follows: Sect. 2 discusses some existing work on
recommendation systems and social media mining, Sect. 3 gives a detailed design
of the proposed system, Sect. 4 discusses experimental results, and Sect. 5 provides
conclusion and possible extensions.

2 Literature Survey

2.1 Recommendation Systems

The three main types of recommendation techniques are collaborative filtering,
content-based, and hybrid methods [4]. Collaborative filtering helps people to make
choices based on the opinions of the other people who share similar interests.
Content-based recommendation techniques recommend items that are similar to
those previously preferred by the user. Hybrid methods combine both techniques
together. Fuzzy preference tree-based recommender [5] is a hybrid method which
uses both user reviews and item-to-item similarity to recommend products to users.
The proposed system uses certain ideas from the fuzzy recommender and applies it
in a business to consumer environment to recommend tourist destinations.

2.2 Social Media Mining

Social media has been mined in the past for identifying a particular trend or to
gather information regarding a topic of interest. Student’s informal conversations on
social media were mined for understanding their learning experiences [6].
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A two-step analysis framework that focuses on ascertaining user opinion of cancer
treatment was proposed [7] which made use of data in forums.

In this study, “Constructing consumer profiles from social media data” [3], the
authors had proposed an innovative method for constructing user profiles from
tweets of the user. They used AQL to mine Boolean attributes from the user’s
tweets. The problem here lies in writing the set of rules that can mine a particular
attribute. A user profiling and stream filtering approach based on the topical cate-
gorisation of users’ posted URLs is discussed [8]. But, in this approach, only the
URLs posted by the user are taken into consideration. Latent Dirichlet Allocation
was evaluated for the application of topic modelling for the purpose of supporting a
greater understanding of trends in social media [9]. In the study the author had
mined a specific stream of twitter messages and had not done it in a per-user basis.

Even though social media has been mined extensively for various reasons, user
profiling from social media is a relatively new area of research. Main drawbacks of
the existing work include mining data only for a particular set of predefined fea-
tures. Alternative approach would be using topic models to classify the set of posts
into various categories. Though work has been done in this area, it has not been put
to use to make useful recommendations to users. Furthermore, the results obtained
from the classification are not aggregated and stored in a manner where retrieval is
easier. This study proposes an innovative way to store the user information
retrieved from social media and uses the mined results to make recommendations of
tourist destinations in India.

3 System Architecture

In order to build a user node, meta data and tweets posted by each user have to be
collected so that the probabilities associated with each topic obtained from the
Latent Dirichlet Allocation (LDA) model can be calculated. The LDA model is
built from the reviews scraped from trip advisor and data about tourist destinations
manually collected. Such a node built is stored using a computed hash value. This
node is then used to recommend tourist destinations for the user. Figure 1 illustrates
the complete block diagram.

3.1 Random Sampling and Data Collection

Random user ids are obtained using twitter API to query tweets that contain the
word ‘the’. Once the duplicates are removed, the user ids obtained are used to fetch
tweets of users.
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Fig. 1 Basic block diagram

3.2 Populating Profiles from Social Media

Populating profiles involve three sub-modules [10, 11] , i.e. user metadata collec-
tion, location analysis and topic modelling of tweets.

User metadata collection is done using the twitter user object. The random user ids
obtained are used. Location analysis is done by getting places tagged in the tweets and
location attribute set by the user. As part of topic modelling, at first the tweets are
pre-processed, i.e. stop words, URLs, Hash tags are removed and stored in text files.

From the pre-processed tweets a set of attribute vectors are computed for each
document by tokenising the strings and representing each document as a set of
words and their respective counts. Attribute vectors form the input for the textual
graph builder. The graph builder removes infrequent tokens and assigns a vertex for
the remaining tokens. Edges are drawn and weights are assigned between vertices
based on the co-occurrence frequency. Once the graph is built, keywords are
extracted by calculating closeness centrality for each vertex. The top N vertices
with the highest closeness centrality are chosen.

Latent Dirichlet Allocation model built using scraped reviews from trip advisor
and tourist destination information is used to obtain probabilities for the set of
tweets of each user. The set of keywords obtained from the tweets using the twitter
keyword graph are given as test data for the LDA model. The probabilities hence
obtained are populated into user’s node. The process of topic modelling is illus-
trated in Fig. 2.
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Each user is represented by the user node, which is built from the data obtained
from the previous steps. User meta data, tagged locations and results from topic
modelling of tweets are populated into a user node. The node is a two-dimensional
structure which has a spiral representation. Each layer of the node is independently
accessible and each layer represents data mined from either the user’s tweets or
his/her twitter account. The layers could be expanded to accommodate additional
attributes in future. An illustrative representation is shown in Fig. 3. Such a
structure enables one to collate all the information mined about a user at a single
place.

User id is the basis by which a user is uniquely identified. So, the first layer is
populated with the user id. Name, location and description are meta data obtained
from the users. Tagged locations are obtained from tweets if the user has enabled
geo tagging. Probabilities are obtained from the LDA model built.

3.3 Review Extraction

A web scraper is used to retrieve reviews written by users for tourist locations in
India. A sample of about 25–30 reviews for each destination under varying topics

Fig. 2 Topic modelling

Fig. 3 User node
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like adventure, spiritual, nature, etc. was chosen. Additionally, information about
tourist destinations was collected manually to prepare training documents with the
perfect blend of user experiences and tourist information about the destination.

3.4 Content Extraction

The content extraction module consists of two sub-modules, i.e. Document
pre-processing and Topic modelling. As part of document pre-processing, the
reviews scraped and the tourist information manually collected are formatted so that
they suit the input format required to build the Latent Dirichlet Allocation model.

LDA model is built using MALLET [12]. MALLET is a Java-based package for
statistical natural language processing, document classification, clustering, topic
modelling, information extraction and other machine learning applications to text.

3.5 Recommendation

The recommendation module consists of the following sub–modules, viz. com-
puting hash, retrieve user node, build user preference node, build destination tree
and fuzzy preference tree-based recommendation.

For each user node created in build user node module, a hash value is calculated
for the user id based on the following hash function:

hðsÞ ¼
Xn�1

i¼0

s i½ � � 31n�i�1; ð1Þ

where n is the length of the string and s[i] refers to the character at ith position of
the string. This value is again converted into its short value and mod() function is
applied (to convert the range to a positive one) to obtain the hash value for the user
id string. This hash value is used to index into a database and correspondingly user
data is filled at the corresponding fields. In case of collision, chaining is used as the
method of collision resolution. Each user node is retrieved from the database by
computing hash for the user id using Eq. (1), converting it into short value and
taking mod().

Once the node is retrieved from the database, each node is parsed to obtain the
probabilities, which is again fed as input into for the user preference node.

A user preference node is a node that contains the probabilities of each topic
with respect to the tweets of each user. This node is similar to the destination node
created while building the tree.

Destination tree is the key component in the recommendation engine. The
database having probabilities assigned to each state is used to create a destination
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tree. The destination tree contains two types of nodes, a leaf node and an inter-
mediate node. An Intermediate node contains just name attribute. A leaf node
inherits from an intermediate node; it contains a probability field in addition to the
fields inherited from the intermediate node. The tree is built iteratively with each
state representing an intermediate node and each destination representing a leaf
node. The destination tree hence built will be an m-ary tree. Figure 4 shows a
diagrammatic representation of destination tree built; intermediate nodes are
coloured blue while the leaves are coloured red. User preference node and desti-
nation tree built are compared to recommend places to users. Algorithm 1 is used to
generate recommendation list for top three topics of the user:

The recommender algorithm generates a list of top three places for each topic of
interest of the user. Furthermore, it even lists out top three places to visit in each
state based on the topic of interests of the user.

Fig. 4 Destination tree
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4 Experimental Result

The recommendation engine generates a list of destinations in India based on the
user’s interests. It is an ordered list, i.e. the top element would be the highest
ranking one. A manual survey of user’s tweet was done and topics of interest
assigned as per the tweets. Results for a sample of six users are listed here. Since the
probabilities of places with respect to each topic are constant, the interest of each
user can be used for evaluation purposes. Topic probabilities were generated for a
total of fifty eight destinations encompassed under fifteen Indian states. Metadata
and thousand tweets of users were collected for a set of hundred users.

Accuracy is the proportion of true results (both true positives and true negatives)
among the total number of cases examined. It is calculated using Eq. (2).

Accuracy ¼ fExpectedg \ fObtainedg
Expected

� 100 ð2Þ

The results obtained are given in Table 1.
In most cases, the accuracy values yield a value of about 66.67%. Topic 1 is

repeated in all the results, and this is due to the fact that Topic 1 is quite generic
topic. Accuracy achieved is not 100% because the expected topics were not
obtained directly from the user, and a human classifier was used to identify topic of
interest of users instead:

recall ¼ true positives
true positives þ false negatives

ð3Þ

precision ¼ true positives
true positives þ false positives

: ð4Þ

Recall gives the fraction of preferred item that is recommended, whereas pre-
cision gives the fraction of recommended items that is actually preferred by the
user. Recall is calculated using Eq. (3). Equation (4) is used to obtain precision
(Figs. 5 and 6).

On an average the system gives a precision of 0.67. A high value of precision is
preferred because it means that every place recommended is of interest to the user.
A high value of recall means that all the user’s places of interest were retrieved and

Table 1 Accuracy User id Expected Obtained Accuracy

14159285 {5, 2, 1} {1, 3, 5} 66.67

43126513 {1, 5, 6} {1, 6, 2} 66.67

147973367 {1, 2, 4} {6, 1, 4} 66.67

244748979 {1, 2, 6} {1, 6, 2} 100

24862770 {6, 1, 2} {1, 6, 3} 66.67

383483409 {2, 1, 5} {1, 6, 3} 33.33
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recommended. From the graph, we can infer that on an average the system gives a
recall of 0.67. The precision and recall obtained are not 100% because of few
reasons, viz. use of human classifier to find topic of interest of user, tweets that are
not very topic specific, and limit in the number of interesting topics considered.

Specificity or true negative rate relates to the recommendation system’s ability to
correctly detect the topics that are not of interest for the user. Specificity is obtained
using Eq. (5):

Specificity ¼ true negative
true negative þ false positive

: ð5Þ

The values computed are plotted in Fig.7.
A high value of specificity is preferred, because it implies that topics recom-

mended by the system are of high interest for the user. Almost all users have
specificity greater than 0.7, and this is because both in the expected and obtained
results almost all topics were the same and topics which were of low interests to the
user were not recommended by the recommendation system. The specificity

Fig. 5 Precision

Fig. 6 Recall
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obtained is short of a perfect score by 0.3 because in almost all recommendation
lists generated, there was at least one topic of interest of the user which was not in
the recommendation list obtained. This is because of the fact that many of the topics
obtained from the LDA model were fuzzy. For example, words relating to nature
were found in about three topics. This and the fact that the topic of interest for each
user was restricted to three had brought down the specificity by a bit.

5 Conclusions and Future Work

As social media’s influence on people’s lives grows higher and higher, the reviews
posted on them gain a whole new level of importance. This paper presents an
innovative way to represent a user’s information retrieved from social media site.

The tweets of the user are processed and probabilities are calculated for each of
the seven topics obtained from the LDA model. These probabilities along with the
metadata information of user are populated in 2-D user structure with layers. This
populated structure is stored by computing a hash value. Hashing enables in faster
storage and retrieval of the structure. Simultaneously, a destination tree is built from
the information scraped from popular tourist websites. The user node and the
destination tree are compared to obtain tourist destination recommendation lists for
user.

Possible extensions would be to mine data from multiple social networking sites
like Facebook, Flickr, Twitter, etc. Additionally, photos and links posted can also
be analysed to further enhance the profile built for each user. Another extension to
the proposed work can be to construct links between user nodes so that recom-
mendation lists can be shared among friends.

Fig. 7 Specificity
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Demand Response Program Based Load
Management for an Islanded Smart
Microgrid

K. Gokuleshvar, S. Anand, S. Viknesh Babu and D. Prasanna Vadana

Abstract There has been an ever-growing demand for electrical energy causing
supply–demand imbalance in the power system. To overcome this imbalance, a
reliable, efficient, less centralised, and more interactive energy management system
(EMS) has to be realized. One of the methods to bridge the supply–demand gap
using EMS is through Load Management. The evolution of EMS allows loads to
respond to the demand (Demand Response) and assist customers to make informed
decisions about their energy consumption, adjusting both the timing and quantity of
their electricity use. This paper deals with the development of Fuzzy logic-based
load management scheme using Demand Response Programs in smart microgrids.
The developed system is tested on a smart micro-grid simulator (SMGS) operated
in islanded mode installed in the Renewable Energy Laboratory in Amrita Vishwa
Vidyapeetham, Coimbatore.

Keywords Energy management system � Load management � Demand response

1 Introduction

Microgrids show great promise as a means of integrating distributed energy
resources (DERs) into the public grid distribution system and providing uninter-
rupted, high-quality power to local loads [1]. Microgrids are modern, locally
controlled, small-scale version of the existing centralised energy grid comprising
various distributed generators, storage devices and loads [2]. They are designed to
operate either in grid connected or islanding mode. Microgrids are provided with
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intelligence to island from the main grid intentionally or in case of fault [3, 4]. The
micro-grid with real-time measurement and communication facilities becomes a
smart microgrid (SMG) [5].

Normally, public power grids operate based on the demand and hence, is load
following in nature. But, the supply side and demand side are uncontrolled in a
microgrid [6]. In case of a mismatch between power generated and demand, fluc-
tuations are observed in the microgrid frequency and voltage which results in
unstable operation or even leads to microgrid blackout [7]. The frequency imbal-
ance in grid connected mode of SMG is handled by a central governor system
present in the legacy grid. On the contrary, the Islanded SMG lacks such a feature
and hence is very sensitive to frequency. Thus, microgrids demand the presence of
an energy management system (EMS) which mimics the operation of the cen-
tralised governor to handle the frequency imbalance [8]. EMS must be capable to
monitor the status of the microgrid at every instant and take necessary steps to
maintain the frequency with the permissible limit of 49.9–50.05 Hz [9] as per
Indian standards.

Different methods for autonomous energy management in microgrids were
proposed. The authors of [10] discuss automated demand side management
including online energy management, peak load reduction, and priority-based
isolation of local controllable loads. In [11], economic dispatching and operation
optimization in a laboratory model of a microgrid is addressed. A central control
scheme is proposed which is responsible for communication with energy control
centers, manage distributed generation units and storage modules to address the
issue of energy imbalance in microgrids.

To handle the supply–demand mismatch, a Dynamic EMS is developed in [12]
which is capable of monitoring the status of SMG at regular intervals and take
necessary corrective measures by controlling the charge–discharge transactions for
the energy storage systems in real time. In islanded mode, the frequency of the
SMG is very sensitive which makes its operation more critical and challenging.
Apart from charge–discharge transactions related to storage elements, Load
Management (LM) becomes essential in Islanding mode to manage the frequency
imbalance. LM is a type of demand response program (DRP) that allows utilities to
reduce demand for electricity during peak hours by direct intervention of loads.

The conventional LM techniques suggest shedding a fixed amount of load if
frequency crosses a certain threshold. However, this technique fails to achieve the
optimal load shedding. This is due to the fact that conventional techniques shed
loads without estimating the actual power imbalance. This may lead to either
over-shedding, resulting in power quality problems, or under-shedding, resulting in
total power system tripping [13, 14]. Time priority LM based on load profile is
discussed in [15], which is optimized than the conventional LM techniques.

Some of the LM techniques like peak clipping, valley filling, and load shifting
are discussed in [16]. The authors of [17] discuss implementation methods like
Time of Use (ToU), Direct Load Control (DLC), and distribution loss reduction.
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DRPs control electricity usage by the loads from their normal consumption patterns
when electric grid eventualities threaten supply–demand balance or market condi-
tions occur that raise electricity costs [18]. When customer participates in a DRP,
there are three ways in which their use of electricity can be changed [19]

• Reducing their energy consumption through load curtailing strategies;
• Moving energy consumption to a different time period;
• Using onsite standby generated energy, thus limiting the dependence on SMG.

Thus, DRPs pave the way for utilizing the consumer as a demand side resource.
Over the years, manual DRP that involves labor intensive approach has evolved to
semi-automated DR where a pre-programmed strategy is initiated by a person via a
central control system. However, as the system becomes complex with multiple
communications, there is a need for a Fully Automated DRP [20]. This paper
proposes a Regional Load Management System (RLMS) to perform DRP based
LM for a Laboratory model of SMG in Islanding mode.

2 Description of the System

2.1 System Overview

The proposed RLMS aims to limit the frequency excursions in Islanding mode of
SMG caused due to the mismatch in supply–demand by performing LM.
The RLMS is designed to operate in a region consisting of different type of loads as
shown in Fig. 1, viz. Domestic (residential), Industrial (factories, workshops),
Commercial (restaurants, theaters, shopping malls), and Essential (hospitals, data
centers). These loads are linked to the RLMS wirelessly through Zig Bee (IEEE
802.15.4), forming a Regional Area Network (RAN).

2.2 Solar Linked Demand Response Program

The solar-linked DRP is suggested in this work. Solar-linked DRP demands the
presence of solar panels, local storage with inverter, control circuitry, and a Local
Controller (LC) linked with the RLMS. Customers enrolled in this DRP establish an
agreement that permits the utility to maintain direct control over their loads. Upon
receiving signal from the RLMS in case of a contingency, the LC energizes the
premises by the local storage or by the SMG. Eventually, customers enrolled in
solar linked DRP enjoy the benefit of uninterrupted power supply even when
disconnected from the SMG.
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2.3 Load Distribution in RAN

The RAN under consideration is designed to have a total load capacity of 500 W
connected to the SMG in Islanded mode, comprising of 12 load groups out of which
six groups of consumers (240 W) are enrolled to solar linked DRP. Each load group
is assumed to be a cluster of 10 units, each of equal load capacity. The detailed
distribution of load groups is as shown in Table 1.

Fig. 1 Local loads in the RAN

Table 1 Distribution of load groups in RAN

S.no. Load group Capacity (W) Classification (W)

1 Domestic 160 DRP 15

DRP 25

DRP 40

Non-DRP 40

Non-DRP 40

2 Industrial 200 DRP 40

DRP 60

Non-DRP 40

Non-DRP 60

3 Commercial 100 DRP 60

Non-DRP 40

4 Essential 40 Non-DRP 40
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3 Load Management Scheme

3.1 Priority-Based Load Management

Frequency mismatch can be handled by varying the loads connected to the
Islanded SMG. When frequency is less than its permissible lower limit, loads have
to be excluded from the SMG and when more than its permissible upper limit, loads
have to be included. However, the exact quantity of load to be excluded/included to
the SMG (in watts) is unknown.

Based on relative consumer importance, a priority based LM scheme is
employed as shown in Fig. 2, in which loads are varied sequentially to limit the
frequency within permissible limits. Essential loads are given the highest priority
and hence shutdown at last. However, this process is time consuming and unfair to
consumers at the bottom of the hierarchy. The exact quantity of load to be
included/excluded to/from the SMG can be determined by trial and error, as verified
through experimentation, in which human reasoning played a very significant role.

3.2 Fuzzy Logic-Based Load Management

Evidently, this scenario demands the presence of a tool based on human reasoning,
which is capable of identifying the exact quantity of load to be varied and balancing
system frequency in the shortest possible time. Fuzzy logic is such a tool, which
resembles human reasoning the most, and is capable of making rational decisions in
an environment of imprecision and uncertainty [21].

The current frequency of SMG and trend in frequency, calculated as difference
between current and previous frequency, are taken as input variables to Fuzzy logic

Fig. 2 Priority based load
management
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as shown in Fig. 3. Sugeno model of implementation is employed, as the output
(quantity of load to be excluded/included) is a discrete value. There are seven
membership functions for each of the input variables as shown in Figs. 4 and 5.
A total of 49 rules are possible for which the decisions are assigned as shown in
surface view of the rules in Fig. 6.

The load groups are divided into seven categories, viz., Extra light (EL), Very
light (VL), Light (L), Medium (M), Heavy (H), Very Heavy (VH), and Extra Heavy
(EH). Fuzzy-based decisions are taken by the RLMS based on the inputs as shown
in Table 2.

Fig. 3 Implementation of Fuzzy logic

Fig. 4 Membership function plots for the input variable frequency

Fig. 5 Membership function plot for the input variable change in frequency
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4 Hardware Implementation

4.1 Smart Microgrid Simulator (SMGS)—Test Bed
for Realization of RLMS

Smart micro-grid simulator (SMGS) shown in Fig. 7, installed in Renewable
Energy Laboratory at Amrita Vishwa Vidyapeetham, Coimbatore is used for val-
idation of automated and closed loop operation of RLMS.

The SMGS is five bus system (as shown in Fig. 8) which is energized by
distributed generators: (i) Micro-Hydroelectric Power Plant (MHPP), (ii) Wind
Power Plant (WPP) and (iii) Solar Power Plant (SPP). Energy Storage Systems such
as Battery storage with Charge–Discharge Controller (CDC) and PH (Pumped
Hydro) unit with VSD (Variable Speed Drive) are connected to the SMG [22].
Table 3 shows the actual and downscaled specifications of all the components
present in the SMGS.

Fig. 6 Surface view of the RLMS decisions for various combinations of the input variables—
frequency and change in frequency

Table 2 RLMS decisions based on Fuzzy logic

Case Decisions Case Decisions

1 Exclude extra light loads 8 Include extra light loads

2 Exclude very light loads 9 Include very light loads

3 Exclude light loads 10 Include light loads

4 Exclude medium loads 11 Include medium loads

5 Exclude heavy loads 12 Include heavy loads

6 Exclude very heavy loads 13 Include very heavy loads

7 Exclude extra heavy loads 14 Include extra heavy loads
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In the SMGS, the real-time operational data are continuously monitored using
Real-Time Data Collection Units (RTDCUs). A RTDCU is provided at every bus to
measure current, voltage and frequency, and transmit the data to the RLMS
wirelessly.

Fig. 7 SMG simulator in renewable energy laboratory of Amrita Vishwa Vidyapeetham,
Coimbatore

Fig. 8 Single line diagram of SMGS
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4.2 Experimental Verification of RLMS Operation

The RAN setup connected to SMGS is shown in Fig. 9 which houses RLMS with
appropriate displays. Each load group in every type (Domestic/Industrial/
Commercial/Essential) is modeled as an incandescent lamp with appropriate wat-
tage as shown in Table 1. The operating frequency of the SMGS is transmitted to
the RLMS periodically (every 4 s) by the RTDCU installed in the SMG, based on
which frequency trend is calculated. RLMS responds to the frequency change by
varying the load connected to the Islanded SMG.

When the frequency is within permissible limits, the RLMS remains in standby
mode. If the frequency deviates beyond permissible limits, the RLMS performs
Fuzzy-based LM on DRP customers depending on the status of the loads. However,
if the Fuzzy based LM fails to restrict the frequency, the RLMS performs priority
based LM on non-DRP customers. The operation of LM scheme in RLMS is shown
in Fig. 10.

Table 3 Specifications of microgrid, distributed generators and energy storage systems on SMGS

S.no. Component Field size Downscaled size

1 MHPP 5 MW 1 kW

2 SPP 0.625 MW 600 W

3 WPP 6 MW 1.5 kW

4 PH unit 2.5 MW 300 W

5 Battery 375 kWh 24 V, 300 Ah

Fig. 9 Hardware setup of RAN
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5 Results and Discussions

The RLMS developed for the RAN setup is integrated with the SMGS which is
operated in Islanded mode. A disturbance is introduced to the system by manually
including/excluding loads, resulting in frequency excursions. The RLMS takes
necessary actions based on Fuzzy logic/priority to bring back the frequency within

Fig. 10 Realisation of load management scheme in RLMS
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permissible limits. Conventional priority-based LM is performed on all loads and
the results are compared with Fuzzy based LM as shown in Fig. 11.

For instance, in case 1, the frequency recovery time is 16 s when priority based
LM is performed. On the contrary, it is 6 s when Fuzzy based LM is performed
which is far superior and an essential requirement for autonomous operation of
SMG. A similar response is observed in other instances as shown in Table 4.
A minimal overshoot is observed for few cases in Fuzzy based LM scheme. This is
attributed to the hardware restrictions on quantity and diversity of loads in the RAN
under consideration.

Fig. 11 Comparative analysis of Fuzzy and priority based LM schemes for an Islanded SMG

Table 4 Experimental results of LM scheme

Case Previous
frequency
(Hz)

Current
frequency
(Hz)

Change in
frequency
(Hz)

Action
taken (W)
(include/exclude)

Resultant
frequency (Hz)

1 51.33 52 1.67 I 240 50.1

2 52 51.5 −0.5 I 135 50.23

3 50.54 51 0.46 I 175 49.75

4 50.4 50.5 0.1 I 85 49.95

5 50.14 49.5 −0.64 E 135 50.18

6 49.49 49 −0.49 E 175 50.2

7 47.98 48.5 0.52 E 145 49.82

8 49.21 48 −1.21 E 240 49.9
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6 Conclusion

The implementation of an autonomous RLMS for stabilizing frequency excursions
on an Islanded SMG is proved to be successful and experimentally tested on a
SMGS installed in Renewable Energy Laboratory of Amrita Vishwa
Vidyapeetham, Coimbatore. Penetration of SMGs comprising of DERs and
Renewable energy (RE)sources in the power grid is increasing significantly and
hence an advanced EMS like RLMS is required to ensure reliable grid operation.
The presence of RLMS in a SMG would be acknowledged when many such SMGs
energized by RE sources penetrate the legacy grid and operate in a synchronized
manner which is the key to solve the prevailing energy crisis.
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Design of 4 � 2 Corporate Feed
Microstrip Patch Antenna Using Inset
Feeding Technique with Defective Ground
Plane Structure

Tharian Joseph Pradeep and G. Kalaimagal

Abstract Radar and satellite communication uses X-band antennas. Also, high
gain and minimal size antennas are key requirements to latest wireless and satellite
communication systems. The main parameters or constraints to the design of patch
antennas include length and width of the antenna and substrate thickness and type.
In this paper, the proposed 4 � 2 corporate feed microstrip patch antenna which is
designed to operate at 10 GHz. It was found that the 4 � 2 patch antenna delivers a
higher gain and return loss. The significant reduction in mutual coupling has been
experimented using Defective Ground Plane (DGS). The paper introduces design of
patch feed network using the high frequency structural simulator (HFSS) and the
simulation results were compared with that of 4 � 1 patch antenna. The gain, return
loss, and radiation pattern are analyzed and presented.

Keywords Patch antenna � HFSS �Wireless communication � Radiation pattern �
Gain � DGS

1 Introduction

The antenna is a device that can radiate or receive radio waves [1]. Antennas act as
an interface for electromagnetic energy to propagating between free space and
guided medium. The sudden growth in wireless communication requires antennas
that can receive and transmit. Microstrip antennas are commonly used becoming
increasingly useful because they can be printed straightly on a circuit board. Patch
antenna are low cost have a low profile and are easily fabricated. The fringing fields
around the antenna explains why the microstrip antenna radiates, the center of the
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half wave patch current is maximum and the current is zero at beginning of the
patch. This low current value at the feed explains why the impedance is high when
fed at the end. Patch antennas are most common in mobile communication and
there are several methods are used for improving the antenna gain and size
reduction. The change in the natural environment has no effect on the patch
antenna, because it is independent of rain, snow, etc. An antenna is a device that
converts radio frequency power into electromagnetic radiation.

The fringing field near the surface of the patch antenna are both in the +y di-
rection. So the fringing electric fields add up in phase on the edge of the microstrip
antenna and produce the radiation of microstrip antenna that is equal current but
with opposite direction on the ground plane, which cancels the radiation due to
voltage distribution.

The main drawback of microstrip patch antennas is their inefficiency, narrow
frequency bandwidth, and low gain. To overcome the bandwidth and gain limita-
tions, some techniques are used such as number of antenna elements or feeding
matching networks may be employed. In most application, the microstrip patch
antenna is fed using either inset microstrip line or coaxial probe feed both are direct
contact methods providing high efficiency [2]. This paper analyzes design of
4 � 1-patch and 4 � 2-patch antenna array with corporate feed rectangular
microstrip patch array antenna with inset feed technique. In array, the effect of
mutual coupling will reduce the antenna efficiency for reducing the effect of mutual
coupling single slots is introduced in the ground plane.

1.1 Microstrip Patch Antenna

A Microstrip Patch antennas are fabricated by etching the desired pattern in metal
trace attached to a dielectric substrate. It consists of conducting patch of any planar
or nonplanar geometry on one side of a dielectric substrate with a ground plane on
the other side. The most common geometrical structures for patch antenna are
square, rectangular, circular, triangular, and elliptical. Rectangular geometry are
separable in nature and their analysis is also simple [3]. The basic structure of patch
antenna consists of substrate, ground plane, and metal trace. The input impedance
of the inset fed microstrip patch antenna varies in accordance with the inset distance
Y0 and the inset width [4]. In general, the inset gap and feed line width are set at
least the same as possible [5] this is done for making the resonant resistance and
feedline impedance equal. The principle behind making inset cut in the patch is to
match the impedance of the feed line to the patch so there is no need for any
additional matching element [3]. This is done by properly selecting the location of
inset (Fig. 1).
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2 Methodology

The method is used to excite to radiate direct or indirect contact. There are many
different methods of feeing the most common four methods are microstrip line feed,
coaxial probe, corporate feed, aperture coupling, and proximity coupling [6].

2.1 Microstrip Line Feed

Microstrip line feed is common and easy to fabricate. here a conducting strip is
connected straight to the edge of the Microstrip patch and they can be considered as
extension of patch [7]. The conducting strip width is smaller as compared to the
patch and this kind of feed arrangement has the advantage such as the feed is etched
into the same substrate so that it provides a planar structure. The disadvantage of
this method is that when the substrate thickness increases, surface wave spurious
feed radiation increases that leads to the limitation on the bandwidth (Fig. 2)

Fig. 1 Single element inset feed patch antenna

Fig. 2 Microstrip line feed
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2.2 Microstrip Series Feed

In this technique, the individual patch elements are connected in a series using a
transmission line from, which the desired proportion of RF energy is coupled into
the individual element propagated along the line and its shown in Fig. 3. Here the
input power is feed at the first element. Quarter wavelength transformer method is
used in this method. The feed arrangement is compact so the line losses compared
to this type of array are lower than those of the corporate feed type [8].

2.3 Microstrip Pin Feed

In this method, the coaxial connector is used for feeding the RF power to the patch.
The coaxial connector has an inner conductor and an outer conductor. The inner
conductor is soldered to the metallic patch element, which is drilled through the
substrate plate. The outer conductor is connected to the metallic ground plane. The
main advantage of this feeding technique is that the feed can be placed at any
desired location. It is shown in Fig. 4 [1].

2.4 Microstrip Corporate Feed Network

A corporate feed is most widely used feeding techniques to fabricate the antenna
arrays. In this case, the incident power is equally splitting and distributing to the
individual antenna elements [9]. The corporate feeding technique can provide
power splits of 2k (where k = 2; 4; 8; 16 …). Here, in Fig. 5, the patch elements are
linked together using the quarter wavelength Impedance transformers.

Fig. 3 Microstrip series feed
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3 Design Consideration for Patch Antenna

The parameters considered for the design of a rectangular microstrip patch antennae
are:

1. Resonant frequency of microstrip patch antenna (f0): The antenna has been
designed for the X-band. The resonant frequency of the proposed antenna is
10 GHz.

2. Height of dielectric substrate (h): For designing the microstrip patch antenna to
be used in X-band application, it is essential that the antenna should be light and
compact [10]. Hence, the height of the substrate is chosen as 1.57 mm.

3. Dielectric constant of the substrate (er): The dielectric material chosen for this
design is FR4 substrate which has dielectric constant of 4.4.

Fig. 4 Microstrip pin feed

Fig. 5 4 � 1 corporate feed microstrip array antenna
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By substituting C = 3 � 108 m/s, er = 4.4 and f0 = 10 GHz, the values of
antenna dimensions can be determined.

3.1 Design Procedure

1. Calculating the Width of Antenna (W)

W ¼ C

2f0
ffiffiffiffiffiffiffiffi

er þ 1
2

q ð1Þ

2. Calculation of Effective dielectric constant (eeff )

ereff ¼ er þ 1
2

þ er � 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 12
h
w

r

ð2Þ

3. Calculation of the length extension (DL)

DL ¼ 0:412h
ðereff þ 0:3Þðw=hþ 0:264Þ
ðereff þ 0:258Þðw=hþ 0:8Þ ð3Þ

4. The actual length (L) of patch

L ¼ Leff � 2DL ð4Þ

5. Length extension (DL) of patch

Leff ¼ C
2f0

ffiffiffiffiffiffiffiffi

ereff
p ð5Þ

FR stands for Flame Retardant and it is very commonly available dielectric
substrate in the market and very cheap (Table 1).

Table 1 Patch Dimensions Patch parameters Dimensions

Patch width (W) 9.13 mm

Effective dielectric constant (ɛreff) 5.6755

Effective length (Leff ) 6.296 mm

length extension (DL) 0.65 mm

The actual length (L) 4.996 mm
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4 Simulation Results

The simulation software used to design and simulate the rectangular patch antenna
is HFSS software. 4 � 1 corporate feed antennas and 4 � 2 patch with and without
slot are designed and their parameters are measured and compared.

4.1 4 � 1 Corporate Feed Patch Antenna

Figure 6 shows 4 � 1 corporate feed patch antenna with inset feed technique
simulated using HFSS software. Return loss, radiation pattern, and VSWR mea-
sured using the simulator software is shown below.

(a) Return Loss
The return loss plot for 4 � 1 corporate feed patch antenna is shown in Fig. 7.
In the figure, the return loss obtained at 10.3 GHz is −15.68 dB.

(b) Radiation Pattern
3-D radiation pattern can be obtained using the simulator software. Figure 8
shows that the maximum gain obtained is 4.10 dB.

(c) VSWR
The plot for VSWR is shown in Fig. 9. The figure shows that the VSWR is
1.39 at 10.3 GHz.

Fig. 6 4 � 1 corporate feed patch antenna
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Fig. 7 Return loss of 4 � 1 corporate feed patch antenna

Fig. 8 3-D radiation pattern for 4 � 1 corporate feed patch antenna

Fig. 9 VSWR for 4 � 1 corporate feed patch antenna
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4.2 4 � 2 Corporate Feed Patch Antenna

Figure 10 shows 4 � 2 corporate feed patch antenna model designed using HFSS
software. Return loss, radiation pattern, mutual coupling, and VSWR measured
using the simulator software is shown below.

(a) Return Loss
The return loss plot for 4 � 2 corporate feed patch antenna is shown in Fig. 11.
In the figure, the return loss obtained for S(1, 1) 10.44 GHz is −32.33 dB and
for S(2, 2) 10.44 GHz is −29.56 dB.

(b) Mutual coupling
The mutual coupling between the two antenna arrays obtained using the sim-
ulation software. Figure 12 shows the mutual coupling between S(1, 2) and S(2,
1) obtained at 10.44 GHz is −36.58 dB

Fig. 10 4 � 2 corporate feed patch antenna

Fig. 11 Return loss of 4 � 2 corporate feed patch antenna
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(c) VSWR
The plot for VSWR is 0.41 at 10.44 GHz is shown in Fig. 13.

(d) Radiation Pattern
3-D radiation pattern can be obtained using the simulator software. Figure 14
shows that the maximum gain obtained is 7.89 dB.

4.3 4 � 2 Corporate Feed Patch Antenna with single slot

The slots are added to the 4 � 2 Corporate Feed Patch Antenna to reduce the effect
of mutual coupling. The designed model is shown in Fig. 15. Return loss, radiation
pattern, mutual coupling, and VSWR measured using the simulator software is
shown below.

Fig. 12 Mutual coupling of 4 � 2 corporate feed patch antenna

Fig. 13 VSWR of 4 � 2 corporate feed patch antenna
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(a) Return Loss
The return loss plot for 4 � 2 corporate feed patch antenna is shown in Fig. 16.
In the figure, the return loss obtained for S(1, 1) 10.44 GHz is −37.80 dB and
for S(2, 2) 10.44 GHz is −41.25 dB.

(b) Mutual coupling
The mutual coupling between the two antenna arrays obtained using the sim-
ulation software. Figure 17 shows the mutual coupling between S(1, 2) and S(2,
1) obtained at 10.44 GHz is −35.89 dB.

(c) VSWR
The VSWR obtained using the simulation software is 0.22 at 10.44 GHz.

(d) Radiation Pattern
3-D radiation pattern can be obtained using the simulator software. Figure 18
shows that the maximum gain obtained is 7.82 dB.

Fig. 14 Gain of 4 � 2 corporate feed patch antenna

Fig. 15 4 � 2 corporate feed patch antenna with single slot
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Fig. 17 Mutual coupling of 4 � 2 corporate feed patch antenna with single slot

Fig. 16 Return loss of 4 � 2 corporate feed patch antenna with single slot

Fig. 18 Gain of 4 � 2
corporate feed patch antenna
with single slot
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4.4 4 � 2 Corporate Feed Patch Antenna with Multiple Slot

Additional slots are added to the 4 � 2 corporate feed patch antenna to reduce the
effect of mutual coupling. The designed model is shown in Fig. 19 and the simu-
lator software is shown below.

(a) Return Loss
The return loss plot for 4 � 2 corporate feed patch antenna is shown in Fig. 16.
In the figure, the return loss obtained for S(1, 1) 10.44 GHz is −35.50 dB and
for S(2, 2) 10.44 GHz is −30.46 dB.

(b) Mutual coupling
The mutual coupling between the two antenna arrays obtained using the sim-
ulation software. Figure 17 shows the mutual coupling between S(1, 2) and S(2,
1) obtained at 10.44 GHz is −41.83 dB.

(c) VSWR
The VSWR obtained using the simulation software is 1.03 at 10.44 GHz.

Fig. 19 4 � 2 corporate feed patch antenna with multiple slot

Fig. 20 Return loss of 4 � 2 corporate feed patch antenna with multiple slot
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(d) Radiation Pattern
3-D radiation pattern can be obtained using the simulator software. Figure 18
shows that the maximum gain obtained is 7.57 dB (Figs. 20, 21 and 22;
Table 2).

Fig. 21 Mutual coupling of 4 � 2 corporate feed patch antenna with multiple slot

Fig. 22 VSWR of 4 � 2 corporate feed patch antenna with multiple slot

Table 2 Patch antenna comparison of with and without slot

Substrate Return loss dB Mutual coupling dB VSWR Gain dB

S(1, 1) S(2, 2)

FR4 −32.33 −29.56 −36.56 1.39 7.89

FR4 (single slot) −37.80 −41.25 −35.89 0.22 7.82

FR4 (multi slot) −35.50 −30.46 −41.83 1.03 7.57
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5 Conclusion

The 4 � 2 corporate feed microstrip patch antenna designed and their performance
and characteristic are analyzed by using High Frequency Structure Simulator
(HFSS) software for X-band application. The propose design achieves center fre-
quency at 10.44 GHz. The results for return loss and mutual coupling for rectan-
gular microstrip patch antenna with and without slot are analyzed and the results
have been presented in this paper
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Synergistic Fibroblast Optimization

P. Subashini, T.T. Dhivyaprabha and M. Krishnaveni

Abstract Movement is the main characteristic of living species and is the major
source of biologically inspired computational systems. The migration of cell
organism can take the form of either movement of cells or movement within cells,
and it is also capable of changing the shape as a result of reversible or irreversible
contraction. This paper simulates synergistic fibroblast optimization (SFO), a
multi-agent heuristic technique that models the migration and methodical behavior
of the fibroblast. The proposed SFO technique exhibits the role of fibroblast in
dermal wound healing process, by migrating the individual cell through the con-
nective tissue, and synthesizes the collagen in the extracellular matrix for the new
tissue formation during wound healing. Compared to the related technique particle
swarm optimization (PSO), SFO produces better results in terms of both accuracy
and performance. An analysis of the proposed algorithm indicates that the two most
important factors contributing to SFO effectiveness are fibroblast collaborative
nature and goal-oriented feature. The results suggest that SFO is a promising new
optimization technique, which may be particularly applicable to find optimal
maxima or minima, among the candidate solutions in the nonlinear complicated
optimization problem.
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1 Introduction

Evolutionary computation algorithms are developed, based on the characteristics of
natural phenomena, including foraging behavior, evolution, cell and molecular
phenomena, cognition and neurosystems, alignment phenomena in microscopes,
nonbiological systems and geoscience-based techniques [1]. Since 1970s, meta-
heuristic algorithms are continuously evolved to find an efficient optimization
approach in order to solve complex problems effectively [2]. Optimization prob-
lems are common to which there is always a requisite to find solutions which are
optimal or near-optimal. There are different techniques to estimate the intractable
optimization problems and one such type is the model based on behavior of natural
systems [3]. Although all the heuristic algorithms have different inspirational
sources, the objective of them is to find the optimum. The aim of the proposed work
is to introduce a simulated algorithm Synergistic Fibroblast Optimization
(SFO) model that exhibits the behavior of the fibroblast organism. Various char-
acteristics of fibroblast include differentiation, proliferation, inflammation, migra-
tion, reorientation, alignment, ECM synthesis, collaborative, goal-oriented,
interaction, regeneration, self-adaptation and evolution, inspired to design and
develop a Synergistic Fibroblast Optimization (SFO) algorithm. The goal of this
algorithm is to find minima or maxima optimum in order to solve nonlinear
complex problems.

Fibroblast is a kind of cellular organism which is able to migrate from one
location to another in the wounded region [4]. It is an ubiquitous stromal cell which
is found in most of the mammalian connective tissue and it plays a significant role
in the wound healing process. When the skin gets injured, white blood cells occupy
the wounded region for blood clotting, which includes various process such as
inflammation, formation of tissue, angiogenesis, contraction of tissue, and tissue
remodeling. The crucial part in the inflammation event is the interaction of
fibroblast cells through the extracellular matrix [ECM]. Trajectories of individual
fibroblast are determined as they migrate toward the wounded region under the
combined influence of fibrin/collagen alignment and gradients in a paracrine chemo
attractant produced by leukocytes [4, 5]. The effect of collagen alignment is
influenced by a number of parameters such as fibroblast concentration, cellular
speed, fibroblast sensitivity to chemoattractant concentration and chemoattractant
diffusion coefficient. The interaction of cells depends on the density of the popu-
lation increase to include the effect of crowding [6]. The self-organization and
co-operative behavior of fibroblast to resolve injury is greatly associated with
evolutionary algorithm strategy to discover the optimal solution in the problem
space. The paper is structured in the following way: Sect. 1 provides a brief
introduction of biological phenomena of fibroblast. Statistical model of fibroblast is
discussed in Sect. 2. Section 3 describes the computational model of fibroblast.
Section 4 explains the SFO implementation. The experimental results are assessed
and conversed in Sect. 5, and Sect. 6 draws the conclusion of the work.
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2 Statistical Model of the Fibroblast Behavior

In a mathematical model, collagen matrix is represented as continuum values c(t, h)
and the cells as discrete entities f(t, h), respectively, where t denotes time and h
symbolizes angular orientation [7, 8]. The cell paths are denoted by fi(t), where
i represents the particular fibroblast cell. The collagen matrix is denoted by c(x, t),
where x represents the Cartesian co-ordinates of a point in the plane. The vector
c has unit length and their direction (h) indicates the predominant orientation of the
collagen matrix at the spatial location [6].

The mathematical model of cell motion and position is represented in Eqs. (1)
and (2):

vi tð Þ ¼ 1� qð Þc f i tð Þ� �þ q
f i t � sð Þ
f i t � sð Þk k ð1Þ

df iðtÞ
dt

� f i tð Þ ¼ s
viðtÞ
viðtÞk k ð2Þ

where

vi(t) = velocity of ith at time t
s = cell speed
q = diffusion coefficient
s = time lag
fi = ith fibroblast cell.

The cell determines the moving direction, based on the fibrin deposition, found
in the injured region [6]. It is calculated by a weighted average of their previous
direction of motion, and the direction of collagen matrix at their current location is
given in Eq. (3):

f x; tð Þ ¼
XN
i¼0

wi x; tð Þ f i t � sð Þ0
f i t � sð Þ0�� �� ð3Þ

where s is a time lag, N is the total number of cells, and L is the length of moving
fibroblast with typical range of values of the order 100 µm. The weight function,
used in Eq. (4), is defined by

wi x; tð Þ ¼ a1a2; aj ¼ max 1�
f iðtÞj � xj
���

���
L

; 0

8<
:

9=
; ð4Þ
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where

x = (x1, x2) = previous and current location of ith cell at time t.
L = 10 µm.

The rate of change of collagen orientation in the direction of motion h is
described by Eq. (5):

dhðtÞ
dt

¼ j fk k sin /� hð Þ ð5Þ

where

h is the angle of collagen direction.
/(x, t) is the angle of fibroblast located in a position x at time t.

When the difference between angular orientation of collagen deposition and cell
alignment is small, the speed at which variable change during a specific interval of
time is minimum. On the other hand, when the direction followed by cell formation
is orthogonal, the probability of variable change attained is maximum. In addition,
it is periodic, so that, when fibrin and cells are oriented either in the same direction
or 180° apart, the fibrin does not change the direction [9, 6].

Interaction of fibroblasts with collagen and fibrin proteins can be performed in
two ways. First, the cell reorients collagen but not fibrin and the cell moves faster in
fibrin. The cells produce collagen at a constant rate and degrade fibrin at a rate
proportional to the amount of collagen produced in the extracellular matrix. It
degrades fibrin at a rate proportional to the amount present [6].

The equations determining collagen and fibrin proteins density are given by (6)
and (7):

d ck k
dt

¼ pc � dc ck kð Þ
XM
i¼1

w f i � x
� � ð6Þ

d bk k
dt

¼ �db bk kð Þ
XM
i¼1

w f i � x
� � ð7Þ

where

pc, dc, and db are positive constants.
c, b = collagen and fibrin protein densities.
fi = ith fibroblast cell.
x = position of a cell.
w = mean weight of n cells.
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3 Synergistic Fibroblast Optimization (SFO) Algorithm

Fibroblast-based Optimization Algorithm imitates the migration characteristics of
fibroblast to replace fibrin protein with collagen matrix in the wounded region. SFO
algorithm is applied to solve nonlinear complex problem, to find the optimal
(minima or maxima) solution, which is problem dependent on the n-dimensional
problem space. The movement of fibroblast, by the normal tissue secreted by the
collagen protein to the wounded region, determines the new tissue formation. The
original process for implementing SFO is given in the algorithm below:

Step 1: Initialize the population of fibroblast cells fi, i = 1, 2, …, n; with randomly
generated position (xi), velocity (vi), and collagen deposition (ecm) in n-dimen-
sional problem space. Define the parameter values of cell speed (s) and diffusion
coefficient (q).
Step 2: Repeat
Evaluate the individual fibroblast using fitness function F(fi) in n variables for
n times.
Step 3: The reorientation of cell can be performed to find optima (maxima or
minima) in the evolutionary region.
Step 4: Update the velocity (vi) and position (xi) of a cell using the following
Eqs. (8) and (9):

viðtþ 1Þ ¼ vi tð Þþ 1� qð Þc f i tð Þ; t� �þ q � f iðt � sÞ
f iðt � sÞk k ð8Þ

where

t = current time;
s = time lag;
vi = velocity of ith cell;
q = 0.5.

xiðtþ 1Þ ¼ xi tð Þþ s � viðtÞ
viðtÞk k ð9Þ

where
s ¼ s

kroL
, kro ¼ 103 µ/min, L = cell length;

Step 5: Remodeling of collagen deposition (ci) can be synthesized in the extra-
cellular matrix (ecm).
Until the predetermined conditions/maximum iterations is met.

Figure 1 depicts the core idea underlying in this technique that is given a
population of fibroblasts, it stochastically choses collagen for the survival of fitness
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measure. Based on the fittest solution, few of the better candidate solutions are
selected to seed the next generation population by applying both synthesis of
extracellular matrix and remodeling of collagen orientation. This process can be
repeated until a best solution is found or predefined time limit is reached.

4 SFO Implementation

To examine the efficiency of the simulated fibroblast optimization model described
in this paper, an SFO algorithm was implemented as a computer program. Here, the
cells are considered as a number of simple entities placed in the search space of
complex problem or function, and each cell evaluates using the objective function

Fig. 1 Architecture of SFO algorithm
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in the search space. Each cell then determines its movement through the search
space using the knowledge of previous position with some random perturbations.
The next iteration takes place after all cells have been moved. Eventually, fibroblast
as a whole, like the population of cell survival for wound healing, is likely to
migrate close to an optimum solution by quantifying the fitness function. Each
individual present in the cellular population is composed of two n-dimensional
vectors, where n is the dimensionality, xi denotes the position and vi represent
velocity of ith cell. For every iteration, of the algorithm, the group of cells that
deposit collagen is evaluated as a problem solution. If that collagen deposition is
better than any that has been found so far, then the co-ordinates are stored in the
vector (ci). The value of the fittest function result achieved so far is stored in a
variable that can be called cbest, is compared with pre-iteration value for every time
in order to yield qualitative solution. The objective of cell is that it moves to a better
position and improves its acceleration by updating position (xi) and velocity (vi)
equations to find the global optimal (minima or maxima) solution which is problem
dependent. Cells moved to new positions are determined by adding (vi) co-ordinates
to (xi), and the algorithm executes with the synthesis of collagen repository
extracellular matrix (ecm).

5 Experiments and Observations

In order to investigate the effectiveness of the simulated Synergistic Fibroblast
Optimization Algorithm (SFO), it is implemented using Java programming lan-
guage. The characteristics of sphere test function such as continuous, unimodal,
differentiable, separable and scalable, which are well suited for the natural behavior
of fibroblast survival for the fitness solution are observed [10]. Figure 2 depicts the
sphere function of SFO in ten dimensions; f xð Þ ¼ x21 þ x22 þ x23 þ x24 þ
x25 þ x26 þ x27 þ x28 þ x29 þ x210; the mathematical representation of sphere function is
defined as Eq. (10):

Fig. 2 Sphere function of SFO implementation
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f xð Þ ¼
XD
i¼1

x2i ð10Þ

Since SFO algorithm is a multi-agent optimization technique, in addition to
implementing a simulated fibroblast object, it must apply a set of simulated
fibroblasts along with definite control variables. The control variables consist of the
population of simulated fibroblasts to use, dimensionality of the problem domain,
initialization of position and velocity with random generations and parameters
include cell speed and diffusion coefficient which control the cell movement and
prevent from deviating in the search space. The fitness evaluation of SFO algorithm
is executed, with the condition that, either maximum number of iterations or pre-
determined criteria is to be met. The global optimal solution, found by any
fibroblast in the entire population in most situations, is returned as the best solution
to the target minimization problem.

The proposed work is implemented to solve error minimization problem [11]
using mean squared error metric with respect to unknown parameter ĥ. The
mathematical equation of Mean Squared Error [MSE] [12] is represented as
Eq. (11):

MSE ¼ E ĥ� h
h i2

ð11Þ

The experimental results of SFO and classical PSO algorithm, based on MSE
metric, are given in Table 1. The two primary independent variables are the amount
of collagen deposition found in the extracellular matrix (N) and the maximum
number of iterations (t). It is inferred that when the number of candidate solution
gets increased in the problem space, the probability of finding the optimal solution
is ultimately improved in SFO than the classical PSO algorithm. It reveals that the
interaction among the cells is steadily improving when the function is optimized.
When the number of iterations and ecm population size gets increased, SFO
algorithm gets initially stuck to give worse result while changing the environment.
But the self-adaptation characteristics of cell enables it to learn and fit into the
evolutionary space in the later stage. There are two main dependent measures to
assess the performance of the compared optimization algorithms [13]. First is the
optimal result obtained after the fixed number of iterations (1000). Second, the
predetermined criterion set to get optimal value (0.02) is achieved by 5000 itera-
tions. It describes the error as measured by the sum of squared differences between
the best solution found and the optimal solution of {0.0, 0.0, 0.0, 0.0} [11]. The
proposed work is tested and compared with a classical PSO algorithm, to examine
the accuracy. The solution for N = 20 in 5000 iterations is comparable or slightly
worse for SFO algorithm. The results suggest that solution obtained by SFO is an
effective optimization approach to find the optimal (minima or maxima) solution
which is problem dependent.
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6 Conclusions

Many nature-inspired computing algorithms already exist to solve nonlinear com-
plicated problems. But the complexity of the problem is dynamically increased, due
to many factors, such as fitness function is noisy, design variables and parameters
alter against environmental change, the solutions obtained by the optimization
problem modifies over time. In this paper, a novel synergistic fibroblast opti-
mization (SFO) is introduced to which the results and experimental data is limited
in scope. In order to determine which features of SFO are the most significant in
producing its apparent effectiveness, different combinations of components of the
algorithm were disabled, and the algorithm was executed against the sphere func-
tion. The results suggested that both collaborative nature and self-adaptation
characteristic are key factors in SFO accuracy when compared to PSO. It is also
identified that SFO appeared most sensitive when the collagen density gets
increased in extracellular matrix (ecm) that replicate in the ignition of the process.
The proposed work suggests that SFO is a multi-agent technique pertinent to dis-
tribute data in a natural way, and it may be particularly well suited to analyze and
solve potential complex problems. Areas of future research in SFO include the
investigation factors such as incorporating the apoptosis process and cell regener-
ation characteristics of fibroblast cellular organisms.

Table 1 Comparative analysis of error minimization problem

Population
Size

1000 iterations 5000 iterations

Classical
PSO

MSE Proposed
SFO

MSE Classical
PSO

MSE Proposed
SFO

MSE

N = 10 0.09 0.0081 0.02 0.0004 0.05 0.0025 0.02 0.0004

N = 20 0.07 0.0049 0.03 0.0009 0.01 0.0001 0.06 0.0036

N = 30 0.09 0.0081 0.02 0.0004 0.26 0.0676 0.07 0.0049

N = 40 0.25 0.0625 0.03 0.0009 0.27 0.0729 0.08 0.0064

N = 50 0.4 0.16 0.06 0.0036 0.11 0.0121 0.02 0.0004

N = 60 0.59 0.3481 0.09 0.0081 0.37 0.1369 0.13 0.0169

N = 70 0.16 0.0256 0.18 0.0324 0.45 0.2025 0.04 0.0016

N = 80 0.17 0.0289 0.07 0.0049 0.71 0.5041 0.07 0.0049

N = 90 0.14 0.0196 0.09 0.0081 0.85 0.7225 0.03 0.0009

N = 100 0.37 0.1369 0.23 0.0529 0.88 0.7744 0.06 0.0036

The experimental results of MSE obtained by classical PSO and the proposed SFO algorithm shown in
Table 1 illustrated that the stochastic process of SFO algorithm has the capability to solve error
minimization problem and it produces promising results than classical PSO algorithm. When the
population size has been increased in the evolutionary space, the interaction among the swarm is
improved that enables to achieve optimum solution. It is confirmed that the self-adaptation behaviour of
SFO can resolve the diverse sort of optimization problem
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Evolvable Hardware Architecture Using
Genetic Algorithm for Distributed
Arithmetic FIR Filter

K. Krishnaveni, C. Ranjith and S.P. Joy Vasantha Rani

Abstract The aim of the paper is to design evolvable hardware (EHW) architecture
for Finite Impulse Response Filter using Genetic Algorithm. Evolvable hardware
refers to hardware that can change its behaviour (parameters such as coefficients)
according to the changes in its environment. To update the filter coefficients
adaptively, genetic algorithm was used. The proposed filter architecture was
implemented with Xilinx Spartan 6 FPGA (XC6SLX45-CSG324) Trainer Kit.
Hardware design was synthesized using the EDK (Embedded Development Kit)
platform and the genetic algorithm was implemented in SDK (Software
Development Kit) of Xilinx Platform Studio tool (XPS) 14.6.

Keywords Evolvable hardware � Genetic algorithm � FIR filter � Distributed
arithmetic � FPGA � VLSI

1 Introduction

The evolvable hardware is a method of designing circuits based on the reconfig-
urable structures. Evolvable hardware uses the evolutionary algorithms (EA) to
design the circuits without manual engineering [1]. Evolvable hardware can change
its architecture and behaviour dynamically and autonomously according to its
changes in environment [2]. The evolvable hardware design deals with the design
of circuit based on the evolutionary techniques. The circuit design using this
techniques use the mathematical model either of reconfigurable structure or of
system with variable parameters. These techniques are used to find new and
innovative solution to the circuits. Then the resulting circuit can be implemented as
real hardware [3].
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The search for the suitable configuration of the evolvable structures is entirely
guaranteed, by using the EA [4]. In this paper, genetic algorithm (GA) is used as the
evolutionary algorithm and the programmable devices are preferably field pro-
grammable gate array (FPGA) [5]. The configuration bits for FPGA are the chro-
mosomes of the GA. The evolvable finite impulse response (FIR) filter acts as the
backbone of adaptive noise cancellation.

Genetic Algorithm is the adaptive algorithm used to update the FIR filter
coefficients. Thus implementing evolvable FIR filters using GA for noise cancel-
lation and thereby extracting the original signal. The FIR filter was designed using
distributed arithmetic (DA) method using VHDL [6]. For this filter design the
optimal coefficients are generated using GA.

In this paper, the GA operations are performed on the soft core Micro Blaze
processor of the Spartan 6 FPGA for finding the fittest chromosome by configuring
the FPGA to design an optimized system. The Micro Blaze is a 32 bit soft core
processor provided as an intellectual property (IP) core by the Xilinx vendor [7].

The rest of the paper is organized as follows. Section 2 discusses the proposed
system architecture of the evolvable hardware architecture of FIR filter. Section 3
describes the implementation of the GA for EHW of FIR filter. Results are dis-
cussed in the Sect. 4. Then the conclusions are given in Sect. 5.

2 Proposed System Architecture

The block diagram of the evolvable system is shown in Fig. 1. The FIR filter
implemented in VHDL is added as an IP core and is integrated with GA written in
C which is operated on Micro Blaze processor of FPGA. The FIR filter is designed
using DA method. The evolvable system is used for changing the behaviour of the
filter. The GA finds the fittest configuration bits (coefficients) for the FIR filter [6].

This GA program is imported into Micro Blaze soft core processor and the
generations with their fitness values are displayed on the console window of the
software development kit(SDK) using the UART peripheral [5].

2.1 FIR Filter

Digital filter consists of interconnection of filter taps connected in certain topology
which operates on discrete-time signals. Each tap holds a filter co-efficient. FIR
filter output is computed as a weighted sum (finite) of the past, present and perhaps
future values of the filter input. FIR filter is chosen for this work because it has
more stability and reliability. It can be used for the study of the effects of evolution
on adaptability.
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FIR filter is described by equation,

y ¼
Xn�1

k¼0

hxxn�k; ð1Þ

where x is the input signal, y is filter output, k is the number of co-efficients of the
filter, h is filter coefficient, n is number of taps.

The transpose form of FIR filter topology is shown in Fig. 2. This filter structure
is designed using DA method. Distributed arithmetic is the extension of multiply
and accumulate unit (MAC). It is the efficient method for calculating the inner
product or sum of products and accumulates to the filter output [8].

Embedded 
Development 
Kit

Spartan 6 
FPGA 
Board 

HW development flow

Run DRCs

Generate Net list

Generate Bit stream

Download to FPGA

Micro 
Blaze

FIR IP
CORE

UART DDR2 
memory

SW development flow

Genetic algorithm
(C code)

Compiler/Linker

Simulator 

Download to FPGA

Object code

CPU code in DDR2 
memory

Fig. 1 Block diagram of evolvable hardware architecture. DRC Design Rule Check; SW
Software; HW Hardware

x(n)

+Z-1 Z-1 Z-1
+ +

h(M-1) h(M-2) h(0)

y(n)

….

Fig. 2 Transpose form FIR Filter
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The xk value in the Eq. (1) be a N-bits scaled two’s complement number

xkj j\1

xk : bk0; bk1; bk2. . .; bkðN�1Þ
� �

;

where bk0 is the sign bit
We can express xk as

xk ¼ �bk0 þ
XN�1

n¼1

bkn2�n ð2Þ

by substituting xk in Eq (1),
Therefore,

y ¼ �
XK

k¼1

bk0 � hkð Þþ
XK

k¼1

XN�1

n¼1

hk � bknð Þ2�n ð3Þ

y ¼ �
XK

k¼1

ðbk0ð Þ � hkÞþ
XN�1

n¼1

hk � b1n þ hk � b2n þ � � � þ hk � b2n½ �2�n ð4Þ

Equation (4) is the final equation of the DA.

XK

k¼1

hkbkn ð5Þ

Equation (5), can be pre-calculated for all possible values of b1n, b2n … bKn.
These values are stored using a look-up table of 2K words addressed by K-bits.

The Distributed arithmetic FIR filter structure is shown in Fig. 3. Carry save
accumulation is used for shift accumulation process [9].

B-bit

B-bit input signal from 
LSB to MSB

Partial product

B-bit

LUT 
(ROM)

P2S

SR 1
Shift accumula-

tor

SR N

Output 
signal

Fig. 3 Distributed arithmetic FIR filter structure. P2S parallel to serial converter, SR shift register,
LUT look-up table
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Adaptive Filter. Adaptive filters are self-designing using recursive algorithm
and used where knowledge of environment is not available. Adaptive filters are
used for noise cancellation application. Adaptive noise cancellation, is used to filter
out an interference component by identifying a linear model between measurable
noise source and the corresponding immeasurable. Figure 4 shows the adaptive
noise cancellation system. The GA used as the adaptive algorithm [10].

2.2 Genetic Algorithm

Genetic algorithm (GA) is a particular class of EA, categorized as global search
heuristics. GAs is heuristic search algorithms based on the mechanism of natural
selection and genetics. The general flow of GA is shown in Fig. 5. Each individual
in the population is called a chromosome (or individual), representing a solution to
the problem. Chromosome is a string of symbols either it can be a binary or
real-valued bit string [11].

The chromosomes evolve through successive iterations called generations.
During each generation, the chromosomes are evaluated, using some measures of
fitness. The next generation is created by, new chromosomes, called offspring, are
formed by crossover, mutation operators [3]. Then new generation is formed by
using selection operation, based on the fitness values. Fittest chromosomes have the
highest probabilities of being selected. GAs converges to the best chromosome
which represents the optimal solution to the problem after several generations. GA
requires the following, a genetic representation of the solution and a fitness function

d(n)+r(n)

Y(n)
r’(n)

e(n)

Adaptive 
Filter 

Adaptive 
algorithm 

+

Fig. 4 Adaptive noise
cancellation. Where d(n) + r
(n) = noisy input; r
(n) = noise; d(n) = original
signal; r′(n) = reference
noise; y(n) = filter output; e
(n) = error signal

Choose initial population
Evaluate each individual’s fitness
Repeat
Select best-ranking individuals to reproduce
Mate the pairs at random
Apply crossover operator
Apply mutation operator
Determine the population’s average fitness until termination condition 
(until one individual has the optimal desired fitness or number of gen-
erations has passed)

Fig. 5 Pseudo code for GA
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to evaluate the solution. The genetic operators are selection, crossover, Mutation are
used for creating new generation of solutions according to the fitness function.

Selection. Selection method is used for finding two (or more) individuals for
crossover. The selection is the degree to which the better individuals are favoured:
the higher the selection pressure, the more the better individuals are favoured. The
selection strategies are Roulette wheel selection, Tournament selection, Truncation
selection, Ranking and Scaling, Sharing selection.

Roulette wheel selection determines the selection probability or survival prob-
ability for each chromosome proportional to the fitness value. The Selection
probability Pselect of each chromosome is calculated by:

pðxÞselect ¼
JðxÞP

J
; ð6Þ

where J(X) is the fitness score of the chromosome X1, X2, X3 … Xn and J is the
sum of all fitness scores in the population.

Crossover. Crossover is an artificial mating in which chromosomes from two
individuals are combined to form chromosome for next generation. Crossover is
performed by splicing two chromosomes from two different individuals (solutions)
at a crossover point and swapping the corresponding spliced parts. This process will
provide a better solution represented by the new chromosome.

Crossover types are single point crossover, two point crossover, and uniform
crossover. Single point crossover is shown in Table 1. In single point crossover on
both parents’ organism strings is selected. All bits after that point in either organism
string is swapped between the two parent organisms. Crossover probability decides
how often crossover will be performed. The crossover probability Pc has to be
always high which will guarantee rapid search for the solution.

Mutation. Mutation is a random adjustment in the genetic composition. The
mutation operator changes the current value of a gene to a different one. For bit
string chromosome this change amounts to flipping a 0 bit to a1 or vice versa.
Table 2 shows an example for random mutation. Mutation probability refers how
often parts of chromosome will be mutated. Mutation generally prevents the GA
from falling into local extremes.

Table 1 Single-point
crossover

Parent A 11001|001

Parent B 11011|101

Offspring A 11001|101

Offspring B 11011|001

Table 2 Random Mutation Chromosome after crossover 11011001

Chromosome after mutation 11111011
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3 Implementation

This section explains about the implementation of evolvable system design.
A hardware platform was developed using Xilinx platform Studio tool with the
available library components, such as Micro Blaze processor [12], UART
(Universal Asynchronous Receiver Transmitter), DDR2 (Double data rate syn-
chronous dynamic random access memory). The UART and DDR2 components are
interface with Micro Blaze processor using a common clock module. This hardware
design is done using embedded development kit (EDK) platform [9].

Now, the FIR filter structure using DA method implemented in VHDL is
imported as an IP core in the above hardware platform and is interfaced with the
Micro Blaze processor. The GA is implemented in the SDK platform. Then an
embedded system is formed by integrating the SDK platform with the hardware
platform implemented in EDK. The GA is coded using C language. The specifi-
cations of GA:

Selection method: Roulette wheel selection in which each individual gets a slice of
the wheel, but more fit ones get larger slices than less fit ones.
Crossover: Single point crossover.
Probability of crossover: 70%
Mutation: Random mutation
Probability of Mutation: 0.5%
Population size: 4(number of coefficients)
No. of iteration: 1000(maximum)

The FIR filter specifications: The cut-off frequency of the filter was set to
0.5 kHz and the filter order 3 with 4 filter coefficients. The reason for the number of
coefficients was chosen small is mainly reduces the computation of the code.

4 Results and Discussions

The performance results of the proposed evolvable hardware architecture were
compared with Matlab results. The hardware platform was designed using XPS tool
and the GA was implemented using the SDK platform of the Xilinx Spartan 6
FPGA. Then this design was fused to the FPGA Kit and the terminal of the SDK
platform was connected to PC through serial communication port UART.

The Fig. 6 shows the implementation of GA configuration in SDK platform in
FPGA Spartan 6 Trainer Kit. The final set of normalized coefficients was displayed
on the console window of the SDK platform through the use of UART peripheral.

The Fig. 7 shows the original signal with frequency of 100 kHz and the sam-
pling frequency is set to 300 kHz. 100 number of samples was taken for simulation
(Iterations). The original signal is corrupted by white noise with variance r2 = 0.5.
The sinusoidal signal with additive white noise is illustrated in Fig. 8.
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The aim of the simulation was the mean square error minimisation. Figure 9
shows the enhanced signal for the crossover probability of 0.7 and mutation
probability of 0.005 of GA [13]. The better results are achieved by a crossover
probability of range between 0.65 and 0.9. So crossover probability of 0.7 was
considered. Similarly for mutation rate the range was 0.5–1%. So Mutation prob-
ability of 0.5% was considered.

The error was reduced significantly and reaches the global optimum value after
80th generation. The final set coefficients from GA were (0.0075, 0.0021, 0.0021

Fig. 6 SDK Platform for GA configuration

Fig. 7 Original signal
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and 0.0071). It can be observed that the filter output gradually gets closer to the
original signal after 80th generation.

5 Conclusion

The use of adaptive algorithm for noise cancellation has been presented in this
paper by using the method of updating the coefficients of FIR Filter (Evolvable
Filter) using GA. The design of the FIR IP Core in VHDL was done and the
coefficients were updated using GA (implemented in C) in FPGA. This paper also

Fig. 8 Original signal and original signal + noise

Fig. 9 Signal and enhanced signal by genetic algorithm
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describes the importance of crossover probability, mutation probability of GA
program. Thus, it may be concluded that GAs are feasible and better practical
approach for adaptive filtering.
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Dynamic Auditing and Deduplication
with Secure Data Deletion in Cloud

N. Dinesh and I. Juvanna

Abstract As cloud computing technology becomes the major storage and sharing
of data in Internet era, outsourcing cloud server for storing data becomes the latest
trend. All small business and major social networking sites rely on cloud storage for
dynamic data storage. Storing and maintaining cloud data are not easy, it require
lots of effort and space to manage cloud data. Since the cloud is accessible by
everyone connected in the network the security risk of cloud data is also high. To
improve the cloud storage and make the storage more effective we are imple-
menting the audit function in cloud data to reduce the duplication of data in cloud
storage. This audit is done using file id and hash key generated for every file during
the time of uploading. Proof of Ownership is used to track the owner of the files
uploaded. Clustering of user data is included to monitor user file and improve
service to the user for that particular type of file. To avoid data remanence attack in
the cloud data, we are implementing a secure data deletion scheme which required
key to delete the files which cannot be recovered during the attack.

Keywords Deduplication � Auditing � K-means clustering � Cloud storage �
Encryption � Data remanence

1 Introduction

Cloud storage is an important data storage in Internet era where the data are stored
in a virtual environment. Since the maintenance of cloud storage needs lot of money
and work to manage the system, this is maintained by third parties. The storage is
complex in all types of cloud. Using cloud storage instead of centralized system
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leads to easy access of data. Cloud data can be accessed from anywhere which
allows maximum availability of data for the user.

The growth of social networks and smart devices was highly supported by the
cloud system. Since social networks provide more features to share data among
multiple users the duplicate data linked between every user will increase gradually.
To avoid inefficient utilization of cloud storage deduplication of data is used to
improve the storage. The data handled by today’s cloud increasing day by day with
large quantity. In coming years, this rate of cloud data will increase in large scale in
an unexpected manner. A study on digital data by EMC shows that 75% of digital
data are duplicate copies. Major cloud service providers provide features to remove
the duplicate data in the cloud storage which improve the cloud efficiency and
reduce storage cost for the user. This also makes the maintenance process easier for
the service provider.

Storing data in the cloud is an easy task, but handling the data and storage in the
cloud is much demanding task to attain. Some of the major challenge cloud storage
face today is integrity auditing, deduplication and deleting the data in a secure way
to avoid security flaws in the existing cloud storage deletion. Since the cloud is
accessible by a large number of clients at a time, the number of file uploaded in
cloud is also high comparing to previous storage system. This will create extra load
for the cloud server. The domain used for storing data in the cloud is not under user
control; it depends on the cloud service provider. After storing the data in the cloud
the responsibility of the data owner become less and the owner need to depends on
the service provider for the security and privacy of data. This raises the data
integrity and security threat in both internal and external cloud users on cloud data.
In some case cloud, service provider may clear the long time unaccessed data in
cloud to improve the storage. In order to save money and space service provider
follows such activities, even though this violates user data privacy. Keeping the
large volume of data in cloud to outsource the integrity of the files cannot be
verified by the client even though he needs it. Here, the client needs to fully depend
on the cloud service provider which works only on trust-based understanding
between client and service provider which is not reliable.

Increase in usage of cloud leads to new problem for service provider to maintain
cloud data. The challenging problem is reducing duplicate data in cloud due to vast
spread of cloud the duplicate data availability cannot be avoided without proper
system. Deduplication is the effective approach used to avoid duplicate data in
cloud server. Deduplication is done by keeping only one copy (or block) for every
client and provides pointers for all clients who own the file. Unfortunately, dedu-
plication leads to some security threat, for example a service provider telling a client
about the availability of existing data reveals that some other client has the same file
which leaks the data privacy and lead to loss of secure data. Since the client owned
file is not involved based on a static short value.

Now cloud data can be removed by service provider after a period of time.
Sometimes, this data is valuable for the user which is removed by the service
provider without proper verification by the user. For example, the data in social
network and cloud storage is removed by the service provider after a period of no
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access by the user this leads to loss of data to client. Data cleared from cloud also
face attack from the hackers. This cleared data may contain sensitive information of
the user. Data cleared from the cloud can be obtained by hackers using data
remanence attack which recovers deleted files from the cloud system.

This paper aiming to achieve data integrity, dedupication, clustering, and secure
data deletion in cloud.

Auditing using mapreduce cloud helps to generate data tags while uploading.
Data tags can be used to ensure the integrity of data stored in cloud. This reduces
the work of auditing in existing system. Security in this system prevent leakage of
side channel information, proof of ownership [1] protocol is used between client
and cloud service provider. This ensure client that they own the target data.

The rest of the page contains explained as follows: Sect. 2 explains the related
work of secure auditing and deduplication with secure measures for preventing data
remanence. Section 3 describes the preliminary work related to the project work.
Section 4 introduces the proposed system on deduplication and secure deletion and
Sect. 5 shows the performance evaluation of the system with comparing to existing
system. In Sect. 6, detail of future enhancement and conclusion is explained.

2 Related Works

This section explains the auditing, deduplication, and secure file deletion in the
cloud, respectively.

2.1 Secure Auditing

Provable data possession (PDP) [2] was first approached by Ateniese which ensures
the cloud server that possess the file without holding the entire file. Meta data is
analyzed to check the integrity of the data. To reduce the client side load proxy PDP
is introduced by Zhu et al. [3] in public cloud, to ensure the retrievability of stored
files in cloud proof of retrievability (POR). POR [4] possess the stored file in cloud
and also assure file recovery from service provider. An improved work in new
cloud architecture by Li et al. with two cloud server to perform integrity auditing
prevent client load.

2.2 Deduplication

Deduplication is a technique used to improve the cloud storage in case of storage
efficiency and cost-effective system. This allows the user to store only one copy of
file in the system and avoid storing same file multiple time. Avoiding duplicated
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causes some data issues in database, for example, when removing duplicate data;
the availability of data for the users will be reduced and this issue can be overcome
by VMCloning introduced by Diego Perez-Botero. Another issue on deduplication
is when a user tries to upload existing file in cloud, the server will not accept the file
to be stored and with this it is understood that the same file is available and used by
some other user and in some case it may be a sensitive data. This leads to leakage of
side channel information which can be avoided by applying proof of ownership
approached by Halevi et al. [6] holds the detail of the file client who holds the data.
Cryptographic approach of convergent encryption is used to ensure data privacy in
deduplication. Keelveedhi et al. introduced DupLess system in which file-based key
to perform secure deduplication. The integrity of the system is maintained by the
data id generated during the time of upload and the data encryption.

2.3 Clustering

Cloud storage comes up with huge volume and variety of data storage. Without
proper storage structure the maintenance of such a huge volume data become hard.
Clustering of data will make the process easy and effective to maintain the data in
cloud storage. One of the most successful clustering algorithms used for effec-
tiveness is K-Means algorithm which makes the clustering process more easy and
effective for large volume of data.

2.4 Secure Data Deletion

Clearing data from cloud enables attackers to recover the cleared files with forensic
analysis for deleted files. This attack in cloud data is common in recent days to
retrieve the cleared files. Data remanence is the active attack which allows the
attacker to recover the deleted files and access the confidential data from the
retrieved file. To avoid attack in deleted cloud data, a secure file deletion approach
is introduced in order to avoid data remanence attack. This can be avoided by
cryptographical approach in which a secure key to remove the user data is given to
the user and whenever the server needs to clear the data this, key is requested and
once after the key is obtained, the data is deleted and the data location is
over-ridded in order to avoid data recovery.

Data remanence is an active attack in cloud data, in which the attacker recover
the cleared cloud data and analysis for sensitive information from the recovered
cloud data.
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3 Preliminary

An effective method for secure integrity, deduplication, and secure file deletion is
explained in the following section. Each and every module with the technique used
to solve the problem to attain the discussed problem is explained in detail.

The preliminary work explains the detail of method used to implement the
system of our approach.

3.1 Deduplication

Deduplication can be achieved by many methods; some of the most commonly used
method to achieve deduplications are

File-Based Compare. This technique is the basic one to achieve deduplication
in file level. Comparison of files stored in the system with file-based algorithm. This
algorithm is used to eliminate duplicate file in existing file storage. The effective-
ness of this method is comparatively less than other methods used to remove
duplicate files. This comparison is done based on file name, size of the file, type of
the file, and modified information.

File Based Versioning. This versioning method looks inside file content and
compares difference between the files and store the difference among the file as
“delta” from the original file. This delta act as the difference between files;
whenever the user requests the file, this particular version of the file merges with the
original file and is displayed to the user. This method is effective until more user
accesses the database at the same time. If the load become more, this method
becomes less effective to find the duplicate files present in the storage.

File Based Hashing. File-based hashing creates unique hash value for the file
this hash value is unique for each non-duplicate file. If any duplicate data is
uploaded, then the generated hash value for the file will be same as file existing in
the storage. By comparing the hash value of the file, the duplicate files can be
identified effectively. Once same hash value is found among the database; those
files can be removed to improve storage efficiency.

Block Versioning. Block versioning is similar to file-based versioning but the
difference is the data stored on the disk does not need to know the details about files
and the is being used. This can be used in both unstructured data and structured
data. Block versioning is applied to the block level files (Fig. 1).

Block Hashing. Files stored in cloud are separated as blocks and then the hash
generation is applied on the content, so that the duplicate data can be identified
effectively. This applies hashing in more granular level.
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3.2 Convergent Encryption

Convergent encryption is also called as content hash keying, used to provide
confidentiality in the process of deduplicating data, without providing access to
encryption key to the service provider. This allows the user to ensure data security.
Identical cipher text is generated for plain text without allowing access to the
encryption key. Because of convergent encryption, the storage capacity of cloud is
increased and made it cost-effective.

3.3 K-Means

Cloud handles huge volume of data which is stored and accessed by large number
of users at a time. In order to maintain the efficiency and reduce load in server
during multiple access request at the same time clustering resolves the problem in
which the data is grouped in small number of clusters. If the storage has n data
value then Xi, i = 1 … n this n data is to be partitioned in k clusters [5]. The
clustering is performed by assigning cluster to each data point. The steps involved
in clustering data using k-means algorithm are

1. Define center for cluster.
2. Attribute closest cluster to each data.
3. Set position for each cluster to mean all data points belonging to that cluster.
4. Repeat steps 2 and 3 until convergence.

Data block with duplicate in Duplicate data are            Duplicate data replaced with
cloud storage identified using hash value pointer(improve storage)

A

B

C

A

BA C

A

C A

A
BC

B A

B

A

A

C C

B

Fig. 1 File-based hashing

310 N. Dinesh and I. Juvanna



3.4 Data Remanence

Data remanence is a security issue in cloud system. In which the data cleared from
the cloud storage will remain even after clearing the data and erase the data. Data
remanence attack is performed mostly on uncontrolled environment and is an
uncontrolled environment of storage with huge volume of data and so it is easy to
collect and analysis data from cloud. Some of the effective methods used to prevent
this attack is clearing, purging. Most effective methods are overwriting, encryption,
and destruction.

4 Proposed System

4.1 System Overview

The major part of the paper is to provide data auditing, deduplication, and secure
file deletion. First auditing is applied to the files uploaded by the user. Data integrity
is ensured during the auditing process. Second, the audited files are verified and
stored in cloud storage without duplicating exists in the file.

File-based hashing method is applied to ensure the deduplication before and
after storage of file. This process improves the data storage and reduces cost for
service provider. Since the cloud handles huge volume of data clustering of cloud
data is important to organize and manage the data both by service provider and
cloud user. So effective clustering of files is implemented using k-means algorithm
(Fig. 2).

Clearing cloud data leads to security threats for sensitive data uploaded by user.
Since the user did not get proper access after uploading the data, this valuable data
is cleared without user knowledge and to avoid this a secure encryption key method
is introduced to improve the user control on their data stored in cloud. After getting

Fig. 2 System architecture
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proper access from the user the data is cleared in a way that cannot be recovered
during recovery. This avoids data remanence attack in cloud which is secure for the
cloud users. This data is cleared and to avoid recovery overriding of data space with
some other trash data is done in order to avoid recovery.

5 Evaluation

Proposed system evaluated based on the removal of duplicate file in the cloud. As
the existing system efficiency of removing duplicate data is comparatively less this
approach of auditing and deduplication can be applied to improve storage effec-
tiveness. Since the data is encrypted throughout the process, the security of the
system is ensured.

Figure 3 shows the avoidance of duplicate file in the system. The load of the
cloud is also reduce in identifying duplicate files time taken to perform is reduced
by applying PDP which improves the system efficiency.

6 Conclusion

In this paper, secure file auditing, deduplication and secure file deletion is imple-
mented using hash values in cloud storage. The clustering of data stored in the
cloud storage is also applied to evaluate the storage, improves the cloud efficiency
and makes the cloud cost effective. Auditing of files is done using the hash value
generated when the file is uploaded. Using the hash value the duplicate files are also
identified in deduplication process. An effective deletion method using hash key is
introduced to make the deletion process secure and avoid security issues in cloud
data. The data stored in cloud undergoes convergent encryption to improve data
confidentiality in deduplication. Comparing with previous work, the proposed

Fig. 3 Number of duplicate
files
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system reduces the time of audit and increases the reliability of deduplication
process and clustering of cloud data with secure data deletion makes the cloud
storage more secure and avoids recovery of deleted unsecured cloud data.
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Hesitant Fuzzy Soft Set Theory and Its
Application in Decision Making

T.R. Sooraj, R.K. Mohanty and B.K. Tripathy

Abstract There are several models of uncertainty found in the literature like fuzzy
set, rough set, soft set and hesitant fuzzy set. Also, several hybrid models have
come up as a combination of these models and have been found to be more useful
than the individual models. In everyday life we make many decisions. Making
efficient decisions under uncertainty needs better techniques. Many such techniques
have been developed in the recent past. These techniques involve soft sets and
fuzzy sets. In this paper we redefined the hesitant fuzzy soft sets (HFSS) with the
help of membership function. We also provide a decision making algorithm.

Keywords Soft set � Fuzzy sets � Fuzzy soft sets � Intuitionistic fuzzy set �
Hesitant sets � Intuitionistic fuzzy soft set � Decision making

1 Introduction

The notion of fuzzy sets introduced by Zadeh [1] in 1965 is one of the most fruitful
models of uncertainty and has been extensively used in real life applications. In
order to bring topological flavor into the models of uncertainty and associate family
of subsets of a universe to parameters, Molodtsov [2] introduced the concept of soft
sets in 1999. A soft set is a parameterized family of subsets. Many operations on
soft sets were introduced by Maji et al. [3, 4]. Hybrid models are obtained by
suitably combining individual models of uncertainty have been found to be more
efficient than their components. Several such hybrid models exist in literature. Maji
et al. [5] put forward the concept of fuzzy soft set (FSS) by combining the notions
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of fuzzy set and soft set. Tripathy et al. [6] defined soft sets through their charac-
teristic functions. This approach has been highly authentic and helpful in defining
the basic operations like the union, intersection and complement of soft sets.
Similarly, defining membership function for FSSs will systematize many operations
defined upon them as done in [7]. Many of Soft set applications have been dis-
cussed by Molodtsov in [2]. An application of soft sets in decision making prob-
lems is discussed in [3]. Among several approaches, in [5], FSS and operations on it
are defined. This study was further extended to the context of fuzzy soft sets by
Tripathy et al. in [7], where they identified some drawbacks in [3] and took care of
these drawbacks while introducing an algorithm for decision making.

The concept of hesitant fuzzy sets was introduced by Torra [8]. This is an
extension of fuzzy sets. It is sometimes difficult to determine the membership of an
element into a set and in some circumstances this difficulty is caused by a doubt
between a few different values. The concept of hesitant fuzzy soft sets was intro-
duced by Sunil et al. They also discussed an application of decision making. In this
paper, we introduce hesitant fuzzy soft sets. Here, we follow the definition of soft
set due to Tripathy et al. [6] in defining HFSS. Applications of various hybrid
models are discussed in [7, 9–20]. The major contribution in this paper is intro-
ducing a decision making algorithm which uses HFSS for decision making and we
illustrate the suitability of this algorithm in real life situations. Also, it generalizes
the algorithm introduced in [5] while keeping the authenticity intact. Some oper-
ations on hesitant fuzzy sets are defined in [21]. In this paper, we introduce the
concept of HFSS with the help of membership function. Also, we discuss an
application of HFSS in decision making problems which uses the concept of
negative parameters.

2 Definitions and Notions

In this section we present some of the definitions to be used in the paper. We
assume that U is a universal set and E is a set of parameters defined over it.

Definition 2.1 A fuzzy set A is defined through a function lA called its membership
function such that lA : U ! ½0; 1�.
Definition 2.2 An intuitionistic fuzzy set over U is associated with a pair of
functions lA; mA : U ! ½0; 1� such that for any x 2 U; 0� lAðxÞþ mAðxÞ� 1.

The hesitation function pA is defined as pAðxÞ ¼ 1� lAðxÞ � mAðxÞ, 8x 2 U.

Definition 2.3 A soft set over the soft universe (U, E) is denoted by (F, E), where

F : E ! PðUÞ ð2:1Þ

Here P(U) is the power set of U.
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Let (F, E) be a soft set over (U, E). Then in [7] it was defined as a parametric
family of characteristic functions vðF;EÞ ¼ fvaðF;EÞja 2 Eg of (F, E) as defined

below.

Definition 2.4 For any a 2 E, we define the characteristic function vaðF;EÞ : U !
f0; 1g such that

vaðF;EÞðxÞ ¼
1; if x 2 FðaÞ;
0; otherwise:

�
ð2:2Þ

Definition 2.5 An interval valued fuzzy set A over U is given by a pair of functions
lA : U ! Dð½0; 1�Þ, where D ([0, 1]) is the set of all closed sub intervals on [0,1],
such that lAðxÞ ¼ ½l�A ðxÞ;lþ

A ðxÞ� � ½0; 1�.

3 Hesitant Fuzzy Soft Sets

In this section, we introduce the notion of hesitant fuzzy soft sets and also introduce
some of the operations of HFSSs.

Definition 3.1 A pair (F, E) is called a HFSS if F : E ! HFðUÞ, where HF
(U) denotes the set of all hesitant fuzzy subsets of U.

An HFSS H on U is defined in terms of its membership function
lH : E ! P HFSð Þ, mH : E ! P HFSð Þ such that 8a 2 E and 8x 2 U,
laHðxÞ; maHðxÞ 2 P 0; 1½ �ð Þ such that 0� sup laHðxÞþ sup maHðxÞ� 1.

Given three HFEs in an HFSS is represented by h, h1, and h2. Then we can
define union and intersection operations as follows.

Definition 3.1 For any two HFSSs (F, E) and (G, E) over a common universe (U,
E), the union of (F, E) and (G, E) is the HFSS (H, E) and 8a 2 E and 8x 2 U, we
have

ha1 [ ha2 ¼ a1; a2ð Þja1 2 ha1; a2 2 ha2
� �

¼ max laa1ðxÞ; laa2ðxÞ
n on o ð3:1Þ

where a1 2 ha1; a2 2 ha2. h
a
1 and ha2 denote the hesitant fuzzy set.

Definition 3.2 For any two HFSSs (F, E) and (G, E) over a common universe (U,
E), the intersection of (F, E) and (G, E) is the HFSS (H, E) and 8a 2 E and 8x 2 U,
we have

he1 \ he2 ¼ min a1; a2ð Þja1 2 ha1; a2 2 ha2
� �

¼ min laa1ðxÞ; laa2ðxÞ
n on o ð3:2Þ
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Definition 3.3 The complement of HFSS (F, E), represented as ðF;EÞc, is defined
as

hc ¼ 1� laðF;EÞ
� �n o

ð3:3Þ

Definition 3.4 An HFSS (F, E) is said to be a null HFSS if and only if it satisfies

laðF;EÞðxÞ ¼ 0 ð3:4Þ

Definition 3.5 An HFSS (F, E) is said to be an absolute HFSS if and only if it
satisfies

leðF;EÞðxÞ ¼ 1 ð3:5Þ

4 Application of HFSS in Decision Making

In [2] Molodtsov has given several applications of soft set. In [9] the decision
making example given depends on the decision of a single person. Here we discuss
an application of DM in HFSSs.

Many of researchers have tried to provide solutions for the decision making
problems in lot many situations. Some of these approaches are preference ordering,
utility values, preference values.

The parameters can be categorized as of two types [7].
To make decision from hesitant fuzzy soft set data, we need to consider three

cases.

(i) Pessimistic: Lowest membership value of an object out of multiple hesitant
values for that parameter.

(ii) Optimistic: Highest membership value of an object out of multiple hesitant
values for that parameter.

(iii) Neutral

Neutral values are obtained by taking the mean of all hesitant values for that
parameters.

neutral value ¼
P

hesitant values
No: of hesitant values

ð8Þ

To get the normalized score from multiple scores, the following formula is used.
Let us consider a person want to buy a laptop. The person want to choose a

laptop by considering parameters such as Processor, RAM, Display, Price, Size and
Brand. Some parameters like price inversely affect the decisions. Those parameters
are called negative parameters.
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Algorithm

1. Input the parameter data table. The parameter data table contains all the infor-
mation about the parameters.

2. Input the HFSS table.
3. Construct an FSS table from the values of HFSS table by taking the mean value

of all hesitant values.
4. Multiply the priority values with the corresponding parameter values to get the

priority table.
5. Construct the comparison table by finding the entries as differences of each row

sum in priority table.
6. Construct the decision table by taking the row sums in comparison table.

6:1. Assign rankings to each candidate based upon the score obtained.
6:2. If there is more than one having same score than who has more score in a

higher ranked parameter will get higher rank and the process will continue
until each entry has a distinct rank.

Let U be a set of laptops given by U = {p1, p2, p3, p4, p5, p6} and E be the
parameter set given by E = {e1, e2, e3, e4, e5, e6}., where e1, e2, e3, e4, e5 and e6
represents Processor, RAM, Display, Price, Size and Brand respectively.

The parameter data table is given in the Table 1. It contains all the details about
the parameters. The parameter rank is given by comparing the absolute priority
value.

Let us consider a HFSS, (F, E) which shows the quality of laptops with maxi-
mum three opinions for the given set of parameters as shown in Table 2.

Any HFSS can be converted to FSS by computing the mean of all hesitant
values. HFSS data in Table 2 is converted to FSS as shown in Table 3.

The priority table can be constructed by multiplying the values of FSS table to
the corresponding priorities in parameter data table as shown in Table 4.

Comparison table can be computed by taking the entries as differences of each
row sum of priority table as shown in Table 5.

Decision table can be constructed by total score of each object in comparison.
The objects can be ranked according to the score obtained as shown in Table 6.

From the decision Table 6, it can be easily guess the quality of the product and
the customer can buy accordingly.

Table 1 Parameter table Parameter e1 e2 e3 e4 e5 e6

Priority 0.2 0.4 0.2 −0.3 0.1 0

Parameter rank 3 1 3 2 5 6
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Table 2 HFSS table

U e1 e2 e3 e4 e5 e6

p1 0.1 0.3 0.6 0.3 0.1 0.9

0.6 1 0.9 0.4 0.3 0.3

0 0.7 1 0.3 0.3 0.3

p2 0.5 0.5 0 0.4 0.7 0.4

0.3 0.3 1 0.1 0 0.6

0.2 0 0.4 0 0.4 0.2

p3 0.4 0.3 0.2 0.8 0.6 0.4

0.9 0.4 0.5 0.1 0.4 0.3

0 0 0.7 0.1 0.2 0.9

p4 0.9 0 0.6 1 0.4 0.7

0.6 0.3 0.8 0.7 0.2 1

0.6 0.4 0 0.5 0.8 0.4

p5 0.7 1 0.5 0.9 0.3 0.2

0.4 0.7 0.2 0.8 0.7 0.2

0 1 1 0.7 0.3 0.4

p6 0.3 0.1 0.9 0.3 0.3 0.9

0.2 0.3 0.1 0.5 0.2 0.1

1 0 0.1 0.9 0 0.1

Table 3 FSS table

U e1 e2 e3 e4 e5 e6

p1 0.233333 0.666667 0.833333 0.333333 0.233333 0.5

p2 0.333333 0.266667 0.466667 0.166667 0.366667 0.4

p3 0.433333 0.233333 0.466667 0.333333 0.4 0.533333

p4 0.7 0.233333 0.466667 0.733333 0.466667 0.7

p5 0.366667 0.9 0.566667 0.8 0.433333 0.266667

p6 0.5 0.133333 0.366667 0.566667 0.166667 0.366667

Table 4 Priority table

U e1 e2 e3 e4 e5

p1 0.046667 0.266667 0.166667 −0.1 0.023333

p2 0.066667 0.106667 0.093333 −0.05 0.036667

p3 0.086667 0.093333 0.093333 −0.1 0.04

p4 0.14 0.093333 0.093333 −0.22 0.046667

p5 0.073333 0.36 0.113333 −0.24 0.043333

p6 0.1 0.053333 0.073333 −0.17 0.016667
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5 Conclusions

In this article, we introduced a new definition of HFSS which uses the more
authentic characteristic function approach for defining soft sets provided in [6]. This
provides several authentic definitions of operations on HFSS and made the proofs
of properties very elegant. We pointed out some of the flaws of FSS given by Maji
et al. in [4] and provided solutions to rectify them in [7]. This made decision
making more efficient and realistic. Here, we proposed an algorithm for decision
making using HFSS which uses the concept of negative parameters. Also, an
application of this algorithm in solving a real life problem is demonstrated.
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Privacy-Aware Set-Valued Data
Publishing on Cloud for Personal
Healthcare Records

Elizabeth Alexander and Sathyalakshmi

Abstract Nowadays, Cloud computing becomes a looming computing prototype.
Users can get a variety of services such as high computation power, storage, etc.
Thus, applications of users can be more cost-effectively put on cloud by utilizing
various commodity computers together. But, cloud computing faces some security
concerns even if they provides many services. Some of such important concerns are
data security and privacy of data. Some personal data like personal healthcare
records and financial records contain sensitive information which can be analyzed
and mined for public researches although these records offer important human
assets. Data should be privacy preserved because malicious cloud users or untrusted
cloud providers can get the data with less effort. To deal with these problems,
privacy-aware set-valued data publishing on cloud for personal healthcare records
has been proposed. An efficient privacy-aware system, named PHKEM (Personal
Healthcare k-anonymity Encryption Model), for eliminating privacy breaches in
publishing of personal healthcare data on cloud as well as data querying is
designed. A data anonymization technique, named k-Anonymity with extended
quasi-identifier partitioning (EQI-partitioning), interactive differential privacy, and
AES encryption is applied to preserving personal healthcare records to prevent
unauthorized access. Therefore, the security is efficiently enhanced with a natural
and expressive fashion.

Keywords Cloud computing � Set-valued data � Differential privacy � Personal
healthcare records � Encryption
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1 Introduction

Cloud computing is a distributed model of computing, which makes it possible to
share hosted services over the internet. The resources of servers can be shared such
as data, software, and on-demand services. Cloud computing gives several updating
features in IT services, which are internet-based applications or tools. When the
original data set is processed, many intermediate results will be produced in data
comprehensive applications. Storing of such intermediate data sets on cloud reduces
the cost of recomputing them. Privacy preserving of the intermediate data set is so
important because they may contain sensitive data. Attackers may retrieve sensitive
information by interpreting different intermediate data sets. So privacy protection of
intermediate data sets is an asserting problem.

There are many concerns related to the cloud. Among them data protection is an
important cloud concerns. To provide data confidentiality, the sensitive information
stored in cloud need preservation. Since the cloud servers are out of users’
supervision, threats would rise fiercely. The illegal usage of user’s sensitive
information leaks the most valuable data. This leads the personal information’s are
also at risk by revealing the authentication method for retrieving data from the
cloud. Sensitive personal data can also be taken away by unauthorized users. The
cloud computing system should be volatile in case of security threats.

In this research, the difficulties for publishing personal healthcare records on
cloud are studied. Outsourcing of set-valued data on cloud must ensure the integrity
of data. Many research works and studies have been investigating to protect the data
integrity of the plaintext publishing. Privacy preserving of personal healthcare data
is very challenging since healthcare data contains very sensitive information. Most
of the privacy-aware techniques concentrate on anonymizing personal information.

There are many techniques available for preserving the data confidentiality of
personal healthcare data. But most of the existing techniques incur large overheads
on data publishing and querying. Some techniques depend on attaching fake words
or records [1]. These methods would cause a high, irreversible data loss. So they are
not relevant in many real applications. Such QI-partitioning-based works are very
few. QI-partitioning is a method of partitioning, which splits quasi-identifiers into
several parts. QI-partitioning [2]-based works illustrate the partitioning of QIs into
several parts. Most of these works focus on k-anonymity method. Data querying is
as important as data publishing. Data querying techniques must be powerful to
prevent privacy attacks. There are many techniques for privacy protection while
querying. Privacy preserving via differential privacy is comparatively good for data
querying. Differential privacy can provide protection against background knowl-
edge attacks. Differential Privacy model satisfies various needs of users having
different roles. The agreements between data owner and authorized users are
reflected by user roles. Data owners are those who provide distinct coarse-grained
results for users with various roles. This is similar to fine-grained access control.
Data owners give different results even if they face same data for the same data
query.
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A comprehensive, secure framework needs to be implemented to address the
crucial problems occurring while publishing of personal healthcare data on the
cloud. This framework explicitly considers the security of data while publishing and
querying. This privacy preserving personal healthcare model includes two phases:
data publishing and data querying. The data publishing phase focuses on a data
partition technique called EQI-partitioning. In this modeling, EQI-partitioning
strategy splits combinations among terms. It guarantees both data integrity and data
confidentiality. Explicitly, k-anonymity is used as the base for privacy preserving.
The information of each released records in the published table cannot be identified
from at least k − 1 records if k records have the same information in the published
table. Then such anonymized dataset is k-anonymous.

EQI-partitioning of personal healthcare data can be explicitly measured by data
integrity parameters. This privacy metrics expresses the requirement that any
quasi-identifier combinations, describing less than k − 1 record should be split into
several chunks so that each one satisfies k-anonymity. Thus, it provides confiden-
tiality and availability constraints of data. Another security metric of this framework
is encryption. Here, only the sensitive information of personal healthcare data is
encrypted, which provides additional privacy protection. Interactive differential
privacy is employed on data querying phase to protect the data privacy. The other
existing data anonymization techniques are liable to threats based on background
information and it is different from noninteractive differential setting. In noninter-
active differential method, noises are attached to the published real data. But in the
interactive differential privacy, noise is added into the results of data query. It gives
a powerful privacy mechanism that is independent of an attacker’s background
knowledge. In this research, the privacy assurance of the proposed method is
proved. The privacy assurance of the proposed research work is justified rigorously.
The validity and the practicality of the proposed model are demonstrated by per-
vasive experiments on cloud with real data set. The contributions of the research are
summarized as follows:

(1) This is the research that characterizes the privacy-aware set-valued data
publishing on cloud for personal healthcare records, and provides a complete
system model. A generic data partition strategy that divides EQI into different
chunks is proposed. This system assures that the sensitive data will not be
disclosed to the public. In addition, an interactive differential privacy setting is
employed into the proposed system that contributes powerful security
protection.

(2) AES is employed as the essential primitive for encryption. Substitution and
permutation techniques are used in the AES encryption method. This
encryption is done not in a single round, but it is done in a described number
of rounds. Thus, AES provides additional security in the proposed framework.

(3) The proposed scheme is implemented and gained limited data loss by testing
the system over cloud on real datasets.
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The rest of the paper is systematized as follows: Sect. 2 analyzes related works.
Section 3 explains the problems identified the system model, and the security
metric. Section 4 introduces the explanation of privacy-aware data publishing for
personal healthcare records and gives a fair analysis of privacy assurance. Section 5
evaluates the quality of data and the performance of the model and Sect. 6 remarks
the conclusion and future work.

2 Related Works

Privacy preserving of set-valued data for personal healthcare records has been
studied and widely accepted as an important issue in data privacy protection
studies. Latanya Sweeney [3] proposes an efficient algorithm for anonymizing
set-valued data using k-anonymity. [4] introduces the EQI-partitioning, that is
employed and continued in this study. The authors provide algorithms for achieving
EQI-partitioning using km-anonymity. [5] studies the differential privacy strategy,
which is used in this proposed work. The authors propose differential privacy
strategy which is achieved by the help of taxonomy trees which is context-free.
They show that high utility is maintained by using differential privacy. Ningui Li
et al. [6] proposes a privacy technique for anonymizing set-valued data, named
t-closeness. [1] explains about another data anonymization procedure named l-
diversity. The authors describe the data is not generalized or suppressed in l-
diversity technique. But the original data are disassociated by publishing the data
separately to hide the combinations among them. Manolis Terrovitis et al. [7]
proposes km-anonymity which focuses on generalization. The authors introduce
algorithms such as optimal anonymization algorithm, direct anonymization
heuristic for privacy preserving of set-valued data. Reference [2] introduces a
framework for the secure access of personal healthcare records on cloud. The
authors describe that privacy protection and secured access control is achieved
using ABE method. Reference [8] uses RSA and AES algorithm to address the
security in access control systems which are cryptographic role-based for pre-
serving privacy of data storage on cloud.

3 Problem Statement

The proposed data anonymization model concentrates on privacy preserving per-
sonal healthcare data publishing on cloud. In this section, some background details
on set-valued data, private cloud and personal healthcare records are briefly
explained. In addition to these details, the security measures of this model are
defined.
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3.1 Background Details

Set-Valued Data Set-valued data have been generally in the form of collection of
transactions such as shopping transactions, web query logs. A set of values in
set-valued data are associated with private information. Since the set-valued data
may contain sensitive information, the users can be easily identified by mining the
set-valued data. In this research, the common case in which any term that might
disclose private information and any term which can be used as a part of
quasi-identifier for identifying a particular user are considered.

Private Cloud Private cloud is an important cloud storage model. It provides
opportunity for secure data publishing. A single organization operates on this cloud
infrastructure and a trusted third-party manages this internally and hosts it either
internally or externally. In this work, the data owners partition the original records
into different chunks. Then they send the partitioned chunks to private cloud after
anonymization.

Personal Healthcare Records Personal healthcare records contain the health
related data and information of patients and it is maintained by the patient. Personal
healthcare records provide so many benefits for both patients and physicians. PHR
provides a patient’s medical history, such as personal details, diet plans, diagnosis
list, medications, allergies, immunization, etc. PHR is not same as electronic
medical record that is maintained by hospitals. Physicians can use PHR for giving
better treatment to patients. In this work, the data owner partitions PHR into general
identifiers, quasi-identifiers and sensitive information and they send the anon-
ymized data to private cloud.

3.2 System Overview

A high-level model for the proposed system is described, as depicted in Fig. 1 that
includes three elements: data owner, authorized users, and private cloud.

Data Owner The data owner can be an institution or a specific person. The data
owner is those who save personal healthcare records, which are to be published to
the private cloud.

Private Cloud Private cloud is the central part of the system that controls the
system. The data owner set up the private cloud and the real personal healthcare
dataset is preprocessed before publishing. The connection between the private cloud
and the data owner is privacy protected. In this system, EQI-partitioning method is
used to split the original dataset to break the combinations among the terms which
can be used to directly identify users. Finally, these sanitized data are outsourced to
private cloud. In addition, AES encryption is also used to protect the private
information. The differential privacy technique employed on data querying gives
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more security by providing an interactive interface to users who are authorized. The
privacy mechanism provided by interactive differential privacy has the capability to
hide the correlations between the data owner and private cloud.

Authorized Users Authorized users, are those who are allowed to query on a
published dataset. They are not responsible for the secure management of data.
They can submit queries for data to private cloud and get their required results
directly from private cloud. The access of data by unauthorized persons should be
prevented. So Data access control methods have to be employed before data owner
outsources data to private cloud.

The access of data by unauthorized persons should be prevented. So data access
control methods have to be employed before data owner outsources data to private
cloud. The authentication of users has been done properly in this work. When an
authenticated user submits a query to the private cloud, this system links this query
to the required results depend on the distribution of data in the cloud.

3.3 Security Methods

Many security methods such as t-closeness [6], l-diversity [1], and noninteractive
differential privacy [5] have been proposed to protect the data from attackers. There

Fig. 1 The high-level system overview

328 E. Alexander and Sathyalakshmi



are many techniques existing in case of set-valued data publishing. But the existing
techniques would incur a high data loss which is irreversible. The techniques
available for privacy preserving of personal healthcare records are not effective. So
this system opts for k-anonymity and AES encryption. k-anonymity uses general-
ization and suppression.

k-anonymity The information of each released records in the published table
cannot be identified from at least k − 1 records if k records have the same infor-
mation in the published table. Then such anonymized dataset is k-anonymous.

k-anonymity [3, 7] can be achieved by fragmenting any term combinations of
quasi-identifiers, those can directly identify a record into different chunks. A single
quasi-identifier cannot identify a record directly. But the combinations of
quasi-identifiers can directly identify records. Therefore, the quasi-identifier com-
binations should be broken down. So in this work, the extended QI-partitioning
using k-anonymity is adopted.

Generalization and Suppression k-anonymity uses generalization and suppres-
sion method to anonymize the quasi-identifiers whose combinations can directly
identify records. These methods are more effective to preserve the truthfulness of
the original information than other existing methods such as scrambling or swap-
ping. The values of a field in the original dataset are substituted by more general
values those can be assumed by that field. Suppression means not publishing a
value at all.

4 Anonymization of Personal Healthcare Records

In this study, a privacy-aware set-valued data anonymization method based on
EQI-partitioning for personal healthcare records is proposed. The proposed scheme
splits the real data into several chunks. This partitioning is done vertically to hide

Fig. 2 Schema in PHKEM
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the quasi-identifier combinations those can uniquely identify records. This method
splits the real datasets into several chunks to shield the rare term combinations in
the original records. The EQI-partitioning method used in this model can help to
process big datasets parallelly. Table 1 shows the original dataset after prepro-
cessing. Table 2 shows the partitioned data: general identifier, quasi-identifier and
sensitive information. This example, contains r1–r10 where they are attacked by
identifying the combinations of quasi-identifiers (age, gender, and blood group).
Here, the quasi-identifiers are anonymized using k-anonymity where k = 5, which is
illustrated in Table 2. This shows the sanitized dataset using generalization and
suppression after partitioning.

The details of the technique are presented below. First, the basic techniques are
described, which operates in two steps: EQI-identifying, and EQI-partitioning. In
addition, the encryption technique AES and differential privacy are presented.

4.1 Primitive Schema

Figure 2 shows the primitive schema used in PHKEM.

EQI-identifying An EQI-identifying scheme for set-valued data is proposed first
by Terrovitis [7]. This EQI-identifying examines each record to find out whether
there exist combinations of quasi-identifier which can uniquely identify record. If
there is a quasi-identifier, it extends this quasi-identifier and checks the k-
anonymity.

EQI-partitioning EQI-partitioning is applied as a vertical partitioning strategy.
This is applied on each record and splits record into different partitions. The par-
titioned chunks are general identifiers, quasi-identifiers that satisfy k-anonymity and
sensitive attributes. These chunks are anonymized and outsourced in private cloud.

Advanced Encryption Standard Advanced Encryption Standard is used an
additional security mechanism to preserve the privacy of the private information.
AES is a standard encryption algorithm in which a block size of 128 bits is taken as

Table 1 Original data Personal healthcare records

{Jesse Wilson, 173, 51, Male, A+, Fever}

{Jose Diaz, 55, 180, Male, A+, Cold}

{Jeremy White, 45, 164, Male, A+, Heart attack}

{Harry Johnson, 57, 188, Male, A−, Diarrhea}

{Carlos Evans, 47, 187, Male, A−, Malaria}

{Daniel Hill, 41, 161, Male, A−, Asthma}

{Robert Carter, 56, 153, Male, O−, Food poison}

{David Nelson, 52, 123, Male, B+, Head ache}

{Claude Hutchinson, 43, 186, Female, B−, Hydrophobia}

{Kaitlin Teague, 43, 176, Female, AB+, Influenza}
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a symmetric block cipher. Since the data is encrypted, the persons who are
authenticated only will be granted to get the data depends on their query. AES can
use three different sizes of keys. The number of rounds of encryption is different
depends on the key sizes. Since there is multiple numbers of rounds of encryption,
the data on cloud is more secure.

Algorithm 1 EQI-partitioning using k-anonymity

Begin

Scan all the records.
Partition the records into chunks.
Split chunks into general identifiers, quasi-identifiers and sensitive attributes based
on k-anonymity.
Begin

For each term
Test data chunk satisfies k-anonymity.
If exists, extends this chunk with the candidate term.
Else

Create new chunk.

End.

End

Interactive Differential Privacy Differential privacy is an anonymization method
for preserving privacy of set-valued data with more guaranteed utility. It gives
powerful privacy assurance independent of an attacker’s background information.
Two types of differential privacy settings are available. They are interactive and
noninteractive. A sanitization mechanism is employed between users and the
database in interactive differential privacy. Each query result is injected with a
random noise. This provides privacy protection such that no adversary can infer the

Table 2 Partitioned data with k-anonymity

General Identifier Quasi-identifiers Sensitive attributes

{Jesse Wilson, 173} {>50, Person, Positive} {Fever}

{Jose Diaz, 180} {>50, Person, Positive} {Cold}

{Robert Carter, 153} {>50, Person, Negative} {Food poison}

{David Nelson, 123} {>50, Person, Positive} {Head ache}

{Harry Johnson, 188} {>50, Person, Negative} {Diarrhea}

Carlos Evans, 187} {>40, Person, Negative} {Malaria}

{Daniel Hill, 161} {>40, Person, Negative} {Asthma}

{Jeremy White, 164} {>40, Person, Positive} {Heart attack}

{Claude Hutchinson, 186} {>40, Person, Negative} {Hydrophobia}

{Kaitlin Teague, 176} {>40, Person, Positive} {Influenza}
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presence or absence of any record from the published noisy result even if they are
aware of background details.

5 Evaluation

5.1 Experimental Setting

In the experiments, the performance of the system is examined. The experiment has
done on cloud using personal healthcare records dataset. This dataset contains the
personal details and the medical history of patients. The data are shown as general
identifiers, quasi-identifiers, and sensitive attributes. The private information is
selected and encrypted. The patients and doctors can view their details after
decrypting using the secret key.

The anonymized form of information can only be seen by unauthorized users.
The data are partitioned by a trusted authority. This trusted authority does the
encryption. The personal healthcare dataset are uploaded by trusted persons/data
owners.

The experiment is done by testing with users such as patients, doctors, etc. The
patients can view their data only if they enter the correct secret key. The doctors can
view their patient details only and they can edit only the medical details. The
patients cannot edit their details.

5.2 Experimental Results

The results are analyzed using various personal healthcare records. The result graph
shows the performance of the model with various real datasets compared to other
existing systems using different techniques for preserving privacy of set-valued
data. Figure 3 shows the overall performance in terms of efficiency.

The experiment uses different PHR datasets to test the results of partition
applied. Figure 4 shows the performance in terms of execution time. The very
important technique is the partition technique. The results shows that how the
anonymous element k can affect the data partition quality.

In this research, a privacy-aware set-valued data publishing for personal
healthcare records is presented. This work proposes an EQI-partitioning method in
data publishing phase. EQI-partitioning is applied to each record and disassociates
the records into several chunks. The AES encryption method is used to improve
privacy in data publishing.
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Fig. 3 PHKEM efficiency

Fig. 4 Execution time performance of PHKEM
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6 Conclusion

The privacy guarantee of this system is proven rigorously. The interactive differ-
ential privacy strategy is employed to prevent privacy threats in data querying
phase. Thus, the system improves privacy and reduces the loss of information. The
validity and practicality of the proposed scheme are demonstrated by comprehen-
sive experiments.
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A Decimal Coded Genetic Algorithm
Recommender for P2P Systems

C.K. Shyamala, Niveda Ashok and Bhavya Narayanan

Abstract Research has witnessed a wide range of trust-based recommendation
systems especially for P2P networks considering the open nature of networks. The
recommendation systems have been devised with parameters, factors, and tech-
niques to mitigate attacks on the recommendations. Though the ground function-
alities are the same (trust management, reputation querying, recommendation
filtering, and aggregation of fair recommendations) each of them have come up with
different models which are unique in their own way. An important thread of
research focuses on trust models for P2P systems based on the rule-based anomaly
detection using genetic algorithm, evolving recommendations using genetic pro-
gramming, etc. While, attempts have been made using binary coded GA, a decimal
coded GA has not received attention so far. A decimal coded GA consumes less
memory space and it gives accurate results. Our work focuses on evolving a
self-organizing trust model for P2P systems using decimal coded genetic algorithm
for mitigating service-based and recommendation-based attacks. A detailed dis-
cussion on responsiveness of P2P trust models to particularly malicious peer
behavior, brings out the feasibility of the proposed model.

Keywords Trust � Recommendation � Reputation � Genetic algorithm � Decimal
coded

1 Introduction

Peer-to-peer systems are gaining immense attention in recent days due to their
potential of being deployed in versatile applications. Today due to the cheaper
internet rates and high bandwidth availability, the commodity computers in most
homes are scaled to P2P networks to facilitate increased resource sharing [17].
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These networks are not only confined to simple file sharing applications, but also
find use in highly confidential military organizations. In peer-to-peer (P2P) systems,
peers collaborate dynamically with other peers each time they wish to accomplish a
task [11]. In pure P2P networks, each peer is autonomous and the network is highly
decentralized in nature [5]. The absence of a central authority makes P2P networks
as bait for maliciousness [23]. Peers can join and leave the network on their
own will. This open nature of the of P2P systems poses a security threat as it creates
attack opportunities for malicious peers in the network.

One obvious way to deal with these attacks is by creating a long term trust
relationship among peers based on the past interactions and service histories. Trust
is a social concept and often hard to measure numerically. Therefore, well-formed
metrices are required in computational models to represent trust. Moreover, these
metrices also have to be precise since peers are ranked based on their trustwor-
thiness. Calculating trust in service context is based on the direct interaction with
peers, whereas in recommendation context it differs. In the later context, there is a
high chance that the information is deceptive if the recommender is malicious. This
poses a challenge in assessing trustworthiness. Also the absence of a central
authority in peer to peer systems makes them even more vulnerable. The key
concern in these decentralized systems is to organize them in a fashion that enables
them to store and manage trust information securely.

Having analyzed the problems in peer-to-peer systems and the extent to which
solutions have been suggested by existing models, we propose a new model based
on the genetic algorithm which is more promising in countering attacks on recom-
mendations. Genetic algorithm is an optimization technique which is designed on the
basis of the biological evolution process. Recent research trends show that GA has
marked is venture into multidisciplinary spheres and has proven successful [2, 6, 7,
10, 12–14, 18]. A thorough study has been done on the feasibility of employing GA
for trust modeling in P2P systems as part of our preliminary work. Having collected
the evidences from our initial work we extent it by designing a self-organizing trust
model for P2P systems using GA. The model is developed by modifying and
enhancing the existing SORT model [1] for typical file download scenario. In the
proposed work recommendations provided by peers are evolved using GA to
achieve fairness in recommendations and efficient attack resiliency. Our benefac-
tions are aligned as follows: Sect. 2 vividly discusses some of the related works.
Section 3 explains the proposed systems methodology. The results are analyzed and
depicted in Sect. 4. Section 5 discusses the conclusion and future work.

2 Related Work

Trust modeling for P2P systems has been in focus ever since the use of P2P
applications for varied purposes. To achieve efficient attack mitigation during file
exchange is an important issue and has been in concern in most research. Various
trust models and the state of art in trust and reputation has been discussed in [16].
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The paper analyses each models uniqueness and the commonalities in all of them.
The authors of Eigen Trust propose a trust-reputation model which uses two trust
ratings namely the local trust and global trust for making trusting decisions. The
global trust rating is the systems trust based on the past interactions (such as upload
history, data exchange, etc.), where as the local trust is each nodes trust on other
nodes based on the previous interactions [9]. The authors of CubiodTrust have
contributed a trust model based on the global reputation for P2P networks. It
considers three trust factors namely—contribution of the peer to the system, peers
trustworthiness, and quality of resource upon which it builds four relations [3].
Another trust-reputation model which uses feedback mechanism to determine nodes
trustworthiness is discussed [22]. Here, the feedback analysis is based on the
transactions carried out between nodes. The authors of Bayesian network-based
trust model provides a multidimensional view of trust scores and employ reputation
for the computation of receiver and sender nodes utility values [21].
A self-organized trust model where reputation and recommendation are computed
in addition to trust is put forward in [1]. A three-tier trust relationship model to
counter the difficulty of establishing direct trust computation is proposed by the
authors of GroupRep [20]. A system which dynamically selects a few peers that are
most reputable by using a distributed ranking mechanism has been suggested by the
authors of PowerTrust [24]. An AntRep model where reputations of nodes are
obtained using the swarm intelligence paradigm is discussed in [16]. Another class
of models makes use of the evolutionary techniques for achieving trust modeling.
GenTrust is a genetic programming-based trust model for peer to peer systems [19].
Based on peers features extracted from past interactions and recommendations with
another peer its trustworthiness is computed. These features are evolved using
genetic programming which provides mathematical functions to measure trust
values of each peer. A novel trust model which detects anomalies based on peer
profiling is suggested here [18]. Trust is established for each peer by comparing its
own prior activities and current activities based with other peers on historical data.
To detect anomalous behavior genetic algorithm is employed here. With every
transaction peer profile gets updates dynamically using GA crossover and mutation
operators. A rule-based network intrusion detection using genetic algorithm has
been put forward here [14]. The goal of this model is to identify suspicious network
connections.

A large number of trust models based on the recommendations and reputations
have been proposed in recent days. Each of these models have been successful in
mitigating attacks to a fair extend. But most of them tend to fail when the network
becomes highly malicious because a highly malicious network often disseminates a
high amount of misleading recommendations and there is also great possibility for
collusion attacks. So far there is very scant work in literature which has proved
capable of withstanding such tightly coupled attack environment. The aim of our
work is to design a trust model which uses GA as an optimization technique to
evolve recommendations, and in turn performs intelligently in case of attacks.
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3 Methodology

The aim of our work is to investigate the extent to which decimal coded genetic
algorithms impacts the efficiency of recommendations offered by trust models
during attacks. Malicious peers have more attack opportunities in P2P systems due
to lack of a central authority. Hence, efficiency and accuracy in finding malicious
peers is still a challenge for trust models in peer-to-peer systems. Focus of our work
is to design a model for content distribution in P2P network (file upload and file
download) using Genetic Algorithm based on Peer loyalty which is efficient in
mitigating attacks. The chromosomes which form the initial population are decimal
coded which makes our model more precise and accurate, thereby reducing the
number of misleading recommendations and service-based attacks.

System flow diagram depicting the GA-based recommendation evolution pro-
cess is outlined in Fig. 1 illustrating the overall system working in case of a typical
file download scenario.

3.1 Decimal Coded GA

GA is a well-known evolutionary algorithm was initially put forward by John
Holland in the 1970s [4] to mimic the human evolution process. It is often used as a

Fig. 1 System flow diagram
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powerful optimization technique to provide a minimization or maximization solu-
tion for the problem in concern. The commonly used GA operators include
Selection [8], Crossover [15] and Mutation [4] followed by evaluation of the fitness
function. From recent research it is very evident that GA has found application in
multidisciplinary spheres and has provided remarkable results [2, 6, 7, 10, 12–14,
18]. Majority of the work pertaining to GA are in its native binary form. But
recently, decimal coded GA is gaining popularity due to the inherent advantages it
offer such as lesser memory consumption, increased accuracy in results, etc.

From a thorough analysis carried out in our previous work it is justified that
decimal coded GA optimization can be used to evolve recommendations for P2P
trust modeling. The proposed system functionalities are explained in the subsequent
sub sections.

3.1.1 Recommendation Manager

Recommendation Manager calculates and updates the trust values. All interactions
to the peers are through recommendation manager. Recommendation Manager is
responsible in handling all peer recommendations. The recommendation manager is
designed based on the basic SORT model approach. The self-organizing trust
model [1] proposes how the trustworthiness of a peer is evaluated on the basis of
the past interactions and recommendations by another peer. Initially, SORT
establishes and manages trust relationship among the peers without any prior
knowledge. In SORT, the pre-existence of the trust is evaluated as strangers rather
than trustworthy peers. To achieve trust relationship, peers are required to interact
with each other. Peers are known as acquaintance once they provide services to
other peer. The recommendations are provided by the acquaintance to other peers
based on the trustworthiness of the peers. These recommendations can be the
information collected from the acquaintance of the recommender peers, the expe-
rience of the recommender peers or the confidence of the recommenders on their
recommendation.

Recommendation Aggregator

The key task of recommendation aggregator is in assisting the recommendation
manager to manage recommendation related information based on peer interactions.
It not only maintains recommendation information but also maintains service and
reputation trust values. To facilitate the computation of trust three key metrices
described by SORT, such as Service Trust Metric, Reputation Metric, and
Recommendation Trust Metric have been used.

Service Trust is the peer’s trustworthiness in service context. Service Trust is
calculated by evaluating the competency belief and integrity belief on the basis of
the service history information available. Competency belief is the efficiency with
which the peer performs its past interactions. Integrity belief is the degree of
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confidence with which the future interactions are performed. The Service Trust
metrics is evaluated as

STMmn ¼ SHmn

SHmax
SCBmn � SIBmn

2

� �
þ 1� SHmn

SHmax

� �
� Rmn ð1Þ

where STMmn denotes the Pm’s service trust value about Pn, SHmn denotes the Size
of Pm’s service history with Pn, SHmax represents the Upper bound of service
history size, SCBmn denotes the Competency belief of Pm about Pn in service
context, SIBmn denotes the Integrity belief of Pm about Pn in service context.

Reputation describes the trust of one peer on the other peers based on the
experiences. Reputation Metrics is calculated as

RMmn ¼ lmnb c
SHmax

PCBmn � PIBmn

2

� �
þ SHmax � lmnb c

SHmax
PRmn ð2Þ

where RMmn denotes the Reputation value of Pm about Pn, l is referred to as the
average level of first-hand experience of Pm’s acquaintance, SHmax represents the
Upper bound of service history size, PCBmn is the estimated Competency belief of
Pm about Pn, PIBmn denotes the estimated Integrity belief of Pm about Pn, PRmn

represents the estimated Reputation.
Recommendation Trust Metrices is evaluated for choosing the acquaintance for

the reputation queries and for recommendation evaluation. Recommendation trust is
evaluated based on the past recommendation interactions and reputations. The
Recommendation Trust value is evaluated as

RTMmo ¼ RHmo

RHmax
ðRCBmo � RIBmo=2Þþ RHmax � RHmo

RHmax
Rmo ð3Þ

where RTMmo denotes the Recommendation Trust value of Pm about Po, RHmo

denotes the Recommendation history of Pm with Po, RHmax refers to the
Upperbound of recommendation history size, RCBmo denotes the Competency
belief of Pm about Po in recommendation context, RIBmo denotes the Integrity
belief of Pm about Po in recommendation context, RTmo is the Reputation value of
Pm about Po.

3.2 Recommendation Filter

The recommendation filter is responsible for eliminating unfair recommendation
with the help of decimal coded GA which in turn results in reducing the impact of
misleading recommendations. The proposed model uses the SORT [1] parameters
from Eqs. (1)–(3) in order to define the population. The chromosomes of the pop-
ulation are initialized with 10 real values in the range [0, 1] as depicted in the Fig. 2.
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The parameters such as SHmn, SHmax, RHmn and RHmax are normalized as
zSHmn, zSHmax, zRHmn and zRHmn to fall in the range [0, 1].

The fitness function is formulated as:

Fitval ¼ STMþRTM 2 0; 2½ � ð4Þ

Initially, the fitness function is evaluated for each of the recommender peers
which is part of the population. This is followed by a roulette wheel selection after
which selection probability and actual count is derived for each of the selected
parent recommender peer. The parents peer now undergoes a whole arithmetic
recombination to produce new off springs [4]. This results in every pair of parents
peers producing two new identical offspring’s. In order to bring in diversity in the
population a single bit mutation operation is performed on offspring peers ran-
domly. The fitness function is evaluated at the end of each generation and those
peers with Fitval lower than average initial population fitness fail to qualify for the
next generation. The fitness value of the last generation is used to carry out a
threshold mapping with the initial population. The closest match is chosen as the
recommender peer.

3.3 Ranker

Having chosen a recommender peer, the ranker now carries out ranking of possible
service providers on the basis on the service trust values. In case of equal service
trust values, the service histories are compared to find the peer with more direct
experience. If SHnm values are also found equal then SCB-SIB/2 values are
compared again for greater value. If again the values are found equal the peer with
greater competency belief is chosen. Still if the values are equal the peer with larger
upload bandwidth is selected. If the tie still prevails one among the equal peers is
randomly chosen.

Figure 3 gives the overall architecture of the proposed system. The downloader
peer initially queries other peers for the file it wishes to download. Based on the
response, recommendation about these peers is requested to the acquaintance peers.
This is done by recommendation system on behalf of the downloader peer. The
system aggregates the recommendations received, filters unfair recommendations
and ranks service providers based on their service trust values. Finally, the file it
downloaded from the service provider peer with highest service trust value.

Fig. 2 Population parameters
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4 Results and Analysis

4.1 Simulation

In order to show the efficiency of the designed decimal coded GA model two cases
are considered. In the first case a number of recommendation values offered by
recommenders based on their transactions at various time intervals are considered.
In this scenario, the choice of a recommender peer is solely done based on rec-
ommendation trust values, no matter if values vary sharply. In the second case, a
GA-based recommender selection is carried out which uses the fitness value to
select the recommender. The fitness value takes account of both the service trust as
well as recommendation trust values.

In Case 1 the choice of recommender is solely based on the recommendation
trust values and hence often the peer with the highest recommendation trust value is
chosen as the recommender. This may not always give promising results since
malicious peers can induce misleading recommendations to the system. It can be
observed from Fig. 4 that a sudden increase in recommendation trust of peer2
makes trusting decisions difficult. But in Case 2 the decimal coded GA evolutionary
technique ensures that only the fittest individual make it to the final generation.
Also a peer has to not only been a good recommender but also a decent service

Fig. 3 Decimal coded GA model
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provider to prove fit. The scatter plot in Fig. 5 shows the selection of fittest parent
individuals in the first generation which are evolved to produce the best off springs
in the final generation as shown in Fig. 6. The final generation witnesses 5 off
springs which satisfy the fitness criteria from 10 generated off springs.

Case 1: Table 1.
Case 2: Table 2.

4.2 A GA Analogy

The GA-based evolution mechanism can be portrayed interestingly using a simple
comparison process. Consider, the concept of dominant and recessive alleles where
the former gene often suppresses the later during evolution. In order to explain the
whole ideas let us take the reproduction case of a plant species, where in Tall
(T) and Green (G) are dominant and short (t) and yellow (g) are recessive traits.

Generation 1

TG Tg tG tg

TG TG TG TG TG

Tg TG Tg TG Tg

tG TG TG tG tG

tg TG Tg tG tg

Fig. 4 Peer recommendation trust graph
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Obtained probabilities:

TG ¼ 9=16 Tg ¼ 3=16 tG ¼ 3=16 tg ¼ 1=16

It is understood from the evolution process that height and color are synonymous
to the service trust and recommendation trust. In the proposed system, the dominant
traits being High service trust and high recommendation trust where as the recessive

Fig. 5 Generation1 parent fitness

Fig. 6 Generation100 offspring fitness
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trait being low service and recommendation trust. This clearly justifies the appli-
cation of GA for peer selection during file download based on trust relationships
giving higher chance of selection to the fittest peers. Moreover, those peers with a
Fitval lesser than the average fitness of the initial population get eliminated after
each generation.

Carrying forward the same example, the GA-based peer selection is improved
when crossover and mutation is done for a large number of generations. Though the
fittest offspring peers in the final generation may not be found in the initial pop-
ulation, it doesn’t invalidate our results. A closeness computation factor is con-
sidered to make a choice of the best from the initial population which closely
resembles any of the final generation offspring. Thus our system achieves fairness
in peer selection by incorporating an imitation of natural evolution process using
GA.

Table 1 Recommender peer selection based on recommendation values

Recommender peers Interaction based recommendation values

1 0.54 0.54 0.6 0.59 0.55 0.62 0.66 0.68

2 0.49 0.45 0.47 0.5 0.67

3 0.52 0.56 0.58 0.64 0.66

4 0.33

5 0.65 0.68 0.69 0.72 0.79 0.82 0.89

6 0.48 0.45 0.46 0.41 0.38 0.35 0.33

7 0.42 0.39 0.35 0.4 0.33 0.29

8 0.52 0.58 0.59 0.65 0.67 0.66

9 0.59 0.62

10 0.57 0.59 0.65

11 0.48 0.46 0.45 0.41 0.38 0.35

12 0.6

13 0.65 0.67 0.68 0.72 0.75 0.78 0.79 0.82

14 0.47 0.7

15 0.52 0.59 0.56 0.58 0.6

16 0.65 0.68 0.72 0.74 0.79 0.82 0.85 0.88 0.89 0.92

17 0.45 0.42

18 0.56

19 0.54 0.59 0.62 0.63

20 0.64 0.68 0.72 0.78 0.83 0.89
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5 Conclusion

The proposed system successfully models recommendation evolution having
adapted GA as an optimization technique. Our system achieves adequacy over
binary representation as a improved decimal coded representation is proposed. This
also increases the accuracy in precision as opposed to binary coding where the only
possible values are 0 or 1. Less memory is required as floating-point internal
computer representations can be used directly, thereby improving memory usage
greatly. Moreover, the system provides greater freedom to use different genetic
operators. Overall the system succeeds in attaining better resilience to common
attacks. As a future work we would like to investigate the extent to which our
system withstands some toughest forms of attacks like Sybil attacks, collusion
attacks, etc. and provide further improvisation as needed.

Table 2 Recommender peer selection based on fitness value

Recommender peers Interaction based fitness values

1 1 1.01 1.1 1.09 1.05 1.21 1.25 1.26

2 0.62 0.73 0.75 0.77 0.5

3 1.15 1.22 1.18 1.2 1.12

4 0.7

5 1.5 1.54 1.55 1.53 1.6 1.59 1.62

6 0.8 0.82 0.83 0.84 0.86 0.88 0.9

7 0.6 61 0.64 0.59 0.64 0.55

8 1.22 1.34 1.35 1.4 1.39 1.43

9 1.16 1.24

10 1.25 1.23 1.3

11 0.68 0.69 0.72 0.74 0.76 0.79

12 0.6

13 0.65 0.67 0.68 0.69 0.71 0.74 0.77 0.79

14 0.6 0.5

15 1.09 1.19 1.2 1.25 1.28

16 1.5 1.56 1.57 1.59 1.62 1.64 1.68 1.69 1.7 1.79

17 0.7 0.72

18 1.16

19 1.14 1.19 1.21 1.29

20 1.56 1.62 1.63 1.65 1.68 1.72
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Hybrid Paradigm to Establish Accurate
Results for Null Value Problem Using
Rough—Neural Network Model

Aishwarya Asesh and B.K. Tripathy

Abstract The systems in which missing values (NULL) occur are called incom-
plete information systems and computations on these may lead to biased conclu-
sions. The structured difference of the datasets and importance of attributes compels
us to depend on uncertainty-based approaches for finding the null values. This
paper presents a hybrid approach for solving null value problems using the concepts
of rough set theory and neural network. In this, complete tuple set is used for
training the NN. The incomplete tuples are then tested using the model. Level of
dependency is used to judge the importance of association rules [11]. Testing the
dataset after reducing unwanted attributes, yields a reduced error percentage. The
system produces result with better efficiency as observed by the values of accuracy,
completeness, and coverage. Thus, the proposed algorithm can be suitably modified
for different scenarios using the algorithm step-by-step to solve the null value
problem.

Keywords Imputation � Neural network � Null value problem � Rough set theory �
Training

1 Introduction

Major reasons for the incompleteness of real-world datasets may be due to lack of
proper examination during entry of the data, improper manual data selection, cor-
ruption of the continuous data sectors, bad data recovery from historical sets or any
such problems. As the problems are due to various reasons, the algorithm applied
for solution should accommodate generalized solution strategies; otherwise
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erroneous results will be produced. Common methods applied to datasets for
finding the missing values involves the concepts of rough sets, neural networks,
interval-based and non-interval-based methods. For example, swarm intelligence
method constitutes of evaluation function based on rough set theory [16]. Fuzzy
neural network is also used in cases, where the dataset has a common characteristic
in terms of attribute dependency. In general, rough set theory is the conceptual
model for solving null value problem, but the variation in datasets adds to the
restrictions of using the generalized method [22].

The proposed algorithm is divided into two stages. First, to train the model we
only use the complete tuples from the dataset. The separated group of incomplete
tuples is then tested to get the results. Thus the output is a set of decision rules that
leads to the given decision of the rule, along with the relative and absolute error
percentage. Now in the second stage, rough set theory is used to evaluate the rank
factor for attributes, which gives the attribute importance. Once the decision for
attribute importance is computed, we repeat the training and testing process after
removing the unwanted attributes from the dataset. Thus proposed approach uses
neural network for predicting the terms depending on evaluation function provided
by rough set theory. The algorithm gives a better accuracy ratio compared to the
generalized model using full attribute set which is reflected by the lower values of
absolute and relative error rates in determining the decision class. Thus we get a
better performance measure using above process, with respect to reliability and
accuracy. The proposed algorithm steps can be applied for dealing with missing
value problems in different domains using feature selection [12].

2 Related Work

Basic concepts of data mining and rough set theory govern the knowledge dis-
covery in databases [20]. For example, the normal feature selection is based on the
relative reduct concept of the Rough Set Theory [7]. Training of NN is done based
on the present attributes in the dataset [9]. It can only be used in cases where the
number of attributes is more than a certain limit. A method for estimating missing
values in relational databases is based on auto clustering technique [3]. But auto-
matic clustering technique requires a certain strong relation to be present amongst
the attributes of a dataset otherwise it may give erroneous results [5]. A fuzzy
concept learning system (FCLS) to build fuzzy decision trees using relational
database structures and generate fuzzy rules from those fuzzy decision trees is an
advanced approach for the solution of null value problem. Based on the generated
fuzzy rules, estimation of null values in relational database is done [4]. Imputation
of missing data is done using various classifiers such as Naive—Bayes, CLIP4,
C4.5. Such techniques are well defined in cases where data is present as a group of
Target Domain [18]. Learning Bees algorithm is based on random solution
approach. After searching neighborhood sites and evaluating fitness, the fittest
version of the solution is taken from each site [1]. Modern methods such as iterative
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imputation method (missForest) based on random forest are implemented on mixed
data type databases [18]. Rough set ADR signaling methods are useful when
spontaneous dataset changes occur and values are needed to be replaced in real time
[13]. However, the accuracy is compromised in such cases. A method is also
proposed for single imputation based on locally linear reconstruction (LLR) that
improves the prediction of supervised learning in case of smaller datasets [10]. With
this background, we propose an illustrative technique in this paper which is efficient
in handling the null value problem as well as attribute reduction or feature selection.

3 Definitions and Notations

3.1 Rough Set Theory

Rough set theory was established by Z. Pawlak, in the year 1982. This theory
governs the fundamental principle for artificial intelligence and reasoning sciences
including all the decision-making aspects of expert systems. The concept is based
on bound value tables. Lower bound values denote that the object’s chances of
belonging to a specific target class are certain. Upper bound values contain other
points in the whole set which cannot be classified as belonging to the target set with
a definite certainty. The classification of object as a part of the regular set or its
complement or none is decided by boundary-line elements. Thus, we find that the
uncertainty in relationships is not measured precisely by the membership values of
properties but with the help of boundary value limits of a function. Crisp set is
defined when the boundary value region is null, else any non-null values in
boundary explains that the set is a rough set [15]. The concepts of rough set
attribute reductions are basically used to deal with rule induction and feature
selection problems. The accuracy in results and reduction of computational efforts
using rough set theory is very practical, especially when dealing with data from
large repositories. The ability to reduce unwanted attributes is one of the most
important features of rough set theory [2].

3.1.1 Rough Set and Approximations

Here we take two finite, non-empty sets U and A, where U is the universe, and A is a
set of attributes. With every attribute a 2 A we associate a set Va, of its values,
called the domain of a. Any subset B of A determines a binary relation I(B) on U,
which is called an indiscernibility relation, and is defined as follows [14]:

x I(B) y if and only if a(x) = a(y) for every a 2 A,
where a(x) denotes the value of attribute a for element x.
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Here I(B) is an equivalence relation. The family of all equivalence classes of I
(B), i.e., partition determined by B, is denoted by U/I(B), or U/B; an equivalence
class of I(B), i.e., block of the partition U/B, containing x is denoted by B(x).

If (x, y) belongs to I(B) then x and y are B-indiscernible. Equivalence classes of
the relation I(B) are referred to as B-elementary sets.

The B-lower and B-upper approximations of a set X can be defined as follows:

B�ðXÞ ¼ x 2 U : BðxÞ�Xf g; B�ðXÞ ¼ x 2 U : BðxÞ \X 6¼ /f g; respectively:

The set BNBðXÞ ¼ B�ðXÞ � B�ðXÞ is referred to as the B-boundary region of X.
If the boundary region of X is the empty set, i.e., BNB Xð Þ ¼ /, then the set X is

crisp (exact) with respect to B; in the opposite case, i.e., if BNB Xð Þ 6¼ /, the set X is
to as rough (inexact) with respect to B.

Rough set can be also characterized numerically by the following coefficient [15]

aBðXÞ ¼ jB�ðXÞj
jB�ðXÞj

called accuracy of approximation, where |X| denotes the cardinality of X. Here
0� aBðXÞ� 1. If aBðXÞ ¼ 1, X is crisp with respect to B, or else, if aBðXÞ\1, X is
rough with respect to B.

3.1.2 Dependency of Attributes

Dependency can be defined in the following way [21]. Let D & C be subsets of A.
D depends on C in a degree k (0 � k � 1), denoted C ) kD, if k = c(C, D).
If k = 1, D depends totally on C, and if k < 1, D depends partially (in degree k)

on C.
If D depends in degree k, 0 � k � 1, on C, then

cðC;DÞ ¼ jPOSCðDÞj
jUj , where POSCðDÞ ¼

S

X2U=IðDÞ
C�ðXÞ

The expression POSC(D), called a positive region of the partition U/D with
respect to C, is the set of all elements of U that can be uniquely classified to blocks
of the partition U/D, by means of C [15].

3.1.3 Rule Discovery

Decision-making in data computation is based on attributes present in the dataset.
As all the attributes are not equally important for decision-making process, the core
generation algorithm can be used to reduce the unwanted attributes. But the
removal of attributes is a sensitive case, as any important decision classifiers must
not be omitted. Rules that govern the dataset with low level of dependency are
considered important.
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Core Generating Algorithm [8]
Input: Decision table T (C, D). Output: Core attributes.
(1) Core ← /
(2) For each attribute A 2 C
(3) If Card (

Q
(C − A + D)) 6¼ Card (

Q
(C − A))

(4) Then Core = Core U {A}
where C is the set of condition attributes, and D is the set of decision attributes.

Two Fundamental laws for rule importance can be defined as [12]:

Property 1. If a rule is generated more frequently across different rule sets, we say
this rule is more important than other rules.
Property 2. Rule Importance Measure

Rule Importance Measure ¼ Number of times a rule appears in all rule sets
Number of reduce sets

3.2 Neural Network

NN is often used to find out the missing values based on the currently present data.
Predictions are based on various equations and thus whole system is evaluated
based on solution of such equations. In general, prediction based on a predefined
model is better as it accommodates changes for a particular case. For making the
results of the NN more accurate, the system should compute the data based on the
least possible number of attributes and maximum number of instances. Neural
networks have an advantage over other leaning algorithms as the trained model can
accommodate some noise in the data. But for best possible results, only complete
tuples should be used while training a neural network. Error of prediction can be
generally estimated while using the neural network.

3.2.1 Network Reduction

In case of missing values present in the dataset, one solution to the problem is to
create a set of neural network classifiers, with each connection performing classi-
fication for random set of attributes. Thus complete set of data can be classified by
presenting different case to the network with proper inputs [19].
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3.2.2 Value Substitution

Another approach to the null value problem is to substitute the missing value with
an estimated value. The estimated values are then substituted to give a complete set
of inputs. Finally, the complete data set is diagnosed using classifier network [19].

3.3 Performance Measure

The performance measure can be made using the three evaluation measures namely,

Accuracy ¼ number of cases correctly classified
Total number of cases

� 100%

Correctness ¼ number of cases correctly classified
Total number of cases classified

� 100%

Coverage ¼ number of cases classified
Total number of cases

� 100%

The performance evaluation may be conducted on the training set or on a test set
[17]. A high evaluation rate measured on training set does not mean that the
performance of the classifier will be good in practice. The results on the test set give
a better indication of how well the classifier is able to generalize on new examples.

4 Materials and Methods

4.1 Dataset

The Hepatitis Disease dataset has been taken from Machine Learning Repository. It
contains 152 data instances, each having 20 attributes (Table 1).

4.2 Proposed Algorithm

PHASE 1

STEP 1: Changing the categorical values into numeric equivalents
It is the first step that applies to the system. In this stage the attribute class values of
the dataset are converted from its categorical values into binary equivalents.
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The input matrix can be considered as a n � m matrix
Where n = number of instances, m = number of attributes

STEP 2: Data preprocessing

The whole dataset is divided into complete as well as incomplete tuple sets by
automated value recognition.

Let us consider all number of tuples to be n, Then, p + q = n
where, p = no. of complete tuples, q = no. of incomplete tuples

STEP 3: Training the Model
The model is trained using the complete tuples dataset. This involves the concepts
of neural network as described in the following sub-steps:
3.1 The data in the complete tuples are recorded as input to the training model.
3.2 Neural networks are constructed based on the requirements in the above
step. As the set has complete tuple data, input–output pairing can be done to satisfy
the requirements for each network. Here the input is complete tuple
dataset = P. Considering a three-layer neural network, we can use the following
pseudo code:

Activate layer (input, output)
for each r input neuron, calculate output r
for each s hidden neuron, calculate output s
for each t hidden neuron, calculate output t
output = {output t}

STEP 4: Imputation
Here the input is the incomplete data tuples = q. It is tested to find out the null
values. The output results also include the absolute and relative error percentage
with respect to the predicted decision class values.

Table 1 Dataset description with the domain value of each attribute

Attribute information:

1. Class: Die, Live 11. Spleen palpable: no, yes

2. Age: 10, 20, 30, 40, 50, 60, 70, 80 12. Spiders: no, yes

3. Sex: male, female 13. Ascites: no, yes

4. Steroid: no, yes 14. Varices: no, yes

5. Antivirals: no, yes 15. Bilirubin: 0.39, 0.80, 1.20, 2.00, 3.00, 4.00

6. Fatigue: no, yes 16. ALK phosphate: 33, 80, 120, 160, 200, 250

7. Malaise: no, yes 17. SGOT: 13, 100, 200, 300, 400, 500,

8. Anorexia: no, yes 18. Albumin: 2.1, 3.0, 3.8, 4.5, 5.0, 6.0

9. Liver big: no, yes 19. Protime: 10, 20, 30, 40, 50, 60, 70, 80, 90

10. Liver firm: no, yes 20. Histology: no, yes
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PHASE 2

STEP 5: Analysis of results
We observe the confusion matrix for the predicted data to validate the rule gen-
eration for decision-making. The decision rule snippet is also generated as a part of
each step.

STEP 6: Ranking the Attributes based on Level of Dependency
Level of dependency is used to rank the attributes as described in these steps:

6:1 The attribute with high level of dependency are considered unwanted attribute
and ranked lower in the Table

6:2 The attributes with low level of dependency are considered the most important
attributes for the sense of decision-making.

PHASE 3

STEP 7: Modification of the Datasets—Reduction
The lower ranked attributes are removed from the dataset for next iteration. Number
of attributes that are removed depends on the total no. of attributes present in the
dataset.

Newly formed matrix can be considered as a n � (m − d) matrix
Where n = no. of instances, m = no. of attributes, d = no. of deleted attributes

STEP 8: Training the new model
The new model is trained with the reduced number of attributes in the complete
dataset tuple. This requires lower time complexity for training than the prior
training step.

STEP 9: Imputation Step
Now, the testing is done on newly trained model, as described in STEP 4.

STEP 10: Analysis of results
A new decision rule snippet is generated. The report produced during the testing
process reflects a better time complexity constrain than the previous model. We find
the relative and absolute error getting reduced. Thus this adds a value in terms of
better accuracy and reliability of the whole system.

5 Application

5.1 Experimental Setup

Due to space constraints, the following is a sample of the code snippet for decision
rule generation based on 20-attribute dataset—(Fig. 1).
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Varices = Yes
| Ascites = Yes
| | Bilirubin < 2.85
| | | Spiders = Yes
| | | | Sex = Female : No (8/0)
| | | | Sex = Male
| | | | | Alk Phosphate < 112.5
| | | | | | Alk Phosphate < 88.5
| | | | | | | SGOT < 44.5
| | | | | | | | Bilirubin < 0.65 : Yes (2/0)

5.2 Results and Observations

A sample from the code snippet for the modified decision rule generation based on
15-attribute dataset—(Figs. 2, 3 and 4).

Fig. 1 Resultant output data
for ranking of attributes with
age, Bilirubin, SGOT, Alk
phosphate, protine having
lowest importance in terms of
decision making
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Class = Live
| Spiders = Yes
| | Sex = Female
| | | Antivirals = Yes
| | | | Malaise = Yes
| | | | | Liver Firm = Yes
| | | | | | Liver Big = No : No (1/0)
| | | | | | Liver Big = Yes : Yes (1/0)
| | | | | Liver Firm = No : No (1/0)
| | | | Malaise = No : No (2/0)
| | | Antivirals = No : No (4/0)

Fig. 2 Building the training model based on complete data tuples containing 140 instances and 20
attributes
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6 Comparative Analysis

Time Complexity
Support vector Machine uses a time complexity of O(n3) where iterations are

assumed to be constant. Levenberg Marquardt based Neural Network require N*N
system of equations in every iteration, which can consume time complexity of O
(n3). Preprocessing step can improve the classification speeds with an extra cost of
O (nd) (Table 2).

Fig. 3 Result—testing the incomplete data tuples-12 instances and 20 attributes
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7 Conclusion

Selection of the process for missing value imputation is directly concerned with the
accuracy of the output result [6]. The proposed model demonstrates the null value
solution process using two of the highly recognized computational concepts—

Fig. 4 Result—testing the incomplete data tuples-12 instances and 15 attributes

Table 2 Comparison of
results for phase 1 and phase
3 of the proposed algorithm

Labels Phase 1 Phase 3

Correctly classified instances 58.3333 83.3333

Incorrectly classified instances 41.6667 16.6667

Kappa statistics 0.1667 0.6667

Mean absolute error 0.4059 0.2563

Root mean absolute error 0.4439 0.4219

Relative absolute error 81.1833 51.2636

Root relative squared error 88.0841 83.7003

Weighted average TP rate 0.583 0.833

Weighted average FP rate 0.417 0.167

Weighted average precision 0.586 0.833

Weighted average recall 0.583 0.833

Weighted average F-measure 0.58 0.833

Weighted average ROC area 0.722 0.833
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Rough set theory and neural network [15]. The solution using the above proposed
model can be extended to large datasets as the time complexity versus accuracy rate
is highly feasible. General testing and training concept can have high time com-
plexity and can largely affect the resultant values due to presence of unwanted
attributes. Removal of the lower importance attributes not only helps in achieving a
better accuracy versus time ratio but also reduces the space complexity of the
process.
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Network Protocol-Based QoS Routing
Using Software Defined Networking

P. Shakthipriya and A. Ruhan Bevi

Abstract Software defined networking (SDN) is an incipient network paradigm in
which the control plane is moved out of the individual network nodes and into a
separate centralized controller which is capable of exploiting the complete
knowledge of the network to optimize flow management. SDN is a promising way
to support the dynamic nature of networks at present and in the future. OpenFlow is
the most commonly used SDN protocol. OpenFlow protocol governs the com-
munication between SDN controllers and the underlying network infrastructure.
Routing not only implies mere forwarding of data packets, but also refers to the
choosing of best path for the data traffic based on certain metrics. In this paper, a
routing algorithm namely Network Protocol-based QoS Routing is proposed and
simulated using the network emulation tool, Mininet. The working of the algorithm
is verified to correctness using the network protocol analyser Wireshark. The
performance analysis is done by considering the QoS parameters.

Keywords Mininet � OpenFlow � QoS � Routing � Software defined networking

1 Introduction

Software defined networking (SDN) is the networking trend that is viewed as a
promising means to solve most of the problems that the existing, traditional net-
works suffer from. As opposed to the traditional networks, in which the control
scheme and the topological scheme called the data plane are combined, the SDN
have them separated. The control plane present with the individual network nodes
in the topology, can limit the configurability of the network dynamically.
Hence SDN, the control is moved out of the individual nodes in the network, to a
centralized controller. This controller can be programmed to suit the dynamic
changes that originate in the network [1].
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The work on programmable networks have spanned across three major stages of
evolution namely active networks, separation of control and data plane, OpenFlow
abstractions and Network operating systems.

Conventional networks once deployed by defining flows to the switches and
routers were not changeable. Alterations to the network schema were limited by the
need to define the flows at the firmware again, in all the switches and routers. This
was a serious shortcoming due to the distributed control in all the nodes.

Active networking stage thus started with a vision to have programming func-
tions in networking.

During mid-90s with the internet technology taking off, there were more pro-
tocols that were designed and tested. These had to be standardized by IETF
(Internet Engineering Task Force) and this process was a very slow one. To
accelerate this process, the conventional networks had to be improved to include
programmability. Thus, Active networking concentrated mainly on programmable
functions in the network to accelerate innovations.

Early 2000s, witnessed the increase in the users and the traffic volumes in the
network called for the need to better management to network traffic and the field
called traffic engineering came into the fore. This urge to better techniques to
manage network traffic commenced two innovations—Open interface between the
control and data plane and Logically centralized control [2].

Moving the control out of the network equipment makes more sense as the
management is a network wide activity. SDN was subject to debate between its
vision of fully programmable network and its viability for realistic deployment. The
OpenFlow protocol arrived as a balance between the two in the stage 3. Initially
OpenFlow protocol standardized a data plane model and control plane application
programming interface (API) with the firmware of existing switches. By doing this,
the vendors were spared the drill of upgrading the hardware in order to make it
OpenFlow compatible. The main outcomes of the work in this period, is the gen-
eralizing of network devices to include more functions using OpenFlow.

The notion of node Operating System (Distributed approach) which was talked
about in the Active networking era, was overpowered by the Network Operating
System (Centralized approach) with OpenFlow. The emergence of NOS offered
conceptual distinction of Network operation into three layers namely data plane
which is the arrangement of the network equipment, state management which is the
centralized controller and control plane where the processing of traffic in the net-
work is outlined.

SDN focuses on key features like, Separation of the control plane from the data
plane, presence of a centralized controller and view of the network, existence of
open interfaces between the devices in the control plane (controllers) and those in
the data plane and programmability of the network by external applications [3].

With SDN, the control plane is run on separate simple, off-the-rack equipment
like PC called an Open Flow Controller and data plane is run on dumb (no L2 L3
intelligence) but powerful switches called the Open Flow Switch to forward data at
line rate. The communication between the controller and switch, i.e., packets and
commands happen over a secure channel using Open Flow Protocol [4–6].
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The Open Networking Foundation (ONF) was formed to facilitate the stan-
dardization of the SDN principles. The OpenFlow protocol was an outcome of the
efforts of the ONF.

The communication between the switch and the SDN controller happens using
the OpenFlow protocol, where the messages are exchanged between the partici-
pating entities via a secure channel. The controller’s default port for this connection
is 6633. The authentication by exchange of certain key is performed between the
controller and its designated switch on powering up.

OpenFlow switch is a basic forwarding element, which is accessible via
OpenFlow protocol and interface. In addition to simplifying the switching hard-
ware, flow-based SDN architectures, such as OpenFlow requires additional for-
warding table entries, buffer space, and statistical counters that are not very easy to
implement in traditional switches with application specific integrated circuits
(ASICs). In an OpenFlow network, switches come in two flavors, hybrid
(OpenFlow enabled) and pure (OpenFlow only). Hybrid switches support
OpenFlow in addition to traditional operation and protocols (L2/L3 switching).
Pure OpenFlow switches have no legacy features or onboard control, and com-
pletely rely on a controller for forwarding decisions. Most of the currently available
and commercial switches are hybrids.

Open vSwitch (OVS) is a multilayer virtual switch licensed under the Apache
license. It is designed to enable massive network automation through programmatic
extension, while still supporting standard management interfaces and protocols.

The SDN controller is the entity that provides programmatic interface to
OpenFow switches. OpenFlow switches consults an SDN controller each time a
decision with respect to the flow table or actions has to be made. This centralized
approach simplifies the network control as the reconfiguration policies required
from time-to-time can be addressed only to the SDN controller. POX is one such
open-source SDN controller that offers development platform for Python-based
SDN control applications.

Section 2 of this paper discusses the routing algorithm for prioritizing the flow in
a network. In Sect. 3, simulation of the algorithm using Mininet and the Wireshark
verification is explained. Section 4 of the paper analyze performance of the
algorithm.

2 Network Protocol-Based QoS Routing

Internet protocol (IP) specifies that the payload in the network must be transmitted
in the form of datagrams. Figure 1 shows the frame level description of the IP
datagram for IPv4. The network protocol field of the datagram determines what
protocol should be used while passing the data to the upper layers. We discuss two
such protocols called transmission control protocol (TCP) and user datagram pro-
tocol (UDP) that can be distinguished using network protocol numbers assigned to
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them. These serve as unique identifiers to recognize the IP payload at the datagram
level. The network protocol number for TCP is 6 and UDP is 17.

TCP is known to be a very reliable connection oriented protocol due to the
handshaking happening between the communicating agents in the form of syn-
chronization (SYN) and acknowledgement (ACK). The sockets are established
between the source and destination and the data transfer is possible in bidirectional
way. The frames transmitted trigger an ACK from the destination on correct
reception of data packets. This ensures the guaranteed delivery of data packets.

The pseudocode for the TCP header implementation below, shows the important
fields in the TCP packet:

struct tcp_packet
{

uint32 src_addr;
uint32 dst_addr;
uint8 zero;
uint8 proto;
uint16 length;
uint8 seq_no
uint8 ack
uint8 chk_sum;

} tcp_header;

UDP is designed to be a best effort, connectionless protocol with no hand-
shaking. It is mainly used in applications that require fast and efficient data transfer.

Fig. 1 The frame level description of IP datagram
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Large chunks of data are transmitted using UDP and there is no reliability of
guaranteed delivery or the order of transmission.

Given below is the pseudocode for the UDP header:

struct udp_packet
{

uint32 src_addr;
uint32 dst_addr;
uint8 chk_sum;
uint16 length;

} udp_header;

Ability to prioritize critical messages to or from the network node over other
traffic like P2P, FTP, Torrents, social networking applications, and other bandwidth
consuming applications, is a significant feature a controller needs to be equipped
with. This necessitates the network to route TCP and UDP when they occur on the
same link of the network. The TCP data must be allowed to use a more reliable link
for its transmission. The proposed algorithm uses the network protocol number as
the metric for routing the data traffic and separates the traffic based on the frames.
The flow chart of the algorithm is as presented below in Fig. 2.

The OVS documentation specifies that creation of flow tables by utilizing var-
ious parameters for packet forwarding. Unique feature of OVS is to distinguish the
packets at frame level using the network protocol numbers. Further on exploring
about similar kinds of algorithms, in [7], the authors suggest a scheme to improve
the performance of TCP protocol transmission. The routing algorithm here, aims to
find a suitable path with least expected transmissions. The frame based TCP-ETX
parameter which calculates the expected frame transmissions for TCP is designed.
ETX is the metric used to select a path with least expected transmission.

When the data traffic is passed at the ingress port of the OVS, the Virtual switch
under the control of the SDN controller, distinguishes the packets based on the
network protocol number and then segregates it into two links as illustrated by
Fig. 2. If the network protocol number is 6, then it corresponds to TCP data and it is
routed on link 2. Similarly, if the network protocol number is 17, then it corre-
sponds to UDP data and is routed on link 1. Here the underlying assumption made
is that link 2 is more reliable than link 1. The programmer can monitor some vital
parameters and determine which link is more reliable and congestion free. This may
involve reading the switch counters with respect to queuing, port data, and data
flow.

The aim of the algorithm is to reduce the jitter in the way of transmission of TCP
data by allocating a congestion free link for its transmission, to achieve improved
QoS.
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3 Simulation of the Algorithm with Mininet

Networking simulators allows the experimentation of algorithms using virtual
network elements. Many simulators were assessed to choose the most suitable
simulator for SDN-based experiments. The key observation of the study is pre-
sented in Table 1.

3.1 Mininet

Mininet turns out to be the most viable open-source simulator for the simulation of
the algorithm. Mininet is a network emulator which runs on Linux Operating
Systems (OS). It runs multiple hosts and switches using single OS kernel. The
OpenFlow switches and controllers are emulated in the user space. It is a great
environment to develop, execute, test, and debug SDN applications. It comes with
OVS version 1 by default and POX controller.

Fig. 2 Flow chart representation of the algorithm
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3.2 Implementation Details

A simple tree topology is created in Mininet as shown in Fig. 3. It is the MiniEdit
(the GUI counter part of Mininet) look of the topology. The tree topology is created
in two levels with three OpenFlow switches (s1, s2, s3) and four end hosts (h1, h2,
h3, h4) that are the end receivers of the data packets in the network. The switches s2
and s3 are connected to switch s1 and receive inputs from it. The hosts h1 and h2
are at the output of the switch s2 and the hosts h3 and h4 are at the output of the
switch s3.

Table 1 Comparison of network simulators

MININET QUALNET OPNET NS-3 ESTINET

Vendor ON.LABS Freescale OPNET TECHN. NS3
projects

ESTINET
TECHN.

OS Linux Linux/Windows Linux/Windows Linux Linux

Open flow
support

Yes No No (work for
extension)

Yes Yes

GUI MINIEDIT Animator VND VND ESTINET
GUI

Emulation
mode

Yes Yes No No Yes

Simulation
mode

No Yes Yes Yes Yes

Direct SDN
controller

POX
usable

No No No Yes

Licence Free Commercial (Single user)
Commercial

Free Commercial

Fig. 3 Tree topology look from MiniEdit
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A virtual Ethernet link is added to the switch s1 so as to pass the data traffic to
the network. Artificial datagrams are crafted using the software, Ostinato and
passed into the network. The stream is designed in such a way that it passes
interleaved streams of TCP and UDP packets on the ingress port. The switches are
OpenFlow compliant switches that are connected to POX controller which is
invoked on a separate terminal and set to listen to the remote port. The switches run
the shell script code for the Network Protocol-based QoS routing algorithm. Once
the transmission starts, the OpenFlow switch populates the flow table by checking
the match fields that has been given in the shell script code. Once the matches are
found, they are forwarded from the open virtual switch.

When the xterms (offered by linux environment) of the end hosts are checked,
there are only TCP packets on h1 and h2, and only UDP packets on h3 and h4,
thereby confirming the segregation at switch s1. Further the working of the algo-
rithm is verified using the network protocol analyzer Wireshark and the results are
presented in Sect. 3.3.

3.3 Wireshark Verification

Wireshark is a network protocol analyzer that is used for capturing the packet
transfers on desired links to view the type of packets that constitute the network
traffic on that link. The algorithm is verified using Wireshark and the corresponding
flow graphs are explained below.

Packet capture done on link 3 which is the ingress link at switch s1, shows the
interleaved arrival of TCP and UDP packets and they are as shown in Fig. 4. The
red bursts at periodic intervals are the UDP packets and the black bursts are the TCP
data stream.

Packet capture on link 2, shows only the separated TCP packets getting routed
on it, following the algorithm, as shown in Fig. 5.

Packet capture on link 3, shows only the separated UDP packets getting routed
on it, following the algorithm, as shown in Fig. 6.

4 Performance Analysis

The performance analysis for the above routing algorithm is done using the tool
iperf, a very popular tool for obtaining network statistics. On individual links of the
OVS, where the algorithm is running, the iperf commands are applied by config-
uring the IP suitably.

The Jitter in the network links is obtained by keeping the throughput and the
bandwidth constant at 1.19 Mbytes and 10.0 Mbits/s, respectively. The band-
width and the throughput of the network links are obtained for various intervals of
time.
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The graph of bandwidth and jitter plotted against time is as shown in Fig. 7.
It can be observed that the maximum jitter occurs in link 3. It is consequently

reduced by 0.003 ms in both link 2 and link 3. The maximum bandwidth is
achieved in case of link 2 and link 3 only as compared to link 1.

Fig. 5 The flow graph from Wireshark showing only TCP packets

Fig. 4 The flow graph from Wireshark showing TCP and UDP packets
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Figure 8 shows the graph of throughput obtained for varying time interval. It is
observed that the throughput of the egress link having TCP and UDP is improved as
compared to the ingress link.

Fig. 6 The flow graph from Wireshark showing only UDP packets

Fig. 7 The graph of bandwidth and jitter
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5 Conclusions

In this paper, we discussed the merits of SDN, the simulation and performance
analysis of a routing algorithm designed using the same called Network
Protocol-based QoS routing. The network statistics derived through the simulation
of the network using Mininet, suggest that the traffic segregated following the
algorithm yields improved bandwidth and reduced jitter for individual links as
compared to everything routed through the same link. It is to be noted that the
maximum Bandwidth attained in link 1 and link 2 have increased as compared to
the non-SDN way in link 3. The maximum Jitter in the network has reduced by
0.003 ms in both link 1 and link 2.

The future work involves applying the above-mentioned algorithm in specific
network scenarios like the Internet of Things and Information Centric Networks, to
improve the ease of networkability in them.
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Comparison of GSA and PSO-Based
Optimization Techniques for the Optimal
Placement of Series and Shunt FACTS
Devices in a Power System

Rajat Kumar Singh and Vikash Kumar Gupta

Abstract This paper presents the application of gravitational search algorithm
(GSA) and particle swarm optimization (PSO)-based approach along with multiple
FACTS (flexible AC transmission system) devices for the economic operation of an
interconnected power system under different loading condition. Two different types
of FACTS devices such as static Var compensator (SVC) and thyristor-controlled
series capacitor (TCSC) are used in this paper. The location of the FACTS devices
is obtained by the reactive power flow in the transmission lines. The reactive
loading of the system have been increased from the base value to 110 and 120% of
base reactive loading. Finally, results have been compared between both the
techniques in terms of minimization of active power loss and operating cost.

Keywords FACTS devices � GSA � PSO � Reactive power flow � Operating cost

1 Introduction

In present scenario power system stability has become a challenging and complex
area due to a reasonable increase in power supply demand as compared to power
supply in recent years. To fulfill the needs of the population, it is required for the
power system to work safely and efficiently. Voltage stability is one of the major
concerns in power system stability. A heavily loaded power system network works
close to voltage stability limit. To improve the voltage profile reactive power
compensation on weak nodes is required, also by minimizing the reactive power
flow the losses in the system can be reduced.
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The concept of FACTS was introduced by N.G. Hingorani. In [1], the concept of
FACTS devices is discussed. FACTS devices are used to advance controllability
and boost up the capability of the system to transfer the power. In [2], differential
evolution technique is used to improve the power flow with the help of FACTS
devices. The power flow in the system using FACTS devices considering network
control variables is discussed in [3]. In [4], SVC models are advanced and studied
for a load and power flow using N.R. method. Use of evolutionary algorithms for
reduction of losses by proper management of reactive power flow is discussed in
[5]. The concept of particle swarm optimization is applied on the FACTS devices
along with the increase in loading of the system in addition to the consideration of
cost is discussed by authors in [6]. The authors discussed the optimization of
reactive power and voltage of a system using PSO in [7]. GSA is an optimization
technique based on law of gravity is discussed in [8]. Optimization of the location
of the FACTS device by the help of genetic algorithm is explained in [9]. A new
algorithm combined of GSA and PSO is introduced in [10] by the authors. The
economic advantage of genetic algorithm and PSO with FACTS devices for a
transmission network at different loading is discussed in [11].

The major objective of this research work is to minify the cost of operation. To
reduce the cost of operation, active power loss is minimized with the help of
FACTS devices using evolutionary algorithm. The location of FACTS devices is
determined on the basis of reactive power flow in the lines. PSO and GSA are the
two techniques which are used here. The reactive power loading is increased up to
120%. Further, the comparison of the both techniques has been done on the basis of
active power loss and cost of operation.

2 Mathematical Expression of FACTS Devices

FACTS devices are basically the controllers which are capable to enhance and
increase the controllability of the system by changing one or many system variables
such as voltage, current, impedance in synchronization with others. FACTS devices
increase the power transmitting capability, thereby making the system more eco-
nomic. From the number of FACTS devices TCSC and SVC are used in this paper,
which are categorized in the first generation FACTS Devices.

2.1 Thyristor-Controlled Series Capacitor (TCSC)

Thyristor-controlled series capacitor (TCSC) provides an efficient way to control
and increase power transfer level of a system by changing the apparent impedance
of a desired transmission line.
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The basic scheme of TCSC is shown in Fig. 1. It consists of the series controlled
capacitor shunted by a thyristor-controlled reactor (TCR). The different value of
impedance (XTCSC) of TCSC depends upon the delay angle (a) of thyristor valves.

The TCSC operates in two ranges:

One is the a Claim � a � 180°

where XTCSC að Þ is capacitive;

and the other is the 90° � a � Llim

where XTCSC að Þ is inductive;

After providing the TCSC in the specifically determined line the line reactance
will be calculated as

Xij new ¼ Xij � XTCSC ð1Þ

where

Xij_new new line reactance
Xij initial line reactance
XTCSC reactance of TCSC

2.2 Static Var Compensator (SVC)

Static Var compensator (SVC) is a static device connected in shunt in the system.
The main function of the SVC is to adjust the voltage at the bus where it is placed.
SVC is basically consists of capacitor bank and thyristor-controlled reactor (TCR).
TCR is connected in parallel with a fixed capacitor bank. A shunt transformer is
used to connect the SVC with the transmission line as shown in Fig. 2.

By providing the SVC at the decided bus to improve the system stability, the
reactance will be calculated as

Fig. 1 Basic scheme of
TCSC
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Xij new ¼ Xij � Xsvc ð2Þ

3 Weak Node Selection

The placement of the FACTS devices is one of the main concerns as the location is
dependent on the system characteristics and its effect on the system variables.
FACTS devices are generally placed at the lines which are loaded to a great extent
to manage the flow of power in the line. The proper power flow control protects the
line from getting overloaded and power gets distributed all over the system. The
SVCs are mainly used for regulating voltage, improving power factor in addition to
provide rapid change in reactive power in the transmission lines. Typically, the
SVC’s are placed near high or rapid changing loads or transmission lines having
high reactive power flow. TCSC is a series connected FACTS device, which can be
utilized to make the system operate above the power level it was initially intended
without making it unstable. If the reactive power flow is increasing significantly in
the confining transmission line, the TCSC or SVC placed in the network will
provide the reactive power which in turn increases the active power flow in the
lines. There are four SVCs placed at the end of the line and four TCSC located in
the lines having high reactive power flow in the test system.

Fig. 2 Functional diagram of
SVC
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4 Problem Formulation

The objective function of the system is to minify the total operating cost. The
mathematical expression of the active power losses can be formulated as in Eq. (3)
subjected to constraints given below:

Ploss ¼
XL

k¼1

gkðV2
i þV2

j � 2ViVj cos hÞ ð3Þ

Qmin
i �Qi �Qmax

i ; (Reactive power constraints)
Vmin
i �Vi �Vmax

i ; (Voltage magnitude constraints)
Qgmin

i �Qgi �Qgmax
i ; (Existing nodal reactive capacity Constraints)

The total operating cost can be given as

CostTOTAL ¼ CostSVC þCostTCSC þCostOPERATING ð4Þ

where the cost of TCSC, SVC and operating cost can be calculated as

CostSVC ¼ 0:0003ðFÞ2 � 0:305ðFÞþ 127:38 $=kVarð Þ ð5Þ

CostTCSC ¼ 0:0015ðFÞ2 � 0:7130ðFÞþ 153:75 $=kVarð Þ ð6Þ

CostOPERATING ¼ 0:06� 8760� 105 � Ploss $=kVarð Þ ð7Þ

Where F is operating values of FACTS devices

5 Proposed Approach

5.1 Particle Swarm Optimization

In power system optimization problems, there is a large search space which
increases with problem size and takes a lot of time and unsuitable result in classical
optimization approach. To overcome such problems, the evolutionary optimization
technique can be used such as PSO. Particle swarm (PSO) is a biologically inspired
optimization technique. This technique mimics the social behavior in group of
animals having no leader. In PSO, a number of particles are randomly distributed in
a search space. Every particle acquires its current location, velocity and the best
position achieved by the particles in the given space. In particular, an individual
particle in this technique is guided by the following equations:
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vkþ 1
i ¼ wiv

k
i þ a1rand� ðpbesti � ski Þþ a2rand� ðgbest� ski Þ ð8Þ

Equation (8) defines the velocity of each particle where, gbest is the globally
best position in the given space and pbest is the personal best position obtained by
the each particle till current iteration; a1 and a2 are taken as constants; rand is the
random number in range of [0, 1]; wi is the weight factor; and vi and velocity of ith
particle.

The weight factor wi can be calculated as

wi ¼ wmax � ðwmax � wminÞ=TIð Þ � I ð9Þ

where wmax and wmin are the fixed values, TI is the total number of iteration to be
carried out. I is the ith iteration.

The particle positions can be updated as

skþ 1
i ¼ ski þ vkþ 1

i ð10Þ

where

ski Location of ith particle at kth iteration

skþ 1
i Location of ith particle at k + 1th iteration

vkþ 1
i Velocity of ith particle at k + 1th iteration

By updating the position of the particles, the optimum value can be obtained as
global best solution after the desired number of iterations.

5.2 Gravitational Search Algorithm

Gravitational search algorithm emulates the universal law of gravitation. In GSA, a
number of variable strings are randomly distributed in the search space. Each
particle experiences a force due to all other variable strings. Assuming there is ‘N’
number of strings and each string has ‘g’ dimensions. The force acting between two
variable strings ‘i’ and ‘j’ of kth dimension at time ‘t’ can be calculated as

Fk
ijðtÞ ¼ GðtÞ � mpiðtÞ � majðtÞ

Dij þ e
� ðxkj ðtÞ � xki ðtÞÞ ð11Þ

where

majðtÞ Active mass of jth variable
mpiðtÞ Passive mass of ith variable
xkj ðtÞ Location of jth mass of kth dimension

xki ðtÞ Location of ith mass of kth dimension
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Dij Euclidean distance between variable ‘i’ and ‘j’
ɛ Low constant value.

The value of G(t) can be obtained by the following expression:

GðtÞ ¼ Goe
�k t

T ð12Þ

where Go and k are the predefined constant values and T is the total number of
iterations. The total force acting on ith string variable of kth because of all other
string variables of same dimension can be calculated as

Fk
i ðtÞ ¼

XN

j2gbest;j 6¼i

randj � Fk
ijðtÞ ð13Þ

The overall mass of ith string can be formulated as

MiðtÞ ¼ miðtÞPN
j¼1 mjðtÞ

ð14Þ

The value of the mi(t) is depends on the fitness value as given in equation below.

miðtÞ ¼ fitiðtÞ � worstðtÞ
bestðtÞ � worstðtÞ ð15Þ

where

fiti(t) Fitness value at tth iteration
worst(t) Worst fitness value in the tth iteration
best(t) Best fitness value in the tth iteration

The velocity of the string can be obtained with the help of acceleration value.
The acceleration of the ith string can be defined as

aki ¼
Fk
i ðtÞ

MiiðtÞ ð16Þ

From the obtained acceleration value the position of the string can be updated by
updating the velocity of the string. The updated velocity of the ith string can be
obtained as

Veliðtþ 1Þ ¼ randi � VeliðtÞþ aiðtÞ ð17Þ
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where the veli(t) is the velocity of the variable of the ith string at tth iteration.
Similarly, the position of the ith string can be updated by the following equation.

Xiðtþ 1Þ ¼ XiðtÞþVeliðtþ 1Þ ð18Þ

By updating the positions of the all the strings obtained from the GSA technique,
we are able to minimize or maximize the objective function.

6 Result and Discussion

For IEEE 30 bus system, PSO and GSA are applied for minimization of losses and
cost of operation. Table 1 shows the number of controlling variables. Table 2
shows the location of the SVCs and TCSCs. Similarly Table 3 shows the reactive
power flow in the lines at 120% reactive loading with and without evolutionary
techniques. Comparison of initial active power loss and minimized active power
loss at different reactive loading by different techniques is tabulated in Table 4. The
values of the operating cost with both the technique are given in Table 5. Figure 3
compares the reduction in active power loss by PSO and GSA at 120% reactive
loading. The comparison of total cost with respect to generation by PSO and GSA
is shown in Fig. 4.

Table 1 Number of controlled variables

TCSC SVC Transformer tap Reactive generation of generator

4 4 4 5

Table 2 Location of SVC and TCSC in the network

Location of SVCs at the Buses Location of TCSCs placed in lines

21 7 17 15 25 41 28 5

Table 3 Reactive power flow at the SVC placed buses at 120% reactive loading using GSA and
PSO

SVC lines 120% reactive loading

Without FACTS devices Using GSA Using PSO

27 0.1135 0.2645 0.0584

9 0.0793 0.0384 0.1104

26 0.0659 0.0429 0.0280

18 0.0675 −0.0250 −0.0448

382 R.K. Singh and V.K. Gupta



The GSA and PSO techniques are applied to the test system. All the FACTS
devices, transformer tap setting as well as reactive power generation of generator
are treated as the variables. The reactive power flow is decreased in the lines where
FACTS devices are placed as shown in Table 3, as the reactive power demand is
supplied by the FACTS devices. The reactive power loading of the system is
increased to 110 and 120%. The reduction in the active power losses can be seen in
Table 4 with 100, 110% as well as 120% increase in reactive loading by applying
both GSA and PSO. It can also be observed that operating cost is reduced con-
siderably by both the techniques as observed in Table 5.

Table 4 Active power loss at different reactive loading using GSA and PSO

Reactive loading (%) Active power loss (p.u.)

Without FACTS devices Using GSA Using PSO

100 0.0711 0.0363 0.0436

110 0.0716 0.0369 0.0447

120 0.0721 0.0383 0.0450

Table 5 Operating cost at different reactive loading using GSA and PSO

Reactive loading (%) Operating cost ($)

Without FACTS devices Using GSA Using PSO

100 3,737,016 1,936,961 2,321,663

110 3,763,296 1,968,533 2,379,500

120 3,789,576 2,041,065 2,395,244

Fig. 3 Comparison of active power loss with generation at 120% reactive loading using PSO and
GSA
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7 Conclusion

The two evolutionary algorithms are implemented on the IEEE-30 bus system in
this paper. Both of the GSA and PSO succeeded in reducing the active power loss
as well as operating cost with the help of FACTS devices. Placement of FACTS
devices reduced the reactive power flow considerably. However in comparison to
PSO, GSA is better optimization technique in terms of reduction of operating cost
as it reduced the cost much more than the PSO. From the above results, it can be
concluded that evolutionary techniques along with the proper placement of FACTS
devices can reduce the losses, operating cost, as well as increase the efficiency of
the network.
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Neural Network-Controlled Wind
Generator-Fed C-Z Source-Based
PMSM Drive

A. Jaffar Sadiq Ali and G.P. Ramesh

Abstract This paper works out with the comparison of dynamic responses of
closed-loop proportional integral derivation (PID) and artificial neural network
(ANN) in wind generator-fed C-ZSI-controlled PMSM drive system. Voltage-type
C-ZSI is proposed for PMSM drive for simulation. C-ZSI can boost the input
voltage significantly and the speed of the drive is controlled using V/f control
method. The drive system is developed using blocks of MATLAB/Simulink and the
results are presented in terms of its rise time, settling time, and steady-state error.

Keywords Artificial Neural Network (ANN) � Wind generator � PMSM drive �
Gamma ZSI

1 Introduction

In today’s modern world, power electronics has seen tremendous growth with the
systems that generate very low voltages from non-renewable sources. These volt-
ages are fluctuating in nature and require voltage boosting when connected with the
grid or utility. The AC–AC converters have been primarily developed to boost up
the low voltage level using the VSI or CSI but suffer from some limitations like it
cannot have an output AC voltage higher than the DC source voltage and also it is
not allowed to have shoot-through states in a leg. The single-stage inverters further
enhanced the boosting factor and found in [1, 2]. There was another inverter named
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Z source inverter which has made rapid growth with its unique characteristics of
both buck and boost conversion, which are studied. A survey was performed on
various PWM switching techniques for Z source inverter [3]. Z source neutral point
clamped (NPC) inverter uses the space vector modulation technique enables the
entire performance to be optimized without any extra commutations [4]. Quasi-ZSI
network along with DC link boost control method was introduced to reduce the
impacts of disturbances on grids which helps reducing voltage fluctuations com-
pared with the traditional wind generation power system [5]. By choosing optimum
value for inductors and capacitors, the static states of operating cycles of Z source
inverters are avoided [6]. Embedded EZ source inverters can produce the same gain
as the Z source inverters but with smoother and smaller current/voltage maintained
across the DC input source and within the impedance network [7]. These inverters
have their DC sources inserted within their X-shaped impedance networks so as to
achieve implicit source current or voltage filtering without requiring additional
hardware, and therefore avoiding its accompanied control and resonant complica-
tions [8]. In comparison to the SL-ZSI, for the same input and output voltages, the
proposed SL-qZSI provides continuous input current, a common ground with the
DC source, reduced the passive component count, reduced voltage stress on
capacitors, lower shoot-through current, and lower current stress on inductors and
diodes [9]. The improved ZSI has inherent limitation to the inrush startup current
and as soft start strategy was proposed [10]. A significant scheme using SVPWM
was introduced for Quasi-ZSI to reduce voltage fluctuations when compared with
the conventional wind energy power system [11]. The EZ source inverter produced
the voltage gain same as that of basic ZSI but with smooth voltage and current
maintained across DC input voltage [12]. Adapted SVPWM for T source inverter
for renewable energy system was studied [13]. Transformer-based quasi-Z source
inverter with high boost ability was studied in which replacing one of the two
inductors in the quasi-Z source inverter with two-winding transformer, the proposed
inverter produces a very high boost voltage gain [14]. The series Z source DC link
combined with the ultra-sparse matrix converter topology provides a new converter
with high voltage boosting with limited inrush current during startup [15]. By
replacing the original two inductors found in the classical impedance network with
two modified 2-terminal TL cells, output voltage range of the new inverter can be
expanded with shorter shoot-through duration and get larger modulation index with
better output [16]. The LCCT-ZSI has small number of components when com-
pared to the normal ZSI which is operated with similar shoot-through ratio [17].
The new T source inverter has fewer reactive components and a common voltage
source of the passive arrangement so as to couple power circuit with main circuit
[18]. The transformer-based Z source network with enhanced voltage gain and less
voltage stress in the voltage-fed trans-ZSIs and the expanded motoring operation
ranges in the current-fed trans-ZSIs [19]. Gamma-shaped voltage-type Z source
network for boosting their output voltage uses lesser components and a coupled
transformer for producing both very high gain and good modulation ratio by tuning
the transformer turn’s ratio [20]. A survey on various types of Z-source inverters
along with different types of wind generators is discussed [21]. Simulation of
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C-shaped Z-source inverter with improved voltage gain controlling the speed of
PMSM is discussed [22]. Simulation and experimental results of wind-based
ZSI-type AC–AC converter-fed PMSM drive system are studied [23]. Comparison
of PID and fuzzy logic-controlled wind generator-fed C-Z-source-based PMSM
drive systems is performed in [24]. Simulation and experimental results of wind
generator-fed C-ZSI-controlled PMSM drive are discussed [25]. Comparison of PI
and PID-controlled wind generator-fed C-Z source-based PMSM drives is dis-
cussed in [26].

The above literature does not compare PID- and ANN-controlled closed-loop
system implemented for PMSM. This work proposes ANN control to improve
dynamic response of C-ZSI-controlled PMSM drive.

This paper is organized as follows: Sect. 2 deals with the working principle of
C-ZSI; Sect. 3 deals with the proposed system of C-ZSI with ANN. Discussion
about the simulation results of both C-ZSI-based PID and ANN closed-loop sys-
tems and its comparisons are presented in Sect. 4. Conclusion and the scope for
future work are presented in Sect. 5.

2 GAMMA-Shaped (C) Z Source Inverter

Figure 1 depicts the C-shaped Z source network combined with three-phase PWM
inverter. This network has got components same as that of Trans-Z source network.
The placement of the winding of the transformer only is altered to form a gamma
shape. This leads to increase the mutual inductance between the windings and
drastically reduced the leakage flux. Hence, it has improved the voltage gain much
more than Trans-ZSI by having low turn’s ratio in the range that falls in between 1
and 2.

Fig. 1 C-Z source inverter

Neural Network-Controlled Wind Generator-Fed C-Z Source … 389



2.1 Working Principle of C-ZSI

Two modes of operations are explained as follows:

Shoot-through state:

Figure 2 depicts the equivalent circuit of shoot-through state of the gamma Z
source inverter. This state can be attained by keeping any one of the phase legs
shorted or all of them simultaneously. The diode D becomes reverse biased pro-
viding the path for the capacitor current to discharge into the closed path and the
DC link voltage becomes zero.

Non-shoot-through state:

Figure 3 shows the circuit of non-shoot-through state mode of the gamma Z
source inverter. The diode conducts and hence the source current passes through the
capacitor leg and current source leg. The output from the C-Z source inverter is

Fig. 2 Operating state in
shoot-through mode

Fig. 3 Operating state in
non-shoot-through mode
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higher due to the coupled transformer network. It shows that the C-Z source cur-
rents have high peak to peak current during the shoot-through states identified by
DC link zero voltage.

3 Proposed System Using C-ZSI with ANN

The proposed system employs C-ZSI as control element. The system consists of
wind generator simulator which produces a very low AC output voltage and a
three-phase rectifier which converts into very low DC output voltage. This voltage
is boosted up with high voltage gain by C-ZSI network and three-phase PWM
inverter converts DC into 3∅ AC output voltage with the help of control pulses
generated by control units. The AC output voltage that runs the PMSM motor with
high speed. The speed of the motor is taken as feedback and compared with
reference speed. The difference of the speed is fed into ANN controller which uses
error-back propagation algorithm to generate appropriate control action as input to
the control unit which is given to both controlled rectifier and PWM inverter
switches and thus the dynamic response of the motor is attained quickly (Fig. 4).

4 Simulation Results

Table 1 displays the list of simulation parameters as shown below.

Fig. 4 Wind energy conversion system using C-ZSI with ANN control

Table 1 Simulation
parameters with values

Parameter Value

Wind turbine output voltage 230 V

C-ZSI self-resistance 5.8 Ω

C-ZSI self-inductance 3e−3 Ω

C-ZSI mutual inductance 1 Ω

C-ZSI capacitance 16,000e−6 µF

Resistance/phase 2.875 Ω

Inductance/phase 8.5e−3 H

Switching frequency 50 kHz
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Using MATLAB, the output voltage and current waveforms along with the
measurement of PMSM motor speed and its developed torque were considered for
comparison between PID and ANN systems.

4.1 Closed-Loop System with Proportional
Integral Derivation (PID)

Simulink model of closed-loop system with PID controller is shown in Fig. 5a. The
step speed and actual speeds are compared and the error is applied to a PID
controller. The pulses are generated such that the speed is regulated. The output
voltage and output current waveforms of inverter are shown in Fig. 5b, c, respec-
tively. The speed response is shown in Fig. 5d. The torque response is shown in
Fig. 5e. The speed achieves 1200 rpm whereas the torque attains 8 Nm. The
PID-controlled system responded with rise time, settling time, and steady-state error
of 0.05, 0.1, and 0.2, respectively.

4.2 Closed-Loop System with Artificial
Neural Network (ANN)

Simulink model of closed-loop system with ANN controller is shown in Fig. 6a.
The output voltage and output current waveforms of inverter are shown in Fig. 6b,
c, respectively. The speed and torque responses are shown in Fig. 6d, e respec-
tively. The speed achieves 1200 rpm whereas the torque attains 10 Nm. The
ANN-controlled system responded with rise time, settling time, and steady-state
error of 0.015, 0.02, and 0.15, respectively.

The comparison of the closed-loop PID and ANN response is given in Table 2.
It can be inferred that the response with the ANN controller is much faster that of

the PID controller.

5 Conclusions

The PID and the ANN-based wind generator-fed C-ZSI-controlled PMSM drives
were simulated using Matlab/Simulink. The comparison of the results indicates that
ANN-controlled drive provides smooth response with low steady-state error.

The proposed drive system has advantages like reduced rise time. The disad-
vantage of this system is that training of neural network takes much time. The
present work deals with simulation of comparison of PID and ANN control system.
The implementation of the comparison work can be done in future.
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(a)

(b)

(c)

(d)

(e)

Fig. 5 a Closed-loop system with the PID controller. b Output voltage of the inverter. c Output
current of the inverter. d Speed response. e Torque developed
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(a)

(b)

(c)

(d)

(e)

Fig. 6 a Closed-loop system with the ANN controller. b Inverter voltage waveform. c Inverter
current waveform. d Speed response e Torque developed

Table 2 Comparison of responses

Controllers Rise time (s) Settling time (s) Steady-state error (V)

PID 0.05 0.1 0.2

ANN 0.015 0.02 0.15
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Analysis of Power Management
Techniques in Multicore Processors

K. Nagalakshmi and N. Gomathi

Abstract Power and performance have become significant metrics in the designing
of multicore processors. Due to the ceasing of Moore’s law and Dennard scaling,
reducing power budget without compromising the overall performance is consid-
ered as a predominant limiting factor in multicore architecture. Of late technological
advances in power management techniques of the multicore system substantially
balance the conflicting goals of low power, low cost, small area, and high perfor-
mance. This paper aims at ascertaining more competent power management tech-
niques for managing power consumption of multicore processor through
investigations. We highlight the necessity of the power management techniques and
survey several new approaches to focus their pros and cons. This article is intended
to serve the researchers and architects of multicore processors in accumulating ideas
about the power management techniques and to incorporate it in near future for
more effective fabrications.

Keywords Multicore processor � Power management � DVFS � Clock gating �
Task scheduling � Task migration

1 Introduction

In today’s technology, multicore architectures are becoming dominant design
paradigm, which assimilates two or more processing elements (cores) in a single
chip for higher performance computing. The proliferation of heavy computational
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requirements of real-time applications in the multicore system leads severe power
and performance constraints to provide quality of service (QoS) to the users. For
example, an ARM9 processor that supports 266 MHz clock frequency consumes
power of 0.45 mW per MHz, and an ARM11 processor executing 550 MHz of
speed, consumes power of 0.8 mW per MHz [1]. Thus, designing the multicore
architectures to resolve demanding and competing power-performance tradeoff is a
challenging endeavor. The research and design community have invested signifi-
cant efforts in exploring several power management techniques to scale their per-
formance and make sure reliability, prolonged existence, and acceptance in a wide
range of applications.

As stated in Moore’s law, the number of transistors fabricated in a single chip
approximately doubles every 18–24 months [2], resulting in an exponential
increase in transistor density. This indicates that the speed (clock frequency) of the
processor will also double in every 18 months. However, we cannot enjoy this
exponential growth continuously due to its increasing power density on-chip which
prevents all the cores to be switched on simultaneously. This utilization barrier is
called dark silicon problem, and is driving the emergence of heterogeneous mul-
ticore architectures [3].

Multicore processors can be categorized into three types: Homogeneous pro-
cessors [4–6], heterogeneous processors [7, 8], and dynamic reconfigurable pro-
cessors [9]. Conventionally, most of the general purpose multicore architectures are
built with identical cores as shown in Fig. 1. All these cores consist of same
micro-architectural innovations (i.e., cache memory, out-of-order execution, spec-
ulation, pipeline, branch prediction configuration, etc.) and are able to operate under
same instruction set architecture (ISA). This type of architecture is called as
homogeneous or symmetric multicore architecture (SMP). It is easy to design and
implement as we just need to duplicate the core.

The multicore architectures: INTEL CORE i7 [4, 10], INTEL ATOM [11],
AMD PHENOM [12, 13], and SUN NIAGARA [14, 15] are general purpose SMPs
with large cache memories. These processors are designed for general purpose
desktop and server applications where power is not a primary concern. In contrast,
the homogeneous architectures XMOS-XS1 [5] and ARM-CORTEX [16] are
specially designed for mobile devices, where power is an increasing concern. Some
of the multicore systems are developed for high-performance computing. Therefore,
they employ a larger number of cores. For example, AMD RADEON 700 GPU [6]
contains 160 cores while NVIDIA G200 [17] contains 240 cores.

Though homogeneous cores are simple to design, easy to implement, and pro-
vide regular software environments; they cannot deliver required performance and
energy efficiency for different real-time applications. Real-time applications with
different QoS encourage the computer architects and software designers to exploit
architecture innovations and design heterogeneous multicore processors.

Heterogeneous or asymmetric multicore processors (AMP) implement a mixture
of non-identical processing elements that are asymmetric in their underlying prin-
ciples and performance. The cores are varying in size and complexity, but they are
designed to cooperate with each other to increase the performance of the system.
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These designs provide an efficient solution for dark silicon era and also increase
reliability, performance, and energy efficiency of the applications. A typical AMP
will integrate small (slow) cores to process simple tasks in an energy-efficient way,
and complex (fast) cores to provide higher performance.

Cell BE [7] and ARM big.LITTLE [8] are renowned examples for AMP
architectures. Cell BE is extensively used in gaming devices and computing plat-
forms aiming at high performance. ARM big.LITTLE is designed for mobile
platforms where complex, performance driven, quad-core Cortex A15 assembly is
combined with simple, power-optimized, quad-core Cortex A7 assembly to provide
peak performance as shown in Fig. 2.

Fig. 1 Quad core homogeneous architecture

Fig. 2 ARM big.LITTLE asymmetric multicore processor
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Dynamic heterogeneous multicore architectures are able to reconfigure itself at
runtime to regulate their performance, speed, and complexity level based on
application requirements. It has the ability to resolve the power-performance
tradeoff by integrating efficient hardware with flexible software. By introducing
adaptability and hardware flexibility, these dynamic architectures can achieve high
performance within the power budget and therefore to meet the QoS requirements
of real-time applications.

Flexible heterogeneous multicore processor (FMC) is an eminent example of
dynamically reconfigurable architecture that can deliver both an increased
throughput for uniformly distributed parallel workloads and outstanding perfor-
mance for fluctuating real-time tasks [9]. Depending upon the application
requirements, the FMC can scale up or down its computing resources such as
memory engines (ME), functional units, and pipelines that are anticipated to
improve performance as shown in Fig. 3.

The evolution of multicore designs opens up a new space of research called
power management techniques. Reducing the peak and average power dissipation
could have a positive impact on the performance of multicore processors, starting
from circuit level to system level. In the last decade, several researches have been
keen to explore various power management techniques in the multicore regime.

In this survey, it is impossible to explore all the advancements in the field of
power management of multicore domain and hence, we examine some of the
important techniques to limit the scope of this paper. The remaining part of our
survey is structured as follows: Section 2 presents the basics of power dissipation in
the multicore domain and also highlights the necessity of power management

Fig. 3 Flexible heterogeneous multicore processor (FMC)
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techniques. Section 3 provides an overview and taxonomy of classic power man-
agement techniques and explores some of these techniques in detail. Finally, Sect. 4
is arranged to provide the conclusions of our investigation.

2 Background

2.1 Basics of Power Dissipation

Nowadays, multicore is ubiquitous both in general purpose and application-specific
computing systems starting from smartphones to commercial servers. Power dis-
sipation is an important constraint because it increases the temperature and cooling
costs, reduces reliability, and degrades performance. Power consumed by CMOS
devices can be resolved into three parts [18] as shown in Eq. (1).

Ptot ¼ Pstatic þPdynamic þPshort circuit ð1Þ

where Ptot is total power dissipation, Pstatic is static or leakage power due to leakage
of a transistor’s bias currents. Pdynamic is dynamic power due to switching of
transistors. Pshort circuit is power dissipation related to concurrent conduction of
p type and n type transistors.

Pstatic ¼ V � ILeak ð2Þ

where V denotes source voltage, ILeak is the transistor leakage current. Usually,
leakage power contributes 20–40% of the total power dissipation [19]. Dynamic
power is a prevalent factor as compared to other two components in Eq. (1). It can
be denoted as follows V2

Pdynamic ¼ b � CLoad � V2 � f ð3Þ

where b is activity factor, CLoad indicates the effective load capacitance and f is the
switching speed. To simplify Eq. (3), it is assumed that the clock speed is linearly
proportional to the source voltage. If we apply this notion to the above Eq. (3), then
the reduction in source voltage and switching speed lowers dynamic power
cubically.

Pdynamic aV
3 ð4Þ

Short circuit power is calculated by the following equation

Pshort circuit ¼ V � ISC ð5Þ

Here Isc represents the short circuit current flowing from supply to ground. Short
circuit power is comparatively trivial for static CMOS circuits.
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2.2 Failure of Dennard Scaling

For almost 30 years, the computing community has realized a stable performance
evolution in the uniprocessor, motivated by Moore’s Law [2] and Classical
(Dennard) scaling [20]. But now this curve is slowed down and came to halt due to
memory wall, power wall, and instruction level parallelism (ILP) wall [21]. The
maximum power dissipation of a processor (power wall) is measured in terms of
thermal power design (TDP) envelop. TDP is defined as the maximum power at
which a processor chip can operate without overheating.

Under Dennard scaling, the power requirements per unit space can remain
constant across semiconductor generations. According to this principle [20], with a
linear dimension scaling ratio of 0.707, the transistor count could doubles (Moore’s
Law), frequency increases by 40%, but the power consumed per transistor is
reduced by half keeping the total chip power constant in every two years [22]. From
Eq. (3) the power density in a chip area A is measured as follows:

Dynamic Power Density ¼ ðb � CLoad � V2 � f Þ=A ð6Þ

As we move toward the next generation of IC manufacturing technology, the
linear size of an IC gets scaled by 0.707. The same scaling ratio is applied for load
capacitance and supply voltage while clock speed is scaled by 1/0.707. So the area
of the chip is now 0.7072 A. If we calculate a new power per unit space, we have
0.707C � 0.707V2 � f/(0.7073 � A). Hence, the power per unit area becomes
unchanged. But unfortunately, in 65 nm technology and below, this law ceased
because of exponential growth in leakage current and reduction in supply voltage
decreases the speed of the processor. Nonetheless, the high-performance demand is
continued and this stimulates a shift from the single core to a multicore paradigm.

2.3 Need for Power Management

Today’s innovations in semiconductor technology lead to not only an increase in
the number of cores on a die but also an increase in power density and concomitant
heat dissipation. Increasing power dissipation leads many negative impacts on
power delivery, performance/watt (PPW) ratio, packaging and cooling costs, reli-
ability, availability, and overall performance of the processors. So power con-
sumption issues occasionally more important than speed of the processor.

Power optimization is essential in mobile electronics where devices are battery
powered. For last few decades, processor performance has been accelerating at a
rate faster than the evolutions in battery technologies. This has led to a considerable
drop of the battery life in mobile devices. At the same time, modern computational
intensive applications demand very high performance. These two conflicting
requirements, the need to conserve power and the demand to deliver outstanding
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performance lead new approaches to resolve it. Existing researches to achieve
optimal power budget have two significant guidelines. First is in what way to
increase the processor’s efficiency within a specified power limit. Second is in what
way to decrease the power dissipation of computing devices without sacrificing
performance.

3 Overview of Classic Power Management Techniques

In this section, we delve into the up-to-date techniques in power management of
multicore systems. As of now, several hardware and software approaches have been
adopted for alleviating power and energy costs. Through this investigation, we aim
to demonstrate how the research community is trying to achieve a greater perfor-
mance and energy efficiency. We can classify the power management techniques
into three broad categories: Hardware approaches, hardware-enabled middleware
approaches, and software approaches. Figure 4 shows the taxonomy of the power
management techniques in multicore architectures.

3.1 Hardware Approaches

Several power saving techniques with dedicated controllers are embedded into the
modern processor architectures to provide energy efficiency. Applications running in
a multicore domain need a carefully tailored computing architecture to meet their
QoS within the power budget. The architectural innovations in designing of core,
memory and interconnection networks improve the energy efficiency significantly.

Fig. 4 Taxonomy of power management techniques
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3.1.1 Core Layout

Puttaswamy et al. propose a 3D microarchitecture with thermal herding techniques,
which provides outstanding PPW ratio [23]. Compared to a conventional planar
processor, the proposed architecture can achieve 15–30% of active power reduction
depending on the characteristics of the application. But 3D architecture incurs
augmented power per unit area and associated temperature issues. This problem is
resolved by Fazal Hameed et al. They present a thermal-aware 3D microarchitecture
that effectively integrates the potential gains of dynamic architectural adaptation,
fail-safe DVFS, and global migration [24]. Research shows that thermal-aware 3D
architecture can achieve significant power reduction over 3D multicore processors
[23], because it can reduce the active and the leakage power consumption
simultaneously.

Kontorinis et al. introduce an adaptive processor with peak power guarantees,
which can reduce peak power by table-driven reconfiguration [25]. Most of the
functional units (e.g., ALU, L1 cache, register files, load-store units, and so forth) of
the processor are dynamically organized for power conservation and maximum
performance, whereas peak power constraints are assured. The adaptive processor
can reduce peak power about 25% with a smaller amount of performance cost.

Rodrigues et al. propose dynamic core morphing (DCM) architecture for
heterogeneous multicores [26]. The resources of the cores are morphed at runtime
based on varying performance requirements. Depending on the computational need
of the current workload, two cores may swap the execution units to maximize the
PPW ratio.

Scalable stochastic processor developed by Narayanan et al. has been demon-
strated as an auspicious way to tackle power dissipation problem for error-tolerant
applications such as audio or video. Improved scalability is realized by substituting
or augmenting conventional computational units by gracefully degrading functional
units [27]. The scalability leads to power savings range between 20 and 60% in the
well-known H.264 video encoder.

3.1.2 Memory Design

Many researches are carried out to bring innovations in memory organization in
order to minimize the power dissipation. Smart caching [28] emphases on power
saving computing techniques and implements way predicting caches with reduced
leakage designing techniques. Flaunter et al. [29] explore the use of instruction
pre-fetch algorithms combined with the drowsy caches, where cache lines are
periodically put into a low power mode without considering their access histories.
Implementation of a drowsy cache in a 0.07 lm CMOS process can reduce 50–
75% of the total energy consumption in the caches.

Cai and Lu present a joint venture for saving energy in system memory and hard
disk unanimously [30]. This technique periodically reconfigures the size of physical
memory by adding or freeing up the allotted memory pages and uses a timeout
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policy for shutting down the hard disk. The suitable memory size and timeout are
selected according to their proportionality with the average power consumption.
This technique achieves energy savings higher than 50% over a fixed-timeout
scheme.

3.1.3 Interconnection Network

Several researches show that the design choices for interconnection fabric have a
significant impact on the power budget [31, 28]. The interconnection network itself
is a power-consuming resource. The power consumption of the interconnection
network for a 16 core processor is more than the combined power consumption of
two cores. Rakesh Kumar et al. [31] demonstrate the need for a careful co-design of
interconnection network and memory hierarchy. The power consumption of the
core increases super-linearly with the number of connected units and the average
length of wire. So a power-optimized architectural design needs a compact length of
interconnection wire segments and appropriate routing algorithms [28].

3.2 Hardware-Enabled Middleware Approaches

The following techniques are employed as middleware and partially implemented in
hardware. The hardware enables middleware to shutdown or slow down the
functional units according to the operating temperature. Hardware-enabled mid-
dleware techniques including stop-and-go [32], dynamic voltage and frequency
scaling [33], advanced configuration and power interface [34], and different gating
techniques [35, 36] have attracted a great deal of attention.

3.2.1 Stop-and-Go

The stop-and-go is the simplest form of dynamic power management
(DPM) technique [37]. The DPM techniques reduce the power consumption by
shutting down or lowering the performance of idle cores. Stop-and-go can be
realized on both global and local scale. In global approach, if one of the cores
reaches its specified threshold temperature, this scheme shuts down the whole chip
until its non-critical level has been recovered. If stop-and-go is realized locally, only
the overheating core will be halted until it has cooled down. Global stop-and-go
mechanism provides a smaller amount of control and less efficiency as a particular
overheating core leads to the unwanted delaying of all other non-critical cores.

Donald et al. [32] implement 12 combinations of local and global stop-and-go
policies with other power management techniques (i.e., DVFS and Task migration)
for managing the temperature of multicore processors. They investigate the pros
and cons of each combination by comparing their performance. Whenever peak
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temperature of the processor reaches 84.2 °C, the stop-and-go controller shutdowns
the cores for 30 ms and allows the cores to cool down. Their implementation results
show that local stop-and-go can outperform global schemes.

Chaparro et al. [38] propose a stop-and-go mechanism with clock gating
mechanism. Whenever the core reaches its critical temperature, this combined
technique halts the core, stores its current state information, and then shuts the core
off completely. There is no dynamic as well as leakage power consumption in this
technique. So it allows the overheating core to cool down quicker. As the current
state of the core is saved before shutting down, this method would be the ideal
choice of the options.

3.2.2 Dynamic Voltage and Frequency Scaling (DVFS) [33]

DVFS is the prevailing and powerful DPM technique, used to regulate the power
consumption of the processor by dynamically scaling the level of supply voltage
and clock frequency [33, 39–41]. The sub-threshold leakage current and gate-oxide
tunneling leakage can be reduced by reducing supply voltage [42]. Reducing the
clock frequency reduces the supply voltage linearly and decreases power con-
sumption quadratically [43]. DVFS is widely used for memory-bound workloads
and can be employed in two ways:

1. The Local (per-core) DVFS allow us to scale the voltage of individual cores so
that the overheating core can cool down faster [38, 44, 45].

2. The Global DVFS allow us to adjust the voltages and frequencies of all cores
uniformly and simultaneously. Similar to stop-and-go, a single hotspot on one of
the cores could result in unnecessary performance penalty on all cores [38, 44,
46].

Local DVFS introduces more flexibility as each core can select its own voltage–
frequency pair individually. However, it suffers from a large number of expensive
inherent voltage regulators, the global DVFS can solve the thermal issues faster but
the efficiency of DVFS is affected by limited flexibility to determining a single
optimal voltage to all cores.

Weiser et al. present the first paper to suggest an interval-based DVFS for
reducing the power dissipation in computing devices. Their work focuses on three
scheduling algorithms: Unbounded-delay perfect-future (OPT), bounded-delay
limited-future (FUTURE), and bounded-delay limited-past (PAST) [47]. The
deployment of each algorithm controls the clock frequency and makes the
scheduling decisions simultaneously. The PAST scheduling algorithm with a 50 ms
adjustment interval can achieve power conservation of 50–70% based on circuit
conditions.

Wonyoung et al. develop a fast, per-core DVFS mechanism with on-chip inte-
grated voltage regulators [41]. This mechanism uses the potential benefit of both
per-core voltage regulation and very fine-grained voltage switching. The inbuilt
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regulators can increase the energy efficiency opportunities of DVFS and result in
21% of energy savings over conventional global DVFS with off-chip regulators.

Many researchers have unified DVFS technique with thread migration policies to
reduce energy consumption. Cai et al. develop a new thread shuffling algorithm,
which integrates thread migration and DVFS techniques on a multicore system
supporting simultaneous multithreading (SMT) [48]. Thread shuffling techniques
dynamically migrate slower threads with same criticality degrees to a particular core
and implements DVFS for other cores having fast threads. The proposed scheme
realizes energy savings around 56% with no performance degradation.

Quan Chen et al. propose an energy-efficient workload-aware (EEWA) task
scheduler, that consists of a work load-aware frequency adjuster and a preference-
based task-stealing scheduler [49]. With the help of DVFS, the workload-aware
frequency adjuster can accurately configure the frequencies of the cores in an
efficient fashion based on the profiled workload statistics. The preference-based
task-stealing scheduler can successfully distribute the tasks across various cores at
runtime according to the preference list. The EEWA can save energy about 28.6%
with only 0.9% of performance loss.

All the previous works cited above simply fail to consider the static power that
has turn into a substantial portion of the total power consumption, unfortunately.
LeSueur and Heiser [50] assess the factors influencing the efficiency of DVFS on
AMD Opteron processors, using an extremely memory-bound benchmark. They
illustrate that the ability of DVFS is retreating in modern digital systems due to
escalating leakage power. Furthermore, their investigation reveals that switching off
idle cores will facilitate greater energy savings. To reduce leakage power, Awan
et al. [51] propose an enhanced race-to-halt (ERTH) approach. By integrating
DVFS and slack management policies, ERTH can improve energy efficiency
considerably.

When global DVFS is realized in multicore architecture, determination of
optimal voltage that satisfies all cores is a challenging endeavor; some applications
will suffer from performance penalty or overheads. This issue exacerbates as the
running applications and number of cores in next-generation processors. From a
hardware implementation point of view, local DVFS is more expensive than global
DVFS, because of its costly inherent voltage regulators and phase-locked loops.
However, the per-core DVFS provides a better tradeoff between performance and
power.

3.2.3 Gating Techniques

Clock Gating [35] and Power Gating [36] are very useful methods for decreasing
dynamic and static power correspondingly [52]. Gating techniques are realized by
insertion of an additional logic between the clock source and clock input of the
processor’s circuitry. It diminishes power consumption by logically turning off
(gating) the power to the portions of the core that are not useful to the current
workload.
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Clock Gating (CG)

The clock gating techniques employed in the Hexagon™ Digital Signal Processors
(DSP) are analyzed by Bassett et al. [35]. The proposed four levels of clock gating
and spine-based clock distribution allow switching off the power to the different
regions, from single logic cell to entire chip. Further power reduction is achieved
through a structured clock tree by distributing the clock signal across the chip with
low skew and delay. This technique provides a reduction in power consumption by
8% for active mode and over 35% for sleep mode.

Hai et al. describe a deterministic clock gating (DCG) technique, which hinges
on the advance knowledge about at what time the functional block will be idle in
the upcoming cycles [53]. With this advance information, DCG can switch off the
idle blocks that maximize the energy efficiency. By exploiting DCG to various
functional units, the proposed technique achieves 19.9% of average diminution in
power without any performance cost. However, for all these techniques, the
effectiveness of gating is restricted by the granularity of components that can be
gated, the failure to change the overall size and complexity of the processor. Also,
these designs are still vulnerable to leakage inefficiencies.

Power Gating (PG)

Power gating (PG) is a circuit-level technique to reduce leakage power consump-
tion by effectively turning off the source voltage to the idle elements. PG can be
applied either at the core-level [36] or at the unit-level of the processor such as
cache banks, ALUs, pipeline branches, etc. [54, 55]. Recently, Intel Core i7 pro-
cessors use power gating transistors to turn off its idle cores [56].

Hu et al. develop a parameterized model based on analytical equations, which
decides the breakeven point used for proper gating. They evaluate the dynamic
power gating ability of the FPU (floating-point units) and FXU (fixed-point units)
of POWER4 processor by three techniques namely ideal, time-based, and
branch-misprediction-guided [54]. The implementation of these techniques in
various execution units shows that a considerable decrease in static power con-
sumption can be realized through power gating.

Lungu et al. propose a success monitor switch (SMS) and a token counting guard
mechanism (TCGM) for applying predictive power gating technique in POWER6
processor [55]. By employing SMS, the control logic enables or disables the PG
depends on the success of the policy. By implementing work for TCGM, this
predictive power gating achieves a guarantee on the worst-case execution of the
policy. Leverich et al. [36] propose a per-core power gating (PCPG) technique with
DVFS for data center workloads. This combined technique can save up to 60% of
energy consumption.
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3.2.4 Advanced Configuration and Power Interface (ACPI) [34]

ACPI is an industry standard for the efficient handling of power management in
computing devices. It is developed by the collaborative effort of Intel, Hewlett-
Packard, Phoenix,Microsoft, and Toshiba [34]. ACPI provides platform-independent
interfaces for power management and monitoring. These interfaces have the potential
to workwith existing DPM techniques [34]. ACPI relies on operating system-directed
configuration and power management (OSPM), which defines four switchable
C-states (CPU-idle states) C0, C1, C2, and C3 and n P-states (CPU-performance
states) P0 to Pn for active power management. ACPI allows the processor to achieve
fine tuning of the power consumption by moving idle devices into lower power states
(sleeping state).

Bircher and John [57] point out the implicit and explicit performance impacts of
various CPU-idle states and Performance states of AMD quad-core processors.
They verify their results for both compute-bound and memory-bound applications
with fixed and OS scheduling. They develop an enhanced hardware and operating
system configurations that decrease average active power by 30% with 3% of
performance loss.

3.3 Software Approaches

The performance per watt ratio of a multicore architecture depends on efficient
built-in hardware and the ability of software to effectively control the hardware.
Many up-to-date processors exploit software level power management techniques
for energy efficiency. Recently, researchers have paid greater attention to the
software power management policies because it can gain the power disparity
statistics of processing threads on the fly with low cost. Software techniques can
achieve predictable performance through transferring or scheduling tasks to mini-
mize thermal gradients and hot spots. Software-based approaches include data
forwarding [58, 59], task scheduling [60], and task migration [61].

3.3.1 Data Forwarding

Most modern processors use large size on-chip L1 caches with multiple ports. Such
a cache consumes a substantial part of the overall power owing to its larger size and
high-frequency access rate. Researches reveal that L1 data cache contributes 15%
of the overall energy consumption of the processor [58]. Thus, it is essential to
develop tactics for precluding large power consumption in the cache memories.
Data forwarding is one of the appropriate solutions to reduce the energy con-
sumption of L1 data cache.
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Carazo et al. [59] propose a data cache filtering technique with forwarding
predictor to reduce the power consumption of L1 data cache (DL1). This mecha-
nism exploits an effective utilization of load-store queue (LSQ), which is respon-
sible for providing the right data to load instructions by data forwarding method.
Their experiments exhibit that the proposed cache filtering technique can achieve an
average power saving up to 36% with a 0.1% of performance degradation.

To reduce the access rate of DL1, Nicolaesu et al. propose a cached LSQ
(CLSQ) to maintain load and store instructions after their execution [58]. Hitting in
the CLSQ is faster and wastes not as much of energy as a DL1 access. Thus, the
significant savings in the frequency of accesses leads to 40% of energy reduction
without any additional hardware complexity and performance penalty.

3.3.2 Task Scheduling

Task scheduling is another breakthrough technique in power management arises
from software approach. Scheduling algorithms are designed to solve temperature
issues by distributing tasks among different cores. There have been wide ranges of
literature put out on scheduling algorithms to achieve more processor utilization,
better power conservation, and more uniform power density without degrading the
processor throughput. These algorithms schedule the tasks across cores based on
predetermined temperature threshold.

Work proposed by Hsin-Hao Chu and Yu-Chon Kao is a perfect example of how
an adaptive thermal-aware multicore task scheduling algorithm with multiple run-
time controllers can mitigate the inter-core thermal costs and dynamic variations of
task execution [60]. Implementations of runtime controllers increase the system
complexity. To resolve this problem, the temperature-aware task scheduling algo-
rithm, called low thermal early deadline first (LTEDF) is suggested by Wu et al.
The LTEDF allocates tasks based on a novel history coolest neighborhood first
allocation algorithm [62]. Simulation of the LTEDF algorithm demonstrates that it
can satisfy the timing constraints for soft real-time tasks and minimize the thermal
consequences simultaneously.

Power-aware task scheduling algorithms for multicore architectures can be
classified into three types [63]: the global (dynamic binding) approaches [64], the
partitioned (static binding) approaches [65], and the semi-partitioned approaches
[66, 67]. In the global approach, any core in the multicore system may execute any
task. Global scheduling saves tasks in the single priority-ordered queue, shared by
all processors [64]. At every moment, the global scheduler chooses the
highest-priority task for operation and the tasks are permitted to migrate between
the processors. There are three types of priority assignment schemes for multicore
architecture: fixed-priority, [65, 68], dynamic priority [69], and proportionate fair
(PFair) priority [70].

Fisher et al. develop a thermal-aware global scheduling algorithm for sporadic
real-time tasks based on two priority assignment schemes, namely the global ear-
liest deadline first (EDF) and the global deadline-monotonic (DM) [71]. The
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suggested schemes can substantially lessen the peak temperature around 30–70 °C
as compared to load-balancing strategies. Wang et al. develop a scheduling
approach for hard real-time systems. They perform delay analysis for generic task
arrivals using first-in-first-out (FIFO) scheduling and static-priority (SP) scheduling
with reactive speed control techniques [72]. But Andersson and Baruah prove that
the fixed-priority scheduling algorithms cannot achieve a utilization bound greater
than 50% [65]. Some researchers handle this deficiency by fair priority assignment.

Baker addresses the aforementioned problem and demonstrates a schedulability
test for preemptive deadline scheduling of periodic or sporadic real-time tasks [69].
Baruah and Shun-Shii Lin propose a new Pinfair algorithm that is very efficient in
terms of runtime complexity and has a superior density threshold for a very large
subclass of generalized pinwheel task systems [70]. Levin et al. propose a deadline
partitioning algorithm, called DP-WRAP algorithm to handle sporadic task sets
with arbitrary deadlines [73].

In the partitioned approaches, task set is partitioned and statically allocated to a
designated processor. These task sets are executed by existing scheduling algo-
rithms and migration across core is not permitted. Fan et al. present a partitioned
scheduling algorithm with enhanced RBound (PSER) that exploits a flexible task
set scaling technique and enhanced utilization bound for fixed-priority periodic
real-time tasks [74]. This algorithm effectively improves the schedulability of the
system. They combine PSER with harmonic aware partition scheduling (HAPS) in
[75], which converts the complete task set into the harmonic set and takes the
benefit of the harmonic relationship between tasks to achieve increased utilization
bound up to 100% [76].

Andersson demonstrates global PFair and partitioned static-priority scheduling
on multiprocessors [77]. Guan et al. develop two separate fixed-priority scheduling
algorithms for light tasks and heavy tasks. The algorithm RM-TS/light (rate
monotonic-task set for light loads) can execute light task sets with sustainable
parametric utilization bound and the RM-TS algorithm can perform any task set,
whereas the utilization bound is lower than a specified limit [78].

Recently, a significant portion of semi-partitioned approaches [66, 67, 79–83]
have been proposed to minimize energy expenditure in multicores. Semi-partitioned
algorithms allocate most of the tasks to one particular processor. But, limited tasks
(i.e., less than the number of cores − 1) are partitioned into many subtasks and are
allocated to various cores under some constraints.

Lakshmanan et al. introduce a highest-priority task-splitting (HPTS) algorithm to
enhance the utilization bound of partitioned deadline-monotonic scheduling algo-
rithms (PDMS) from 50 to 60% on implicit deadline task sets [82]. They can obtain
88% of average utilization with very low migration overhead for randomly gen-
erated implicit deadline task sets by extending this algorithm, which assigns the
tasks in the decreasing order in terms of their size. Kato et al. [81] and Andersson
et al. [67] present real-time scheduling algorithms with high schedulability. Similar
to partitioned scheduling, the proposed algorithms assign each task to a specific
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processor but can divide a task into two processors if there is not sufficient capacity
remaining on a processor.

The semi-partitioned approaches are more efficient as compared to the con-
ventional global and partitioned approaches theoretically [82–84] and also suitable
for practical implementations [80]. Zhang et al. show that the implementation
complexity of semi-partitioned scheduling algorithm is relatively low. They
investigate semi-partitioned approaches in the Linux OS and demonstrate their
results on an Intel Core-i7 processor [85].

3.3.3 Thread Migration (TM)

Migrating threads across cores is a versatile approach to distribute power uniformly
in the chip. Thread migration permits an arranged thread to migrate from an
overheated core to a cold core based on the power profile of the thread. With the
help of the thermal model, operating system, or thread scheduler is liable to switch
threads from one core to another [32, 38]. The major challenge of task migration is
to find suitable target core to decrease the migration frequency while decreasing the
temperature. Several researches are proposed in thread migration for ensuring
energy-efficient operation of the multicore system.

Heo et al. [61] introduce five different intriguing architectural alternatives for
realizing activity migration (AM) in a superscalar processor. The AM technique
replicates the functional units of the core (e.g., ALU and the register files). It makes
the original units in use for a definite time period. After an interval, operation
switches to the replicated units. Then the actual execution units are halted and
employed in a sleep state. The authors report an average power reduction of 10%
with 6% of area overhead.

To increase the utilization of computing resources, Gomaa et al. introduce an
OS-based heat-and-run thread migration (HRTM) technique with heat-and-run
thread assignment (HRTA) [86]. Using HRTA, the HRTM transfers threads from
the hottest cores and schedules them across alternate cores. The HRTA enhances
the processor utilization by co-scheduling threads across complementary resources.

Michaud et al. analyze the effectiveness of task migration approaches in mul-
ticore under temperature-constraint environment [87]. They demonstrate that the
competence of task migration tempered by the increased thread count, their thermal
features, and ambient temperature. They develop a novel thread migration tech-
nique that relies on swapping threads when a couple of hot and cold cores are
sensed. By limiting the number of migrations, their proposed method can produce
the similar results as HRTM.

Nevertheless, all the above-mentioned thread migration techniques do not care
about real-time characteristics of tasks. Swaminathan et al. introduce a runtime
method to minimize energy expenditure and meet the deadline of each task. They
prove that mixed-integer linear programming (MILP) is an appropriate model to
derive a precise solution for medium-sized tasks set [88]. They also present a
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low-energy earliest deadline first (LEDF) algorithm for larger problems and
implement it to two real-life task sets.

4 Conclusions

High performance computing technology has transformed from single core to
homogeneous multicore and into dynamic reconfigurable heterogeneous multicore
at present. Current innovations in semiconductor technology lead to not only an
increase in the number of cores on a die but also an increase in power density and
concomitant heat dissipation. This adversely affects the system reliability and
availability. Achieving high performance with low power consumption is imposing
a new challenge on IC fabrication technology. This article presents various effective
techniques for alleviating power dissipation of multicore architecture and its clas-
sification based on their attributes. We accept as true that our review will help the
researchers and architects to acquire ideas into the next-generation multicore pro-
cessors and encourage them to endorse new energy-efficient elucidations for fab-
ricating competent architectures.
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Comparative Study of Lookup
Table Approach of Direct Power Control
for Three-Phase DC/AC Inverter

Ami Vekariya, Tapankumar Trivedi, Rajendrasinh Jadeja
and Praghnesh Bhatt

Abstract Direct Power Control (DPC) method for grid-connected Voltage Source
Inverter is popular due to number of advantages such as elimination of inner current
control loop, direct voltage vector selection, direct control of instantaneous active
and reactive powers, and improved dynamic response. For voltage source inverter,
effect of particular vector is to produce finite variations in instantaneous active and
reactive power in a given sector. This paper investigates different switching patterns
of DPC method for grid-connected Voltage Source Inverter. The performance of
various switching tables such as Noguchi Table and Eloy-Garcia Table is studied.
Based on the above tables, a modified table is proposed for 12-sector approach. The
proposed method has less active as well as reactive power errors and can be applied
to certain applications such as Active Power Filter and Unified Power Quality
Conditioners. These methods are simulated and experimentally validated using
RT-LAB + MATLAB Simulink®/Sim Power System tool.

Keywords DC/AC converter � Direct power control (DPC) � Instantaneous
active/reactive power � Lookup table (LUT)
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Ug, Vg Grid, converter voltage vectors
Ig Converter current vector
va, vb, vc Three-phase line–source voltages
ia, ib, ic Three-phase line current
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x Frequency of grid
Pg, Qg Active and reactive power
Sa, Sb, Sc Switching states

1 Introduction

Increase in power demand is a major concern for developing countries which
require inclusion of alterative sources such as Solar Energy, Wind Energy
Conversion systems, and Fuel cells. Voltage Source Inverter (VSI) is widely used
for interfacing renewable energy sources with the grid. Such an interface ensures
desired power transfer from source to grid [1]. Conventionally, control of VSI is
done using current control technique [2] in order to control the amount of active and
reactive power being exchanged between source and grid side. To ensure proper
transfer of active and reactive power, different control techniques have been applied
to three-phase grid-connected VSI for the control of current. Direct Power Control
(DPC) and Indirect Power Controls (IPC) are two control techniques for grid-
connected system. The indirect control also known as Voltage-Oriented Control
(VOC) is similar to Field-Oriented Control (FOC) of induction machine where
active and reactive power components are controlled by controlling the in phase and
quadrature axis component of current. This approach uses either linear or nonlinear
current controller. A linear controller is one which is represented by a modulator
(pulse width modulation (PWM) or other) and synthesizes voltage in accordance
with commanded current vectors by on/off times of a converter’s switches along a
switching period. This voltage reference is delivered by the controller, which makes
the converter a dependent continuous voltage source. On the other hand, DPC
technique establishes a direct relation between power to be controlled and state of
the converter’s switches [3].

In indirect control method, the grid currents are transferred into d-q axis com-
ponents, which resemble active power and reactive power, respectively. Active and
reactive powers are controlled by adjusting the decoupled d-q axis by PI controller.
This method fully depends on tuning of PI parameters and grid voltage condition
which is a major issue of concern or in other words main pitfall of the method. On
the contrary, DPC method controls or realizes the instantaneous active and reactive
powers using nonlinear control loop [4].

DPC is based on the principle of direct torque control (DTC) strategy for AC
machines. In DTC, torque and flux are controlled to obtain the desired operation of
the machine [5, 6], whereas in DPC active and reactive powers are controlled for
appropriate transfer of power. Due to its dynamic capability and simple imple-
mentation, DPC has become an interesting control strategy. This nonlinear control
strategy is defined as a direct control technique because it chooses the best suited
converter’s voltage vector without any modulation technique. In the DPC,
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instantaneous active- and reactive-power control loops are based on hysteresis
regulators that select the appropriate voltage vector from a lookup table based on
error of reference and active powers and angular position of the converter voltage
vector [3]. The work henceforth mentioned in [3] will be termed as Noguchi’s
Table as the method works on the Lookup-Table (LUT) based approach. The main
advantages of the method are that there is no need of internal control loop, coor-
dinate transformation, avoiding coupling effect between transformed variable even
in stationary reference frame [7]. It is mentioned in [8] that the purpose of control of
grid-connected converter is to ensure power exchange between source and grid
side. While most of the grid-connected applications requires active power transfer
between DC side and AC grid side, many applications require reactive power
control, e.g., D-STATCOM. For such a case, table is proposed in [9, 10]. In
addition to this, various approaches of DPC are presented in [11, 12, 13, 14, 15, 16,
17] While Noguchi’s Table primarily focuses on the minimization of active power
error, Eloy-Garcia’s Table suggests uniform reactive power variations so that it
results in even distribution of reactive power error for a given period of time. In this
paper, both the switching patterns for DPC are investigated and their response in
terms of active and reactive power error is discussed. Based on the two tables, a
modified switching table is formulated. The performance of various LUT methods
are presented with their simulation results. The paper is organized as follows:
Sect. 2 describes principle of DPC. Section 3 illustrates the dynamic behavior of a
grid-connected DC-AC converter and the effect of converter voltage vector on
active and reactive power variations. In Sect. 4, analysis of different switching table
and their effect on power variation is done which is followed by simulation results
and experimental validation.

2 Direct Power Control

Direct power control is one of the most popular control methods of grid-connected
inverter in which various approaches are proposed in the literature. The block dia-
gram of DPCmethod for grid-connected inverter is shown in Fig. 1, in which the DC
power supply is connected to DC to AC converter, i.e., inverter. In an inverter,
voltage vectors for given combination of switches occupy fixed position in voltage.
Out of eight (23 = 8) vectors, six are active vectors and two are zero vectors as shown
in Fig. 2. Since average value of the inverter voltage vector over given sample time Ts
is either greater or less than grid voltage space phasor, this will result in instantaneous
active and reactive power transfer from source to grid or vice versa. In this method,
voltages va, vb, vc and/or current ia, ib, ic are sensed/estimated and based on these the
active and reactive power are calculated from following equations.

s ¼ pþ jq ð1Þ
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pact ¼ vaia þ vbib þ vcic ð2Þ

qact ¼ 1ffiffiffi
3

p vb � vcð Þia þ vc � vað Þib þ va � vbð Þic½ � ð3Þ

These pact and qact are first compared with predefined reference values of power
based on application and then to hysteresis comparators. These hysteresis com-
parators generate quantized error signals Sp and Sq by comparing it with fixed band
of power. With the help of this location of voltage vectors in 12-sector format and
error signals Sp and Sq, the appropriate switching vector is selected from predefined
switching table and the output of is given to the inverter as shown in Fig. 1.

DC

Switching
Table

Pact

QactQref

Pref

Hysteresis
Comparator

ɵ

Sq Sp

ScSa

ɵk

3 phase DC to AC converter

Sb

+-+ -
+-+ -

RL

Power
calculation

Vb

Vc

Va

RL

RL

Fig. 1 Block diagram of direct power control
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V5(0,0,1)

V4(0,1,1)

V3(0,1,0)

V0(0,0,0)
V7(1,1,1)

Fig. 2 Space phasor
structure of two-level inverter
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3 Dynamic Behavior of Grid-Connected DC-AC
Converter

In this section, relationship between grid voltage vectors, inverter voltage vector
and power variation rates are presented in order to understand the formulation of
table for the method. A DC-AC converter inverter connected to the grid through
coupling inductor can be represented as shown in Fig. 3. To analyze the transfer of
power, an equivalent circuit is represented in Fig. 4 in ab-reference frame.

From Fig. 4, the relationship between the line current and voltage can be
obtained in the ab–reference frame as

Ug ¼ Vg þ Lg
dIg
dt

þRgIg ð4Þ

For the grid voltage variation, the grid voltage in stationary frame of reference is
given by

uga ¼ ug cos wtð Þ ð5Þ

DC

3-phase
DC to AC
converter

3-phase grid 
voltage

ugcLgc Rgc

ugbLgb Rgb

ugaLga Rga

Fig. 3 Schematic diagram of three-phase inverter

Ug Vg
+ +

- -

Lg RgFig. 4 Equivalent circuit on
AC side of a grid-connected
inverter in stationary frame
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ugb ¼ ug sin xtð Þ ð6Þ

This grid voltage space phasor can also be represented by equivalent space
phasor as

Ug ¼ Um ejxt ð7Þ

Now inverter voltage in stationary frame references is given by

Vg ¼
ffiffiffi
2
3

r
Vdc Sa þ Sb ei

2p
3 Sc ei

4p
3

� �
ð8Þ

Vga ¼ real Vg
� � ð9Þ

Vgb ¼ imag Vg
� � ð10Þ

Based on this equation the instantaneous rate of change of active power and
reactive power is given by [3]:

Dp ¼ � 3
2
Lg u2ga þ u2gbÞ � ðuga � vga þ ugb � vgb

� �h i
� Rg

Lg
Pg þxQg ð11Þ

DQ ¼ � 3
2
Lg ugb � vga � uga � vgb
� �� Rg

Lg
Qg þxPg ð12Þ

Using this equation, the effect of converter voltage vectors on active and reactive
power variations can be observed, which is existing in the literature and hence is not
discussed in the paper due to space limitations.

4 Analysis of Different Lookup Table Approach

DPC method is a digital controller method and performance heavily relies on the
sample time. To validate the method, it is essential that algorithm is run on the
actual platform and performance is studied accordingly. A grid-connected
VSI-based system is implemented in MATLAB/SIMULINK® environment.
Simulations have been carried out using the main system parameters of power
circuit and data showed in Table 2. Switching table for DPC for different schemes
is shown in Table 1. The table is given for two sectors, (0° � h � 60°). It can be
seen that in modified Eloy-Garcia approach the switching states remains same for
two sectors of Eloy-Garcia approach.
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4.1 Noguchi Approach

This approach is presented in [3], which is considered as benchmark of DPC
algorithms. The simulation results of Noguchi’s approach are shown in Fig. 5a–d
with reference values as Pref = 5 kW and Qref = 2.5 kV AR. The system is simu-
lated for the parameters given in Table 2. Where a constant DC voltage source is
connected to the grid voltage through smoothening inductors. The method is a
nonlinear digital controller, hence performance of the system largely depends upon
sample time of the system. In the present work, sample time of system is taken as
Ts = 10ls. The changes in active power variation and reactive power variations are
detected and given to Hysteresis controllers having ±200 W and ±200 VAR
limits. Hence, any change beyond this limit will cause alternative vector to switch
resulting in reducing the effect of power variation. Output voltage and current are
shown in Fig. 5a. Since aim of the method is to control the same, a step change in
power is applied in terms of active and reactive powers respectively. The dynamic
behavior of the active and reactive powers is shown in Fig. 5c. A close observation
of Noguchi’s Table suggests that the table is designed in order to minimize the
commutation as well as active power variations. Figure 5d depicts the FFT analysis
of the output current, which indicates presence of 4.12% THD in the system due to
current distortions.

Table 1 Switching table of direct power control for different schemes (0° � h � 60°)

Noguchi
approach

Eloy-Garcia
approach

Modified
Eloy-Garcia
approach

S-I S-II S-I S-II S-I S-II

Sp > 0, Sq < 0 111 100 110 010 110 110

Sp > 0, Sq > 0 111 000 100 110 100 100

Sp < 0, Sq < 0 100 100 010 011 010 011

Sp < 0, Sq > 0 110 110 001 101 001 101

Table 2 System parameters of simulation

Supply voltage Vdc 650 V

Resistance of Reactor R 0.1 X

Inductance of reactor L 10 mH

Smoothing capacitor C 22 lF

Grid voltage V (Line) 400 V

Load (RL) 20 X, 35 mH

Average switching frequency 8 kHz

Comparative Study of Lookup Table Approach … 425
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reactive powers in steady state condition. c Active and reactive power in dynamic condition. d FFT
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4.2 Eloy-Garcia Approach

This approach is presented in the form of Eloy-Garcia Table and is simpler than
Noguchi’s Table yet provides satisfactory results. Figure 6a–d shows the simulation
results of this approach with same condition as the results present for Noguchi’s
approach. Results of both approaches are quite similar, however there exist some
differences. It must be noted that Noguchi’s Table aims at minimizing active
component of power error whereas Eloy-Garcia Table aims at symmetrical variation
in reactive powers. This is possible due to management of vector around the grid
voltage vector. While voltage vector v1 and v2 are used for increase in active power
error, vectors v3 and v5 are used for decrease in active power error. Since these
vector are located at nearly symmetrical locations in geometry with respect to grid
voltage vector position, uniform power variation can be obtained. However,
selection of farthest vectors result in larger active power variation rates in either
direction compared to Noguchi’s Table which relies more on the nearest vectors.
This can also be validated from Figs. 5d and 6d where THD of the Noguchi method
is larger.

4.3 Modified Eloy-Garcia Approach

From the dynamic model of the grid-connected inverter, as well as Eqs. (8) and (9),
it can be verified that instantaneous active and reactive power variation rates for the
grid-connected inverter are different for particular location of vector in 12-sector
approach, e.g., average instantaneous active power variation rates are maintained
nearly constant for one inverter voltage vector in sectors Si = (2n; 2n + 1) whereas
average instantaneous active power variation rates are maintained nearly constant
for one vector in sectors Si = ((2n + 1); 2n) where n = 0, 1, …, 6 and Si = ,
1, …, 11. A modified switching table can be prepared using modified Eloy-Garcia
Approach and the grid angle is divided into 12 sectors. This approach gives good
results compared to above approach as shown in Fig. 7a–d. Figure 7b shows a
small instantaneous power error in both active as well as reactive power due to
proper selecting of voltage vector. The approach can be useful wherever control of
both is required. It also shows that the THD of proposed table is much lesser than
above approaches. Due to this modified approach the shortcoming of current
problem of conventional DPC is overcome. It is worth noting that in this work, the
performance of all the tables are compared at very low sample time. As the sample
time is increased, the approach of Noguchi’s Table can provide inferior results
whereas results of Modified Eloy-Garcia Approach are comparable at higher sample
time.
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Fig. 6 Simulation results of Eloy-Garcia approach a Output voltage and output current. b Active
and reactive powers in steady state condition. c Active and reactive power in dynamic condition.
d FFT analysis of output current
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5 Experimental Result of Different Lookup
Table Approach

Several experimental tests were conducted to verify feasibility of the different
approaches. The experimental results of different approaches using RT-lab is given
in the below section. The result is taken at 100 V source phase voltage and the DC
link voltage is 300 V. The references value of active and reactive power is 300 W
and 100 VAR respectively. In the beginning of each control period, the control
computes active and reactive power based on the instantaneous current and voltage
measures. Then, the DPC algorithm selects the optimum pre-determined voltage
vectors and the selected voltage vectors are applied during the computed applica-
tion times, completing the control period. The control algorithm run under the
SIMULINK®/MATLAB environment in OPAL RT-LAB and OP-4500 is used as a
tool for real-time control prototyping. Both the power block and control block are
divided into two subsystems, whereas parameters to be measured are put into
another subsystem known as console as shown in Fig. 8. The control algorithm is
run at sample time of 10 ls on a separate core whereas power circuit is run in
different processor cores. All the variables to be observed are put in a console
subsystem. The Target CPU interacts with the host CPU through TCP/IP protocol
and variables are stored in the workspace of the host CPU. The result is measured in
steady-state condition as well as in dynamic conditions. THD of the output current
is recorded using Fluke 430 series Power Quality Analyzer.

5.1 Noguchi Approach

Figure 9a–e shows the experimental result of Noguchi approach under different
conditions. An active and reactive power in steady state condition is shown in
Fig. 9a. The current waveform has only lower order harmonic distortion. As shown
in Fig. 9b, the reference of active power was step changed from 300 to 600 W with
reactive power being 100 VAR, while in Fig. 9c the reactive power changed from
100 to 500 VAR with active power being 600 W. It is clearly seen that the DPC is
successfully achieved in the transient state which shows that dynamic response of
the system is good. Figure 9d depicts dynamic response of Noguchi approach for
simultaneous step change in instantaneous active and reactive power which shows
that active power and reactive power are independent from each other. A steady
state performance is evaluated by total harmonic distortion (THD) measurements as
shown in Fig. 9e. The output current is having a THD of 7.5%.
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Fig. 7 Simulation results of modified Eloy-Garcia approach. a Output voltage and output current.
b Active and reactive powers in steady state condition. c Active and reactive power in dynamic
condition. d FFT analysis of output current
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5.2 Eloy-Garcia Approach

Figure 10a–e shows the experimental result of Noguchi approach under different
conditions. An active and reactive power in steady state condition is shown in
Fig. 10a. As shown in Fig. 10b, the reference of active power was step changed
from 300 to 600 W with reactive power being 100 VAR, while in Fig. 10c the
reactive power changed from 100 to 500 VAR with active power being 600 W. It is
clearly seen that, the dynamic response of the system is good. Figure 10d depicts
dynamic response of Eloy-Garcia approach for simultaneous step change in
instantaneous active and reactive power which shows that active power and reactive
power are independent from each other. The THD of output current is 5.8% which
is less compared to the Noguchi approach as shown in Fig. 10e.

5.3 Modified Eloy-Garcia Approach

Figure 11a–e shows the experimental results of Modified Eloy-Garcia approach. An
active and reactive power in steady-state condition is shown in Fig. 11a. The
current waveform has only lower order harmonic distortion. As shown in Fig. 11b,
the reference of active power was step changed from 300 and 600 W with reactive
power being 100 VAR, while in Fig. 11c the reactive power changed from 100 to
500 VAR with active power being 600 W. It is clearly seen that, the DPC is
successfully achieved in the transient state which shows that dynamic response of
the system is good. Figure 11d depicts dynamic response of modified approach for
simultaneous step change in instantaneous active and reactive power which shows
that active power and reactive power are independent from each other. A steady
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Fig. 8 Block diagram of
simulation using OPAL
RT-LAB simulator OP-4500
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Fig. 9 Experimental results of Noguchi’s table. a Active and Reactive power in steady state
condition. b Dynamic Response for step change in active power from 100 to 600 W. c Dynamic
response for step change in reactive power from 100 to 500 VAR. d Dynamic response for
simultaneous step change in instantaneous active and reactive power. e THD of output current of
Noguchi approach. CH 1: grid voltage (200 V/div), CH 2: Output current (5 A/div), CH 3: Active
power (500 W/div), CH 4: Reactive power (500 VAR/div)
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Fig. 9 (continued)
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Fig. 10 Experimental results of Eloy-Garcia’s table. a Active and reactive power in steady state
condition. b Dynamic response for step change in active power from 100 to 600 W. c Dynamic
response for step change in reactive power from 100 to 500 VAR. d Dynamic response for
simultaneous step change in instantaneous active and reactive power. e THD of output current of
Noguchi approach. CH 1: grid voltage (200 V/div), CH 2: Output current (5 A/div), CH 3: Active
power (500 W/div), CH 4: Reactive power (500 VAR/div)
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state performance is evaluated by THD measurements as shown in Fig. 11e. The
output current is having a THD of 5.6%. The THD of modified Eloy-Garcia
approach is less compared to above two approaches.

Fig. 10 (continued)
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Fig. 11 Experimental results of modified Eloy-Garcia’s table. a Active and reactive power in
steady state condition. b Dynamic response for step change in active power from 100 to 600 W.
c Dynamic response for step change in reactive power from 100 to 500 VAR. d Dynamic response
for simultaneous step change in instantaneous active and reactive power. e THD of output current
of Noguchi approach. CH 1: grid voltage (200 V/div), CH 2: Output current (5 A/div), CH 3:
Active power (500 W/div), CH 4: Reactive power (500 VAR/div)
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6 Conclusion

This paper investigates the different switching pattern of LUT approaches of DPC
control strategies. These LUTs are based on variation rates of instantaneous active
and reactive powers and are given by using each voltage vector in respective 12
different sectors. A modified switching table for DPC is presented which is based
on Eloy-Garcia table. In this paper, the analysis of different lookup approaches is
given and verified using simulation results. Due to modified table, improved

Fig. 11 (continued)
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performance of the system can be obtained in comparison to other two approaches.
It can be said that Noguchi’s Table gives satisfactory performance at low sample
time for grid-connected inverter applications, whereas Eloy-Garcia Table performs
well for higher sample time compared. A modified switching table is further
investigated which can be useful for applications such as D-STATCOM and Shunt
Active Power filter.
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Parallel Cache Management with Twofish
Encryption Using GPU

S. Umamaheswari, R. Nithya, S. Aiswarya and B. Tharani

Abstract Only limited support is given to the resource management of graphics
processing unit (GPU) by operating system in commodity software. Operating
system manages the graphics processing unit as a peripheral device and restricts the
use of graphics processing unit in various applications. GPUs are not only intended
for graphics applications, but could also be used in applications that require high
performance thereby giving more attention for its development in recent years.
A desirable part of GPU memory is left unutilized in systems that are not used for
GPGPU(general purpose GPU) computing. GPU memory of such systems can be
viewed as disaggregated memory and by developing proper interfaces, it could be
used as swap device or cache memory because of its low access latency to improve
the operating systems performance. The proposed system manages GPU as buffer
cache in operating systems and ensures security using Twofish encryption
algorithm.
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1 Introduction

Graphics processing units (GPU) was initially designed to process visual data, but it
composes multiple cores that can process large blocks of data in parallel. GPU
technology is used in various applications in recent years because of its highly
parallel architecture resulting in more computational power. GPU is not only for
graphics related applications, but could also be used to improve the performance of
various applications. A large portion of GPU memory is idle in systems that are not
intended for GPGPU computing. Transcendent Memory [1] provides an approach
to collect the idle physical memory in a virtual environment and manage it with
application program interfaces (API). These interfaces are used by the host systems
to access the idle physical memory when required. We strongly support this
approach in our system to utilize the idle GPU memory for improving the per-
formance of OS.

We have implemented a system that manages GPU as cache memory for file
system IO requests in operating systems.

Similar work is proposed in BAG(GPU as buffer cache) [2]. Our work is an
extension to the BAG and we have added more security to that existing system.
Data security is ensured in our system by encrypting and decrypting the data using
Twofish algorithm [3], whereas GPU as buffer cache [2] used AES encryption
algorithm. Twofish algorithm [3] encrypts 128 bits of data using key of varying size
up to 256 bits. Symmetric keys are used by Twofish algorithm to encrypt the plain
text and decrypt the cipher text. Twofish works faster than AES hence reducing the
time for encryption and decryption.

2 Design and Implementation

2.1 System Architecture

Graphics processing unit is composed of thousands of computational cores that can
process the data in parallel. Input and output requests sent by the user applications
to the file system are processed by the operating system through system calls. We
have developed a system that acts as an interface between the OS and User
applications. Our system utilizes GPU memory as cache memory and stores the
most recently accessed file content. Upon receiving the similar request, the content
from the cache memory is used instead of fetching the data from file system.

Our system is composed of three main components: indirector, relay, and user
space daemon. Indirector receives the read requests and write requests from the user
application. A data block is identified by the logical block address and each request
specifies its type (read or write) and the logical block address. Separation of read
and write requests is the first step, which is followed by the lookup operation.
Lookup operation is used to find the existence of the required block in the GPU
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memory, hence, divides the requests further into hit requests and miss requests.
Read hit requests are sent to relay and the read miss and write requests are redi-
rected to the OS. The architecture of our system is shown in Fig. 1.

Relay is responsible for maintaining read request queue and write request queue.
Multiple threads are invoked to process the read hit requests in parallel and the data
blocks from the GPU are transferred to the user space.

This system stores the file system data in GPU memory, hence, confidentiality of
data is to be ensured. We implemented Twofish algorithm to encrypt the plain text
before storing in GPU memory and decrypt the cipher text after fetching the data
from GPU memory. Identical keys are used for encryption and decryption and this
key is not stored in the GPU. Encryption and decryption are done by the CPU core
to maintain the data confidentiality.

Garbage collector kernel revokes the memory that has older blocks makes it
available for new threads. The system manages the GPU memory as circular buffer
where the front end of the buffer stores the most recently accessed data block.

2.2 Hash Table and LRU List Data Structure

Existence of data block in the GPU is identified by the hash table. Hash table is
implemented with 1D pointer array with direct addressing where the hash function
returns the logical block address and hash value represents the GPU address in
which the respective data block is cached. Garbage collector revokes the memory
that stores the oldest block if required; hence, it is necessary to store the access
order of the data blocks. Least recently used list is used for this purpose and a DLL
(list that has nodes connected to both previous and next nodes) is used to keep track
of the access order. Hash table and LRU list Data Structure is shown in the Fig. 2.

Fig. 1 Parallel cache management system architecture
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2.3 Parallelizing the IO Request

The IO requests received in our system are divided into read and write requests by
the indirector. It separates the read hit requests from read miss and write requests.
Splitting of IO requests is shown in Fig. 3.

IO requests are divided into batches. Number of IO requests in each batch is
equal to the number of GPU blocks allocated for the implementation of the pro-
posed system. Requests are processed batch wise. IO requests will have the logical
block address and the lookup operation is performed on the hash table to find the
existence of the corresponding block in the GPU. If the requested block is present in
the GPU, then it is treated as read hit, otherwise read miss. Dividing the read
requests is parallelized where multiple GPU threads will access the hash table
simultaneously. First the read hit requests are processed and then the read miss
requests. Retrieving the content from the GPU is done parallely by multiple threads
simultaneously and each thread processes a single request in each batch.

Read miss requests are processed sequentially in CPU. The requested block is
retrieved from the file system and then loaded directly in the GPU if it has enough
space. If the GPU space is insufficient to load a new block, then cache eviction
algorithm finds the victim block and replaces it with the new block. Least recently
accessed block is treated as the victim. Tail node of the LRU list will always store
the address of the least recently accessed block. Dirty bit is used to notify that the
corresponding block is modified or not. If the dirty bit of the victim is zero, then it is
directly replaced with the new block. Otherwise, the content of the victim block is
updated in the file system and then replaced with the new block.

Fig. 2 Hash table and LRU list data structure
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The write requests are processed sequentially in CPU. If the requested block
already exists in the GPU then, it is over written and its dirty bit is set as one.
Otherwise, the requested block is loaded in the GPU from the file system and
updated with the new content. Dirty bit of the updated block is set as one. Updation
is not reflected to the file system at the time of processing.

2.4 Cryptographic Kernel

Cryptographic kernel is used for encryption and decryption of data blocks. In the
proposed system, Twofish algorithm [3] is used for encryption. Plain text is con-
verted into cipher text and then it is stored in the cache. The Twofish architecture as
given in “Twofish: A 128-Bit Block Cipher” is shown in the Fig. 4.

Twofish algorithm [3] encrypts 128 bits of data using key of varying size up to
256 bits. Same cryptographic keys are used by the Twofish algorithm to encrypt the
plain text and decrypt the cipher text. It has a complicated algorithmic design where
the plain text is preprocessed and function ‘F’ is executed in a series of 16 rounds.

Fig. 3 Parallelizing the IO request
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2.4.1 Feistel Network

Feistel network is a, onto function that converts the given function ‘F’ into its
permutation as defined in Eq. (1).

F : f0; 1gn=2 � f0; 1gN~af0; 1gn=2 ð1Þ

For every block of size n bits, it processes each n/2 bits of block with n bits of
key and transforms it into a permutation string of size n/2 bits.

Fig. 4 Twofish architecture [3]
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2.4.2 S-Boxes

Twofish is more secured since it uses four S-Boxes varies based on the crypto-
graphic key and makes it more secured. Two fixed 8-by-8-bit permutations and
cryptographic key are used to build these S-boxes and every data block is substi-
tuted based on the values stored in these S-Boxes nonlinearly.

2.4.3 MDS Matrices

It is the main diffusion mechanism that uses an MDS matrix of size 4 � 4. A matrix
is said to be maximum distance separable if and only if the determinant of all
possible square submatrices are nonsingular.

u ¼ ½MDS�½u� ð2Þ

It maps ‘v’ to ‘u’ as given in Eq. (2) by multiplying it with MDS matrix where
‘u’ and ‘v’ are vectors of four bytes each.

2.4.4 Pseudo-Hadamard Transform (PHT)

Pseudo-Hadamard Transform is fast and reversible diffusion operation. Given two
inputs a and b, 32 bit PHT is defined as

a0 ¼ aþ bmod 232 ð3Þ

b0 ¼ aþ 2bmod 232 ð4Þ

two 32-bit Pseudo-Hadamard Transforms takes place parallely on the outputs from
MDS.

2.4.5 Whitening

Whitening is a process of performing bit-wise XOR operation with key material
before the first round and after the last round where the former is known as
pre-whitening and the latter is known as post-whitening.

Twofish encryption algorithm splits the plain text (T) into four 32-bit words (T0,
T1, T2, T3) and the input whitening step takes place individually. The first two
words (T0, T1) on the left are used as inputs to g function. The g function contains
4 byte wide key dependent S-Boxes and a MDS matrix. The output of two
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g functions are combined using a PHT. The outputs of PHT are XORed with the
other two words (T2, T3). The left (T0, T1) and the right (T2, T3) halves are
swapped for the next round. These steps are repeated for the next sixteen rounds.
The swap of last round is reversed and the four words (T0, T1, T2, T3) are XORed
with four key words to produce cipher text.

2.5 Algorithm

Algorithm 1: Create a node in LRU list

1: if head=NULL
2: head <- new node
3: head->next <- head
4: head-> prev <- head
5: tail=head
6:else
7: new_node->next <- head
8: new_node->prev <- new_node
9: head-> prev <- new_node
10: tail->next <- new_node
11: head<- new_node
12: end if
Algorithm 2: Rearrange LRU List

1: if tail=recent
2: head <- recent;
3: tail <- recent->prev;
4: else 
5: recent->prev->next <- recent->next;
6: recent->next->prev <- recent->prev;
7: recent->next <- head;
8: recent->prev <- head->prev;
9: head->prev->next <- recent;
10: head->prev <- recent;
11: head <- recent;
12: tail <- head->prev;
13:endif
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Algorithm 3: Read Hit

1:If hash[lba]!=NULL
2: //Retrieving the content from GPU
3: //allocate memory in host
4: b=(cache_block*)malloc(sizeof(cache_block*))
5: cudaMemcpy(b,hash[lba]->gpu_block,sizeof(cache_block*),
cudaMemcpyDeviceTo Host)
6: Content : b->data.substr(1)
7: Dirty Bit : b->data.substr(0,1)
8: rearrange(hash[lba]);
9:endif

Algorithm 4: Read Miss without replacement

1: if filled_blocks<cache_blocks
2: hash[lba] <- new node;
3: hash[lba]->lba=lba;
4: create(hash[lba]);
5: //Allocating memory on GPU.
6: cudaMalloc(&(hash[lba]->gpu_block),sizeof(struct cache_block*));
7: //Copying the content of host block to GPU
8: cudaMemcpy(hash[lba]-
>gpu_block,g,sizeof(g),cudaMemcpyHostToDevice);
9:endif

Algorithm 5: Read Miss with replacement

1: if filled_blocks = cache_blocks
2: //GPU cache is full.
3: LBA of Least Recently Used block : tail->lba
4: ///Invalidating the victim and loading the new block.
5: hash[lba] ] <- new node;
6: hash[lba]->lba] <- lba;
7: hash[lba]->gpu_block] <- hash[tail->lba]->gpu_block;
8: hash[tail->lba] ] <- NULL;
9: cudaMemcpy(hash[lba]-
>gpu_block,g,sizeof(g),cudaMemcpyHostToDevice);
10: tail->prev->next] <- head;
11: head->prev] <- tail->prev;
12: tail] <- tail->prev;
13: create(hash[lba]);
14:endif
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3 Simulation Environment

3.1 NVDIA GeForce 940M

It is a graphics processing unit that can support DirectX-11 technology. It has two
Giga bytes of DD3_SDRAM and 384 shader units. It is built with Maxwell
architecture which is more efficient than Kepler architecture. GeForce 940M is
composed of smaller streaming multiprocessors with 128 ALUs and an optimized
scheduler. It is better than GeForce 840M because of its higher clock rate.

3.2 CUDA Toolkit Version 6.5

CUDA toolkit provides an environment to develop software that can run on GPU
cores and utilize GPU memory. CUDA is a programming language similar to C
language with additional support for developing GPU codes that can access the GPU
resources directly. CUDA program includes both device functions (called from GPU
and executed on GPU) and global functions (called from CPU and executed on
GPU). CUDA programs are executed only in computers with NVDIA Graphics
Processing Units. Multiple GPU threads can execute a single global function par-
allely on GPU cores. The first API to access the GPU resources directly is CUDA.
The C programs can invoke the CUDA program and the converse is also possible.

3.3 NVCC

The compiler driver for CUDA language is NVCC. The motive of NVCC is to hide
the compilation details of CUDA from the developers. The non-CUDA code is

Algorithm 6: Write block (overwrite an existing block)

1:if hash[lba] != NULL
2: //updating the block in GPU
3: Allocate memory for cache block b
4: b<- hash[lba]->gpu_block
5: b->dirty_bit="1";
6: // modify the dirty bit 
7: b->data <- new_data
8: copy b back to GPU
9: rearrange lru list;
10:endif
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compiled by the C++ compiler. The NVCC does these forwarding options and it
takes care of other operations like splitting, merging and preprocessing steps of the
CUDA code.

4 Evaluation

The proposed system is executed in a PC with 2GB NVDIA GeForce 940M
graphics card. Operating System is Centos 6.5. Time taken to process 100 requests
using Sequential and parallel cache is shown in Table 1. Time taken to process 500
requests using Sequential and parallel cache is shown in Table 2. Time taken to
process 1000 requests using Sequential and parallel cache is shown in Table 3.

Tabulated results shows that parallel cache management with multithreading is
better than sequential cache management for large number of IO requests. Parallel
cache takes longer time to process fewer requests because of the overhead in
dividing the read hit and read miss requests.

Table 1 Comparison of parallel and sequential cache with number of requests = 100

No. of cache blocks Time (ms)—sequential cache Time (ms)—parallel cache

3 130 140

10 120 140

15 150 140

Table 2 Comparison of parallel and sequential cache with number of requests = 500

No. of cache blocks Time (ms)—sequential cache Time (ms)—parallel cache

30 180 160

50 180 140

100 170 130

Table 3 Comparison of parallel and sequential cache with number of requests = 1000

No. of cache blocks Time (ms)—sequential cache Time (ms)—parallel cache

30 1060 160

50 890 140

100 590 130
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5 Conclusion

A system that manages GPU as buffered cache in operating system is implemented.
Data encryption provides security to the data present in the GPU. Twofish algo-
rithm is used for encryption and decryption. With carefully designed data structures
such as concurrent hash table, least recently used list, log structured data store this
system achieves good performance under various workloads.
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Enhanced Single Image Uniform
and Heterogeneous Fog Removal Using
Guided Filter

Pallawi and V. Natarajan

Abstract In this chapter, we propose an effective method to remove uniform and
heterogeneous fog from the image using dark channel prior (DCP) and guided filter.
Variation in thickness of the fog present in variety of image has helped to analyze
and upgrade the dark channel prior image quality. Fog acts as veil which obscures
the original scene radiance. A significant amount of fog could be observed around
the edges of the objects in fog free image which is carried from the foggy image
during intermediate processing steps. Efficient selection of dark channel prior kernel
parameters helps us to carry minimum fog from the input foggy image to fog free
image which has certainly reduced the halo effect around the edges of the objects in
the fog free image. Also the use of guided filter to preserve edges of the objects in
image is a fast and cost effective approach toward generation of fog less image.

Keywords Digital image processing � Fog removal � Image enhancement � Digital
filter

1 Introduction

Today, the increasing demand of minute but significant real-time data and its
analysis has given birth to too many fields of study like artificial intelligence,
computer vision which is contributing toward mankind with its industrial appli-
cation and feasibility.

ADAS (Advance driving assistance system), being one of its application has
reached us at a very fast rate and vividly seen in most of the countries where there
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are well-maintained road infrastructures to deliver smooth running of computer
vision and image processing algorithms.

A very important point to notice here is that performances of vision algorithms
(e.g., feature detection, filtering, and sign recognition) are dependent on the inputs
given to the sensors like camera or radar in form of images or signals are actively
contributed by quality of road infrastructures like lane marking and their feature,
milestones, speed limit posts, and many others. Unfortunately, due to poor visibility
conditions the color fidelity of the input images are lost reason being presence of
fog, haze, dust, or smoke in the atmosphere. This creates turmoil in the decision
making abilities and sometimes a complete failure of system which might lead to
catastrophic events too. Fog and haze deters the scene radiance and gives us
insignificant and sometimes no information about the scene of interest. Thus fog
removal is highly desired to increases the visibility of the scene and correct the
color shifts caused by airlight. Fog removal can also produce depth information and
benefit many vision algorithms.

Therefore, many algorithms have been proposed by using multiple images. In [1]
fog removal and recovery of the depth map is done using two images of the same
scene under different weather conditions. In [2, 3], the parameters required to
recover the scene radiance is calculated at different degree of polarization. Color
and contrast enhancement techniques like multiscale retinex (MSR) [4, 5] and
Contrast limited adaptive histogram equalization (CLAHE) [6] are not suited for
foggy images. Tripathi [7] uses anisotropic diffusion for refining airlight map which
is an expensive method. Kaiming He [8] used soft matting for refining the trans-
mission map which involves complex computation and consumes more time. Tan
[9] observes that the fog free image must have higher contrast compared with the
input fog image and he removes the fog by maximizing the local contrast of the
restored images. The result is visibly compelling but may not be physically valid. In
[10] vision enhancement in homogenous and heterogeneous fog is performed using
set of synthetic images from FRIDA (Foggy Road Image Database) dataset which
works on different types of fog introduced in the same scene. They use
no-black-pixel constraint and the planar assumptions (NBPC + PA) in which the
image is split into three regions: the sky, the objects out of road plane and the free
space in the road plane. Each region is enhanced according to the requirement of
application.

In this chapter, we propose a novel analysis-based method for using dark
channel prior to remove homogenous and heterogeneous fog from the image effi-
ciently. The use of guided filter to preserve the edges of objects in the fog free
image is a simple and reliable method but it might produce sever halo around the
edges of the object when the radius of objects are small.

The rest of this paper is organized as follows. Our Methodology is detailed in
Sect. 2. Section 3 includes our results followed by conclusion in Sect. 4.
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2 Methodology

2.1 Fog Model

Clouds are made up of tiny water droplets and ice crystals, due to condensation of
the water vapors from the water bodies present around, these molecules are so small
that they can float in the air. If these tiny water droplets become large, then they
become low lying cloud or fog and when these water molecules become even
larger, they fall as rain (or snow). Thus fog is widely been modeled in computer
vision as a combination of two components direct attenuation and airlight.

Which degrades the image quality, gives very limited information about the
scene, hinders smooth running of many computer vision and ADAS algorithms like
sign recognition.

The model used in this paper to describe the formation of fog image is as follow:

Fog ¼ Direct Attenuation þ Airlight:

I xð Þ ¼ J xð Þ � t xð Þð ÞþA � 1� t xð Þð Þ½ �; ð1Þ

where I is the intensity of foggy image, J is the scene radiance, which is the
intensity of a fogless image, t is medium transmission describing the portion of light
that is not scattered and reaches the camera, and A is the airlight radiance at infinite
distance.

Direct attenuation is the gradual loss in intensity of light when the light from the
atmosphere decays in the medium, it is a multiplicative distortion of scene radiance.
While airlight represents the shift of the scene color. The fog atmosphere consists of
a mixture of molecules and particles of various sizes. These molecules add
whiteness to the scene. The visible effect of airlight is due to the scattering of light
by those fog molecules toward the viewer. Also airlight is an increasing function of
scene point distance dðxÞ, where dðxÞ is the depth of the xth pixel. Thus, when the
atmosphere is homogenous, the transmission t can be expressed as:

t xð Þ ¼ e�kdðxÞ; ð2Þ

where k is the scattering coefficient [11], of the atmosphere. Equation (2) indicates
the scene radiance is attenuated exponentially with the scene depth d. Figure 1
shows the uniform foggy image at the left and its depth map at the right.

2.2 Improved Dark Channel Prior

The dark channel prior (DCP) is based on the observation that in an RGB fog free
outdoor image which mandatorily has infinity (sky), tells that in most of the
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non-sky patches(regions), which could include infrastructures, vegetation, road
there would be at least one color channel which will have low intensity at the pixels
of non-sky patches in the fog free image. In other words, the minimum intensity in
such a patch has a very low value. Dark channel prior is defined as,

Jdark xð Þ ¼ minc� r;g;bf gðminy2XdðxÞððJCðyÞÞ ð3Þ

where JC the color channels of haze free image J and d xð Þ is a local patch centered at
x. DCP generated in many algorithms for fog removal have used a patch size of
15 � 15. In our algorithm, we have used a patch size of 5 � 5 to calculate the DCP.

In Fig. 2 we describes the reason behind selection of smaller window for DCP
calculation by comparing effect of 15 � 15 and 5 � 5 window around the tree
trunk which is surrounded by fog. When we use a 15 � 15 patch around the tree
trunk it happens that the minimum intensity of the pixel among all the three channel

 (a) Uniform Foggy Image                                (b) Our recovered depth map   

Fig. 1 a Uniform foggy image b our recovered depth map

Fig. 2 a DCP of a uniform foggy image with patch size 5 � 5 small window with less fog around
the trunk of tree, b DCP of a uniform foggy image with patch size 15 � 15 which tends to
accommodate fog around the tree trunk during DCP calculation
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is contributed by one of the foggy pixel from the concerned patch around the tree
trunk and when we use an overlapping window to calculate the minimum intensity
among all the three channels around the edges of the objects whose radius is smaller
than the used patch size then intensity around the tree remains same as that of fog
and appears in the form of increased radius of object which appears as halo around
its edges in haze free image. The effect of fog around the object would be more in
case of thin branches of tree or the traffic poles.

The selection of a 5 � 5 window in fig. 2b takes care that less fog is accu-
mulated at the edges of objects present in the scene during computation of DCP.

The low intensities in the DCP is mainly due to reasons like (a) dark object or
dark road surface, e.g., dark color building, dark traffic light stands, dark color cars;
(b) Shadow, e.g., Shadows of building, trees, cars, lamp post; (c) Colorful objects or
surface lacking color in any one channel like a green tree, complete red, or blue bill
board. As the natural outdoor image is full of shadows the DCP of these images are
really dark.

So the DCP of the foggy image will have higher intensity at the region with
denser fog and as the depth of the scene increases the presence of fog also increases.

2.3 Airlight Radiance

Airlight radiance is calculated from the most haze-opaque pixel at an infinite dis-
tance [12, 11, 13]. To find this we pick 0.1% of the brightest pixel present in the
dark channel prior of the fog image and then pick the unique intensities from those
0.1% pixels of the dark channel prior followed by mapping the locations of those
picked unique intensities onto the channels of RGB image individually and com-
puting the average of intestines present at those mapped location in every channel
and using them as the A Redð Þ;AðGreenÞ;AðBlueÞ:

2.4 Transmission Image

After estimation of airlight radiance for the individual channels we find the trans-
mission image ~t xð Þ of the fog image [8] assuming that the transmission is constant
in the patch dðxÞ.

Taking the min operation in the local patch of fog imaging Eq. (1) we get:

miny2d xð Þ Ic yð Þð Þ ¼ ~t xð Þ � min
y2d xð Þ

Jc yð Þð ÞþAC � 1�~t xð Þð Þ: ð4Þ

This min operation is performed on three color channels independently. This
equation is equivalent to:
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miny2d xð Þ
Ic yð Þ
Ac

� �� �
¼ ~t xð Þ � min

y2d xð Þ
Jc yð Þð ÞþAC � 1�~t xð Þð Þ: ð5Þ

Then we take minimum of three channels on the above equation:

min
y2d xð Þ

Ic yð Þ
Ac

� �
¼ ~t xð Þ �minc min

y2d xð Þ
Jc yð Þ
Ac

� �� �
þ 1�~t xð Þð Þ ð6Þ

According to the dark channel prior, the dark channel Jdark xð Þ of the fog free
image radiance J should tend to be zero as the dark object will contribute to the
reduced intensity in any one of the channel.

Jdark xð Þ ¼ minc min
y2d xð Þ

Jc yð Þð Þ
� �

¼ 0: ð7Þ

And as Ac is always positive, this leads to:

minc min
y2d xð Þ

Jc yð Þ
Ac

� �� �
¼ 0: ð8Þ

Substituting Eq. (8) into Eq. (6), we can estimate the transmission ~t

~t xð Þ ¼ 1�minc min
y2d xð Þ

Jc yð Þ
Ac

� �� �
: ð9Þ

The color of the sky is very similar to the airlight radiance A Redð Þ;AðGreenÞ;AðBlueÞ
in a haze image and we have:

minc min
y2d xð Þ

Jc yð Þ
Ac

� �� �
! 1 and ~t xð Þ ! 0; sky regions:

On a clear day the atmosphere contains air molecules which are very small in
size. So the fog is still present when we look at the objects present at a greater depth
and while generating a fogless image, if we remove the fog completely from the
image it would make the image look unnatural and the feeling of depth may be lost.

To make the fogless image look natural with the increasing depth we keep a very
small amount of haze [8] into the image for distant object by introducing a
parameter c 0\c� 1ð Þ into Eq. (9).

This introduction of c automatically introduces fog according to the depth of the
scene. Value of c is application based. We have used c as 0.95.
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~t xð Þ ¼ 1� c �minc min
y2d xð Þ

Jc yð Þ
Ac

� �� �
: ð10Þ

Due to the patch used in DCP calculation and using the same image to compute
the transmission map carries the block effect and losses the edges of the objects. So
we perform edge preserving operation onto the transmission image.

2.5 Guided Filter

We have used guided filter [14] with a window size of 40 � 40 for preserving the
edges of the transmission image. Size of the window could also be varied according
to the requirement of application to get a better edge preserved image.

The model of guided filter is

t xð Þ ¼ ak � Iið Þþ bk½ �; 8i 2 Wk; ð11Þ

where t(x) is the refined transmission image and Ii is the guiding foggy image.
Where ak; bkð Þ are linear coefficient assumed to be constant in Wk.

To determine the linear coefficients, we seek a solution to (11) that minimizes
the difference between t(x) and the filter input which is the ~t xð Þ specifically, we
minimize the following cost function in the window:

ak ¼
1
Wj j

P
i2Wk

Ii � gtðxÞ� ��
� lk � gtðxÞ�� �

@2 þ q
: ð12Þ

bk ¼ gtðxÞ� �
� ak � lk: ð13Þ

Here Wk is the window of window size Wj j to be considered for the image and
ið Þ is the pixels present in the window Wk. lk and @2 the mean and variance of the
window Wk of the foggy image I xð Þ. q is the regularizing parameter we have used
value for � as 0.1000.

gtðxÞ� �
¼ 1

Wj j
X
i2Wk

gtðxÞ ; is themean of transmission image inWk:

Now we apply Eq. (11) for entire image. The t(x) gives us the refined trans-
mission image with smooth and refined edges. There are limitations of using this
filter as it can make the halos generated during DCP calculation more visible when
it undergoes smoothing and edge preservation [15, 16].
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2.6 Scene Radiance

With the transmission Image we could recover the scene radiance according to
Eq. (1). But the direct transmission could be very close to zero when the t(x) is
close to zero. The directly recovered scene radiance is prone to noise. Therefore we
restrict the t(x) to a lower bond t0, which means a small certain amount of haze is
preserved in very dense haze regions. Value take for t0 is 0.1.

J xð Þ ¼ I xð Þ � Ac

maxðt xð Þ; t0Þ þAC: ð14Þ

Thus J(x) is our fog free image.

3 Results

To evaluate the results of our algorithm, we need image with and without fog.
However, obtaining such pairs of images is extremely difficult in practice since it
requires to check that the illumination condition are same in the scene with and
without fog. As a consequence, for the evaluation of the proposed fog removal
algorithm and its comparison with existing algorithms, we use Synthetic fog from
dataset [10] of FRIDA.

In our experiments, we perform the local min operator using Marcel van Herk’s
fast algorithm. The patch size is set to 5 � 5 for a 640 � 480. In Guidance filter we
have used a patch size of 40 � 40. MATLAB R2014b takes 5–8 s to process a
640 � 480 pixel image on a PC with a 3.0 GHz Intel Pentium 7 Processor.

In Fig. 3 we present our result which gives a much clear visibility of the scene in
uniform and heterogeneous fog. Algorithm like MSR creates an additional gray veil
onto the scene [10]. DCP uses soft matting which takes larger amount of time and
involves complex computation as compared to our edge preserving algorithm of
Guided filters.

3.1 Quantitative Comparison

Table 1 is a quantitative comparison of the results of algorithms for MSR [4, 5],
CLAHE [6], DCP [8], free-space segmentation [10], Non-black pixel constraint
[10], Planer assumption [10], and our algorithm. This table represents absolute
mean error over set of 18 images for each types of fog taken from dataset FRIDA
[10]. From this table we can infer that in two of the cases those are when the fog is
uniform and heterogeneous with the varying scattering coefficient of the atmosphere
our result shows a huge improvement to generate the fog free image and provides
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Foggy Image                     Recovered Fog Free Image

Fig. 3 Results of our proposed algorithm. From left to right the original synthetic image with
various fog followed by our recovered fogless image
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better visibility. In other case due to overestimation of depth of the foggy image
while generating the transmission image leads to black pixels and thus deters the
scene radiance.

4 Discussion and Conclusion

In this chapter, we have proposed a new aspect of using dark channel prior with
guided filter to remove uniform and heterogeneous fog from the foggy image. Our
approach to use a smaller window would work well for the objects of small radius
and has certainly improved the quality of image with less halo or fog artifacts in the
fog free image. The visibility distance has also improved as compared to other
algorithms. Our work also has artifacts due to the fog present around edges between
two completely different intensity of objects. DCP has its own limitations and could
only work well for daytime fog. We believe that these limitations could be taken as
another research problem in future.
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Multi-objective Genetic Algorithm-Based
Sliding Mode Control for Assured Crew
Reentry Vehicle

Divya Vijay, U. Sabura Bhanu and K. Boopathy

Abstract A reentry control system is proposed for an assured crew reentry vehicle
(ACRV), where the control law is tuned using multi-objective genetic
algorithm-based sliding mode controller. The controller designed guarantees the
robustness properties with respect to parametric uncertainties and other distur-
bances. The system state remains in the neighborhood of a reference attitude and the
control signal is close to a well-defined equivalent control. The amplitude of the
sliding mode controller is tuned using an evolutionary optimization technique, i.e.,
Genetic algorithm. Multi-objective optimizer is used for the controller as it is to
minimize the error in the Bank Angle (degree), Angle of Attack (degree), and
Sideslip Angle (degree). The reference attitude is obtained in terms of the outputs
given by the trajectory controller and the navigational system. A pulse width pulse
frequency (PWPF) modulator is designed to modulate the attitude controller
through the thrust torque developed. The simulation results show the effectiveness
of the proposed method.

Keywords ACRV � Coordinate transformations � Attitude control � Quaternion �
PWPF thrusters

1 Introduction

The Human Space Mission is providing a great deal of opportunities in space
research activities which are oriented toward the design and development of space
stations. Space stations are the permanent manned presence in space. Space stations
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always met with the problem of low-cost transportation. This can be achieved by
using an assured crew reentry vehicle [1–3]. In this paper, the attitude control of an
assured crew reentry vehicle is illustrated. An attitude controller is planned to track
the reference attitude obtained from the trajectory controller and navigational sys-
tem of an assured crew reentry vehicle. This allows the vehicle to experience the
aerodynamic force required to follow the reference trajectory path. The trajectory
controller computes the attitude required and attitude controller computes the torque
required to generate the attitude.

The controller tuning is complicated and in recent past, many modern heuristic
optimization algorithms like genetic algorithm, simulated annealing, tabu search,
swarm intelligence techniques, like particle swarm optimization, bacterial foraging,
bee colony optimization, fire fly algorithm are investigated [4]. Heuristic algorithms
are techniques used to obtain global optimal solution [5]. Genetic Algorithm has
been used extensively to obtain the conventional PID controller due to its capability
of not getting struck in the local minima. Genetic algorithm has been implemented
for many processes like control of reverse osmosis [6], single link flexible
manipulator in vertical motion [7], etc. Various performance measures like mini-
mum rise time, settling time, overshoot, integral absolute error, integral square
error, and integral time absolute error has been considered as the objective function
by many authors [8].

The attitude controller is designed using genetic algorithm-based sliding mode
controller. quaternions are used to describe the kinematics of the ACRV [9, 10].
Finally, thrusters are incorporated to provide the torque required by the attitude
controller. These are modulated using a PWPF thruster modulator. Simulations are
performed by using the trajectory controller output as reference.

Section 2 discusses about the coordinate systems highlighting the coordinate
transformation followed by the Quartenion formulations. Section 4 presents the
mathematical model of ACRV and Sects. 5 and 6 discusses in detail about the
controller design and optimization of the parameters using genetic algorithm-based
sliding mode controller followed by the Design of Thrusters. Finally the simulation
results are presented.

2 Coordinate Systems

To describe the model of an assured crew reentry vehicle, a suitable coordinate
system is to be adopted. The various coordinate systems are:

• Inertial Coordinate System: System is having the origin at the Earths center,
with the X and Y axis in the equatorial plane and the Z axis aligned with the
planet polar axis, positive toward the south.

• Local Geocentric System: System is having the Z axis along the line through the
center of mass of the body, positive toward the Earth center; X axis is
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orthogonal to Z axis and positive toward the north and Y axis completes the
right-handed orthogonal frame.

• Wind Axis System: System is having the X axis along velocity vector corre-
sponding to the local geocentric frame. The Z axis is aligned with the lift force,
with opposite direction and Y axis completes the right-handed orthogonal frame.

• Body Axes System: System will be having X axis along the geometric longi-
tudinal axis of the body, positive toward the capsule nose and Y axis is along
symmetry plane of the body pointing downwards entry and perpendicular to the
X axis. The Z axis completes the right-handed orthogonal frame.

For obtaining the suitable co-ordinate system for describing the assured crew
reentry vehicle dynamics, various coordinate transformations are done.

2.1 Coordinate Transformations

a; b; r are the trajectory controller outputs. The other angular values required for the
generation of quaternions are provided by the navigational system. Various coor-
dinate transformations are done to achieve the required input parameters. The
coordinate transformations are:

The transformation matrix for transforming the inertial coordinates to local geo-
centric coordinates is:

G ¼
� sinð/Þ � cosðBÞ � sinð/Þ � sinðBÞ � cosð/Þ

sinðBÞ � cosðBÞ 0
� cosð/Þ � cosðBÞ � cosð/Þ � sinðBÞ sinð/Þ

2
4

3
5 ð1Þ

The transformation matrix for transforming local geocentric coordinates to wind
axis coordinate system is:

W ¼
cosðcÞ cosð/Þ

ð� sinð/Þ cosðrÞÞþ ðsinðcÞ cosð/Þ sinðrÞÞ
ð� sinð/Þ sinðrÞÞþ ðsinðcÞ cosð/Þ cosðrÞÞ

2
64

cosðcÞ sinð/Þ � sinðcÞ
ðcosð/Þ cosðrÞÞþ ðsinðcÞ sinð/Þ sinðrÞÞ cosðcÞ sinðrÞ
ð� cosð/Þ sinðrÞÞþ ðsinðcÞ sinð/Þ cosðrÞÞ cosðcÞ cosðrÞ

3
75

ð2Þ

The transformation matrix for transforming wind axis coordinate system to body
axis coordinate system is:
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B ¼
cosðaÞ � cosðbÞ sinðbÞ sinðaÞ � cosðbÞ
� sinðbÞ � cosðaÞ cosðbÞ � sinðbÞ � sinðaÞ

� sinðaÞ 0 cosðaÞ

2
4

3
5 ð3Þ

The direction cosine matrix ‘E’ is obtained as:

E ¼ G �W � invðBÞ ¼
e11 e12 e13
e21 e22 e23
e31 e32 e33

2
4

3
5 ð4Þ

From the direction cosine matrix, the commanded quaternions for the ACRV are
generated.

3 Quaternion Formulation

Quaternions are the most effective method for identifying the rotational motion.
Quaternions are the vectors in 4D space algebra. Instead of the trigonometric
functions of Euler angles, the quaternion uses algebraic relations. Hence quicker
computation is achieved and use of quaternions also helps to eliminate the possi-
bility of a singularity problem [11, 12].

From the direction cosine matrix as in Eq. (4), the commanded quaternions are
calculated as follows:

q4c ¼ 0:5 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e11þ e22þ e33

p ð5Þ

q1c ¼ 1
4 � q4c

� �
ðe23� e32Þ ð6Þ

q2c ¼ 1
4 � q4c

� �
ðe31� e13Þ ð7Þ

q3c ¼ 1
4 � q4c

� �
ðe12� e21Þ ð8Þ

The quaternions have two parts, i.e., a quaternion magnitude given by Eq. (5)
and quaternion orientation represented by Eqs. (6), (7), and (8).

The reference angular velocities can also be computed from the reference
quaternions. It is obtained as:

x̂ ¼ 2 � Xðq̂cÞT � _̂qc ð9Þ
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where

qc ¼ q1c q2c q3c q4c½ �T:

4 Mathematical Model of ACRV

Mathematical model of ACRV is derived from the Rigid Body Dynamic Equation
and then the Rigid Body Kinematic Equation [13, 14].

4.1 ACRV-dynamic Equation

J � _xþ SðxÞ � J � x ¼ Mt þMa ð10Þ

where

J ¼ J0 þDJ and x ¼ ðxx;xy;xzÞT ð11Þ

The skew symmetric matrix is given by,

SðxÞ ¼
0 �xz xy

xz 0 �xx

�xy xx 0

0
@

1
A ð12Þ

4.2 ACRV-kinematic Equation

The kinematic description of the rigid body motion involves three parameters
known as the Euler angles. But in case of large angle maneuvers, Euler angles can
exhibit singularities. In such cases quaternions are also used. The quaternion
parameters are defined as,

q ¼ q1 q2 q3 q4½ �T ð13Þ

where q1, q2 and q3 represents the angular part and q4 represents the magnitude
part.

The rigid body kinematic equation is given by,

_q ¼ 0:5 � XðqÞ � x; ð14Þ
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where

XðqÞ ¼
q4 �q3 q2
q3 q4 �q1
�q2 q1 q4
�q1 �q2 �q3

2
664

3
775

5 Controller Design

The attitude controller for the ACRV will track the capsule along the prescribed
path.

The results of the trajectory controller are the commanded angles ac; bc; rc [13,
14]. The commanded angles, along with the data composed from the navigational
systems are used to generate the reference angular rates using Eq. (9).

For obtaining a sliding mode controller [13], consider the system

_x ¼ AxþBu; x 2 R1; u 2 R3

Let s : R1 � ½0;1Þ be a continuously differentiable map and define a related
sliding manifold as in Eq. (15). Let the function g be defined by Eq. (16).

S ¼ fðx; tÞ 2 R1 � ½0;1Þ : sðx; tÞ ¼ 0g: ð15Þ

pðx; u; tÞ ¼ @

@x
sðx; tÞþ @

@x
sðx; tÞ½AxþBu� ð16Þ

The system of ordinary differential equations is expressed as:

_x ¼ AxþBu

f � _u ¼ gðx; u; tÞ; f\0
ð17Þ

For obtaining the solution of Eq. (17), a theorem is stated that for any pair
ðx; tÞ 2 I, the unique solution u�ðx; tÞ of the algebraic equation gðx; u; tÞ ¼ 0 is
called equivalent control for the problem.

It is possible to show that uniquely the equivalent control is,

u�ðx; tÞ ¼ � @

@x
sðx; tÞB

� ��1

� @

@t
sðx; tÞþ @

@x
sðx; tÞAðxÞx

� �
ð18Þ
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Let, x̂ ¼ ðq̂T; x̂TÞT be a reference state attitude for the reentry vehicle. The
problem can be formulated as to design a feedback controller in such a way that, the
error vector, e ¼ x̂� x satisfies Eq. (19), for a given b[ 0; d[ 0.

ek k� dþA � e�bt ð19Þ

where A is a constant depending on the data. To solve the attitude control problem,
the sliding surface s is defined as in Eq. (20).

sðx; tÞ ¼ HðqÞ½e� f ðx0; tÞ� ð20Þ

where, x0 ¼ xð0Þ and HðqÞ is a matrix of suitable dimensions to be chosen. Let,

HðqÞ ¼ H0
1 � XTðqÞ H2

� � ð21Þ

where H2 � J is nonsingular. The f ðx0; tÞ in Eq. (20) is given by,

f ðx0; tÞ ¼ eCt � e ð22Þ

where C is a stability matrix. Now a theorem can be stated as follows to define the
equivalent control [10, 13].

Theorem Let x0 2 R1 be given. Assume that, RekminðH2J�1Þ[ 0 and H0
1 be a

matrix such that H�1
2 � H0

1 is symmetric and positive definite. Let, RekmaxðCÞ\
�kminðH�1

2 � H0
1Þ then there exists an n0 [ 0 such that the solution of [x, u]

satisfying the initial conditions and x̂ðtÞ � xðt; nÞ\dþA � e�bt.
Then the controller is obtained as in Eq. (23).

uðt; nÞ ¼ ð1=nÞ H0
1X

TðqÞ H2

� �� x̂ðtÞ � xðt; nÞ � eCt x̂0 � x0ð Þ� �þ u0 ð23Þ

where, t� 0 and A are b positive constants depending on H0
1;H2;C.

For the proposed model of ACRV, the constant matrices are selected as,
C ¼ diagðCq;CwÞ, H0

1 ¼ 10I3, H2 ¼ diagð100; 50; 50Þ Cq ¼ �0:1 � I4,
Cx ¼ �0:1 � I3, f ¼ 0:001. The initial conditions are selected as;

q̂0 ¼ ð0:7272; 0:1207;�0:6426;�0:2091Þ
q0 ¼ ð0:7268; 0:14;�0:6274;�0:2419Þ
x̂0 ¼ ð0:0008; 0:001;�0:002Þ; x0 ¼ ð0; 0; 0Þ

For the proposed model, thrusters are considered to provide the torque required
by the attitude controller.
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6 Multi-objective Genetic Algorithm-Based Sliding Mode
Controller

The genetic algorithms are an evolutionary optimization technique which can find
the global optimal solution in complex multidimensional search space. It is an
iterative and population-based algorithm. It involves minimization or maximization
of an objective function and determination of the parameters of interest.

The algorithm of genetic algorithm is as follows

Step-1 Initialize the parameters. In the proposed work, seven parameters are
considered and an initial population is created.

Step-2 Compute the objective function.
Step-3 Check for stall limits or max Generation.

1. Reproduce the next generation

• Crossover operation
• Mutation operation

2. Compute objective function
3. Selection of the offspring for the next generation using Roulett wheel.

The multi-objective function used to obtain the optimal controller parameters so
as to minimize is given by

J ¼ min 0:33 � ISEðBank AngleÞþ 0:33 � ISE (Angle of AttackðdegreeÞÞf
þ 0:33 � ISEðSideslip AngleðdegreeÞÞg

Controller parameter tuned using genetic algorithm

C ¼

0:3566 0 0 0 0 0 0
0 0:100 0 0 0 0 0
0 0 0:3863 0 0 0 0
0 0 0 0:2528 0 0 0
0 0 0 0 0:597 0 0
0 0 0 0 0 0:100 0
0 0 0 0 0 0 0:2406

2
666666664

3
777777775

7 Design of Thrusters

The output of the attitude controller is provided to the thrusters, which will be
modulated. The thrusters provided are based on the pulse width pulse frequency
(PWPF) technique [15]. The command inputs to the controller and the output are
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continuous in nature. The actual control for operating the thrusters for steering the
capsule along the prescribed path is in the pulse mode. Hence modulators are used.
They will generate the pulsed mode output. The modulator scheme proposed has an
integrator and a nonlinear element as in Fig. 1.

8 Simulation Results

To check for robustness, the simulations are carried out in the developed model in
the presence of aerodynamic disturbance uncertainties. The simulation results are
shown in Figs. 2, 3 and 4.

The side slip angle error in Fig. 2 depicts that, the error value of multi-objective
genetic algorithm-based sliding mode control method is much close to zero and is
having fewer disturbances.

Fig. 1 Modulator scheme
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Fig. 2 Sideslip angle of multi-objective genetic algorithm-based sliding mode control
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Fig. 3 Angle of attack of multi-objective genetic algorithm-based sliding mode control
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Fig. 4 Bank angle of multi-objective genetic algorithm-based sliding mode control
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Tracking of angle of attack for a commanded value is done smoothly with very
less amount of ripples and reduced disturbances, when the controller is a genetic
algorithm-based sliding mode control. This shown in Fig. 3.

In Fig. 4, it is seen that, the control variable bank angle error and the amount of
disturbance is also reduced when the controller is multi-objective genetic
algorithm-based sliding mode control.

9 Conclusions

An attitude control system is formulated for a reentry vehicle. The attitude control
law is based on multi-objective genetic algorithm-based sliding mode control. The
objective function is formulated using the minimization function of Integral Square
Error including side slip angle, angle of attack, and bank angle. The step-by-step
procedure involved in multi-objective controller is reducing the error in side slip
angle, angle of attack and bank angle considerably.
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A Study on Mutual Information-Based
Feature Selection in Classifiers

B. Arundhathi, A. Athira and Ranjidha Rajan

Abstract Multilabel classification is a classification technique in which each
sample may be related with more than one class labels. This paper deals with a
comparative study of mutual information (MI) technique and other methods in
different classifiers. MI is a technique in filter approach type feature selection. It is a
fine indicator, which measures the information or data that common between two
variables, it audits and evaluates how one of the variables reduces the uncertainty of
the other. We consider other two classifiers for the study; they are Naïve Bayesian
(NB) and ID3. The experiments were done using MI and compared with the two
classifiers for different benchmark data set from UCI repository flag, music, and
yeast. The results were verified using evaluation measures. An accurate precision
and recall value can be obtained in MI technique rather than using the classifiers NB
and ID3.

Keywords Feature selection � Filter approach � Mutual information (MI) � ID3 �
Naïve Bayesian (NB)

1 Introduction

The training data set that is used for evaluation may contain hundreds of attributes
or variables, in which most of them are insignificant and repeating. Although it may
be likely for a user to select some of the useful attributes, it is a crucial and time
consuming task especially when their behavior is not well known [1]. Many
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unwanted aspects may be available in the data that is to be mined which need to be
taken out. Moreover, many algorithms that are used for mining do not perform well
with large amount of features. Therefore, some techniques need to be applied before
any kind of mining algorithm is enforced. The feature selection is a step to select a
set of data or attributes that overcomes all these problems. To start with, the
accidental attributes needs to be clean before applying any technique. The main aim
of feature selection is to improve the performance of a data, provide speed and
accurate dataset [2].

The process of filtering is done using feature selection techniques that involve
filter, wrapper, and embedded technique.

• Filter methods are independent ones that avert the dependencies of features and
avoid a common way which affect the classifier with one another. It includes
mutual information (MI) technique, which tells about the data that is shared
between two variables [3]. The key measures of the information are entropy,
which is the measure of defilement.

• Wrapper methods consider the selection of a set of features as a problem,
where various combinations are prepared, figured, and compared with others.
Wrapper method aims at wrapping up a classifier in algorithms.

• Embedded method has been proposed to reduce the classification of learning
and it decides which attributes can be assigned to find the accuracy of the model
while it is being developed.

In decision tree learning, ID3 is an algorithm, which is the predecessor to the
C4.5 algorithm [4], and is used to produce a decision tree. In machine learning,
Naive Bayesian (NB) is the family of simple probabilistic classifier, which analyzes
that the existence/truancy of a specific feature of a class are unlike to the
existence/truancy of any other feature.

2 Background Study

“An Introduction to Variable and Feature Selection”, the variable or feature
selection has become an inevitable criterium in areas of research for which datasets
with numerous variables are available. The aim of variable selection is threefold:
First is to revamp the performance of the prediction. Second is to provide fast and
more cost-effective predictors. Third is to provide a better understanding of the
underlying process that generated the data [2].

This paper deals with several feature selection methods viz. filter, wrapper, and
hybrid methods (which use combinations of filter and wrapper techniques). Even
though many filter methods are found to give no increase in accuracy for the
classifier, MI technique is reliable since it relies up on entropy, which measures the
defilement [3].
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This paper introduces a new technique to takeout feature selection in multilabel
classification problems. This allows acknowledging the common dependencies
during the feature selection process between the class labels and the features [5].

“Feature selection with dynamic MI”. The paper demonstrates feature selection
that plays an important role in data mining and other reorganization techniques
primarily for large training data set. Since MI is one of the mostly used measure-
ment in feature selection, its general technique is recommended, which gives more
accurate information measurement [6].

“A Tutorial on Multi-label Classification Technique”. The paper defines about
the divergent techniques to solve the problems with demos that illustrate the
technique because most of the classification task has problems of associating a
single class to each instance. However, there are many classification tasks in which
each attributes can be concord with more than one class [7].

“Feature Selection based on Information Gain”. The paper describes about an
algorithm to reduce attributes based on discernibility matrix and Information gain.
Most of the features are unimportant and repeating ones that may affect the clas-
sification but the efficiency of classification can be improved by discarding the
unimportant and repeating data [1].

3 Materials and Methodologies

In classification techniques, the most commonly evaluated criterion is accuracy. In
order to find the accuracy some metrics have been used. In this paper, the precision
and recall is used as the evaluation metrics [8]. A multilabel dataset can be used for
feature selection and it is done by the classifiers NB, ID3, and MI. After that the
resultant features are analyzed to find the highest precision and recall value. The
dataset that is used to find the result is given in Table 1.

Table 1 Data about nations and national flags

Landmass Zone Population Language Religion Red Green Blue Yellow White Black Orange

5 1 16 10 2 1 1 0 1 1 1 0

3 1 3 6 6 1 0 0 1 0 1 0

4 1 20 8 2 1 1 0 0 1 0 0

6 3 0 1 1 1 0 1 1 1 0 1

3 1 0 6 0 1 0 1 1 0 0 0

4 2 7 10 5 1 0 0 1 0 1 0

1 4 0 1 1 0 0 1 0 1 0 1

1 4 0 1 1 1 0 1 1 1 1 0

2 3 28 2 0 0 0 1 0 1 0 0

2 3 28 2 0 0 0 1 1 1 0 0
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3.1 Feature Selection

Feature selection plays a significant role in data mining, especially for large volume
of datasets [9]. It also known as subset selection, a process commonly used in
machine learning, where a subset of features is selected from the available dataset
and apply in learning algorithms. It can be devoted to both supervised and unsu-
pervised learning; The main goal of feature selection is to decide a minimum data
with the features for the classification, it shows a high exactness to represent the
original features. Some of the advantages of feature selection are [9].

• It reduces extensity.
• Limit Storage Space.
• Removes irrelevant, redundant, and noisy data.
• Increases the accuracy of resulting model.

The Feature selection uses three types of techniques, namely filter, wrapper, and
embedded methods. Here we are using a technique from filter approach to do the
comparison with the classifiers. Filter methods is the one that apply a mathematical
measure for scoring or ranking of each feature, which helps in classification [10].
Once this ranking has been calculated, features set with best features get developed.

3.1.1 Naive Bayesian

The NB classifier is a straightforward and fastest learning algorithm commonly
used method for supervised learning. It provides a comfortable way for dealing with
any number of attributes or classes, and is based on probability theory. The NB
classifier is used in multilabel dataset to predict the class that has the highest value.
In this application it calculates the probability of classes and attributes. From the
dataset the probability of labels are calculated, then applying certain conditions the
probability of each attribute with class are found. Finally, the highest value of the
class is determined.

3.1.2 ID3 Algorithm

Decision trees are familiar for gaining information for the purpose of decision
making. The basic idea of ID3 algorithm is to develop a decision tree by employing
a top down greedy search through the given sets to test each attribute at every tree
node. Moreover, ID3 uses a statistical property called information gain to select the
feature to test at each node in the tree. Information gain measures how well a given
feature separates the training samples according to their target classification, and
also it measures the expected reduction in entropy by partitioning the instances
according to their features. Entropy is a measure in the information theory, which
describe the different features and the impurity of an arbitrary collection of data
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files. The training file lists the attributes and their possible values. It doesn’t deal
with continuous, numeric data which means we have to discretize them. The ID3
classifier used to create a decision tree for the multilabel dataset. Entropy for each
labels is found, and they are added together to get entropy of parent by using the
formula.

HðLÞ ¼ �
X

i

piðlog2piÞ ð1Þ

After finding the entropy, the information gain for each attributes is calculated
using the formula.

IG A; Lð Þ ¼ H Lð Þ �
X

p t1ð ÞH t1ð Þþ p t2ð ÞH t2ð Þþ � � � þ p tnð ÞH tnð Þð Þ ð2Þ

The highest value is determined, and a decision tree is constructed.

3.1.3 Mutual Information

The idea of MI is elaborately linked to the random variable. It is a basic idea on
information theory that tells the amount of data or information that available in a
random variable or feature. MI is a good indicator, which measures the information
or data that shared between two variables, it checks and measures how one of the
variable reduces the uncertainty of the other. Using MI, the classes and the attri-
butes of the multilabel [11] dataset get compared from the formula.

I R; Sð Þ ¼ ntc
n
log2

nntc
nt:nc

þ n0c
n

log2
nn0c
n0:nc

þ nt0
n
log2

nnt0
nt:n0

þ n00
n

log2
nn00
n0:n0

ð3Þ

In this formula, n is the count of documents in each multilabel data set. The
values et and ec are indicated by two subscripts 0 and 1. It computes the utility
measure I (R, S) to select the largest value for the nth term. R is a random variable
that take the value et = 1 (the document contain the attribute t) and et = 0 (the
document does not contain the attribute t). S is the random variable that take the
value ec = 1 (the document contain the class c) and ec = 0(the document does not
contain the class c). Here n0c defines t = 0 and c = 1, nt0 defines t = 1 and c = 0
(Fig.1).

Here the MI measures how much information an attribute contain about the
class. MI reaches its maximum value if the term is a perfect indicator for class
membership. The term with high MI score gets selected and the selected item is of
predictable utility. This help in decision making for their respective classes and
others get removed (e.g., Landmass, zone, language for the class Green) (Table 2).
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4 Experimental Result

The resultant graph after applying the technique in filter approach and the classifiers
are shown in Figs. 2, 3, and 4);

Fig. 1 Flowchart describes
steps of mutual information

Table 2 Shows mutual information for classes red, green and blue

Table 3.2: Red Table 3.3: Green Table 3.4: Blue

Landmass 0.300 Landmass 0.301 Landmass 0.301

Zone 0.300 Zone 0.301 Zone 0.301

Population 0.313 Population 0.275 Population 0.275

Language 0.300 Language 0.301 Language 0.301

Religion 0.3S1 Religion 0.254 Religion 0.254
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5 Conclusion and Future Work

The filter approach for ranking the features is highly reliable because it handles
huge amount of data set than other techniques in feature selection. Comparing the
experimental steps performed above clearly indicates that MI gives better results
than the classifiers ID3 and NB. In future, we are looking onto implementing the MI
method in ensembles of classifiers.

Fig. 2 Mutual information

Fig. 3 Naive Bayesian

Fig. 4 ID3
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Solar PV-Based VFD Fed Permanent
Magnet Synchronous Motor for Pumping
System

Vishnu Kalaiselvan Arun Shankar, Subramaniam Umashankar,
Soni Abhishek, Bhimanapati Lakshmi Anisha
and Shanmugam Paramasivam

Abstract This paper determines the incorporation of photovoltaic source and
battery with a PMSM motor fed with a centrifugal pump based on conventional
Direct Torque Control technique (DTC). For the boosting of solar output, inter-
leaved DC-DC converter with fuzzy logic-based MPPT control is studied and in
order to convert the DC output of converter for the required form of motor input,
three-phase inverter has been taken. With the help of a bi-directional converter,
regulation of battery is carried out which depends on load and source. Output
results of motor as well as pump are obtained using MATLAB Simulink
environment.

Keywords PMSM � Fuzzy logic � PV array � Battery � MPPT � DTC

1 Introduction

Due to the cutting-edge growths in power, the concern for small distributed power
generation schemes like photovoltaic array (PV) systems, which are connected to
motors for pumping applications is increasing rapidly [1]. In this paper, PV panel is
taken as the source which supplies the system and it is integrated to a lead-acid
battery [2]. When the demand of the output is less, batteries are used to store the
surplus energy and stock when required [3]. As the output of solar array is DC type,
power electronics converters are realized so that DC type power can be converted
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into AC type in order to supply the required loads [4]. Bi-directional DC-DC
converters [5] are coupled with battery in order to avoid the usage of number of
batteries and to control the battery output.

Generally, solar photovoltaic systems employ two stage converters i.e., boost
converter in order to boost the output of converter [6, 7] to the required output and a
pulse width modulated inverter which converts DC output to required input of
three-phase PMSM motor which is controlled by conventional DTC technique [8].

IGBT-type switches are employed due to the existence of low impedance and
high switching frequency. This paper intends the incorporation of solar PV array
with a VFD controlled PMSM motor coupled with centrifugal pump [9]. The block
diagram of the proposed micro grid EMS system is shown in Fig. 1.

2 PV Array

PV cell is considered as the input source in order to deliver the power to load and
charge the battery in normal conditions. Ambient temperature of PV cell is con-
sidered as 25 °C and irradiation level of 1000 Wm−2 is considered. At normal
conditions, it yields an output of 43 V. PV array is further coupled with a DC-DC
interleaved boost converter and a three-phase inverter. It is connected to a battery
(lead-acid) by means of a bidirectional DC-DC buck–boost converter. Output of
three-phase inverter is connected to a PMSM motor. PV module is shown in Fig. 2
(Table 1).

SOLAR ARRAY

INTERLEAVED 
DC-DC  
BOOST 

CONVERTER

Three phase 
inverter

DC-DC BI-
DIRECTIONAL BUCK 
BOOST CONVERTER

BATTERY

MPPT Pulses

Permanent 
magnet 

synchronous 
motor

Pump

VFD controller(DTC)

Pulses

Reference Ɯ*,Te*

Ɯ, Te

Fig. 1 Block diagram
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3 Maximum Power Point Techniques Used

3.1 Perturb and Observe Method

In order to track the maximum power point of a solar array, P&O is a simple and
efficient method which necessitates solar array’s output current and voltage.
Algorithm of P&O is shown in Fig. 3 where the perturbation at every step is used to
find MPPT.

3.2 Fuzzy Logic-Based MPPT

In order to avoid the oscillatory behavior of the maximum power point, fuzzy logic
controllers are castoff. Fuzzy logic controllers do not necessitate exact model
knowledge but they require complete knowledge of PV system operation by the
designer. FLC will have easy mathematical calculations.

FLC comes in three stages, i.e., fuzzification, inference, and de-fuzzification.

a. Fuzzification

Procedure of conversion numerical variable into a linguistic variable is fuzzifi-
cation by means of seven fuzzy subsets called negative large (NL), negative average
(NA), negative small (NS), zero(Z), positive small (PS), positive average (PA),
positive large (PB) values of membership functions are allocated to the linguistic
variables. Fuzzy rules for the proposed system are given in Table 2. Input variables

Fig. 2 PV module

Table 1 Factors considered
for designing PV array

Factor Value

Open-circuit voltage 21.24 V

Short circuit current 4.74 A

Parallel resistance 100 Ω

Series resistance 0.924 Ω

Diode saturation current 3.83e−10 A

Irradiation 1/100
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that are considered are error (e); which is the difference between actual voltage (V0)
and reference voltage (Vr) and change in error (Δe); change in error of sample
interval. Reference signal that is given to the PWM generator is the output mem-
bership function.

b. Inference

Assembly of if-then rules that includes data for the controlled parameters is the
fuzzy rule base. Usually used method for fuzzy inference is Mamdani’s. Here
mamdani’s method is used with Min-Max setups. On fuzzy rule base system, fuzzy
inference is depended. Inside the inference engine block, fuzzy rules are framed

Start P&O 
algorithm

Measure V(k), I(k)

P(k)=V(k)*I(k)

P(k)-P(k-1)=0

P(k)-P(k-1)>0

V(k)-V(k-
1)>0

V(k)-V(k-
1)<0

Vref=Vref-ΔV Vref=Vref+ΔV Vref=Vref+ΔV Vref=Vref-ΔV

End

YES

NO

YES NO

YES NO YES NO

Fig. 3 P&O algorithm
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[10, 11]. Control surface behavior which is governed by the set of rules, relates the
input and output variables.

c. Defuzzification

Conversion of fuzzy value into crisp value is de-fuzzification, i.e., the inverse of
fuzzification. Generally centroid method is used for de-fuzzification which is given

by
R x�lðxÞdx

lðxÞdx (Figs. 4, 5, 6 and 7).

Table 2 Fuzzy rules

E/DE NL NA NS Z PS PA PL

PL Z PVS PS PS PL PL PL

PA NVS Z PVS PS PA PA PL

PS NS NVS Z PVS PA PL PS

Z NA NS NVS Z PVS PS PA

NS NL NA NS NVS Z PVS PS

NM NL NL NA NS NVS Z PVS

NL NL NL NL NA NS NVS Z

Fig. 4 Membership function for input1 (error)

Fig. 5 Membership function for input2 (change in error)
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4 Interleaved Boost Converter

Interleaving is becoming a substantial practice in power electronics. When current
stress and voltage stress capability go away from the usage capability in high power
systems then interleaving of power converters can be used instead of using several
power devices in series or parallel. Two-phase interleaved boost converter (IBC) is
considered which encompasses of two parallel united boost converter units. With
360°/n phase shift, every single unit is controlled, where n signifies number of
parallel units. 180° phase shift is taken for two units in parallel (Figs. 8 and 9).

Inductor values of IBC are calculated from the equation

Fig. 6 Membership function for output

Fig. 7 Fuzzy surface
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L ¼ Vin � m
fs � DIL

ð1Þ

where, L represents inductance, Vin represents Voltage at input, fs represents
switching frequency, DIL represents Inductor current ripple, m represents
Modulation Index.

Capacitor values of IBC are calculated from the equation

Vin

C in Cout
S2

S1

L1

L2

D1

D2

      R

Fig. 8 Circuit of IBC

Fig. 9 Theoretical
waveforms of IBC
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C ¼ I0 � m
fs � DVc

ð2Þ

where C represents capacitance, I0 represents output current, fs represents frequency
of switching, m represents Modulation Index, DVc represents voltage ripple of
capacitor (Table 3).

5 Bi-Directional DC-DC Buck Boost Converter

For boosting output of PV system to required voltage of battery in charging; and in
discharging situations, for discharging the output of voltage to necessary value for
delivering required power to a load, a non-isolated-based bi-directional DC-DC
buck–boost converter has been castoff (Fig. 10).

The parameters that are needed are deliberated as follows:
For the buck mode converter, the duty cycle (D) is specified by

VOut

VInp
¼ 1

1� Dboost

Table 3 Parameters of
interleaved boost converter

Parameters Value

L1, L2 7.63e−4 H

Cout 35e−4 F

Time period 4 � 10−5 s

R 1 Ω

Fig. 10 Circuit of bi-directional buck boost converter
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The current is specified by

I ¼ DTs
2L

ðVout � VinpÞ

L ¼ ð2� 10�5Þ � 0:209� ð110� 23Þ
2� 30

¼ 6:46� 10�6

Factors that are taken for bi-directional converter and battery in this paper are
presented in Table 4 and Table 5 respectively.

6 Modeling of PMSM

The D-Q axes coordinates PMSM is illustrated in Fig. 11.
The output power and torque equations of PMSM motor is written as

Pout ¼ 3
2
p
2xmðkpmIq þðLd � LqÞIdIqÞ

Table 4 Factors taken for
bi-directional converter

Factor Value

Inductance 6.46e−6 H

Pulse width of IGBT 1 21%

Pulse width IGBT 2 79%

Capacitance 7.8e−1 F

Table 5 Factors taken for
lead-acid battery

Factor Value

Rated capacity 6.5 Ah

Nominal voltage 100 V

Nominal discharge current 1.3 A

Voltage at full charge 108.8816

Fig. 11 PMSM D-Q axes
frame
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From the above equation the output torque equation of PMSM motor can be
calculated as

Te ¼ 3
2
p
2
ðudIq � uqIdÞ; ud ¼ LdId þ kpm; uq ¼ LqIq

7 Modeling of Pump

Most frequently used pump is centrifugal pump in many applications. The equa-
tions that have been used in modeling of centrifugal pump are written as

Affinity law equations are

Q1

Q2
¼ D1

D2
;
Q1

Q2
¼ D1

D2
;
H1

H2
¼ D1

D2

� �2

;
H1

H2
¼ N1

N2

� �2

Flow rate is given as Q ¼ Tx
gH�1000

Hydraulic power is given as Phyd ¼ qQgH
Mechanical power at pump driving shaft is given as Pmech ¼ Phyd0 þPfr

Torque at driving shaft is given as T ¼ Pmech
x

Pump total efficiency is given as g ¼ Phyd

Pmech

Where Phyd = Reference hydraulic power
Pmech = Power at driving shaft
Pfr = Friction losses
p = Pressure
q = Density
g = gravitational force = 9.8 m/s2

8 Conventional DTC

In order to generate vectors of voltage, conventional DTC usages switching tables.
Structure of conventional DTC is given away in Fig. 12. Stator flux and torque
error signals are given to hysteresis regulators, in which the time period of voltage
vectors are imposed and transfer the stator flux in the direction of the reference.
Time period of vectors of zero voltage is estimated by torque regulators, for
maintenance of essential tolerance band. Proper voltage vector is chosen from
switching table.

Depending on reference frame D-Q, the currents of D-Q axis are written as

496 V.K. Arun Shankar et al.



Id ¼ idc cos d� iqc sin d
Iq ¼ idc sin dþ iqc cos d

�

Te ¼ 3
2
pusupm

1
Ls

sin d

Above equation is the expression of PMSM torque. By this, by varying mag-
nitude of flux linkage of stator, control of torque is carried out.

Stator flux linkage is as follows:

us ¼
Z

ðVs � RsisÞdt

By selecting appropriate voltage vectors, stator flux linkage can be controlled.
The switching table for selecting voltage vectors is given in Table 6.

Fig. 12 DTC structure

Table 6 Conventional DTC
switching table

Flux
Dus

Torque
DTe

Voltage

1 2 3 4 5 6

+1 +1 v2 v3 v4 v5 v6 v1
0 v7 v0 v7 v0 v7 v0
−1 v6 v1 v2 v3 v4 v5

−1 +1 v3 v4 v5 v6 v1 v2
0 v0 v7 v0 v7 v0 v7
−1 v5 v6 v1 v2 v3 v4
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9 Simulation and Results

For the purpose of analysis, irradiation level of 300, 1000, and 600 W/m2 are
considered (Figs. 13, 14, 15, 16, 17, 18, 19, 20, 21 and 22, Table 7).

Fig. 13 Simulation diagram of proposed system

Fig. 14 Output of PV power
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Fig. 15 Output of DC-DC interleaved boost converter

Fig. 16 Output of rotor speed of motor

Fig. 17 Output of PMSM stator current
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Fig. 18 Output of electromagnetic torque of motor

Fig. 19 Output of pump showing valve opening, flow rate, pressure

Fig. 20 Output of battery current
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10 Conclusion

Fuzzy logic-based MPPT for interleaved boost converter which has less output
voltage ripple is observed and performance of solar based PMSM motor which is
coupled to a centrifugal pump has been evaluated. With the results, it can be
concluded that the transient output has ripples but as it reaches steady state ripple
diminishes. Pump outputs flow rate and pressure is smooth as motor reaches
towards reference speed.

Fig. 21 Output of state of charge of battery

Fig. 22 Output of battery voltage

Table 7 Comparison between P&O and fuzzy based MPPT

Parameter P&O technique FLC-based MPPT

Maximum power point Less More

Response Slow compared to FLC-based MPPT Fast

Fluctuations More Less

Output smoothness Not smooth when compared to FLC-based
MPPT

Smooth
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A Survey on Recent Approaches
in Person Re-ID

M.K. Vidhyalakshmi and E. Poovammal

Abstract In the field of video surveillance, person re-ID (reidentification) is an
assignment of identifying an individual caught by various cameras in the system at
various place and time. With the developing security dangers, this undertaking has
an incredible significance in observation out in the open spots like air terminal,
railroad station, shopping buildings, and so forth. This assignment recognizes the
individual of interest among the gathering of individuals caught by various cameras
in the system put at various places and tracks the individual in various camera
views. This undertaking faces numerous difficulties and has pulled in the scientists
to this field to discover the answer for defeat the difficulties. In this paper, we have
discussed about the latest research works that have been made to assault these
difficulties.

Keywords Person reidentification � Feature extraction � Metric learning

1 Introduction

In the video observation framework, numerous cameras are utilized to screen a spot.
The fundamental objective of the person re-ID is to recognize an individual among
a gathering of individuals and track the individual when he moves from one
field-of-perspective of camera to another. This errand stays testing in light of the
fact that the images of the same individual caught at different place and distinctive
time differ essentially. At the point when re-ID is done physically, it requires
arduous exertion yet at the same time stays mistaken. With the expansion being
used of video observation out in the open places the enthusiasm for computerized
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re-recognizable proof is developing. The ordinary method for distinguishing an
individual in group is finished by face recognition, yet this technique is impractical
as it is exceptionally hard to get the points of interest required for extraction of face
components. On the other hand, other visual elements like apparel, items related can
be utilized for re-ID. Yet at the same time, the visual appearance features stay
extremely feeble because of number of reasons. To begin with, the cameras utilized
for surveillance are altered at a separation and the situations to be caught are highly
uncontrollable. Second, when the disjoint cameras are utilized it is difficult to alter
the travel time between the cameras as it fluctuates from individual to individual.
Third, the features extracted from clothing are not distinct because there is a chance
that many people wear same color clothes. Other important reasons include the
variation in lighting condition, view angle, occlusion, and background clutter.

In recent years, many researchers work on re-ID problem to find the solution to
these challenges. These efforts can be grouped into two main aspects. First aspect is
based on emerging new feature representations, which are distinctive and reliable
even with the variations in lighting condition, view angle. Second aspect is methods
based on model learning.

2 Person Reidentification Steps

Robotized individual re-ID process has two noteworthy stages as appeared in
Fig. 1. The primary stage is training stage and subsequent stage is testing stage. In
the training stage reliable, robust features are extracted from probe images and
gallery images of a person and are learned. A suitable representation is given to the
features. In the testing stage, the features are extracted from given pair of images
from camera A and camera B and then suitably represented. These features are then
matched using some algorithm. When only one pair of image of person is available
for matching, then the method is called single-shot method. If the multiple sets of
images are available for matching, the method is called multi-shot method.

3 Feature Extraction Techniques

In person re-re-ID process former step to feature extraction is detecting the person
from the video. The boundary box method [1] of segmentation aims to segment the
person’s image (foreground) from its back ground. A model-based cascade detector
[2] is used for creating a bounding box over a holistic human body on the video.
Holistic feature often undergo misalignment in pose. Li [3] used part based feature
extraction from holistic human body. Here features are extracted from local patches
of the human body part. Kostinger et al. [4] used regular grid to partition the image.
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The grid is divided into overlapping blocks and color and texture components are
separated from these blocks. Tao et al. [5] used uniform grid with 8, 4 pixels
spacing in horizontal and vertical direction, respectively, for feature separation.
Kviatkovsky et al. [6] used bounding boxes and silhouettes to detect the person in
the surveillance videos. After detection, two patches are extracted using mask.
Some authors [7, 8] used stripes along the horizontal dimension and extract feature
from each stripe and concatenated them. In [9], only upper body part alone is used
to extract the features. This reduces the dimension of feature vector. Bak et al. [10]
divided the person’s body regions into head, chest, and limbs. Each of these parts is
represented using color, texture, and spatial coordinates. Figure 2 shows the dif-
ferent methods of feature extraction.

Fig. 1 Steps in person reidentification
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4 Categories of Feature

Many low level components like color, shape, texture, and gradient have been used
for person re-ID. The color features are commonly used which are the histograms of
different color spaces like RGB, HSV, YCbCr, and Log Chromaticity. The uses of
color features reduce computational cost. Color features are forceful to variation in
resolution and point of view [11]. Earlier works used single color space for feature
extraction. Cheng et al. [12] used histogram of RGB color space as feature whereas
Farenzena et al. [13] used HSV color space. Many works were done to find more
discriminative features, which use more than one color spaces along with other
features like texture, HOG. Li et al. [3] used histogram of oriented gradients and
color histogram in HSV space as feature representation. Tahir [9] used features that
are extracted only from the upper body using RGB, YCbCr, and HSV color spaces
for dimension reduction. Liu [14] used Joint HSV histogram as the feature
descriptor. Tao et al. [5] concatenated LBP descriptor, RGB histogram, and HSV
histogram that were separated from overlapping blocks. LBP (local Binary Pattern)
is a texture feature. Wang et al. [15] used RGB, HSV histograms concatenated with
LBP descriptors. An [16] extracted color features quantized mean values of various
channels in the HSV, Lab color space, the semantic color names, and texture feature
LBPs. Gabor and Schmid filters are not sensitive to variation in lighting conditions
and are used in many re-ID works. Zheng et al. [17] uses RGB, YCbCr, HSV color
features along with texture features obtained from Schmid and Gabor filters to surge
discriminative power.

As opposed to utilizing color values Kviatkovsky [6] utilizes parts SC signature
an element which speaks to the relationship between the hues in the objective.
Parts SC is gotten from log Chromaticity Color space. Tian [18] utilizes spatiogram

Fig. 2 Different methods of feature extraction a boundary box method; b silhouette; c part based
feature extraction; d upper body part extraction
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multi-channel spatial histogram (MCSH) as a descriptor which is a combination of
shading histograms with first and second request spatial data. García [19] actualized
the two arrangements of components, initial one comprises of weighted color
histograms, maximally stable color regions and repetitive high-organized patches;
second one comprises of SIFT elements, a pyramid of histograms of orientation
gradients (PHOG) and Haralick texture elements. In a large portion of the calcu-
lations while extricating the elements some data is lost, to beat this Martinel [20]
proposed LED (local eigen dissimilarities) between two images are utilized as an
feature for re-ID. In [21], scale invariant feature transform (SIFT) and in [22, 23]
speeded up robust features (SURF) are utilized as texture elements. Table 1 shows
the outline of various sorts of components utilized as a part of re-ID.

5 Metric Learning Techniques

In case of distance learning, a set of training information is used to train the classifier.
The training data will be a set of feature components extracted from each individual.
The feature set of same person from different cameras form intra class and the feature
set of different person form inter class. The distance learning problem hunt down for
a distance that minimizes intraclass distance and maximizes interclass distances.
Recently, keep it simple and straightforward (KISS) metric learning proposed by
Kostinger et al. [4] is based on an hypothesis that pairwise differences are Gaussian
disseminated. It performs well for person re-ID tasks when the training samples are

Table 1 Categories of features used for person Re-ID

Categories of features Descriptor References

Single color space RGB [12]

HSV [13]

Multiple color space RGB, YCbCr, HSV [9]

Joint HSV [14]

Texture feature SIFT [21]

SURF [22, 23]

Multiple color space, texture,
attribute

HSV and HOG, clothing attributes [3]

Multiple color spaces and texture
feature

LBP, HSV, RGB [5]

RGB, HSV concatenated with LBP [15]

HSV, Lab, semantic color names, LBP [16]

RGB, YCbCr, HSV, Schmid Gabor filters [17]

Spatial information PartsSC signature [6]

Histogram and texture Spatiogram [18]

Weighted color histograms, SIFT, PHOG,
Haralick

[19]

Local Eigen dissimilarities [20]
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large in number but with less training samples covariance matrices estimated by
KISS become biased. To overcome this, Tao [5] proposed new distance metric
learning algorithm called MCE-KISS (minimum classification error-based keep it
simple and straight forward) and introduced the smoothing technique to increase the
estimates of the lesser eigenvalues of a covariance matrix and give the better estimate
of covariance matrix. Zheng [17] utilized relative distance comparison
(RDC) figuring out how to learn similarity measure between a couple of individual
image which expands the probability of a couple of genuine matches. RDC models
are more vigorous against appearance variations in person’s image and less liable to
model overfitting compared to other distance learning models.

An et al. [16] utilized robust canonical correlation analysis (ROCCA) strategy
alongside shrinkage estimation and smoothing method to address the issue of
accessibility of small samples for training a high dimension feature. The relaxed
margin component analysis (RMCA) proposed by Liu [14] considers the data from
nearest point of intra- and interclasses to produce margins that are more adaptable.
Keeping in mind the end goal to build the exactness they proposed kernalized
relaxation margin component analysis (KRMCA). In another work, Datum-adaptive
local metric learning strategy [24] is utilized to learn one local feature projection and
map the samples in a typical segregate space. The authors additionally utilized local
coordinate coding for enhancing computational productivity. Anchor points are
produced from clusters in the feature space and projection bases are learned for these
anchor points. A feature is represented as weighted linear combination of anchor
points and the local feature projection represented by weighted linear combination of
projection bases. Ma [25] proposed multitask maximally collapsing metric learning
model taking into account the Mahalanobis distance metrics to conquer the chal-
lenges like lighting variation, background clutter, and perspective variation. In [26],
an adaptive ranking support vector machine is used for person re-ID, which cope ups
the issue of nonavailability of label information of target images by utilizing only the
matched and unmatched image pairs from source cameras. This method discovers
positive mean of target images using negative and unlabeled data at target domain
and labeled data from source domain. Table 2 shows the types of metric learning
techniques used in person re-ID.

Table 2 Types of metric learning techniques

Type of metric learning Remarks References

KISS (keep it simple and
straightforward)

Simple and no iterative procedure
Small sample size problem for
calculating the inverse of covariance
matrices for small training samples

[4]

MCE-KISS (minimum
classification error based keep it
simple and straight forward)

Increase the small Eigen values of the
expected covariance matrix and are
reliable
Training speed is slower than KISS

[5]

(continued)
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6 Conclusion

This paper is focused on the problem of people re-ID. We addressed the challenges
faced by this problem and discussed the steps involved in the person re-re-ID. We
surveyed the recent methods of feature extraction and metric learning techniques
that are involved in this process. The problem with the metric learning methods is
that it requires large number of training samples. For the problem like person re-id
getting training samples is difficult in real time. Still methods has to emerge to solve
this problem. We hope that still better feature representation and improvement in
metric learning methods will enhance person re-ID.

Table 2 (continued)

Type of metric learning Remarks References

RDC (relative distance comparison) Computational cost is less than
Adaboost and RankSVM
It is a iterative process

[17]

ROCCA (robust canonical
correlation analysis)

Robustly estimate the covariance
matrices with limited training samples

[16]

RMCA (relaxed margin
components analysis)

More flexible margin [14]

KRMCA (Kernalised relaxation
margin component analysis)

Increasing the accuracy [14]

Datum-adaptive local metric
learning method

Used when training set is small and the
model learning becomes difficult

[24]

Multi task maximally collapsing
metric learning model

Overcome the challenges like
illumination variation, view angle
variation and background clutter
Distance metrics need to be relearned to
tackle the variations in photographic
and weather conditions

[25]

Adaptive ranking support vector
machine based person re-ID
method

Solves the problem of nonavailability of
label information of target images by
using only the matched and unmatched
image pairs from source cameras
It may not perform, when a large
amount of training data is available

[26]

RMCA (relaxed margin
components analysis)

More flexible margin [14]
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An Analysis of Decision Theoretic
Kernalized Rough C-Means

Ryan Serrao, B.K. Tripathy and A. Jayaram Reddy

Abstract There are several algorithms used for data clustering and as imprecision
has become an inherent part of datasets now days, many such algorithms have been
developed so far using fuzzy sets, rough sets, intuitionistic fuzzy sets, and their
hybrid models. In order to increase the flexibility of conventional rough approxi-
mations, a probability based rough sets concept was introduced in the 90s namely
decision theoretic rough sets (DTRS). Using this model Li et al. extended the
conventional rough c-means. Euclidean distance has been used to measure the
similarity among data. As has been observed the Euclidean distance has the
property of separability. So, as a solution to that several Kernel distances are used in
literature. In fact, we have selected three of the most popular kernels and developed
an improved Kernelized rough c-means algorithm. We compare the results with the
basic decision theoretic rough c-means. For the comparison we have used three
datasets namely Iris, Wine and Glass. The three Kernel functions used are the
Radial Basis, the Gaussian, and the hyperbolic tangent. The experimental analysis
by using the measuring indices DB and D show improved results for the Kernelized
means. We also present various graphs to showcase the clustered data.

Keywords Radial basis kernel � Hyper tangent kernel � Gaussian kernel �
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1 Introduction

A cluster represents similarity in items of data collected with some consideration.
Clustering is the process of forming clusters from a given data set and is crucial in
data analysis. The early clustering algorithms are crisp by nature. It has been
observed that uncertainty in data has become an inherent feature. This necessitated
the development of uncertainty based algorithms and the hybrid algorithms.
The DTRS model in a sense is an improvement of basic rough set model such that it
includes probabilistic approaches where the restrictions on the approximations of
conventional rough set model (RSM) has been relaxed. Using it with proper lost
function, it is possible to obtain many significant rough set models. The decision
theoretic rough c-means (DTRCM) was introduced recently and has been extended
to the context of fuzzy setting in [1] and intuitionistic fuzzy setting in [2]. The
predictions from clustering depend upon the formation of clusters. So, in an attempt
in this direction, in this paper we introduce Kernel based DTRCM. For this purpose
we take three kernels; namely the Gaussian, the hyper tangent and the radial basis
for our study in order to compare their efficiencies. For the experimental purpose we
use three data sets of different characteristics from the UCI repository. The
experimental analysis and graphical representations provide a reflection of the
efficiency of the algorithms.

2 Definitions and Notations

The following part gives an explanation of definitions and notations adopted by us.
The RSM was made known by Pawlak [3] as another model to handle uncertainty.
The definition depends upon the classification of the universe. For mathematical
reasons Pawlak has taken equivalence relations which automatically induce clas-
sifications on the universe. In the next section we introduce this notion. Zadeh
introduced fuzzy sets concept [4] earlier. These two were thought to be competing
models. But Dubois and Prade [5] showed that these are complementary in nature.

2.1 Rough Sets

The notion of Rough set introduced by Pawlak depends upon the mathematical
notion of equivalence relation (ER). We take W as the universe of discourse and
T as an ER over it. The generated equivalence classes for every element z in V are
denoted by ½z�T. With every subset M of U we associate two crisp sets TM and TM,
called the lower and upper approximations ofM with respect to T and are defined as
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TM ¼ fy 2 Uj½y�T�Mg and TM ¼ f y 2 Uj½y�T \M 6¼ /g

Definition 2.1 The set M is said to be M-rough if and only if TM 6¼ TM and is said
to be T-definable otherwise.

The region of uncertainty ofM with respect to T is called the T-boundary ofM. It
is denoted by BUNTðMÞ and is the difference of upper and lower approximations of
M with respect to T. It may be noted that TM�TM for all M and T.

We say that X is rough with respect to R if and only if RX 6¼ RX, equivalently
BNRðXÞ 6¼ /: X is said to be R-definable if and only if RX ¼ R, or BNRðXÞ ¼ /:

The decision theoretic (DT) rough sets (RS) was introduced in [6]. We know that
the Rough C-means clustering algorithm introduced in [7] where, the data set W is
classified into clusters Wi; i ¼ 1; 2; . . .n has the following properties:

TðWiÞ�TðWiÞ�W ; 8Wi�W ð1Þ

TðWiÞ \ TðWjÞ ¼ /; 8Wi;Wj�W ; i 6¼ j ð2Þ

TðWiÞ \ TðWjÞ ¼ /; 8Wi;Wj�W ; i 6¼ j ð3Þ

An elementw 62 TWi for any Imay be a part the boundary regions of more

than oneWis:
ð4Þ

2.2 DTRS Model

In order to incorporate probabilistic approximation in the DTRS model the
Bayesian decision procedure is used [6].

Let F ¼ fs1; s2; . . .sng and R ¼ fr1; r2; . . .rmg be finite sets of states and actions
respectively. We denote the cost (or loss) functions by lðsijrjÞ for taking action si
under the state rj. The probability (conditional) of an object z in state rj be denoted
by PðrjjzÞ. We obtain the formula for expected loss denoted by

SðrkjzÞ ¼
Xm
k¼1

lðsijrkÞ :PðrkjzÞ

In DTRS model, F ¼ fR;RCg represents a pair of sets, where R denotes the set
of states where an object is in R and RC denoting the set of states where an object is
not in R. Suppose, we take three actions r1; r2; r3 in R such that positivesetðRÞ;
negativeset(R) and the boundary region (R) are SðRÞ;UnSðRÞ and SðRÞnSðRÞ,
respectively. PðRj½z�Þ and PðRCj½z�Þ be the probabilities of z being in.
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The probabilities PðRj½z�Þ and PðRCj½z�Þ are the probabilities that an object z is in
the equivalence classes in R or RC accordingly. We denote by Sðrij½z�Þ; i = 1, 2 …
3, the expected loss corresponding actions given by the formulae:

Sðrij½z�Þ ¼ li1PðRj½z�Þ þ li2:PðRj½z�Þ; i ¼ 1; 2; 3

The DTRCM algorithm was proposed and studied in [6, 8]. However, in this
paper we are proposing an improved version of this algorithm with the Euclidean
distance being replaced by the kernels called DTKRCM. For the presentation we
require the following additional concepts and notations. It may be noted that some
hybrid algorithms like the rough fuzzy c-means have been introduced in literature
[9, 10].

2.3 Calculating Risk

The lower approximation Lðx‘Þ of x‘ 2 X is defined as:

LðxiÞ ¼ fx 2 X : Dðx; xiÞ� d ^ x 6¼ xig; ð5Þ

where

d ¼
min

1� k� c
Dðx‘; vkÞ
p

ð6Þ

Let the conditional probability of x‘ in Ci be as

PðCijx‘Þ ¼ 1Pc
j¼1

Dðx‘;viÞ
Dðx‘;vjÞ
� � 2

m�1

ð7Þ

We denote the set of points similar to z by Tz.

Tx ¼ fCi 2 C : PðCijxÞ[ d�1g ð8Þ

Continuing with the set of actions R, where rj is the action that a data point is
assigned to Cj. The amount of loss for assigning action rj for xl when xl belongs to
Ci is represented by lz1 rjjCi

� �
, and defined as:

lziðrjjciÞ ¼ lrjCi
ðz‘Þþ

X
z2LðziÞ

cðzÞlrjðzÞ; ð9Þ
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where

lrkCi
ðz‘Þ ¼ 0; if i ¼ k;

1; if i 6¼ k:

�
ð10Þ

lrjðzÞ ¼
jrj � Tzj

rj
¼ 0; if rj 2 Tz;

jrj � Tzj
rj

¼ 1; if rj 62 Tz:

8>>><
>>>:

ð11Þ

cðzÞ ¼ exp � d2ðz; z‘Þ
2r2

� �
ð12Þ

The risk related with taking action rj for zi is represented by S(rj/zi) and is
defined as

Sðbj=ziÞ ¼
Xk
i¼1

lziðbj=ciÞPðci=ziÞ ð13Þ

For each data point zi let rk ¼ argminri2AfSðri=ziÞg. The index JD is a measure
of closeness of rk through risk value and is given by

JD ¼ fjjfSðrj=ziÞ=Sðrk=ziÞg� 1þ e ^ j 6¼ kg ð14Þ

If JD ¼ /; zi is assigned to Ck. Otherwise, 8j 2 JD; zi 2 bnðCjÞ

2.3.1 DTRS

Let the classes of a classification p of W be denoted as p ¼ fA1;A2; . . .;Amg.
The two approximations are given by:

aprðc;dÞðAiÞ ¼ POSðc;dÞðAiÞ ¼ fz 2 W jPðAj½z�Þ � cg
aprðc;dÞðAiÞ ¼ POSðc;dÞðAiÞ [BNDðc;dÞðAiÞ ¼ fz 2 UjPðAj½z�Þ � dg

The approximations of a partition p in terms of the approximations of Ai; i ¼
1; 2; . . .;m are defined as follows:

POSðc;dÞðpÞ ¼ [ 1� i�mPOSðc;dÞðAiÞ;BNDðc;dÞðpÞ ¼ [ 1� i�mBNDðc;dÞðAiÞ;NEGðc;dÞðpÞ
¼U � POSðc;dÞðpÞ [BNDðc;dÞðpÞ
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The three regions defined above may not be mutually exclusive but together they
form a covering for W.

2.4 Similarity Metrics

Similarity measures are used to cluster data into groups. There are various similarity
measures used for this purpose. The easiest similarity measure is the Euclidean
distance which takes into account the distance of every data point from the cen-
troids. This also forms a limitation as the initial cluster centroids assigned play a
crucial role in the clustering process. Another limitation is that this method cannot
cluster non linear data. In such cases, kernel based similarity measures play a vital
role. Kernal metrics convert the data represented on a ordinary plane to a feature
plane of higher dimensional data, also called as the kernel plane. This transfor-
mation is done by using some nonlinear mapping function. Various similarity
metrics are explained in this section.

Definition 2.4.1 (Euclidean distance)
Suppose x = (x1, x2,…, xn) and y = (y1, y2,…, yn) are two points in the n-

dimensional Euclidean space. Then the Euclidean distance d(x, y) between x and
y is:

dðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � y1Þ2 þðx2 � y2Þ2 þ . . .þðxn � ynÞ2

q
Definition 2.4.2 (Kernel distance) [11]

Let ‘x’ represent a point. The transformation of ‘x’ to a higher dimensional
feature plan is represented by UðxÞ. The inner product space is defined as
Kðx; yÞ�UðxÞ, UðyÞ. Let x ¼ ðx1; x2; . . .; xnÞ and y ¼ ðy1; y2; . . .; ynÞ represent
points in the n-dimensional space.

Kernel functions applied for clustering of data in the study are defined as
follows:

(a) Radial basis kernel:

Rðx; yÞ ¼ exp �
Pn

i¼1 ðxpi � ypi Þq
2r2

� �

The value of parameters set in the implementation of the above kernel is p = 2,
q = 2
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(b) Gaussian kernel: (RBF with p = 1 and q = 2)

Gðx; yÞ ¼ exp �
Pn

i¼1 ðxi � yiÞ2
2r2

 !

(c) Hyper tangent kernel

Hðx; yÞ ¼ 1� tanh �
Pn

i¼1 ðxi � yiÞ2
2r2

 !
;

where r2 ¼ 1
N

PN
i¼1

xi � x0k k2 and x0 ¼ 1
N

PN
i¼1

xi.

N denotes the total number of existing data points and a� bk k denotes the
Euclidean distance between points a and b which pertain to Euclidean metric space.
By [10, 12–15]

D(x, y) represents the form of kernel distance function where D(x, y) =
K(x, x) + K(y, y) − 2K(x, y) and when similarity property (i.e., K(a, a) = 1) is
applied, we get D(x, y) = 2(1 −K(x, y)).

3 DTKRCM

In this section we present our proposed algorithm Decision Theoretic Kernelized
Rough C-Means.

3.1 Basic Idea

In this algorithm, we modify the Decision theoretic Rough C means algorithm by
using various different distance metrics such as the use of the Gaussian kernel,
Radial Basis kernel, and the hyper tangent kernel.
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3.2 Algorithm Description

4 Experimental Results

The following experimental study conducted by us was performed by implementing
the algorithm in python programming language using the software Canopy. The
detailed analysis of the results is discussed in this part. Here we have taken three
datasets from [16]; namely Iris, Wine and Glass and obtained the results. These
results are displayed in the graphs obtained from the Iris dataset only as other
results cannot be put in the graphical format.

First we show the DB [17] and D [18] values for the three different data sets in
Table 1 for Iris. Table 2 for Wine and Table 3 for Glass data sets. These values show
that the Kernelized versions of the algorithm DTRCM taking any one of the three
kernels showbetter result. That is theDBvalue is lower andDvalue is higher for them.
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Graph for DTRCM on iris data DTKRCM (Gauss) on iris data

DTKRCM (RBF) on iris data DTKRCM (Hypertangent) on iris data

Table 1 Iris dataset Algorithms DB D

DTRCM 0.689303 0.5245

DTKRCM(Gauss) 0.504824 0.68408

DTKRCM(RBF) 0.515994 0.66536

DTKRCM(Hypertangent) 0.5014841 0.68408

Table 2 Wine dataset Algorithms DB D

DTRCM 0.53304 0.38037

DTKRCM(Gauss) 0.5279 0.55061

DTKRCM(RBF) 0.52912 0.55090

DTKRCM(Hypertangent) 0.52794 0.55091

Table 3 Glass dataset Algorithms DB D

DTRCM 0.86649 0.29484

DTKRCM(Gauss) 0.874732 0.29116

DTKRCM(RBF) 0.85450 0.29787

DTKRCM(Hypertangent) 0.84330 0.313792
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Below we provide the graphical forms of the 3 tables (1, 2, and 3).
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5 Conclusions

A novel algorithm called the DTKRCM, which is the Kernelized version of
DTRCM was introduced in this study. Three kernels were taken for comparison and
tested on three data sets from [16]. We have provided the graphical representation
of the clustered datasets. For the comparison purpose we have taken two standard
indices, the DB index and the D index. The results obtained are given in the tabular
format for comparison. It has been observed that the Kernelized algorithms provide
better index values in comparison to the normal algorithm.
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Hybrid Techniques for Reducing Total
Harmonic Distortion in a Inverter-Fed
Permanent Magnet—SM Drive System

G. Kavitha and I. Mohammed Rafeequdin

Abstract AC drives fed by inverters find applications in a number of fields which
are uncountable. Inverter performance can be enhanced by controlling the har-
monics at various levels which can be at the input, output, and within the inverter.
Hence, a hybrid method of controlling the harmonics on all the three levels can be
put together in a inverter-fed permanent magnet system. A novel method of
implementing a harmonic filter and multipulse converter on the input side and a
space vector modulation technique used within the inverters will be a better solution
in reducing the level of harmonics so as to improve the quality of output power fed
to a permanent magnet synchronous motor drive system. This paper mainly
focusses on improving the quality of power by various hybrid techniques which
also involves the design of transformers using dimetrical connection for a multi-
pulse system. The results are proved by reduced total harmonic distortion using
PSIM and Matlab softwares.

Keywords SM—Synchronous motor � THD—Total harmonic distortion �MPC—
Multipulse converter

1 Introduction

High power synchronous motor drives are more popular especially among the
industries as they find a number of applications which includes mills, fans, pumps,
and compressors by a wide spectrum of industries, for example, paper, mining,
rolling mills, water treatment plants, and petrochemical plants [1]. These drives can
be utilized at a maximum potential only when there is a possibility of speed control
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which needs a converter–inverter system which in other words can be called as a
nonlinearity producing load toward the system [2]. These nonlinearities in turn
distort the wave shape as the expected wave is a sinusoidal wave. Adding to this
discussion these nonlinearities introduce harmonics to the system. This paper
mainly concentrates on various novel techniques involved in reducing the har-
monics at various levels in order to improve the quality of power so as to enhance
the shape of the wave both at the source end and load end [3].

Enhancing the quality of power plays a major role especially among the
industrial customers. Hence, it becomes the talk of the industry about the various
methods of increasing the quality of power which includes (1) SVPWM techniques;
(2) Multipulse converter and diode-chopper system; (3) Harmonic filter, multipulse
converter, and diode-chopper system [3].

2 Topologies for PQ Improvement

2.1 Multipulse AC–DC Converter

Multipulse systems are greatly encouraged in order to achieve more number of
pulses as this is observed to reduce harmonics at an appreciable rate. Generally
these converters are put into two categories: an isolated and a non-isolated type of
MPCs [1].

Isolated type of MPCs uses multi-winding transformers before the converter
system. The ratings of such transformers are found to be high and hence it must be
reduced. However, by the use of non-isolated MPCs, the size, cost, weight, and
losses of magnetic components can be reduced drastically. These MPCs use dif-
ferent winding connections, namely star, delta, zigzag, polygon, hexagon,
T-connection, tapped winding, plurality of winding of isolated multi-winding
transformers, and autotransformers for the purpose of phase shifting in order to
reduce harmonics at the AC mains [4].

Pulse multiplication topology, as reported in the literature, generates higher
number of pulses in the multiple of 12 pulses. This topology achieves only pulse
doubling for uncontrolled converters using one reactor and two diodes, whereas it
generates 24, 36, and 48 pulses for controlled converters using a reactor and two,
three, or four thyristors, respectively. For non-isolated topologies based on pulse
multiplication technique, additional zero-sequence blocking transformer (ZSBT)
and IPT are used [1].

Many numbers of works have been in progress in reducing the size of trans-
formers used for multipulse generation so as to make the system economically
feasible as MPCs are finding better solutions for harmonic control. Multipulse
converters not only are superior in eliminating harmonics but also reduce electro-
magnetic interference, radio frequency interference and switching losses [4].
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MPCs have been reported to reduce THD of AC mains current well below 2% or
around and almost ripple-free DC output voltage to feed variety of loads with
various configurations of AC–DC converters. But these configurations of MPCs
have the drawback of higher DC-link voltage as compared to six-pulse converters,
which makes them non-suitable for retrofit applications [2].

2.2 Transformer with Rectifier-Chopper System

Active filters with rectifiers have some drawbacks on adding complexities since
designing a control block for such a system is difficult which also increases the cost
thereby reducing the overall system efficiency. Hence, hybrid methods which
combine active and passive with harmonic filters on the input side can be found as a
best alternative for the existing system [5, 6].

This hybrid topology finds an efficient way of controlling harmonics both at the
supply end and the load end. Also it reduces the overall VA consumption as
compared to a normal phase-controlled converter system [5, 6].

2.3 SVPWM for Harmonic Control

Harmonic distortions are mainly due to the use of power electronic systems namely
a converter–inverter which can be called as a nonlinear load as they do not draw a
sine wave. These nonlinearities change wave shapes which are not appreciable
among all the levels of customers as these variations may lead to an uncountable no
of power quality issues. The solution for this would be using SVPWM techniques
with transformer, rectifier-chopper system, which is superior to a PWM-controlled
existing system as the THD level when measured is 1.55% which is as per the IEEE
norms [7] (Figs. 1, 2, 3, 4 and 5).

2.4 Design of Transformers

In certain applications like thyristors and rectifiers six-phase supply is required.
Therefore, it becomes necessary to convert three-phase a.c. supply into six-phase
supply. Using three identical single-phase transformers suitably interconnected this
can be achieved. The primary winding is connected in delta, whereas its secondary
winding is split up into two halves. Thus conversion from three-phase to six-phase
supply can be obtained by having two similar secondary windings for each of the
primaries of the three-phase transformer. This is shown in Fig. 6 [8].

In some application do to the economical considerations three-phase to
multiple-phase conversions are required. Using three single-phase transformers

Hybrid Techniques for Reducing Total Harmonic … 527



Fig. 1 Simulation of the PWM-based synchronous motor drive

Fig. 2 Inverter output using PWM technique
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Fig. 3 Harmonic levels using PWM technique

Fig. 4 Generation of SPWM waveform
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which are ideal may be suitably interconnected in order to make such conversions
[9, 10]. The primary side is connected with a three-phase supply and six-phase
output can be obtained from the six secondaries as shown in fig. There are many
ways of connecting these secondaries. Some of them are (i) double delta, (ii) double
star, and (iii) dimetrical. The dimetrical connection is generally used in practice [8,
10] (Fig. 7).

2.5 Harmonic Filters

Filters are used in general in order to increase the level of linearity in any system. In
circuits involving power converters, there will be association of harmonics which
may be reduced due to the use of filters which may be connected in a number of
ways according to the requirement of the system. Thus three-phase harmonic filters
are used for dual-purpose one for reducing the voltage distortions and the second
purpose being the correction of power factor. Banks of filters are connected in
parallel so as to achieve our requirement of maintaining the level of distortion
within permissible limits. These filters when used before a multipulse converter

Fig. 5 Harmonic levels using SPWM technique
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Fig. 6 Simulation for three-phase to six-phase conversion dimetrical connection transformers

Fig. 7 Dimetrical connection for three-phase to six-phase transformers output
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system will be observed to reduce the harmonic contents so as to increase the
quality of power delivered to a inverter-fed synchronous motor drive system [6].

2.5.1 Simulation and Modeling Using Matlab

See Figs. 8, 9, 10, 11, 12, 13 and 14.

3 Comparison of 6 Pulse, 12 Pulse and 24 Pulse
Converters Using PWM Techniques

Multipulse
converter

Voltage
harmonics
without filter
(THD) (%)

Voltage
harmonics with
filter
(THD) (%)

Current
harmonics
without filter
(THD) (%)

Current
harmonics with
filter
(THD) (%)

6 pulse
converter

59.47 37.89 143.21 65.99

12 pulse
converter

27.03 20.83 61.38 40.47

24 pulse
converter

0.31 0.10 38.13 0.30

Fig. 8 Simulation circuit for 24-pulse converter
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Fig. 9 Voltage and current waveform of three-phase AC supply without passive filter in 24-pulse
converter

Fig. 10 Voltage and current waveform of three-phase AC supply with passive filter in 24-pulse
converter
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Fig. 11 Total harmonic distortion (THD) in supply voltage THD = 0.31% without filter

Fig. 12 Total harmonic distortion in supply voltage THD = 0.10% with filter
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Fig. 13 Total harmonic distortion in supply current THD = 38.13% without filter

Fig. 14 Total harmonics distortion in supply current THD = 0.30% with filter
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4 Conclusion

Thus the various hybrid methods are incorporated in order to reduce THD which is
been simulated and proved using PSIM and MATLAB softwares. The SVPWM
techniques are found to be superior when compared to PWM techniques in reducing
the level of harmonics as it finds a major application in reducing THD which is
measured to be 1.55%. The second method using dimetrical connection for a
multipulse system incorporating harmonic filters suppresses harmonics at a drastic
rate both on the supply voltage and supply current with reduced THD at various
pulse numbers have been simulated. For a 24-pulse converter using PWM tech-
niques THD is 0.1% with filters which is been compared with lower order pulse
numbers. The future scope being implementation of the same with increased pulse
number using DSP controller will be hoped to provide a much more better solution
in mitigating the level of harmonics at a higher rate.
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Palm Print and Palm Vein Biometric
Authentication System

J. Ajay Siddharth, A.P. Hari Prabha, T.J. Srinivasan
and N. Lalithamani

Abstract The modern computing technology has a huge dependence on biometrics
to ensure strong personal authentication. The mode of this work is to increase
accuracy with less data storage and providing high security authentication system
using multimodal biometrics. The proposed biometric system uses two modalities,
palm print and palm vein. The preprocessing steps begin with image acquisition of
palm print and palm vein images using visible and infrared radiations, respectively.
From the acquired image, region of interest (ROI) is extracted. The extracted
information is encrypted using encryption algorithms. By this method of encryp-
tion, after ROI extraction, the storage of data consumes less memory and also
provides faster access to the information. The encrypted data of both modalities are
fused using advanced biohashing algorithm. At the verification stage, the image
acquired is subjected to ROI extraction, encryption and biohashing procedures. The
biohash code is matched with the information in database using matching algo-
rithms, providing fast and accurate output. This approach will be feasible and very
effective in biometric field.
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1 Introduction

Biometrics is the study of physical or behavioral characteristics of a person, in order
to establish unique identity of an individual. There are many features such as face,
iris, finger print, vein, hand geometry, voice, etc., that are used in biometrics. We
have high uniqueness of physical characteristics which makes this field even more
interesting. When a single feature alone is used to create an identity, then the system
is called as unimodal biometric system. There are certain disadvantages in using
unimodal system, like forging, creating fake identity, etc. In order to avoid this, a
multimodal biometric system can be used, in which instead of using a single
modality, the fusion of multiple features are used to create identity, which enhances
the security. Biometrics has many advantages, it reduces the stress of memorizing
passwords or carrying key cards around and also reduces administrative costs.
Fusion at feature extraction level is most effective and hard to perform simulta-
neously (features collected from various identifiers must be independent and in
same measurement scale, which would represent an identity in more discriminating
feature space). Fusion at score level (combination of similarity scores by biometric
matcher provides higher identification precision) has high precision. Decision-level
fusion after each system performs its recognition at every stage.

In this work, we are using two features—palm vein and palm print. Palm is easy
to be presented as a biometric system and we can take images of palm vein and
palm print using single camera and a light controller, at a time. Then from the
image, the region of interest is extracted and encrypted. Then the encrypted data of
palm vein and palm print are used for further verification and identification process,
which is stored in database.

2 Related Works

Biometrics is the technique of science which is used to identify a person using one’s
physiological or behavioral characteristics. The physiological traits include physical
features, i.e., hand geometry, finger print or vein, palm print, face, iris, retina, etc.,
and behavioral traits include behavior features, i.e., gait, voice, signature, etc.

The basic purpose of biometrics is to provide security. Currently, unimodal
analysis of palm print and palm vein has gained a lot of research efforts. Problems
like noise in data, variations in class, degrees of freedom, and error rates make most
of the unimodal methods to a restricted performance. Fusion of several modalities
may be required for a robust identification system. Comparatively, multimodal
system has got an upper hand over any of its individual components.

Requirement of palm print and palm vein simultaneously for authentication
make the system more secure and gives higher protection against spoof attacks.
Under visible light a palm print acquisition device acquires three different features.

• Principal lines: Three dominant lines on palm
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• Wrinkles: More irregular and weaker lines
• Ridges: Patterns of raised skin similar to finger print patterns.

The wrinkles and principal lines can be acquired using a resolution about 100
dots per inch (100 dpi). Ridges features are hard to detect and hence they require
higher resolution around 500 dots per inch (500 dpi). Taking cost effectiveness into
consideration Charge-Coupled Device (CCD) captures low resolution images for
systems based on palm prints. So far many feature extraction and matching algo-
rithms has been proposed. Despite the great success achieved by the palm print
recognition systems, there are some factors which still makes it not good enough as
highly secured authentication system. Multimodal systems involving fusion of two
different kinds of biometric data for the authentication process will be solution for
the problem stated in unimodal palm print authentication systems.

Two kinds of traits are required by the system. So each trait is obtained by a
unique sensor. More features such as palm vein can improve the anti-spoofing and
distinctiveness capability of the system. The inner structure of the vessels present
beneath the skin is referred to as the palm vein. The two ways to obtain palm vein
images are

• Far Infrared (FIR)
• Near Infrared (NIR)

Intuitively, since both traits are obtained from a single organ, a convenient
multimodal biometrics system can be established, which helps to use the two traits
simultaneously and the system is made more accurate and robust to spoof attack
with the help of the complementary information provided by the fusion of two
traits. For personal recognition using the fusion of palm print and palm vein,
number of studies have been conducted. Hence, in this work, we proceed with
fusion of palm print and palm vein traits by providing a robust result from the
information obtained, with a faster access and yields accurate output.

3 Proposed System for Authentication

For both palm print and palm vein, the two main process followed are Registration
and Data Storage process and Matching and Verification process.

First, Image Acquisition process is carried out. In the Enrolment procedure, both
palm print and palm vein images are given as inputs which is further segmented and
stored in database. ROI extraction is performed. The ROI of an input image is
obtained using Harris Corner point detection algorithm and the image is ready for
further verification process. Then the image features are obtained using Gray scale
and Gabor filter methods, where the precision between two input images are cal-
culated. Palm print is verified by providing two input images and is processed, the
Euclidean distance between two images are calculated and the status of the image is
recognized. Further in the identification process of both palm print and palm vein,

Palm Print and Palm Vein Biometric Authentication System 541



the input image is verified with the already existing images of the database. If any
image of the database have a calculated value matching, then the authentication is
successful if not exists then its result is vice versa. The explanation about the
proposed system is shown in Figs. 1 and 2.

4 Results

For the evaluation of methods described here, a database of palm print and palm
veins are used with 28 images from 7 persons. Hence, image processing techniques
are used. The images from palm print and palm vein are extracted where Image
acquisition and Segmentation are done. The regions of interest are extracted, the
region of interest of input image is subjected to feature encoding and Gabor filter
process is performed to get feature extraction done. Once the features are extracted,
the verification processes are done by comparing the image of the given sample
with the dataset mutually. The verification procedure is considered as (1:1 match),

Fig. 1 Registration and data storage
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were input image is verified with another input image for a matching result. In the
verification process, the Euclidean distance between both the images is calculated.
The appropriate results of the distance lies between values 0 and 0.35 and were
considered to be matching and hence access is authenticated. If the value exceeds
the limit, then the status remains not recognized and the access gets denied. This
scaling factor is applicable for both the test cases (i.e., for both the palm traits).

In the identification procedure, also called as (1:n match), where the input image
is compared with the images that is already stored in the database for existence. If
match is not found, it displays a value greater than the scaling factor. By these
experimental results, the palm traits are identified and verified.

In Fig. 3, the output obtained after the verification process and the percentage
error in the matching process is shown. Status = recognized indicates the successful
verification of the palm print and Distance indicates the error percentage between
the image in the database and the matching palm print.

Fig. 2 Matching and verification
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5 Conclusions

In this work, we have discussed about creating biometric system where the main
topic discussed here is about acquiring biometric data, extracting the information
from images, storage and protection of biometric information, and their compari-
son. Major algorithms used are Harris corner, Gabor filter, and Binary masking.
This biometric system helps us to resolve many security issues faster and also helps
to identify the duplication of traits with higher precision level. By this process,
illegal activities from hackers can be limited to an extent.

6 Future Works

Based on the experimental results of palm print and palm vein, we are planning to
design a delay trap authentication system, which will be helpful for private sectors
from unauthorized intruders. The delay trap authentication works on the principle
where it traps a particular unauthorized person inside and also triggers a security
alert to all authorized persons. The trap gets de-activated only when the authorized
person performs a proper authentication process. These applications are very
helpful for public and private sector works where the data should be highly secured.

Fig. 3 Output of palm print recognition
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Study of Different Boundary Constraint
Handling Schemes in Interior Search
Algorithm

Indrajit N. Trivedi, Amir H. Gandomi, Pradeep Jangir
and Narottam Jangir

Abstract Real-world problems usually have bounded search space and, therefore,
the performance of optimization algorithms on them is also related to choose a
proper boundary constraint handling methods. There are several classical approa-
ches in the literature to handle the bounds. Usually, optimization algorithm use does
not pay attentions to choose a proper boundary constraint handling scheme. In this
study different boundary constraint handling schemes such as evolutionary scheme
and classical schemes (including reflecting scheme, absorbing scheme, toroidal
scheme, and random scheme) are evaluated on a recent evolutionary algorithm
called interior search algorithm (ISA). In this paper, all the boundary constraint
handling approaches have been adopted to ISA to solve a wide set of global
numerical benchmark problems. The conclusions are made based on statistical
results which clearly show the importance of different boundary constraint han-
dlings in the searching process. The results obtained using the evolutionary
boundary constraint handling scheme are better than the ones obtained by the other
well-known approaches and it seems this scheme is suitable for a wider range of
evolutionary optimization problems with very good convergence rate.

Keywords Classic scheme � Boundary constraint � Interior search algorithm �
Benchmark � Evolutionary scheme � BCH

I.N. Trivedi (&)
Department of Electrical Engineering, G.E. College, Gandhinagar, Gujarat, India
e-mail: forumtrivedi@gmail.com

A.H. Gandomi
BEACON Center for the Study of Evolution in Action, Michigan State University,
East Lansing, MI 48824, USA
e-mail: a.h.gandomi@gmail.com

P. Jangir � N. Jangir
Department of Electrical Engineering, L. E. College, Morbi, Gujarat, India
e-mail: pkjmtech@gmail.com

N. Jangir
e-mail: nkjmtech@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
S.S. Dash et al. (eds.), Artificial Intelligence and Evolutionary Computations
in Engineering Systems, Advances in Intelligent Systems and Computing 517,
DOI 10.1007/978-981-10-3174-8_46

547



1 Introduction

Recently, metaheuristic optimization algorithms have been developed in many
areas such as hybridization, multi-objective version, binary version, training
multi-layer perceptron, and improved several ways as levy flight, chaos theory, and
genetic operator. Most of these improvements happened because they uses both
deterministic and evolutionary components [1]. A good combination of global and
local search has intensive local exploration and global exploration [2].

In optimization, a very good algorithm should also be able to deal with limits
and therefore adopting the best boundary constraint handling (BCH) scheme from
the current schemes (Reflect scheme, Random scheme, Toroidal scheme, absorbing
scheme and evolutionary schemes) and also trying different penalty handling
methods (Deb penalty, static penalty, dynamic penalty and MQM penalty) are very
important for each optimization algorithm. In the optimization algorithm if
boundary constraint handling and penalty handling are incorrect then optimization
algorithm can give wrong answers. Therefore, dealing with the limits such as bound
limits is very important [3] and most researcher have motivation to find out the best
boundary constraint handling scheme and penalty method to have the most efficient
algorithm.

Huang and Mohan [4] evolved a scheme for BCH in particle swarm optimization
algorithm (PSO), called damping scheme. Damping method is same as well-known
reflecting scheme except which amount of reflect is randomly determined. Xu and
Rahmat-Samii [5] devolved some hybrid schemes for BCH in PSO algorithm. Chen
and Chi [6] devolved boundary constraint handling (BCH) in PSO algorithm by
step by step reducing the velocity. Chu et al. [7] and Helwig et al. [8] did exper-
imental analysis of bound handling techniques in PSO algorithm. Gandomi and
Yang [9] proposed evolutionary BCH (EBCH) and compared it with random,
reflecting and absorbing schemes for benchmark optimization problems. EBCH
have been successfully used in some studies. In a recent study performance of
Cuckoo Search Algorithm [10] is improved by using EBCH. Among BCHs, EBCH
performs better result and faster convergence in general.

In this paper, we have used different schemes for BCH in a recent and robust
metaheuristic. For comparison of different boundary handling schemes and vali-
dations of result, we study of Reflect, Random, Toroidal, Absorbing and
Evolutionary schemes for BCH in Interior Search Algorithm (ISA) [11]. The paper
is divided into the following sections: First, we briefly review the interior search
algorithm, and then we review of different BCH schemes. After then explain in
detail the reflect, random, toroidal, absorbing, and evolutionary schemes. Finally,
we compare reflect, random, toroidal, absorbing, and evolutionary approaches of
BCH with test benchmark problems using interior search algorithm. Result and
simulations suggest that the optimal solutions are obtained by evolutionary scheme
as a BCH method. EBCH results are better than the best solutions obtained by the
reflect, random, toroidal, and absorbing schemes and clearly outperform these
schemes.
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2 Interior Search Algorithm

ISA is a combined optimization analysis divine to the creative work or art relevance
to interior or internal designing [11]. It consists of two stages: first stage is com-
position stage where a number of solutions are shifted toward to get optimum
fitness, and second stage is reflector or mirror inspection method where mirror is
placed in the middle of every solution and best solution to yield a fancy view [11] to
design, satisfying all control variables to constrained design problem.

2.1 Algorithm Description [11]

1. However, the position of acquired solution should be in the limitation of
maximum bound and minimum bounds, and later to estimate their fitness
amount.

2. Evaluating the best value of solution, the fittest solution has maximum objective
functions whenever aim of optimization problem is minimization and vice versa
is always true. Solution has universally best in jth run (iteration).

3. Remaining solutions are collected into two categories: mirror and composition
elements in respect to a control parameter a. Elements are categorized based on
the value of random number (all used in this paper) ranging from 0 to 1. If
rand1ðÞ is less than equal to a, it moves to mirror category else moves toward
composition category. For avoiding problems a must be carefully tuned.

4. Being composition category elements, every element or solution is, however,
transformed as described below in the limited uncertain search space:

X j
i ¼ lb j þ ub j � lb j

� � � r2; ð1Þ

where x ji represents ith solution in jth run, ub j, lb j upper and lower range in jth
run, whereas its maximum and minimum values for all elements exist ðj� 1Þth
run and rand2ðÞ ranging from 0 to 1.

5. For ith solution in jth run spot of mirror is described as

X j
m;i ¼ r2X

j�1
i þ 1� r3ð Þ � X j

gb; ð2Þ

where rand3ðÞ ranging from 0 to 1. Imaginary position of solutions is dependent
on the spot where mirror is situated defined as
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X j
i ¼ 2X j

m;i � Xj�1
i : ð3Þ

6. It is auspicious for universally best to little movement in its position using
uncertain walk defined:

X j
gb ¼ Xj�1

gb þ rn � k ð4Þ

where rn vector of distributed random numbers having same dimension of x,
k = (0.01*(ub − lb)) scale vector, dependable on search space size.

7. Evaluate fitness amount of new position of elements and for its virtual images. If
its fitness value is enhanced, then position should be updated for next design.
For minimization optimization problem updatings are as follows:

X j
i ¼

X j
i f X j

i

� �
\f Xj�1

i

� �
Xj�1
i Else

( )
: ð5Þ

8. If termination condition is not fulfilled, again evaluate from second step.
A. Parameter tuning
A curious component in algorithm [11] is a. For unconstrained benchmark test
function, it can be fixed as 0.25, but requirement is to increase its value ranging
from 0 to 1 randomly as increment in maximum number of runs selected for
particular problem. It requires to shift search emphases from exploration stage to
exploitation optimum solution toward termination of maximum iteration.

2.2 Pseudocode of Algorithm [11]

Initialization
while any stop criteria are not satisfied

find the x jgb
for i = 1 to n

if xgb
Apply Eq. X j

gb ¼ Xj�1
gb þ rn � k
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else if r1 [ a

Apply Eq. X j
i ¼ lb j þ ub j � lb jð Þ � r2

Else
Apply Eq. X j

m;i ¼ r2X
j�1
i þ 1� r3ð Þ � X j

gb

Apply Eq. X j
i ¼ 2X j

m;i � Xj�1
i

end if
Check the boundaries except for decomposition elements.

end for
for i = 1 to n

Evaluate f ðx ji Þ

Apply Eq. X j
i ¼

X j
i f X j

i

� �
\f Xj�1

i

� �
Xj�1
i Else

( )

end for

end while

3 Different Types of Boundary Constraint Handling
Schemes

3.1 Absorbing Scheme

Absorbing scheme is one of the most popular used schemes for BCH to avoid
violating upper and lower limits of variables. Absorbing scheme can be mathe-
matically represented as

f Zi ! Xið Þ ¼ lbi ! if ! Zi\lbi
ubi ! if ! Zi [ ubi

� �
; ð6Þ

where lbi and ubi are the ith upper bound and lower bound, respectively, and zi and
xi are the out of space variable and corrected variable, respectively.
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3.2 Random Scheme

Random scheme is another popular BCH scheme used in many researches to avoid
violating upper or lower limits of variables. If upper and lower limits of variables
are outside of domain, then random scheme replaces that violated solutions with a
random number. Random scheme can be mathematically represented as

f Zi ! Xið Þ ¼ lbi þ rand � ubi � lbið Þ ð7Þ

if ! Zi\lbi or Zi [ ubi; ð8Þ

where r1 is a random number between 0 and 1.

3.3 Reflect Scheme

Reflect scheme is another scheme for BCH that avoids violating upper and lower
limits of variables. When any variable goes outside of its upper or lower bounds,
then in reflect scheme that variable can be replaced with a mirror image related to
the boundary. Reflect scheme can be mathematically represented as

f Zi ! Xið Þ ¼ lbi � ðZi � lbiÞ ! if ! Zi\lbi
ubi � ðZi � ubiÞ ! if ! Zi [ ubi

� �
: ð9Þ

3.4 Toroidal Scheme

Another BCH scheme is toroidal scheme which connected upper limit with lower
limit; therefore, the variable extends over upper limit or lower limit, and it re-enters
search space through another limit. Toroidal scheme can be mathematically rep-
resented as

f Zi ! Xið Þ ¼ lbi þðZi � lbiÞ ! if ! Zi\lbi
ubi þðZi � ubiÞ ! if ! Zi [ ubi

� �
ð10Þ
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3.5 Evolutionary Scheme

Evolutionary scheme is recently proposed by Gandomi and Yang [9]. It seems this
is one of the most robust schemes for BCH. When any variables go outside of its
upper and lower bounds, then it is replaced with a random variable between its
upper and lower limit and similar component of the best solution so far. So this best
value has important for generate current solution and update information about
search domain and solutions. Evolutionary scheme very simple can be mathemat-
ically represented as

f Zi ! Xið Þ ¼ a � lbi þð1� aÞXb
i ! if ! Zi\lbi

b � ubi þð1� bÞXb
i ! if ! Zi [ ubi

� �
; ð11Þ

where Xb
i is the related component of the best solution, and a and b are random

numbers between 0 and 1. The use of mutation and the current, evolving best
solution, makes the scheme having the “evolutionary” nature, thus the name of the
scheme. Evolutionary scheme for constrained handling scheme does not require
memory and easily used with any algorithm methods with current solution that from
purely random solution that can be improved by convergence rate in benchmark
function.

4 Numerical Examples

In this section, we have applied ISA with different BCH schemes for optimization
of numerical benchmark problems that can be found in Appendix 1. Convergence
plot and statistical results of ISA with different BCH schemes are presented in
Fig. 1 and Tables 1, 2 and 3. For simulation of result, we set number of iterations
equal to 500, population size equal to 25, and each BCH runs 10 times for each
benchmark optimization problem. Results obtained for the case study F1–F16 using
different BCH schemes show that evolutionary scheme can perform better com-
pared to all other BCH schemes.
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Fig. 1 Best score versus iterations for the different boundary constraint handling schemes
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Fig. 1 (continued)
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Fig. 1 (continued)
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Fig. 1 (continued)
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Fig. 1 (continued)
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Fig. 1 (continued)

Table 1 Best values obtained by interior search algorithm with different boundary constraint
handling schemes for unconstrained benchmark function

Function
ID

Boundary constraint handling scheme

Absorb Reflect Random Toroidal Evolutionary

F1 7.152e−23 1.2734e−25 7.3669e−26 5.1687e−26 2.0734e−28

F2 1.5839e−11 5.409e−12 1.262e−12 1.1424e−12 3.5542e−12

F3 4.9222e−07 4.7183e−07 1.3286e−07 1.6685e−06 3.7813e−08

F4 2.1638e−07 3.5848e−05 7.4366e−05 1.1865e−05 3.1345e−05

F5 4.4925 4.6502 0.5528 4.6278 3.9452

F6 6.4282e−28 1.2876e−23 6.0325e−25 5.1436e−28 1.3188e−25

F7 0.00061927 0.00033212 0.00028329 0.00033774 0.00032617

F8 −3380.3839 −3597.6043 −4189.8289 −3535.0649 −3832.9968

F9 7.9597 6.0177 6.9647 7.9597 9.0625

F10 9.3259e−14 7.1498e−13 1.2169e−11 8.8551e−13 4.3521e−14

F11 0.017241 0.01969 0.0098573 2.5878e−09 0.017236

F12 3.9562e−27 3.8723e−28 2.8736e−26 4.4605e−26 1.4545e−24

F13 5.8979e−26 1.7979e−27 8.3884e−27 2.3364e−25 5.8664e−27

F14 0.998 0.998 0.998 0.998 0.998

F15 0.00030749 0.00030749 0.00030749 0.00030749 0.00030749

F16 −3.322 −3.322 −3.322 −3.322 −3.322
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Table 2 Mean values obtained by interior search algorithm with different boundary constraint
handling schemes for unconstrained benchmark function

Function
ID

Boundary constraint handling scheme

Absorb Reflect Random Toroidal Evolutionary

F1 6.572e−14 2.6471e−14 6.093e−15 5.174e−08 7.045e−14

F2 2.4744e−08 3.807e−08 7.6726e−09 4.9868e−08 1.8735e−07

F3 7.7875e−05 0.00030298 3.707e−05 0.00030602 0.0001061

F4 0.045129 0.062252 0.080578 0.10459 0.023559

F5 6.4241 6.0074 4.6263 6.3603 5.7909

F6 2.2135e−16 2.4445e−16 1.1311e−14 2.2471e−14 1.8665e−12

F7 0.0013945 0.0011872 0.0013497 0.0015596 0.00087439

F8 −2953.5489 −2959.6969 −3149.3871 −2878.6436 −3056.4097

F9 16.2179 18.5113 16.5163 17.0325 17.6216

F10 2.6449e−09 2.7542e−08 2.8245e−09 5.618e−10 0.11551

F11 0.073077 0.067182 0.083003 0.081673 0.069612

F12 2.2427e−19 4.0744e−16 4.8947e−16 9.1448e−16 6.0209e−13

F13 8.8115e−12 3.3931e−19 1.2798e−15 2.6318e−20 0.0010987

F14 0.998 0.998 0.998 1.9842 1.4911

F15 0.00039905 0.00030749 0.00030749 0.00030749 0.00039905

F16 −3.2744 −3.3101 −3.3101 −3.2744 −3.3101

Table 3 Median values obtained by interior search algorithm with different boundary constraint
handling schemes for unconstrained benchmark function

Function
ID

Boundary constraint handling scheme

Absorb Reflect Random Toroidal Evolutionary

F1 3.4454e−19 5.2109e−21 1.9628e−21 4.2618e−20 1.7264e−20

F2 2.8689e−10 8.977e−10 5.0897e−10 6.9895e−10 1.8735e−07

F3 3.6805e−05 2.457e−05 5.5038e−06 2.866e−05 4.8289e−05

F4 0.0015757 0.0039122 0.0009562 0.0016597 0.00017871

F5 6.1648 6.2395 5.0655 5.8625 5.2337

F6 9.9532e−23 9.4761e−19 4.0801e−22 2.1171e−20 1.595e−19

F7 0.0012492 0.001183 0.0011857 0.0014751 0.000797

F8 −2975.8059 −2885.4659 −2995.4936 −2788.1827 −2995.4887

F9 14.9244 18.9042 17.4118 17.4119 16.4168

F10 3.759e−10 6.444e−10 4.5415e−10 2.3204e−11 2.9232e−10

F11 0.070076 0.061574 0.086078 0.084913 0.049188

F12 7.6774e−22 9.486e−20 1.1092e−19 4.2317e−20 3.0912e−17

F13 8.4607e−20 2.8582e−23 1.146e−21 4.3239e−23 5.454e−23

F14 0.998 0.998 0.998 0.998 0.998

F15 0.00030749 0.00030749 0.00030749 0.00030749 0.00030749

F16 −3.322 −3.322 −3.322 −3.322 −3.322
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5 Conclusion

In this study, reflect, random, toroidal, absorbing, and evolutionary schemes have
been compared for boundary constraint handling in interior search algorithm to
solve benchmark optimization problems. The evolutionary scheme performs better
when compared with other schemes. Evolutionary boundary constraint handles
highly suitable for most optimization problems with improving convergence
property. In addition, evolutionary scheme is very simple and can be easily
implemented with any optimization algorithm.

For future scope, we are used to evolutionary scheme for boundary constraint
handling with different recent devolved and efficient algorithms because this
scheme does not require any memory, less parameter, and adoptable with all
optimization algorithm.

Appendix 1

F1: Sphere Function
n (dimension): 10, lb: −50, ub: 100, fmin: 0

f xð Þ ¼
Xn
i¼1

x2i � R xð Þ

F2: Schwefel 2.22 Function
n (dimension): 10, lb: −5, ub: 10, fmin: 0

f xð Þ ¼
Xn
i¼1

xij j þ
Yn
i¼1

xij j � R xð Þ

F3: Schwefel 1.2 Function
n (dimension): 10, lb: −50, ub: 100, fmin: 0

f xð Þ ¼
Xn
i¼1

Xi
j�1

xj

 !2

�R xð Þ

F4: Schwefel 2.21 Function
n (dimension): 10, lb: −50, ub: 100, fmin: 0

f xð Þ ¼ max
i

xij j; 1� i� nf g
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F5: Rosenbrock’s Function
n (dimension): 10, lb: −15, ub: 30, fmin: 0

f xð Þ ¼
Xn�1

i¼1

100 xiþ 1 � x2i
� �2 þ xi � 1ð Þ2

h i
� R xð Þ

F6: Step Function
n (dimension): 10, lb: −50, ub: 100, fmin: 0

f xð Þ ¼
Xn
i¼1

xi þ 0:5½ �ð Þ2�R xð Þ

F7: Quartic Function
n (dimension): 10, lb: −0.64, ub: 1.28, fmin: 0

f xð Þ ¼
Xn
i¼1

ix4i þ random 0; 1½ Þ � R xð Þ

F8: Schwefel 2.26 Function
n (dimension): 10, lb: −250, ub: 500, fmin: (−418.9829 * 5)

F xð Þ ¼
Xn
i¼1

�xi sin
ffiffiffiffiffiffi
xij j

p� �
� R xð Þ

F9: Rastrigin Function
n (dimension): 10, lb: −2.56, ub: 5.12, fmin: 0

F xð Þ ¼
Xn
i¼1

x2i � 10 cos 2pxið Þþ 10
	 
 � R xð Þ

F10: Ackley’s Function
n (dimension): 10, lb: −16, ub: 32, fmin: 0

F xð Þ ¼ �20 exp �0:2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

x2i

s !
� exp

1
n

Xn
i¼1

cos 2pxið Þ
 !

þ 20þ e � R xð Þ
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F11: Griewank Function
n (dimension): 10, lb: −300, ub: 600, fmin: 0

F xð Þ ¼ 1
4000

Xn
i¼1

x2i �
Yn
i¼1

cos
xiffiffi
i

p
� �

þ 1 � R xð Þ

F12: Penalty 1 Function
n (dimension): 10, lb: −25, ub: 50, fmin: 0

F xð Þ ¼ p
n

10 sin py1ð Þþ Pn�1

i¼1
yi � 1ð Þ2

1þ 10 sin2 pyiþ 1ð Þ	 
þ yn � 1ð Þ2

8<
:

9=
;yi ¼ 1þ xi þ 1

4

uðxi; a; k;mÞ ¼
k xi � að Þm xi [ a

0 �a\xi\a
k �xi � að Þm xi\� a

8<
:

F13: Penalty 2 Function
n (dimension): 10, lb: −25, ub: 50, fmin: 0

F xð Þ ¼ 0:1
sin2 3px1ð Þþ Pn

i¼1
xi � 1ð Þ2

1þ sin2 3pxi þ 1ð Þ	 

þ xn � 1ð Þ2 1þ sin2 2pxnð Þ	 


8>><
>>:

9>>=
>>;þ

Xn
i¼1

u xi; 5; 100; 4ð Þ � R xð Þ

F14: De Joung (Shekel’s Foxholes) Function
n (dimension): 2, lb: −32.768, ub: 65.536, fmin: 1

F xð Þ ¼ 1
500

þ
X25
j¼1

1

jþ P2
i¼1 xi � aij
� �6

 !�1

F15: Kowalik’s Function
n (dimension): 4, lb: −2.5, ub: 5, fmin: 0.00030

f xð Þ ¼
X11
i¼1

ai �
xi b2i þ bix2
� �

b2i þ bix3 þ x4

 �2
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F16: Shekel 1 Function
n (dimension): 4, lb: 0, ub: 10, fmin: −10.1532

f xð Þ ¼ �
X5
i¼1

X � aið Þ X � aið ÞT þ ci
	 
�1

References

1. Yang XS (2010) Nature-inspired metaheuristic algorithms, 2nd Ed., Luniver Press, Bristol.
2. Yang XS (2010) Engineering optimization: an introduction with metaheuristic applications.

Wiley, London.
3. Michalewicz Z (1995) A survey of constraint handling techniques in evolutionary

computation methods. In: proceedings of 4th annual conference on evolutionary program-
ming, MIT Press, Cambridge MA, pp 135–155.

4. Huang T, Mohan AS (2005) A hybrid boundary condition for robust particle swarm
optimization. IEEE Antennas Wirel Propag Lett 4:112–117.

5. Xu S, Rahmat-Samii Y (2007) Boundary conditions in particle Swarm optimization revisited.
IEEE Trans Antennas Propag 55(3):112–117.

6. Chen TY, Chi TM (2010) On the improvements of the particle swarm optimization algorithm.
Adv Eng Softw 41:229–239.

7. Chu W, Gao X, Sorooshian S (2011) Handling boundary constraints for particle swarm
optimization in high-dimensional search space. Inf Sci 181(20):4569–4581.

8. Helwig, S., Branke, J., Mostaghim, S.: Experimental analysis of bound handling techniques in
particle swarm optimization. IEEE Trans. Evol. Comput. 17(2), 259–271 (2013).

9. Gandomi A.H., Xin-She Yang. Evolutionary boundary constraint handling scheme. Neural
Comp. & App., Springer, 21(6), 1449–1462, 2012.

10. Gandomi AH, Kashani AR, Mousavi M (2015) Boundary Constraint Handling Affection on
Slope Stability Analysis. chaper 18 in Engineering and Applied Sciences Optimization,
Springer, Switzerland, CMAS 38, 341–358.

11. Gandomi A.H. Interior Search Algorithm (ISA): A Novel Approach for Global Optimization.
ISA Transactions, Elsevier, 53(4), 1168–1183, 2014.

564 I.N. Trivedi et al.



Emotion Recognition from Videos Using
Facial Expressions

P. Tamil Selvi, P. Vyshnavi, R. Jagadish,
Shravan Srikumar and S. Veni

Abstract In recent days, automatic emotion detection is a field of interest and is
used in fields such as e-learning, robotic applications, human–computer interaction
(HCI), surveillance, ATM monitoring, mood-based playlists/YouTube videos,
psychological studies, medical fields like supporting blind and dumb people, for
treating autism in children, entertainment, animation, etc., The proposed work
describes detection of human emotions from a real-time video or image with the
help of classification technique. The major part of human communication consti-
tutes of facial expression, which is around 55% of the total communicated infor-
mation. The basic facial expressions that are considered by the psychologists are:
happiness, sadness, anger, fear, surprise, disgust, and neutral. The proposed work
aims to classify a given video into one of the above emotions using efficient facial
features extraction techniques and SVM classifier. The author’s contribution is to
increase the efficiency in emotion recognition by implementing the above men-
tioned superior feature extraction and classification methods.

Keywords Appearance model � Emotion recognition � Feature extraction � Gabor
filter � MATLAB � Occlusions � SVM classifier

1 Introduction

The proposed work utilizes human facial expressions as the features to detect
different human emotions. The “Enterprise05” video database is chosen for the
purpose which consists of 44 subjects who utter five sentences each for six different
emotions, which are happiness, sadness, anger, fear, surprise, and disgust. The
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videos from the database are converted into frames (i.e., images). Preprocessing is
an important process before feature extraction for better results. As part of pre-
processing, the images are resized and normalized for further process. The pre-
processed images’ faces are separated from its background using Viola–Jones face
detection algorithm. Two types of features are calculated in this work, which are
geometric-based features and texture-based features. The Gabor filter technique is
used for texture-based feature extraction from the images and the 63 fiducial point
detection method is used for geometric-based feature extraction. The extracted
features are given as the input to the classifier. The classification is done by SVM
classifier algorithm for exact emotion recognition.

2 Related Work

The process of locating the region of interest and extracting the features play a
major role in determining the efficiency of the classifier. The choice of the features
to be extracted also affects the efficiency of the classifier. The features that can be
chosen are geometric features and texture features. Priya Sisodia et al. [1] have used
more than one features increases the efficiency of the classifier. However, the
experiment was carried out with texture-based features using Gabor filters. The
extracted texture features are given to a SVM classifier. They have concluded that
Gabor filter not only gives a better performance under noise and intensity differ-
ences in the image but also gives efficiency when compared all other traditional
methods.

Li Zhang and Ming Jiang [2] have used facial action coding system for emotion
recognition in humanoid robots. A combination of two artificial neural networks is
used to locate the action units (AUs) and SVM-based classifiers are used to detect
the emotions shown in real time. The two artificial neural networks detect upper and
lower facial AUs. Six AUs were extracted and given as inputs to the SVM classifier
which detects the emotion of a person.

Happy and Aurobinda Routray [3] have stated other methods like PCA (prin-
ciple component analysis) method followed by LDA (linear discriminant analysis)
technique for feature extraction. And also have implemented Harris detection
method for corner point detection, which is also one of the efficient methods for
extracting features other than the method employed in this work, i.e., 63 fiducial
facial point detection. Harris corner point detection and 63 fiducial facial point
detection methods are explained in Sect. 6. This proposed work proves that the 63
fiducial point method is more efficient than the Harris corner detection method.
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3 Methodology

The author implements the recognition process by first deducing the frames or
images by sampling the videos that are needed to be analyzed. The number of
frames is dependent on the duration of the video and it is also notable that high
frequency of the sampling increased the efficiency of recognition but in turn
increases the complexity of processing. Later, these images are to be individually
taken for detecting the faces in each image. The face detection algorithm adopted in
this proposed work is Viola–Jones algorithm. The emotions in the face are evi-
dently concentrated in the mouth and the eye region. Thus, mouth and eye detec-
tions are also done using Viola–Jones algorithm itself. The detected mouth and eye
images from the face are used to extract the texture features from them.

This paper imposes a double degree feature extraction process, i.e., two types of
features are extracted from the images namely, texture feature extraction and
geometric feature extraction. The Gabor filters are used for extracting texture based
features from the image and 63 fiducial facial point detection methods for
geometric-based feature extraction. The all extracted features are tabled together in
a.csv file (excel file). Further, these features are combined and carried as a single
excel sheet to the classifier to train the system so as to predict the test images
properly. The classifier used in here in SVM classifier (Fig. 1).

Fig. 1 Block diagram of proposed system for recognition
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4 Face Detection

Viola–Jones algorithm was proposed by Paul Viola and Michael Jones in the year
2001. Although this algorithm is used for face detection purposes it can also be
used as a classifier where other objects can also be detected once after training.
Viola–Jones is a very robust framework designed to work in a real-time system. It
has a very high detection rate and a very low false rate making it an ideal frame-
work for face detection in image processing applications. Viola–Jones algorithm is
used to detect human faces from an image for the proposed method. This step helps
in eliminating the face from its background. But one setback in this system is that
the face needs to be upfront with no tilt in the face and facing the camera directly.

The Viola–Jones algorithm has four main steps:

• Haar Feature Selection
• Integral Image Creation
• Adaboost Training
• Cascading Classifiers

The basic concept behind this framework is the addition of pixel intensities in
predefined windows and comparison of these added intensities with the adjacent
windows added intensities. Also the image needs to be converted to gray scale
before proceeding to the Viola–Jones algorithm.

4.1 Haar Feature Selection

Even though all humans have distinctive identities there are a few features which
can be considered as common to all humans, for example the region is a bit lighter
than its adjacent eye regions. The Haar features are just a set of fixed windows
which consist of black and white rectangular regions, which are run through the
entire image. Then the difference between the sums of pixel intensities of the image
region under the white region is subtracted from that of the black region. This
difference is used to find if a facial feature is present over that window or not by
comparing threshold values provided (Figs. 2 and 3).

For example, for detecting the eyes, we employ the fact that the upper cheeks are
lighter than the eyes and hence we construct the feature window as shown in Figs. 4
and 5.

Similarly, the mouth region is darker than the upper and lower lip regions, so
mouth can be detected. The basic formula used in this algorithm is

Fig. 2 Nose detection using
the Haar feature
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Fig. 3 Nose Haar feature window over the image

Fig. 4 Eyes detection using the Haar feature

Fig. 5 Eyes Haar feature window over the image
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ValueV ¼ R pixels in black areað Þ � R pixels inwhite areað Þ ð1Þ

Size of white or black regions in a Haar window is also considered while
evaluating ‘V’. Weights with xi > 0 can be used for adjusting the contributing sums

V ¼ x1 � SW1þx2 � SW2� x3 � SB ð2Þ

Weights xi need to be specified when defining a Haar wavelet.

4.2 Internal Image Creation

An area table that is the summation of values in a rectangular subset of a grid is
a data structure and algorithm done in a quick and efficient manner. The value at
any point (x, y) in the summed area table is just the sum of all the pixels above and
to the left of (x, y), inclusive as given below.

IP ðx;yÞ¼
P

x0 � x
y; � y

iðx0;y0Þ ð3Þ

Once the Haar feature is selected, they are convoluted with the given face image
and the results are stored as many subimages and given to Adaboost training for
training the system.

4.3 Adaboost Training (Adaptive Training)

Adaboost basically means ‘adaptive boosting’ where a number of weak algorithm
in a linear manner in order to form a strong algorithm. The best part is that it can be
used to detect objects other than faces too. It just depends on the classification
algorithm that you give. Adaboost training is done by combining the results of the
“weak learners” into a weighted sum that is given as the output of the boosted
classifier.

4.4 Cascade Classifiers

The value found after the application of the Haar feature windows is given to the
cascade classifiers. The classifier then classifies the image as a face or non-face. In
the case of eyes and mouth, it classifies the convoluted images as eyes or not eyes
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and nose or not nose depending on the “value” calculated in the above step. The
classified region is then cropped out from the original image (Figs. 6 and 7).

5 Texture-Based Feature Extraction

The technique used for geometric-based feature extraction is Gabor filter method.
The Gabor filter is usually the multiplication-convolution of a sinusoid wave with
Gaussian function. Here, as Gabor filter helps in extracting useful data from the
images.

G x; yð Þ ¼ 1
2pr2

e�
ðx2 þ y2Þ

2 e�i 2pf xcos hð Þþ ysin hð Þð Þð Þ ð4Þ

where f represents the frequency of the texture, that is, requires h is the orientation
that can be varied for accessing multiple directions, r can be varies to change the
size of the region of the image that is analyzed.

This advantage of differently available orientations and frequencies makes this
method efficient for texture feature extraction. The images with faces along different

Fig. 6 Input and output of face detection

Fig. 7 Output of left eye, right eye, mouth detection
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directions and masked or occlusion face features can also be extracted efficiently
(Fig. 8).

6 Geometric-Based Feature Extraction

6.1 Harris Corner Detection

Harris corner detector is a mathematical operator used in computer vision systems
and image processing in order to extract some very useful features. The basic
working of this system can be described as the comparison of intensity values in a
given small window of an image. First, a small window is to be selected with
respect to the size of the image. Every window has a window function with the ‘x’
axis and ‘y’ axis parameters as its input. The window function can either be a
Gaussian function or a constant function, but in either case the function value must
be positive only over the window and must have a zero value over all other values
of ‘x’ and ‘y’. Now a comparison of intensities is done in the given window using
the mathematical Eq. (5).

E u; vð Þ ¼
X

w x; yð Þ½Iðxþ u; yþ vÞ � Iðx; yÞ�2 ð5Þ

We can understand from the above equation that the difference between the
shifted intensity and the intensity of the current pixel will be very less or tending to
zero for a window that is over a region with no corner point or an edge, but will be
very high otherwise. So we need to only consider the regions over which the
window gives very high values of E(u, v). Now the Eigen values of M are taken into
consideration in order to differentiate a corner point from an edge.

Fig. 8 2D-Gabor Filter Bank Magnitude plot
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k1 � 0 and k2 � 0 ) no features of interest: ð6Þ

k1 � 0 and k2 ¼ large positive number ) edge ð7Þ

k1 and k2 ¼ large positive values ) corner ð8Þ

Equation (6) helps to find non-face images. Equation (7) draws all edges in the
given image. Equation (8) marks all corner points in the processed image.
However, not all non-faces, edges, and corner are detected efficiently by this
method. Hence, this paper employs the high-efficient corner point detection named
63 fiducial facial point detection.

6.2 63 Fiducial Facial Point Detection

The technique is used for face recognition, pose estimation, and also to trace the
corner points on the face. This method is said to be efficient because it helps in
spotting maximum number of corner points on face which are countered on areas of
the face that are salient for showing distinct features for extraction. Thus, the
technique makes this system real time in nature. This method begins with the
generation of initial graphs for all training images, one graph for each orientation,
here 13 different orientations are used for every face in the database. The set of 13
oriented faces for a single image is called a facial bunch graph (FBG). Once the
system has plotted graphs for different pose of face in training set, graphs for new
test images need not be generated separately as they can be simply drawn auto-
matically by elastic graph matching technique, which helps in adjusting the existing
train image graphs elastically to match the test image characteristics.

The graphs are constructed like: At first fiducial points are marked on the given
image depending on the image profile. The number of points marked for use as
features in this project is 63 and these are numbered automatically for further use as
shown in Fig. 10. Then the relation between the points on the face is realized to
construct a general shape model or graph of the face which is shown as the red line
in Fig. 9. In the graphs shown below, the red line drawn on the face is actually the
geometric appearance when all the facial landmarks/points are connected. There are
63 such points that are detected and marked as shown in Fig. 11. Once these 63
points are marked on the given face image their coordinates are noted. But, only
optimal number of points are itself sufficient for classification. For the purpose, only
few important facial landmarks are taken into consideration like eye corner points,
mouth corner points, eyebrow corner points, and the tip of the nose. The distance
between these corner points is measured and these measurements are the extracted
features from the images, Likewise six feature distance values are taken as features.
The distance between any of these corner points are calculated using Euclidian
distance formula.
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7 Emotion Classifications

The classifier used for the proposed work is SVM classifiers. SVM classifier is a
nonprobabilistic linear classifier. Along with “kernel trick” it can even perform
non-linear classification efficiently. Mapping a problem into a space with a high or
large dimensions makes it more likely that the problem will become linearly sep-
arable. Classification involves the training of the SVM classifier based on the
extracted features from the training samples and then testing the classifier using test
samples. This task involves six emotions, i.e., it requires a multiclass SVM clas-
sifier. In SVM (choosing one-against-all approach), they are plotted as points in a
graph and decision boundaries between different classes are obtained. From the
whole database, 80% of the images are taken as training images and 20% of the

Fig. 10 Fiducial point graph model fitting

Fig. 9 Results for Harris corner detection
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images are taken as testing. These testing and training images are given to the
classifier. The features are first marked in feature space hence each sample is
represented by a point in the feature space. SVM classifier builds a decision
boundary between two classes in the feature space. Later, the new test data plotted
is classified depending upon its location among the boundaries of the graph. During
the training phase, the equation of the best decision boundary hyperplane is found.
The decision hyperplane is constructed by maximizing the margin between two
class feature points (Fig. 12).

8 Conclusion

The Gabor and fiducial points combine feature extraction-classification and make
the paper more efficient than its previous methods. Both Gabor and fiducial points
are promising techniques in texture feature and geometric feature, respectively.

Fig. 11 Fiducial point method results

Fig. 12 Best decision
boundary decision
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Thus, this high profile method improves the overall efficiency of the output. Also,
this paper can be implemented easily in numerous applications as they possess less
complexity in the processing phase making it simple for the classifier. The proposed
work produces accuracy of 87% after classification.
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Parse Tree Generation Using HMM
Bigram Model

S. Arun, V.V. Vishnu and N. Arun Kumar

Abstract Parse tree generation from supervised sentence is crucial as well as
essential task necessary for natural language processing. Syntax analyzers play a
vital role in natural language processing. Prevailing system for parse tree generation
is subject to compromise on ambiguous situation. Our approach is to generate a
parse tree using Hidden Markov bigram model from tagged sentence results in
improved parse tree generation. The user will be given the sentence to be parsed
after part of speech tagging. If the sentence is syntactically correct, the parser will
generate a correct parse trace.

Keywords Bigram translation probability � Hidden markov model � Phrase
alignment � Statistical machine translation � Translation model � Word alignment

1 Introduction

Parsing [1, 2] is a technique of studying a string in computer languages or in natural
language conforming to the guidelines of a formal grammar. It is one of the vital
areas of natural language processing. Parsing of sentences takes into account to be a
necessary intermediate stage for linguistics analysis in language process (NLP). In
NLP; syntactic parsing is the method of studying and figuring out the textual
content which is made from a sequence of tokens with respect to a given formal
grammar. As human language is ambiguous, whose utilization is to deliver
one-of-a-kind semantics, it’s far a good deal tough to layout the functions for
natural language processing constraints [3]. The main challenge is that the inherent
quality of linguistic phenomena that build it onerous to symbolize the powerful
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options for the goal progressing to understand models. Our objective is to create a
parse tree and also create some rules that help to present a transfer methodology for
each of the English sentences.

This paper deals with the HMM Bigram [4] model that’s used for automated
alignment of words and terms in parallel textual content. Parameters of a statistical
phrase [5] alignment version are envisioned from parallel text and the model is used
forward alignment in the same text utilized in estimation, but the various modern
gadgets converting the document using the direct approach that converts each word
of the phrase. In many cases direct translation is not possible because the structure
of languages is different. Here we need new approach. HMM Bigram model is more
suitable, which can find maximum probable word from corpus and can generate
good structured parse tree.

2 How Parsers Work

Lexical analysis [6] or token generation is the first stage by which the input string is
split into significant symbols outlined by a descriptive linguistics of standard
expressions. The second step is parsing or syntactical analysis that is inspecting
each token kind in the string and comparing with associate allowable tagged
expression [7]. This is sometimes through with regard to a context-free descriptive
linguistics that recursively defines parts which will form up associate degree
expression and the order during which they need to seem. In the case of type
validity and proper declaration of identifiers, the programming languages cannot
make proper rules for context-free grammar. Attribute grammars [8] are used to
express these rules formally. Semantic parsing or analysis is the final stage which
takes suitable actions based on the validation of expressions. In parsing there are
four stages which include reading the sentence, POS-tagging syntax tree generation
and translation. POS-tagging is that the method of changing every word within the
given sentence into tag word. For achieving this may use direct method or bigram
approach.

3 Tree Generation Using HMM Bigram

The Hidden Markov model (HMM) [4] is a popular statistical tool or model, which
model the system as a Markov process with hidden state. In terms of NLP, HMM
has a wide range of application mainly in speech reorganization and signal process,
however, have additionally been applied successfully to low level human language
technology tasks like POS-tagging [3, 9], phrase configuration and extracting
information from documents POS-tagging is that the method of changing every
word within the given sentence into a tag word parse tree is associate degree order
tree that shows the grammatical arrangement of a single line with a number of
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context-free descriptive linguistics. Parse tree as a part of computational linguistics.
Parse trees vary from the abstract syntax tree, in that their structure and parts
additional concretely mirror the sentence structure of the input language. They are
additionally dissimilar from the sentence bigrams [8] generally used for descriptive
linguistics teaching in colleges. Consistency grammars or dependency relation of
consistence grammars are the two tree construction grammars, which is the base for
the creation of parse tree. Take apart the tree is that the complete structure, starting
from S and ending in each of the leaf nodes. The subsequent tags are commonly
used in the creation of tree. Consider the example: “RAJU HIT THE BALL.”

SðNPðNNðRAJUÞÞ;VPðVðHITÞ;NPðDðTHEÞÞ;NNðBALLÞÞÞÞ

VP for verb part, V for verb (hit), D for determiner (the), NP for noun part, Penn
Treebank [10] derived 36 different tags and 12 symbols and punctuations. Some of
them are in Fig. 1.

The tree contains root node and leaf nodes. Each node may be a root node or
may be leaf node which is depending on the rule associated with it. That is, each
node is drawn based on the rules that reside in the corpus. Some of them are Fig. 2.

4 Algorithm for Generating Parse Tree

STK is a stack that contain tagged input sentence, ruled, un_ruled, and Tree are
three data structures.

1. Tree<-NULL, ruled<-NULL, un-ruled<-NULL;
2. Read each tag from top of stack until ‘S’ part is reached
3. if (STK [top] have single rule.)

Fig. 1 Penn treebank sample
tag set

Fig. 2 Sample rule list
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Call single_rule_function (STK [top]);
if (VP is reached)
Call check_combination_rule ();

Else

Call check_combination_rule ();

4. If ‘S’ part is reached Combine NP and VP to form ‘S’ part and update tree if
more than one rule is there use bigram approach and find maximum possible
solution.

Single_rule_function (rule)
{Ruled<-rule}
Check_Combination_rule ()
{Backtrack and check all combination if there is more than one combination use
bigram approach and select maximum probable tree combination rule, and update
rule list and un_ruled list based on new rule.}

5 Execution of Algorithm

Stack STK contain tagged sentence, the algorithm takes each tagged word from top
and find single rule from rule list if there is no single rule then take combinations.
Consider this example (Fig. 3):

STK=

S NNP NN VBZ DT JJ NN TO NN CC NN

1. nn:check for single rule: np=nn;

1. rule list=np (nn)
2. tree: null

2. cc:check for single rule: “no single rule”

• combination rules: null=cc+nn;
• null=cc+np
• no combination rules: so it move to un_ruled list
• set tree=null

3. nn: check for single rule: np=nn

• but no combination rule associated with un_ruledlist
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4. nn: combination rule

• np=nn+nn+cc+np
• more than one rule list then use hmm bigram
• so move ruled_list=unruled list
• tree: np (nn, nn, cc, np)

5. to: check for single rule: “no single rule”

• combination rules: pp_dir=to+np
• so it move to ruled list
• tree: pp_dir (to, np (nn, nn, cc, nn))

6. nn: check for single rule: np=nn;

• move to un_ruled list

7. jj: check for single rule: “no single rule”

• combination rules:
• null=jj+np
• np=jj+nn
• np=np+pp_dir
• so move and update rules list
• tree: np(np(jj, nn), pp_dir(to, np(nn, nn, cc, nn)))

Fig. 3 Parse tree
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8. dt: check for single rule: “no single rule”

• combination rules:
• null=dt+np
• null=dt+jj
• np=dt+jj+nn
• np=np+pp_dir
• so move and update rule _list
• tree: np(np(dt, jj, nn), pp_dir(to, np(nn, nn, cc, nn)))

9. vbz: check for single rule: “no single rule”

• combination rules:
• vp=vbz+np
• so move and update rule list
• tree: vp(vbz, np(np(dt, jj, nn), pp_dir(to, np(nn, nn, cc, nn)))
• ‘vp’ part is reached, so next find ‘s’ or end of list
• note: if there is another vp is identified then combines with vp in ruled list

and updates the tree. if s part is identified then combine with vp in the rule
list and completing the tree.

10. nn: single rule: np=nn;

• move to un-ruled list

11. nnp: np=nnp

• move to un-ruled list

12. s: check for the combination rule.

• np=np+np;
• np=nnp+nn
• np=np+np
• np=nnp, np=nn
• any one will be selected based on bigram, the probability np=nnp+np is

higher than np=np+np
• so np=nnp+np;
• and then it combine with vp in the rule list and completing the tree
• TREE: S(NP(NNP, NN), VP(VBZ, NP(NP(DT, JJ, NN)PP_DIR(TO,

NP(NN, NN, CC, NN))))

6 Conclusion

This paper deals with English to syntax tree statistical machine translation and its
alignment methodology supported computationally sensible Hidden Markov
models. Statistical machine translation is predicated on chance and it produces
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additional correct result than alternative sorts and statistical alignment models
improves the interpretation quality. HMM based mostly applied math alignment
model is additional powerful.
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Preserving Privacy in Vertically
Partitioned Distributed Data Using
Hierarchical and Ring Models

R. Srinivas, K.A. Sireesha and Shaik Vahida

Abstract The important aspect in research is to publish data by conserving one’s
privacy. Enormous techniques have been proposed to tackle this issue. The main
concept is to concentrate on how cogently one protects individual privacy in
publishing data without the exact attribute missing in the research. As per our
knowledge is concerned, there raised a great scope for research on vertically par-
titioned distributed databases. This paper mainly concentrated on privacy which is
addressed on vertically partitioned distributed data. It is the prime responsibility of
the publisher to see that one’s personal information is protected. In order to
maintain such sustainability, organizations like hospitals, government agencies,
etc., store information at multiple sites by vertically portioning attribute with a
solution to integrate all these attributes without violation and distraction of any
meaning. To implement this, good models are required to integrate information
from multiple sites for publication or for research, and models proposed also require
maintaining privacy. In this paper, modernistic models ring and hierarchical model
are proposed to preserve privacy for vertically portioning distributed data.

Keywords Data � Distributed � Hierarchical � Personal information � Privacy �
Ring � Vertically partitioned
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1 Introduction

In this contemporary era, the quick expansion in networking, database, and com-
puting technologies, a large amount of individual data can be incorporated and
analyzed digitally, leading to a better use of data-mining tools to understand the
current trends and patterns. This has raised universal concern about protecting the
privacy of individuals. In recent years, publishing data has become very essential
mostly for research. However, they have difficulties in releasing information which
does not co-operate privacy between two parties. Many organizations (government
agencies and medical authorities) are performing data mining on union of two or
more private or public databases to fulfill their research needs. In this process
organizations must publish (or) share person data with other parties. While pub-
lishing personal data with other parties’ privacy should be provided to one’s private
data. The tradeoff between sharing information for analysis and keeping it secret, to
preserve corporate trade secret and customer privacy is a growing challenge in the
present age. So, while publishing data individual data should not be revealed. One
should provide privacy to individual data before publication [1].

The word privacy is first introduced in 1988 by David Chaum to solve the
“dinning cryptographers’ problem” [2]. In latest years, number of methods has been
proposed to publish data. Mainly these methods are related to single system. As per
our knowledge is concerned no research was done on vertically portioning dis-
tributed database. So, there is a great scope for research on vertically portioning
distributed data. The main reason is one should not store their personal data at one
site. If so it is very easy for third party to obtain personal information. To overcome
this, individual personal information should be stored at multiple sites by vertically
portioning attributes with a provision to integrate all records if necessary. Such
models are required to provide privacy for individuals’ data. While partitioning
attributes into multiple record sets a unique key is maintained as a common field for
all the sets to link the sites together while publishing data. In this paper, two models
are proposed namely ring and hierarchical models to publish vertically partitioned
distributed data.

1.1 Basic Definitions

Micro data: The data released in tabular and statistical formats. And in other words
the specific data which is capable of (re)identify the respondent. Example: social
security number, name, race, sex, physical address, etc.

Key attributes: Key attributes are attributes which can uniquely identify an
individual directly. Key attributes are always removed before releasing the
micro-data. Examples: name, address, cell phone number.
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Quasi identifiers: A set of attributes that can be potentially linked with external
information to reidentify entities. Example: 5-digit ZIP code, Birth date, gender.

Sensitive attributes: These attributes which are always released and what the
researchers need. It depends on the requirement. These can uniquely identify an
individual directly. Example: Medical record, wage, etc.

2 Literature Survey

In early 1988, David Chaum proposed a method to provide anonymous commu-
nication between the persons paying bill in the hotel and is called “dinning cryp-
tographers’ problem.” After this so many methods were proposed to provide
privacy to individual data before publication.

In 2002, Sweeney proposed k-anonymity. In this model, the information for each
person contained in the released table cannot be distinguished from at least k − 1
individuals whose information also appears in the release [3]. But have some
drawbacks like Background knowledge Attack and Homogeneity Attack. To
overcome the drawbacks of K-anonymity, L-diversity was proposed by
Machanavajjhala et al. in 2006 [4]. In L-diversity, each equivalence class has at
least l well-represented sensitive values. There are limitations in l-diversity like
insufficient to prevent attribute disclosure and does not consider semantic meanings
of sensitive values. To overcome the limitations of L-diversity a new model T-
Closeness was proposed by Li et al. in 2007 [5]. In t-Closeness the overall distri-
bution of sensitive values should be public information and the knowledge gain will
be separated. Here also there are some risk factors with t-closeness and one cannot
provide full privacy with t-closeness.

Km-anonymization was defined by Maolis Terrovitis et al. in 2008 [6]. This
model relies on generalization instead of suppression. Km-Anonymity has been
proposed for anonymous transactional database. Km-Anonymity aim at protect the
database against an adversary who has knowledge about almost m items in the
transaction. After that, In 2009, Wong R.C proposed a (a, k) anonymity model to
protect both identification and relationships to sensitive information in data and to
limit the confidence of the implication from the quasi-identifier to a sensitive value
to within a [7].

The existing k-anonymity property protects against identity disclosure, but it
fails to protect against attribute disclosure. In 2010, Traian Marius Truta et al.
proposed p-sensitive k-anonymity avoids this shortcoming [8]. Two necessary
conditions to achieve p-sensitive k-anonymity property: first one is, minimum
number of distinct values for confidential attributes must be greater than or equal
top. Second one is, maximum allowed number of combinations of key attribute
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values in the masked micro data and the other method (k, e)-anonymity is presented
by RCWong in 2006 [9].

In 2007, Xiaokui Xiao and yufei Tao developed a generalization-based
m-invariance that effectively limits the risk of privacy disclosure in republication
[10]. In 2005, Kristen LeFevre et al. proposed multidimensional K-Anonymity [11],
which provides better privacy when compared with previous methods. In multi-
dimensional k-anonymity data anonymization is done based on more than one
record and attribute. Data growth rate is high nowadays in order to provide privacy
for personal information author proposed technique for distributed data [12–15]. To
provide better privacy for horizontally partitioned data in 2013 R. Srinivas et al.
proposed Hierarchical Model [16, 17].

3 Methodology

3.1 Vertically Partitioned Distributed Data

To provide more privacy to individual private data an advanced approach is pro-
posed for publishing vertically partitioned distributed data by preserving privacy
using a secure join operation. In this paper, two models are used to publish verti-
cally partitioned distributed data. The following major tasks are performed before
publishing data.

(i) The data in the database is partitioned vertically by maintaining primary key
as common in all partitions.

(ii) The partitions are distributed over all the sites
(iii) To publish data, data may be collected using ring or hierarchical model and

published by applying Mondrian multidimensional k-anonymity method

For an example consider data given in Table 1. S. No. is considered as a primary
key and maintains this primary key as a common field while vertically portioning
data. The vertically partitioned data table shown in Table 2

Table 1 Sample hospital data

S. No. First name Last name Address Phone number Age Sex Disease

1 John Clinton RJY 9967785423 85 M Heart stroke

2 Abraham Lincoln KKD 9968885429 40 M Bone break

3 Raheem Sheik HYD 9969985412 22 M Kidney
problem

4 Aditya Chepuri VJY 9966545420 60 M Hepatitis

5 Harisha Kondeti KKD 9943255426 18 F Malaria

6 Jyothi Kuppa VIZAG 9967756744 34 F Asthma

7 Kavya Upaala GUNTUR 9967798765 78 F Diabetes
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3.2 Publishing Data Using Ring Model and Hierarchical
Model

In the proposed model, we consider that the sites can form ring or hierarchy models
by considering some mechanism and site can also establish communication over the
network to send and receive data securely. These models are shown Figs. 1 and 2.

Table 2 Vertically partitioned data with S. No. as a common field

(i) (ii) (iii) (iv)

S.No. First 
Name S.No. Last 

Name S.No. Address S.No. Phone 
number

1 John 1 Clinton 1 RJY 1 9967785423
2 Abraham 2 Lincoln 2 KKD 2 9968885429
3 Raheem 3 Sheik 3 HYD 3 9969985412
4 Aditya 4 Chepuri 4 VJY 4 9966545420
5 Harisha 5 Kondeti 5 KKD 5 9943255426
6 Jyothi 6 Kuppa 6 VIZAG 6 9967756744
7 Kavya 7 Upaala 7 GUNTUR 7 9967798765

(v)                                     (vi)                                   (vii)
S.No. Age S. No. Sex S. No. Disease

1 85 1 M 1 Heart Stroke
2 40 2 M 2 Bone Break
3 22 3 M 3 Kidney Problem
4 60 4 M 4 Hepatitis
5 18 5 F 5 Malaria
6 34 6 F 6 Asthma
7 78 7 F 7 Diabetes

A

E

G

F

D 

C

B 

QUERY FROM 
Fig. 1 Ring model
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3.2.1 Publishing Data Using Ring Model

In ring model the following steps will take place to publish data:
Initially one of the sites receive request message for data. The site which receives

message will initiate data transfer operation by sending same query to all sites
participating in data transfer operation. Then all these sites encrypt the data except
primary key and make data ready to transfer.

The actual data transfer operation as follows. Here consider that site A received
query for data. So it will initiate data transfer operation by sending its data to its
next site say B as shown in Fig. 1 Site B receives data from A and performs secured
union operation on data received and its content by using S. No. as key. Now B has
data which contains fields S. No. and two encrypted attributes. After union oper-
ation B sends data to site C. C will also performs same operations. This process is
repeated till all nodes involved in this process and the final result is send to A. At
this stage A has data that contains all fields in encrypted form. It performs decrypt
operation, perform Mondrian multidimensional k-anonymity on decrypted data and
it will publishes data to third party.

The advantages of this method are (1) Sender and Receiver has no knowledge on
the data what sites have. (2) If any person wants to know data content at sites he
must attack on all sites. (3) Security will be high.

3.2.2 Publishing Data Using Hierarchal Network Model

In this model the following steps will take place to publish data:
Initially one of the sites receive request message for data. The site which receives

message will initiate data transfer operation by sending same query to all sites
participating in data transfer operation. Then all these sites encrypt the data except
primary key and make data ready to transfer.

The actual data transfer operation as follows. Here consider that site A received
query for data. So it will initiate data transfer operation by dividing its content into two
sets and these sets are send to the sites in the next level., i.e., to the sites B and C as

A

B C

D E F G

QUERY FROM
Fig. 2 Hierarchical model
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shown in Fig. 2 Site B receives one of the two data sets from A and performs secured
union operation on data received and its content by using S. No. as key. Now B has
data which contains fields S. No. and two encrypted attributes. After union operation
B sends data to next level sites D and E by dividing its data into two sets. C will also
performs same operations. This process is repeated for all levels. The data sets division
is based on the number of child nodes. In this example we considered two child nodes
so the data is divided into two sets. All the leave sites receive data from previous level
and perform secured union operation on data received and its content finally results
send to nodeAwithout dividing data into sets. At this stageA has data that contains all
fields in encrypted form after performing union operation on all the sets received. It
performs decrypt operation, performs Mondrian multidimensional k-anonymity on
decrypted data and it will publishes data to third party.

The advantages of this method are (1) Data transmission load is reduced on the
network (2) Sender and Receiver has no knowledge on the data what sites have.
(3) If any person wants to know data content at sites he must attack all sites.
(4) Security will be high. (5) Time required to transfer data in this network is less.

4 Results

4.1 Results for Ring Model

1. Consider vertically partitioned data shown in Table 2. These data sets are
available at sites A, B, C, D, E, F, and G, respectively. Encrypted data sets are
used for transmission. But for the sake of better understanding data in actual
format is considered here.

2. First, Site A receives the query from third party.
3. At site A data shown in Table 3 is present
4. Site A sends this data to Site B. Now site B perform secured union on data set

received and its own content. The data available after union operation at B is
shown in Table 4

5. Now site B send encrypted data to site C. Site C has data set after union
operation is shown in Table 5.

Table 3 Data at site A S. No. First name

1 John

2 Abraham

3 Raheem

4 Aditya

5 Harisha

6 Jyothi

7 Kavya
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6. This process is repeated for all the sites from D to G in circular fashion.
7. At last, Site G has data present in the Table 6 Site G send all encrypted data sets

to A
8. At Site A, before publication of data remove sensitive attributes which reveals

privacy of the person like phone number, names, etc., and Mondrian multidi-
mensional k-anonymity method (WHERE K >= 2) applied on above data to
provide better privacy.

9. After applying Mondrian multidimensional k-anonymity method, the final
published data shown in Table 7.

Table 4 Data at site B S. No. First name Last name

1 John Clinton

2 Abraham Lincoln

3 Raheem Sheik

4 Aditya Chepuri

5 Harisha Kondeti

6 Jyothi Kuppa

7 Kavya Upaala

Table 5 Data at site C S. No. First name Last name Address

1 John Clinton RJY

2 Abraham Lincoln KKD

3 Raheem Sheik HYD

4 Aditya Chepuri VJY

5 Harisha Kondeti KKD

6 Jyothi Kuppa VIZAG

Table 6 Data at site G

S.
No.

First
name

Last
name

Address Phone
number

Age Sex Disease

1 John Clinton RJY 9967785423 85 M Heart stroke

2 Abraham Lincoln KKD 9968885429 40 M Bone break

3 Raheem Sheik HYD 9969985412 22 M Kidney
problem

4 Aditya Chepuri VJY 9966545420 60 M Hepatitis

5 Harisha Kondeti KKD 9943255426 18 F Malaria

6 Jyothi Kuppa VIZAG 9967756744 34 F Asthma

7 Kavya Upaala GUNTUR 9967798765 78 F Diabetes
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4.2 Results for Hierarchical Model

1. Consider vertically partitioned data shown in Table 2. These data sets are
available at sites A, B, C, D, E, F, and G, respectively. Encrypted data sets are
used for transmission. But for sake of better understanding data in actual format
is considered here.

2. First, Site A receives the query from third party.
3. At site A data shown in Table 3 is present.
4. Site A sends the data to Site B and C by dividing its content into two sets as

shown in 8. Now site B perform secured union on data set received and its own
content. The data available at B is shown in Tables 8, 9 and 10

5. Now site B send encrypted data to sites D and E.

Table 7 Final published data

S. No. First name Last name Address Age Sex Disease

1 John Clinton RJY–KKD 40–85 M Heart stroke

2 Abraham Lincoln RJY–KKD 40–85 M Bone break

3 Raheem Sheik HYD–RJY 22–60 M–F Kidney problem

4 Aditya Chepuri HYD–RJY 22–60 M–F Hepatitis

5 Harisha Kondeti KKD–HYD 18–34 F Malaria

6 Jyothi Kuppa KKD–HYD 18–34 M–F Asthma

7 kranti Upaala KKD–HYD 34–78 M–F Diabetes

Table 8 Data at site A S. No. First name

1 John

2 Abraham

3 Raheem

4 Aditya

5 Harisha

6 Jyothi

7 Kavya

Table 9 Data at site B S. No. First name Last name

1 John Clinton

2 Abraham Lincoln

3 Raheem Sheik

4 Chepuri

5 Kondeti

6 Kuppa

7 Upaala
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6. This process is repeated for all levels.
7. All leave sites receive data from previous level and perform secured union

operation on data received and its content finally result send to node A without
dividing data into sets.

8. At Site A, before publication of data, sensitive attributes which reveals privacy
of the person like phone number names, etc., are removed and Mondrian
multidimensional k-anonymity method (WHERE K >= 2) is applied on above
data to provide better privacy.

The above process is illustrated in the below Fig. 3.

Table 10 Data at site A

S. No. First name Last name Address Age Sex Disease

1 John Clinton RJY–KKD 40–85 M Heart Stroke

2 Abraham Lincoln RJY–KKD 40–85 M Bone Break

3 Raheem Sheik HYD–RJY 22–60 M–F Kidney Problem

4 Aditya Chepuri HYD–RJY 22–60 M–F Hepatitis

5 Harisha Kondeti KKD–HYD 18–34 F Malaria

6 Jyothi Kuppa KKD–HYD 18–34 M–F Asthma

7 Kranti Upaala KKD–HYD 34–78 M–F Diabetes

A

B C

D E F G

Query from trust site

Fig. 3 Hierarchical topology model to publish data
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5 Conclusions

In this paper, two models are proposed to safe-guard privacy for vertically por-
tioning distributed data without revealing content at sites by using encryption
methods. Using, these models the data transferred from various sites to one of the
central site. Once data collected, Mondrian multidimensional k-anonymity is
applied for providing better privacy to personal information before publishing data.
In future, this work can be extended by providing anonymous communication
between sites.
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One-Class Text Document Classification
with OCSVM and LSI

B. Shravan Kumar and Vadlamani Ravi

Abstract In this paper, we propose a novel one-class classification approach for text
document classification using One-Class Support Vector Machine (OCSVM) and
Latent Semantic Indexing (LSI) in tandem. We first apply t-statistic-based feature
selection on the text corpus. Then,we applyOCSVMon the rows corresponding to the
negative class of the document-term matrix of a collection of text documents and
extract the Support Vectors (SV). Then, in the test phase, we employ LSI on the query
documents from the positive class to compare them with the SVs extracted from the
negative class andmatch score is computed using the cosine similaritymeasure. Then,
based on a prespecified threshold for thematch score, we classify the positive category
of the text corpus. Use of SV for comparison reduces the computational load, which is
themain contribution of the paper.We demonstrated the effectiveness of our approach
on the datasets pertaining to Phishing, and sentiment analysis in a bank.

Keywords Text mining � Document classification � OCSVM � Latent semantic
indexing � Sensitivity

1 Introduction

Text mining has several applications, including document classification [1], social
network analysis [2], sentiment analysis, outlier detection, customer migration
behavior [3], fraud detection in banking and insurance [4], churn prediction [3],
customer feedback analysis [5], intelligence analysis, phishing emails and websites
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detection [6, 7], spam detection [8], and Malware analysis [9]. Typically, text
mining consists of text preprocessing resulting in an intermediate form called
document-term matrix [10] upon which data mining tasks should be performed.

In this paper, our objective is to develop one-class classification models that
detect phishing mails and websites even when they are occurring for the first time.
Hence, we propose a novel method of document classification using
t-statistic-based feature selection, OCSVM and LSI in tandem. The rest of the paper
is organized in the following manner. Section 2 reviews the literature. We describe
the methods employed in this work in Sect. 3 while Sect. 4 presents the proposed
methodology. The experimental setup and description of the datasets are presented
in Sect. 5. Discussion of results is presented in Sect. 6 followed by conclusions in
Sect. 7.

2 Literature Review

We briefly review the work reported in applying text mining to phishing detection
and other applications. Phishing detection and protection are the challenging
application areas for text mining. A Multi-label Classifier-based Associative
Classification (MCAC) was proposed for phishing detection by Abdelhamid et al.
[6]. They experimented on 2100 websites with C4.5, JRip classifiers. Apart from
these, other techniques viz., Blacklist-based, fuzzy rule-based, Machine learning
techniques, CANTINA were also discussed in their work. Phishing detection using
data mining techniques was carried out in the works of Abu-Nimeh et al. [11]. They
experimented with the corpus size of 2889 emails (with the proportion of 59.5%
legitimate, 40.5% phishing) and used 43 features. They employed different tech-
niques including, Logistic Regression (LR), Naive Bayes (NB), Support Vector
Machine (SVM), Random Forest (RF).

In another research work Garera et al. [12] explained the some of the key
features (page-based, domain-based, type-based, and word-based) of phishing were
identified from the URL’s. They employed the LR for model construction.
A method to identify features to find out the phishing web sites was proposed by
Ludl et al. [13] who analyzed 1000 sites with two approaches (Blacklist and source
analysis) and employed C4.5 classifier with 18 influential features. Phishing attacks
concerning risk levels and the loss of market value was assessed by Chen et al. [14].
They analyzed 1030 phishing alerts of a public database using a hybrid method.
They employed the Decision Tree (DT), SVM, and Neural Network (NN) models
for classification and reported a prediction accuracy of 89%.

Classification ofWeb Pages into legitimate or phishing was carried out by He et al.
[7]. They extracted 12 features from a web page and trained an SVM. They reported a
true positive value of 97% and a false negative of 4%. Pandey andRavi [15] employed
various classifiers such as Genetic Programming (GP)/Multilayer Perceptron (MLP)/
DT/Group Method Data Handling (GMDH)/SVM/LR/Probabilistic Neural Network
(PNN) for phishing detection. Recently, Pandey and Ravi [16] performed the
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detection of phishingwebsites and spam using text mining. In this study, they built the
various models with GP, LR, PNN, MLP, Classification And Regression Tree
(CART), GP + CART and reported high sensitivity values. In both the studies (i.e.,
phishing email and websites) they reported high sensitivity value for GP. They also
provided the statistical significance test for these experiments.

The Malware identification was performed by Lee and Stolofo [17] using Data
Mining techniques. They extracted some of the features (system calls) for identi-
fying the intrusion. Through the concept of Association Rule Mining, they found
frequent system calls and generated the rule set. Intelligent Malware detection
system (IMDS) using Association Rule Mining was done by Ye et al. [18], and
further, they compared it with NB, SVM, and J4.8 classifiers. The accuracies of
these models were 83.86%, 90.54%, and 91.49% respectively and 93.07% with
proposed approach (IMDS).

Composite malware detection scheme using run-time API (Application Program
Interface) calls of Windows were introduced in the works of Ahmed et al. [9]. They
selected 237 API calls for both benign and Malware programs and grouped them
into seven, based on their functionality. They reported a detection rate of 0.97.
Malware detection using API calls through text mining was performed using
Mutual Information as a feature selection method by Sundarkumar and Ravi [19].
They performed classification using DT/SVM/MLP/PNN/GMDH/OCSVM classi-
fiers under 10-Fold Cross-Validation (10-FCV) and over-sampling the minority
samples. Finally, they reported sensitivity values of 100% with OCSVM.

Latent Semantic Indexing (LSI) has been applied in various works from past
years. MLP and Singular Valued Decomposition (SVD) method were used for
document classification [20] on a subset Reuter-21578 dataset. Clustering of text
documents by combining LSI and GA was reported in the works of Song and Park
[21]. The proposed model was evaluated on Reuter-21578 and they concluded that
the optimal number of clusters is formed with this approach. Recently, classification
of research projects based on technologies of research funding organizations was
done by Thorleuchter and Van den Poel [22]. Technologies that occur together are
grouped into classes by LSI. Textual patterns are representatives for each class, and
projects are assigned to these classes. This enables the assignment of each project to
all technologies grouped by LSI.

3 Overview of Techniques Used

3.1 One-Class Support Vector Machine (OCSVM)

One-Class Support Vector Machine (OCSVM) is similar to SVM except that it is
trained with data of one class. It builds the boundary space from other class
examples. Some of the advantages using OCSVM include application to problems
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with high-dimensions where other methods fail, flexibility of the choice of the
kernel. It also has the same disadvantages as that of SVM. OCSVM is being used in
several applications including image retrieval [23], document classification [24],
Face detection [25], Sound recognition system, [26] and Anomaly detection in
videos [27].

3.2 Latent Semantic Indexing (LSI)

Singular Value Decomposition (SVD) was proposed by Berry et al. [28]. They
identified the higher order structure, association of terms within documents by
finding the SVD of Document-term matrix. They considered the matrix with largest
singular vectors, in turn matched with query documents. This method is also called
LSI proposed by Dumais et al. [29] in 1988. It is a well-known technique applied in
the Information Retrieval (IR) field. It is a mathematical technique for extracting
and inferring relations of expected contextual usage of words in passages of dis-
course. It is a method for discovering hidden concepts in the document data. The
terms in a document are then expressed as vectors with elements corresponding to
these concepts. Each element in a vector gives the degree of participation of the
document or term in the corresponding concept. The goal is not to describe the
concepts verbally, but to be able to represent the documents and terms in a unified
way for exposing document-document, document-term, and term-term similarities.
LSI was described in detail in the following works [30, 31].

3.3 Feature Selection Method

We used t-statistic feature selection method. It is one of the most popular feature
selection techniques. Using this technique, we computed t- statistic values for all
features using equation as in (1):

t ¼ l1 � l2j j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r21
n1

þ r22
n2

q ð1Þ

where l1 and l2 represent the mean values of features of two different classes
respectively, r1 and r2 represent the corresponding standard deviations for each
class and n1 and n2 represent the number of samples in each class. Accordingly,
t-values are calculated for all features. The features with higher t-statistic value have
more discriminating power compared to other features. Therefore, based on the
t-value, we will select as many features as we want from the top.
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4 Proposed Method

Latent Semantic Indexing has been applied in the past for text document classifi-
cation on several occasions. However, when the number of documents (of the
negative class) to compare against is large, which is normally the case in phishing
and other applications, then LSI consumes a lot of computational time. In order to
reduce the comparison time for determining phishing mail/website, we need to
reduce the number of documents (of the negative class) considerably while ensuring
that the reduced set of documents remain representative of the negative class. Thus,
OCSVM trained on the negative class alone fits the bill exactly, wherein the support
vectors (SV) extracted, while representing the negative class, are very few in
number compared to that of the original negative class. Through this approach, we
generated a model with less number of document comparisons for classifying the
text documents. Then, the LSI is invoked to take care of the document comparison
and eventually classifying the positive records, when they are presented in the test
phase. The proposed method is depicted in Fig. 1.

Our proposed methodology mainly consists of three phases. First, we collected
all the samples of the various types of data sets (i.e., phishing, customer feedbacks)
and move forward for text preprocessing. After preprocessing (i.e., tokenization,
stop words removal, stemming) phase, we formulate the Document-term matrix.
Afterwards, we applied the t-statistic feature selection method to remove the
irrelevant features.
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Fig. 1 Proposed methodology
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In the second phase, we employed OCSVM and extracted SV for the negative
class. Because of our assumption that we do not know the characteristics of any
phishing email/Web site, we wanted to model the characteristics of the negative
class. So, we extracted the most influential documents in the form of SV of negative
class (i.e., legitimate/benign/genuine) from the Document-term matrix using
OCSVM. After extraction of these SV, we apply the LSI technique in the final
phase (test phase). In this test phase, first we decompose the support vector matrix
into three matrices (U, S, V) using SVD. Later, we calculated the new document
vector co-ordinates (which consist of Eigen values) in the new dimensional space.
These co-ordinates are the individual support vectors/document vectors. After this
step, we find the query vector for each test document in our positive class.
Thereafter, we calculated the cosine similarity between query and document
vectors.

After computation of similarity score, we kept threshold of 0.5 for classifying a
document to the positive class. We compute the average value of each of the
matching score with respect to number of documents and then, finally, we perform
classification based on this value.

5 Experimental Methodology

5.1 Description of Datasets

We used various datasets for evaluating the effectiveness of our proposed method
and description of these data sets are given below:

Phishing email consists of a total of 2500 emails out of 1240 legitimate (Spam
Assassin) and 1260 phishing [32]. We used the body of the emails for extracting the
features as mentioned in Pandey and Ravi [15]. Phishing website dataset consists
of 200 URLs from Phish Tank [33] among which 100 URLs are phishing websites
and the remaining are legitimate sites. This was accomplished by extracting source
code from the URLs as in Pandey and Ravi [16]. Imperial Bank comprises the
feedback of the 786 customers consisting of 132 satisfied customers, 148 very
satisfied, 166 unsatisfied, 172 very unsatisfied, and 168 neutral customers. We
combined the satisfied and very satisfied with one group, similarly unsatisfied and
very unsatisfied as another group. We ignored the neutral comments. After com-
bining, group-1 consists of 280 documents (feedbacks) and group-2 consists of 338
documents. Then we performed binary classification task on these two groups. The
dataset took from IBM [34].
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5.2 Experimental Procedure

In this process, first we collected all above-mentioned data sets from the various
sources. Then we grouped into two categories, i.e., positive (phishing) and negative
(Benign/Genuine). Later we performed text mining process. For text preprocessing
to intermediate form, we used an open-source tool called Rapid Miner [35]. We
followed the same process as that of [15, 16] with the same features generated by
them for the sake of having proper comparison. We extracted the SV of legitimate
(Negative class) samples from the document-term matrix. For this, we used the
library called Library for Support Vector Machines (LIBSVM) [36]. After extrac-
tion of these SVs, we applied LSI. We used MATLAB [37] to implement LSI. We
conducted the experiments on the machine with Intel i5 processor, 2.6 GHz, 8 GB
RAM, 500 GB Hard Disk and 64-bit Windows 8 operating system.

6 Results and Discussion

Sensitivity (The true positive rate) is used as the performance measure in this paper,
even though only the positive class is present in the hybrid model in the test phase.
Because our goal is to detect phishing emails, phishing websites samples. We
extracted the following features from the phishing website dataset which contained in
the recent work [7, 16]. Similarly for Imperial Bank dataset, document-term matrix
was generated with term frequency approach. We extracted 216 features from the
Imperial Bank dataset. After construction of the document-term matrix and feature
selection process, we obtained the SV for all data sets from negative class examples
using OCSVM. The number of SV extracted from various data sets, viz., 621 from
phishing emails, 54 from phishing websites (with feature selection) and 56 from
phishing websites (without feature selection) and finally, 141 from Imperial Bank
datasets respectively. Results obtained by through our proposed approach are listed in
Table 1. We extracted SV with all kernels (Linear/Polynomial/Sigmoid/Radial Basis
Function (RBF)).We experimentedwith all these kernels, and reported the best values
compared to the previously reported results in the literature.

First, we will start our discussion from the Imperial Bank dataset results. We
included the kernels and their respective values. In this, we reported the sensitivity
in terms of percentage with respect to the kernels as follows: 66.44 (Linear), 81.3

Table 1 Results of the present study

Dataset Sensitivity

Other approach Proposed approach

Imperial bank NA 99.11*

Phishing websites (with 9 features) 98 [16] 100*

Phishing email (with 23 features) 97.29 [15] 100*
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(Polynomial), 99.22 (RBF), and 66.43 (Sigmoid). For phishing email these values
are 100 (linear), 93.19 (polynomial), 99.83 (RBF), and 99.67 (sigmoid). Similarly
for Phishing websites with 17 features, the sensitivity values with respect to kernel
obtained are as follows: 92.73 (Linear), 98.21 (Polynomial), 96.11 (RBF) and 92.73
(Sigmoid). The sensitivity with respect to the kernel of the same dataset with nine
features is 88.23 (linear), 89.28 (polynomial), 100 (RBF), and 88.23 (sigmoid).
From the Table 1, it is observed that the results obtained by our method for Imperial
Bank dataset sensitivity value is 99.11%. For Phishing email data we achieved
100% with 23 features, for phishing websites with nine features we reported the
value of 100. Table 1 presents the results of [15] and [16] based on Binary clas-
sification. The best results obtained in [15] and [16] are with GP classifier on
phishing emails and phishing websites respectively. In this proposed approach, both
OCSVM and LSI are equally contributing toward the attainment of best results.
These results are good with respect to the sensitivity.

7 Conclusion

In this paper, we proposed a methodology for text document classification using
OCSVM and LSI. Primarily, we extracted the SV from negative class for each
dataset and later we computed the latent score. The extraction of SV helped us to
reduce the number of comparisons while computing the latent score. We tested the
effectiveness of this method on various datasets like phishing email and websites
and Imperial Bank dataset and achieved more than 99% of sensitivity on all of the
datasets, outperforming other approaches in the literature.
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System Identification: Survey on Modeling
Methods and Models
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Abstract System identification (SI) is referred to as the procedure of building
mathematical models for the dynamic systems using the measured data. Several
modeling methods and types of models were studied by classifying SI in different
ways, such as (1) black box, gray box, and white box; (2) parametric and
non-parametric; and (3) linear SI, nonlinear SI, and evolutionary SI. A study of the
literature also reveals that extensive focus has been paid to computational intelli-
gence methods for modeling the output variables of the systems because of their
ability to formulate the models based only on data obtained from the system. It was
also learned that by embedding the features of several methods from different fields
of SI into a given method, it is possible to improve its generalization ability.
Popular variants of genetic programming such as multi-gene genetic programming
is suggested as an alternative approach with its four shortcomings discussed as
future aspects in paving way for evolutionary system identification.
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1 Introduction on System Identification

System identification (SI) is referred to as the phenomenon of building mathe-
matical models for the systems from the given input–output data. The notion of
modeling is applied to model the systems so as to understand their hidden behavior
and predict its characteristics. Modeling includes the systems, models, and mod-
eling methods, which can also be studied under the field of SI. The systems
modeled can be manufacturing processes such as turning, vibratory finishing, and
additive manufacturing, etc., or chemical processes such as fuel cell, reactors, or
such as those involving the study of mechanical and thermal properties of graphene
and carbon nanotubes or the stock market and weather phenomenon, etc. Among
these processes, additive manufacturing processes (processes involves the fabrica-
tion of products from CAD data automatically), machining processes (material
removal processes), and vibratory finishing (material removal processes) are the
potential ones (Fig. 1). The working mechanisms behind these systems are gov-
erned by multiple input and output variables, which make these operating mech-
anisms complex. The cost involved in the execution of such systems is reasonably
high, and therefore it can be costly to measure the data. The motivation behind
analyzing the data is to find out the information from the system that can be vital for
optimizing the performance of the systems. Also, in an era of widespread devel-
opment of capital intensive systems with their complex operating mechanisms, the
need of modeling and optimization has been strengthened.

The work described in this manuscript is divided into four sections. Section 2
discusses the models and modeling methods classified under various fields of SI.
Section 3 discusses the alternativemethodology suggested in the latest trends in era of
SI. Finally, Sect. 4 concludeswith critical issues and future aspects in evolutionary SI.

2 Survey on Models and Modeling Methods

Models can be built based on analysis of variance (ANOVA), hypothesis tests or
using statistical, finite element or computational intelligence methods, etc. These
models are used in diversified fields from science to engineering to unveil the
hidden information for the practical understanding and realization of the system. To
formulate these models, a gamut of modeling methods such as regression analysis,
response surface methodology (RSM), partial least square regression, genetic
programming (GP), artificial neural network (ANN), fuzzy logic (FL), M5-prime
(M5′), support vector regression (SVR), adaptive neuro-fuzzy inference systems
(ANFIS), etc., can be applied [1–5]. The models should be accurate in prediction
and also should satisfy the system characteristics, i.e., not violate the system con-
straints. The generalization of data obtained from manufacturing systems is a
capability highly demanded by the industry. Higher generalization ability of the
model indicates that it has rightly captured the physics behind the system.
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Systems, models as well as modeling methods can be studied under various
classifications of SI [6, 7]. For example, modeling methods can be studied under the
three categories of modeling: gray box, white box, and black box (Table 1) [8].

Models and modeling methods can also be studied by the classification of SI into
linear, nonlinear, and evolutionary (Table 2) [6, 9–13]. Due to advent in

System Identification (SI)

Manufacturing Systems

Rapid
prototyping

Machining
processes

Nano-
systems

Linear/Non-linear/
Evolutionary SI

Fields ( Statisitcs, Econometrics, 
Machine learning, Statistical learning 

theory, Statistical process control, etc) 

Finishing
process

Grey box/
White box/
Black box

The procedure to solve SI problem 
requires solving two challenges:

1) Determination of an appropriate model 
structure

2) Estimation of model parameters for 
chosen model structure

In view of these two challenges, Evolutionary 
SI approach genetic programming is adopted 

Empirical modeling of Manufacturing Systems such as rapid 
prototyping, finishing process, machining processes and 

nanomaterial properties needs attention
because:

1) These systems are considered as the heart of engineering industry.
   2)  Robust models are still required for the better understanding of these 

systems.

Genetic Programming (GP)

Hybrid methods of GP 
developed to improve 

generalization

Trustworthiness of 
prediction ability of model 

on unseen samples

Variants of GP (MGGP, 
GEP,MEP, LGP, PGP, 

CGP, MGP, GNP) 
developed to improve 
performance of GP. 

Selection and genetic 
operators developed to 

improve population 
diversity and hence avoid 

local minimum

Systems Models/Modeling
methods

Development of Computational 
Intelligence Approach

Parametric and 
Non-parameteric

 Issue of Generalisation in 
MGGP

Model selection
Inappropriate procedure of 

formulation of MGGP 
model

Literature review

Inappropriate measure of 
complexity of MGGP 

model

Fig. 1 Fields categorized under SI
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development of capital intensive machines, the systems behave nonlinearly.
Therefore, the methods that fall within the category of nonlinear SI are frequently
being adapted by researchers to model these systems. However, these methods are
based on a prior assumption of a model structure, and the estimation of the large
number of coefficients of the model is not reliable.

In this perspective, an evolutionary SI method namely GP, is used, since it
evolves the model structure and its coefficients automatically [11, 14]. The third
route of studying the methods and models is by the classification of SI into various
fields (Table 3) such as statistics, econometrics, machine learning (ML), statistical
learning theory, statistical process control, chemometrics, etc. [7].

The modeling methods can also be studied under two categories: statistical and
computational intelligence (CI). Statistical methods consist of regression analysis,
RSM, partial least square regression, etc. [2, 15–17]. Statistical methods are based
on various statistical assumptions (pre-definition of form of a model, residuals
properties, etc.) which may not be a practical procedure to model the highly non-
linear dynamic systems. CI methods comprise advanced heuristic and optimization
methods such as GP, ANN, M5′, SVR, ANFIS, etc.

The study of modeling methods categorized under various classifications of SI
reveals that the CI methods are extensively being applied by researchers for

Table 1 Modeling procedures 1 of system identification

Black box Gray box White box

Models: no
assumption of model
Also referred as
empirical modeling

Models: differential equations, etc.
Involve coefficients estimation and is both
analytical and empirical

Models: Newton law
Also known as
analytical modeling

Methods: ANN, GP
and FL

Methods: optimization methods, statistical
methods, numerical methods

Derived from first
principles

Table 2 Modeling procedures 2 of system identification

Type of SI Models Modeling methods Remarks

Linear Linear polynomial Gradient, steepest
descent, Newton
method, etc.

Model form must be
pre-defined
Convergence difficult to
be obtained

Nonlinear Volterra, Weiner, block
oriented systems,
bilinear systems, etc.

Kernel method,
linear regression,
FFT, etc.

Model form must be
pre-defined
Only limited number of
coefficients can be
evaluated

Evolutionary GP tree GP Produce explicit models
without pre-definition of
any of its form
Generate variety of forms
of models
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modeling nonlinear systems because these methods have the ability to formulate the
models from the given data without the need for incorporation of any other prior
knowledge about the systems. More efficient CI methods have been developed by
clustering the features of two or more methods. For example, the hybrid methods:
GA-FL, GA-ANN, FL-ANN, particle swarm optimization (PSO)-ANN, etc., are
able to predict the systems output accurately [16, 18–25]. The M5′ method used to
build regression trees has the prediction accuracy on par with that of ANN but the
researchers have not studied this method comprehensively [26, 27].

3 Genetic Programming for System Identification

Among CI methods, GP, also popularly known as evolutionary SI method, pos-
sesses a unique feature of generating the explicit models with just a prior adjust-
ment of fewer settings such as the functional and terminal set. In addition, the

Table 3 Modeling procedures 3 of system identification

Fields Models Modeling methods Remarks

Statistics Z, t, F and
chisquare
distributions

Regression,
correlation, and factor
analysis

Pre-assumption of the model
structure, not suitable for
modeling nonlinear systems

Econometrics ARIMA,
tobit, etc.

Mainly statistical
methods

Need expertise for making
decisions from the statistical
models

Time series ARIMA, GP,
SVR and
ANN

FFT, ANN, GP and
SVR

Modern heuristic methods are
mainly considered

Statistical
learning
theory

SVR model Regularization
networks and SVM

Includes new measure of
performance of model such as
ERM and SRM. Well known
for providing generalization
ability

Machine
learning (ML)

Decision
trees, ANN,
SVR, GP and
kNN

SVM, GP, M5,
RIPPER, CN2, ANN
and kNN

No pre-assumption of model
structure
Adapt to the nonlinearity of the
systems. Implementation of
methods require expert
knowledge

Chemometrics Polynomials,
ANN, SVR,
GP and kNN

DOE, signal
processing PLS, PCA,
MDS, ANN, SVR, GP
and kNN

Emphasis on pre-processing of
the data and validation of the
model

Data mining
(DM)

CRISP,
SEMMA and
six-sigma

Statistical charts,
variable reduction
methods and
visualization methods

Finding hidden patterns in the
data
Highly crucial in banks and
industries
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mechanism of model formulation is not based on any statistical assumptions. The
procedure is similar to GA and being extensively used as a structural optimization
methodology. Extensive literature of GP in modeling of nonlinear systems is found.
Researchers have developed hybrid approach of GP such as GA-GP [28],
Clustering-GP [29], FEM-GP [30], GP-OLS [31], GP-SA [32], etc., for improving
its generalization ability. New selection schemes and genetic operators for muta-
tion, crossover, and reproduction have been developed [33]. In the past years, many
variants of GP such as linear genetic programming, probabilistic genetic pro-
gramming, multi-expression genetic programming, Cartesian based genetic pro-
gramming (C-GP), gene expression programming (GEP), multi-gene genetic
programming (MGGP), etc., have been developed [33]. The development of these
variants involves the combination or extraction of the features from the other CI
methods. Therefore, it can be hypothesized that by learning the features of several
other modeling methods under the various modeling procedures of SI, it can thus
provide a scope to develop a robust GP methodology. Among those variants
developed, the MGGP method, which uses multiple sets of genes for the formu-
lation of a model, is primarily focused.

4 Critical Issues and Future Aspects in Genetic
Programming

Based on the preliminary applications of MGGP [34–38], it was found that the
generalization is the main problem, due to which its applications have not gained
much prominence. High generalization refers to the satisfactory performance of the
model on the testing (unseen) data samples. The past applications of the MGGP
include the manufacturing processes, soil mechanics, etc. [39]. However, it would
be interesting to work on development of a robust MGGP methodology to model
the highly dynamic and nonlinear systems such as the fuel cell systems, where there
are high uncertainties in the system due to the external/uncontrollable factors such
as the temperature.

In addition, while the authors were working closely with a major manufacturing
industry (i.e., Rolls Royce), it is learned that the industry is keen to develop the
robust functional expressions, which can take into account the uncertainties in the
systems, easily optimized analytically and can be integrated into the system [40] for
its improved monitoring. Moreover, there is also a demand for the development of
user-friendly graphical user interface (GUI) software for the implementation of GP
[33, 41].

Hence, the future work for authors is to work on different CI methods, specif-
ically MGGP and develop robust (Fig. 1) GUI for it [42].
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Appendix

See Fig. 1.
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Grid Integration of Small Hydro Power
Plants Based on PWM Converter
and D-STATCOM

Swayam Samparna Mishra, Abhimanyu Mohapatra
and Prasanta Kumar Satpathy

Abstract In this paper, the problems posed during the integration of small hydro
power generating units with the existing power grid are smoothly handled. The
proposed scheme considers a pulse width modulated (PWM) converter and an
improved D-STATCOM. The results obtained from MATLAB-Simulink-based
simulation successfully validate the smooth interfacing of small hydro power units
with the grid.

Keywords Small hydro integration � PWM converter � D-Statcom

1 Introduction

India is considered as a bulk producer of hydroelectricity in the global scenario.
There are plenty of scopes in India for installation of small, mini, and micro-hydro
power plants. However, the bottleneck lies with smooth exchange of the generated
power by the renewable energy sectors into the existing system. Microgrids are
often suitable for this purpose as they can operate either in grid-connected mode or
in islanded mode of operation or both of them. Microgrids are also very flexible and
reliable in their operation. However, the microgrid integration is also not free from
disadvantages due to the presence of long distance transmission, variable losses in
lines, frequent voltage fluctuation at the buses, and poor power quality. The major
thrust behind the motivation for setting up of microgrid projects is to provide cheap
and secured electricity in remote rural areas and at the same time to reduce the
amount of environment pollution due to green house gas emission.
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Among various issues related to power quality problems, voltage sag or voltage
swell is the most common occurrences in any power system. The magnitude of
voltage sag and/or voltage swell usually lies in the range of 10–90% of nominal
voltage with time period of one cycle to one minute.

Such events may be caused due to initiation of faults in the system or due to the
event of starting of large industrial motor loads. Harmonic currents in distribution
system can also affect power quality by causing harmonic distortion, low power
factor, and additional losses in form of heating in the electrical equipment. Among
the variety of methods available for improvement of power quality of the system,
the use of distribution static compensator (D-STATCOM) is most effective.

The D-STATCOM can also sustain reactive current at low voltage, hence it can
also be used as a voltage and frequency support for the system. The D-STATCOM
is also capable of providing high speed control of reactive power to provide voltage
stabilization in power systems. In this context, this paper mainly covers the various
issues that will strengthen the economics of microgrids. This paper also identifies
enabling technologies for efficient interfacing and smooth operation of microgrids
in the smart grid environment. A new PWM-based control scheme has been
implemented to control the electronic valves in the D-STATCOM.

2 Modeling of SHPs for Microgrid Interfacing

Rayes Ahmad et al. [1] presented the simulation model of a typical canal-type small
hydroelectric power plant. The various components of small hydroelectric plant like
open channel, governor and semi-Kaplan turbine, synchronous generator, exciter
are being considered for modeling. Rama Rao et al. [2] presented the modeling of
solar and hydro hybrid energy sources. Meshram et al. [3] carried out the simulation
modeling of grid-connected DC-linked PV/hydro hybrid system. Almoataz et al. [4]
provided control algorithm for a three-phase grid-connected photovoltaic system in
which an inverter designed for grid-connected photovoltaic arrays can synchronize
a sinusoidal current output with a voltage grid. Nagapadma et al. [5] presented the
current control methods to produce a sinusoidal AC output. The main task of the
control systems in current regulated inverters is to force the current vector in the
three-phase load according to a reference trajectory. Satpathy et al. [6] explained the
use of static VAR compensators (SVCs) to overcome these practical limitations
encountered by SHPs so as to ensure smooth evacuation of every unit of real power
generated by such units to the neighboring grid in a grid-connected power system
scenario. Singh et al. [7] presented the brief description of the operation and control
of microgrid, the voltage and power regulation and energy management in
microgrid and highlighted the simulation works done for the different load models
of microgrids. Kozhi et al. [8] highlighted the architecture of microgrids, which is
driven by renewable sources to tackle the power outages. Ravichandrudu et al. [9]
explained the small hydro generation unit and a wind farm that contains nine
variable speed, doubly fed induction generator based wind turbines. Mithilesh et al.
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[10] explained the role of D-STATCOM and located it at load side in the electrical
distribution system so as to maintain the power quality. Kiran Kumar et al. [11]
presented the enhancement of voltage sags/swell, harmonic distortion and low
power factor using D-STATCOM. The model is based on the voltage source
converter (VSC) principle. The D-STATCOM injects a current into the system to
mitigate the voltage sags/swell to improve harmonic distortion and low power
factor. Molavi et al. [12] proposed a method to extract the active and reactive parts
of the positive and negative sequence component for generating reference values of
current that needs to be injected into the D-STATCOM in order to compensate the
voltage errors. Robert H. Lasseter et al. [13] explained that sources of microgrid
could operate in parallel to the grid or in island, providing UPS services and could
be intentionally disconnected when the quality of power from the grid falls below
certain standards. Lopes et al. [14] described the evaluation of the feasibility of
control strategies to be adopted for the operation of a microgrid when it becomes
isolated.

Although the components of microgrid units are fairly well understood, the
system as a whole involves lot of complications. When several components are
assembled to form a microgrid, the system behavior becomes unpredictable. This
being the case, modeling the system and simulating it in order to develop an
appropriate control system, is the heart of microgrid research. Nowadays, several
research groups around the world are investigating the feasibility and benefits that
the microgrids may provide. Some problems are also encountered, which includes
the effects due to unbalanced loads and harmonics associated with the system.

In this work, the authors intend to address such problems by detailing the
modeling of the microgrid with a small hydro power plant interfacing for the
investigation of the voltage, current active, and reactive power responses. The
equivalent circuit and the phasor diagram are important tools to understand and
study the power system stability phenomena. The equivalent per phase circuit of a
generator connected to a strong grid is shown in Fig. 1 and the corresponding
phasor diagram is shown in Fig. 2. The small hydro power plant considered in this
paper also contains various subsystems for obtaining smooth control during grid
integration of the plant. These subsystems are modeled as indicated in Figs. 3, 4, 5,
and 6.

Given an infinite grid with voltage 1 pu, the current can be expressed as shown
in Eq. (1). Knowing the current, the infinite grid voltage, and the q-axis syn-
chronous reactance, the induced q-axis synchronous voltage can be found. The
angles u and d are the angles of I and Eq, respectively, relative to Vs.

I ¼ P� jQ ð1Þ

Fig. 1 Equivalent circuit of a
generator connected to a
strong grid
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Eq ¼ Vs þ jXqI ð2Þ

u ¼ tan�1 �ImðIÞ
ReðIÞ

� �
ð3Þ

d ¼ tan�1 �ImðEqÞ
ReðEqÞ

� �
ð4Þ

Fig. 2 Phasor diagram of a generator connected to a strong grid

Fig. 3 Hydraulic turbine and governor subsystem

Fig. 4 Servo motor subsystem
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Vq ¼ Vg

�� �� cos dg ð5Þ

Vd ¼ � Vg

�� �� sin dg ð6Þ

Id ¼ � Ij j sin dg þu
� � ð7Þ

Iq ¼ Ij j cos dg þu
� � ð8Þ

The d-axis and q-axis components of the terminal voltage and current can now
be found, from the generator voltage Vg, the angles d and u and the current
I. Knowing the d-axis component of the current and the d-axis reactance, the
induced voltages Eq and E1

q in steady state and transient, respectively, can be found
as follows:

Eq ¼ Vs cos dg � jXdId ð9Þ

Fig. 5 Hydraulic turbine subsystem

Fig. 6 Excitation subsystem
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E1
q ¼ VS cos dg � jX1

d Id ð10Þ

x ¼ 2pf ð11Þ

3 Problem Formulation and Simulation

The entire simulation system for the transient analysis of the proposed small
hydroelectric power plant has been developed in a MATLAB/Simulink-based
platform. In this section, the integration problems and methods are described in
detail, which uses an AC–DC–AC sine PWM converter. These inverters are capable
of producing variable frequency AC voltages having desirable magnitude. The
quality of output voltage can also be improved as compared with those of square
wave inverters. The layout of the model for the proposed integration of the SHP
plant with the existing grid is shown in Fig. 7, and the exact MATLAB/Simulink
model of the same is shown in Fig. 8 (for the sake of clarity, an enlarged form of
this figure is also given in Appendix, i.e., Fig. 21). The details of simulation model
for the D-STATCOM used in this paper is shown in Fig. 9 and the necessary details

Fig. 7 Layout of the proposed model for Grid integration of SHP plant
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of simulation model for the three-level voltage source converter (VSC) used in this
paper is shown in Fig. 10. The details of simulation model for the PWM converter
used in this paper are shown in Fig. 11. The STATCOM consists of three-phase
bus, shunt transformer, VSC, and DC capacitor. Figure 12 shows the equivalent
circuit of the STATCOM.

Fig. 8 MATLAB/Simulink model for the proposed model

Fig. 9 MATLAB/Simulink model for the D-STATCOM

Grid Integration of Small Hydro Power Plants … 623



The loop equation for the STATCOM circuit is written in vector form as
Eq. (12) and the output of the STATCOM is given by Eq. (13).

diabc
dt

¼ �xsRs

Ls
iabc þ xs

Ls
Eabc � Vabcð Þ ð12Þ

Fig. 10 MATLAB/Simulink model for the voltage source converter

Fig. 11 MATLAB/Simulink model for the PWM converter
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Ea ¼ Vdc cos xtþ að Þ ð13Þ

In the circuit shown in Fig. 12, Rs and Ls represent the STATCOM transformer
resistance and inductance, respectively. Similarly, Eabc represents the converter AC
side phase voltages, Vabc is the system-side phase voltages, iabc is the phase cur-
rents, and Vdc, Idc, Pdc are, respectively, the DC voltage, current, and DC power.
Further, it may be noted that ‘a’ is the phase angle between bus voltage and
converter output voltage. The STATCOM used in this model injects real and
reactive power, which is represented by Pac and Qac, respectively.

When a voltage source converter is connected to a grid as a STATCOM without
energy storage, the power flow between the converter and the grid should be
controlled such that the voltage at the connection point is maintained at a certain
level and at the same time the converter DC side voltage is kept at a reasonable and
relatively constant value to ensure successful converter operation. The power
control of a three-phase PWM converter can be achieved either with or without an
inner current control loop. Among all the current control strategies, deadbeat
control is probably the most effective one and is widely used. Therefore, an inner
current deadbeat control loop is employed in the converter control in this paper
along with a novel flux modulation scheme for the switching control of the con-
verter bridge. The simulation results in form of various responses are presented in
the Appendix in form of Figs. 13, 14, 15, 16, 17, 18, 19, and 20. It may be observed
from Figs. 13 and 14 that the SHP output voltage and current in the absence of the
STATCOM are continuously increasing with respect to time, which is a highly
unstable phenomenon. However, in presence of the STATCOM, the voltage and
current waveform are more stable. From the simulation results of Figs. 15 and 16,
we may conclude that the PWM converter injects almost harmonic less voltage to

Fig. 12 Equivalent circuit model of STATCOM
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the main grid while the STATCOM is in operation. Hence the stability of voltage is
almost achieved at the point of common coupling (PCC). From the active and
reactive power responses shown in Figs. 17 and 18, it can be clearly verified that
the STATCOM not only compensates the reactive power but also reduces the
fluctuations in active power plot. Hence, the STATCOM improves the power

Fig. 13 Output V and I response of SHP without D-STATCOM

Fig. 14 Output V and I response of SHP with D-STATCOM
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handling stability. Also, the presence of STATCOM improves the load side voltage
and current profile, as indicated in Figs. 19 and 20. Therefore, the STATCOM is
immensely helpful for improving voltage profile by reducing the harmonics.

Fig. 15 Output V and I response of PWM converter without D-STATCOM

Fig. 16 Output V and I response of PWM converter with D-STATCOM
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Fig. 17 Power at load side (P and Q) without D-STATCOM

Fig. 18 Power at load side (P and Q) with D-STATCOM
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4 Conclusion

The basic aim of this work is to model a small hydro power plant in order to
integrate the same with the grid through a D-STATCOM. This scheme is very
flexible in the sense that transfer of power between the plant and the grid becomes
convenient with easy compensation of reactive power and the power quality also
gets improved due to reduction of harmonics in the voltage and current waveforms.
This scheme validates the above findings through the analysis of the true behavior
of voltage, current, and the active/reactive power profiles in the simulated
MATLAB platform. The PWM converter with a voltage regulator is perfectly

Fig. 19 V and I response at load side without D-STATCOM

Fig. 20 V and I response at load side with D-STATCOM
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modeled and simulated, which is further utilized as the grid interfacing converter of
the small hydro power plant. The D-STATCOM has great influence on the behavior
of the hydro power plant as in improving the output voltage and current profile. The
details concerning the voltage source converter and the controller of the
STATCOM structures is thoroughly discussed, which makes it easier to decide the
exact parameters for the Simulink model. The parameters found through studying
the simulated response seems to be satisfying, as the voltage response of the
simulation model is regulated and the reactive power is nicely compensated with
lesser harmonic contents.

Appendix

See Figs. 13, 14, 15, 16, 17, 18, 19, 20 and 21
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Pragmatic Investigation on Performance
of Instance-Based Learning Algorithms

Bharathan Venkatesh, Danasingh Asir Antony Gnana Singh
and Epiphany Jebamalar Leavline

Abstract In the recent past, there has been increasing usage of machine learning
algorithms for classifying the data for various real-world applications such as
weather prediction, medical diagnosis, network intrusion detection, software fault
detection, etc. The instance-based learning algorithms play a major role in the
classification process since they do not learn the data until the need of the devel-
oping the classification model. Therefore, these learning algorithms are called as
lazy learning algorithms and implemented in various applications. However, there
is a pressing need among the researchers to analyze the performance of various
types of the instance-based classifier. Therefore, this chapter presents a pragmatic
investigation on performance of the instance-based learning algorithms. In order to
conduct this analysis, different instance-based classifier namely instance-based one
(IB1), instance-based K (IBK), Kstar, lazy learning of Bayesian rules (LBR),
locally weighted learning (LWL) are adopted. The performance of these algorithms
is evaluated in terms of sensitivity, specificity, and accuracy on various real-world
datasets.
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1 Introduction

Nowadays, the data are becoming precious ones to analyze and understand the
needs and wants of the people to render high quality services and to produce quality
goods based on their needs and wants. In the last decade, the organizations generate
data massively through the growth of information and communication technologies.
The generated massive data are analyzed for making decision and prediction.
Processing these massive data is a challenging task among the researches, and also
the accuracy of the prediction and decision making is very important. Since, the
inaccurate predictions or classification or decision making can induce physical or
material losses in the business and organization. The prediction or classification can
be carried out using supervised learning algorithms. These supervised classification
algorithms can be categorized based on the nature of learning methodology used to
learn the data for developing the model such as probabilistic-based, decision
tree-based classification, rule-based, meta-based classification, etc.

The probabilistic-based learning algorithm predicts the class label from the
sample input over a set of classes, it provides the classification with higher cer-
tainty. The best example for the probabilistic-based supervised learning algorithm is
Bayesian learning algorithm. In Bayesian classification algorithm, the Bayes the-
orem is used to predict the class label. The main advantage of this method is that it
takes lesser time and effort for classification. However, the major disadvantage is
the computational overhead involved in specifying prior probability. In decision
tree-based classification, the tree structure represents the classification of data. In
the tree structure, the leaves represent class labels, branches represent conjunctions.
This decision tree is used for prediction or classification or making decision on the
given data. The main advantages of this method are easy to understand, it can adopt
both numerical and categorical data. The major drawback of this method is that it is
a NP complete problem and there are chances to create complex trees. In rule-based
learning algorithm, the given data is classified based on IF-THEN rules. IF repre-
sents the precondition, THEN is the rule consequent. The instance-based learning
algorithms uses the training data directly, the class label are predicted without using
any rules. The major advantages are they do not use predefined rules for classifi-
cation or prediction and only the training data is used to predict class label. The
meta-based classification is a general strategy that combines a number of separate
learning processes.

In the machine learning research area, different types of supervised machine
learning algorithms have been developed by various researches especially in the
instance-based learning algorithm. Identifying the suitable machine learning algo-
rithm in the instance-based machine learning algorithm is a pressing need to the
researches community. Hence, this chapter conducts the pragmatic investigation on
various instance-based machine learning algorithms to identify the better learning
algorithm for the classification task. The rest of the chapter is organized as follows:
Section 2 presents the literature review of various machine learning algorithms.
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Section 3 explains the experimental setup and experimental procedure. Section 4
discusses the results and Sect. 5 concludes this chapter.

2 Literature Review

This section presents various research works concerned to the development clas-
sification models that are developed by various researches for different applications.
In general, some of the researchers deal with the probabilistic-based classification
approach. Aggarwal et al. [1] provides the literature review on uncertain data
mining and uncertain data management applications by considering the problem of
classification and clustering. Wai Ho Au et al. [2] proposed a new data mining
algorithm called data mining by evolutionary learning (DMEL) to handle classifi-
cation problems. In this approach, the predictions can be estimated accurately.
Akhlagh et al. [3] suggested that the temporal sequence along with a probabilistic
approach based on Bayes theorem is applied to obtain prediction accuracy. Some of
the researchers worked with the decision tree-based classification approaches.
Ouyang et al. [4] focuses on continuous attributes handling for mining data stream
with the concept of drift. Li et al. [5] proposed a decision tree classifier system that
uses binary search trees to handle numerical attributes. Kumar et al. [6] compares
the performance of decision tree (CHAID, QUEST & C5.0) and artificial intelli-
gence neural network-based classifiers (ANN) in diversity of datasets.

Some of the researchers deal with instance-based classifiers. Hai Zhai et al. [7]
discussed an instance selection method with supervised clustering with the intention
to select an instance belonging to the boundary of clusters. Sane et al. [8] deals with
a new wrapper method using the concept of instance to detect outliers with the use
of neural network. Some of the researches compared the classification algorithm
with other classification algorithms based on their performance such as rule-based
approach. Lakshmi et al. [9] proposed two efficient techniques called PSTMiner and
PSToswmine for prediction of data streams. Mohammead et al. [10] suggested the
rule-based data mining for classification, which is good in predicting phishing
websites from legitimate one. AIwen et al. [11] presented the rule-based gene
expression data classifier called BSTC, handles datasets with any number of class
types easily.

Some of the researchers deal with the meta-based approaches. Sun et al. [12]
investigated the principle concepts and methodologies of mining the heterogeneous
information networks. Mohapatra et al. [13] proposed design techniques that enable
the hardware implementation of meta-functions to scale more gracefully under
voltage over-scaling. Abe et al. [14] introduces a constructive meta-learning system
to choose proper learning algorithms for the data classification. Some of the
researchers deal with the Bayes-based approaches. Chen et al. [15] investigated the
effects between multimedia data mining and text data mining. Gupta et al. [16] have
applied Bayes classification method to classify large amount of data and the
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efficiency is also measured by their accuracy, F-measure, and number of iterations.
Muhammed et al. [17] presented a predictive model as an artificial diagnosis for
heart diseases based on the measure of individual using naïve Bayes classification.
The authors discussed different approaches to improve the accuracy of the classi-
fiers [18–22].

3 Experimental Setup and Experimental Procedure

The experiments are conducted using Weka data mining tool [23]. In order to
validate the performance of the instance-based machine learning algorithms namely
instance-based one (IB1), instance-based K (IBK), Kstar, lazy learning of Bayesian
rules (LBR), locally weighted learning (LWL) on the various datasets collected
from the UCI dataset repository [24]. The details of the datasets are listed in
Table 1. The performance of the learning algorithms is evaluated in terms of
sensitivity, specificity, and accuracy. The experiment is conducted as shown in
Fig. 1. Initially, the dataset is given to the classification algorithms and the machine
learning (ML) models are generated. The model is then evaluated in terms of
sensitivity, specificity, and accuracy as expressed in Eqs. (1), (2), and (3). For the
evaluation, the 10-fold cross validation method is used.

Sensitivity SNð Þ ¼ TP=P ¼ TP= TPþ FNð Þ ð1Þ

Table 1 Details of the datasets

S. no Dataset Instances Features Classes

1 Breast-cancer 286 10 2

2 Diabetes 768 9 2

3 Ionosphere 351 35 2

4 Super market 4627 217 2

5 Weather-symbolic 14 5 2

6 Vote 435 17 2

7 Tic-tac-toe 958 9 2

8 Cylinder-bands 512 39 3

9 Lung-cancer 32 56 3

10 Sick 3772 29 2

11 Heart-statlog 270 13 2

12 Liver-disorders 345 7 2
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Specificity SPð Þ ¼ TN=N ¼ TN= TNþ FPð Þ ð2Þ

Accuracy ACð Þ ¼ TPþTNð Þ= TP þ FP þ FN þ TNð Þ ð3Þ

where

P Positive instances,
N Negative instances,
TP True positive,
TN True negative,
FP False positive, and
FN False negative.

4 Results and Discussion

This section shows the results obtained from the experiment and discusses the
results. The results are obtained in terms of sensitivity (SN), specificity (SP), and
accuracy (AC). Table 2 shows the sensitivity of the instance-based learning

Fig. 1 Experimental setup
and procedure
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algorithms IB1, IBK, Kstar, LBR, and LWL. Figure 2 shows the average sensitivity
of the IB1, IBK, Kstar, LBR, and LWL. Table 3 shows the specificity of the
instance-based learning algorithms IB1, IBK, Kstar, LBR, and LWL. Figure 3
shows the average specificity of the IB1, IBK, Kstar, LBR, and LWL. Table 4
shows the accuracy of the instance-based learning algorithms IB1, IBK, Kstar,
LBR, and LWL. Figure 3 shows the average accuracy of the IB1, IBK, Kstar, LBR,
and LWL.

Table 2 Sensitivity of the machine learning algorithms with respective dataset

S. no Dataset Instance-based learning algorithms

IB1 IBK Kstar LBR LWL

1 Breast-cancer 098.01 075.63 098.02 079.81 080.60

2 Diabetes 100.00 100.00 100.00 100.00 081.98

3 Ionosphere 100.00 100.00 100.00 100.00 100.00

4 Super market 099.39 099.75 063.71 099.75 099.75

5 Weather-symbolic 100.00 100.00 100.00 090.00 100.00

6 Vote 100.00 099.62 099.62 096.26 098.06

7 Tic-tac-toe 074.37 100.00 100.00 099.65 056.47

8 Cylinder-bands 100.00 100.00 100.00 100.00 100.00

9 Lung-cancer 100.00 100.00 100.00 077.77 100.00

10 Sick 100.00 100.00 100.00 100.00 099.27

11 Heart-statlog 100.00 100.00 100.00 082.75 082.75

12 Liver-disorders 100.00 100.00 100.00 057.63 057.63

Average sensitivity 97.64 97.91 96.77 90.30 88.04

Fig. 2 Comparison of the
average sensitivity of machine
learning algorithms
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Form Table 2 and Fig. 2, it is observed that the IBK performs better than other
machine learning algorithms when compared in terms of average sensitivity.
The LWL produces lesser average sensitivity than other machine learning algo-
rithms. From Table 3 and Fig. 3, it is observed that Kstar performs better than the
other machine learning algorithms in terms of average specificity. The LWL pro-
duces lesser average specificity than other machine learning algorithms. From
Table 4 and Fig. 4, it is observed that IB1 performs better in terms of average
specificity. LWL produces lesser specificity than other machine learning algorithms
compared in terms of average specificity.

Table 3 Specificity of the machine learning algorithms with respective dataset

S. no Dataset Instance-based learning algorithms

IB1 IBK Kstar LBR LWL

1 Breast-cancer 096.42 056.25 097.59 060.29 074.07

2 Diabetes 100.00 100.00 100.00 100.00 065.32

3 Ionosphere 100.00 100.00 100.00 100.00 079.78

4 Super market 077.25 077.34 100.00 100.00 100.00

5 Weather-symbolic 100.00 100.00 100.00 100.00 100.00

6 Vote 099.40 100.00 098.23 094.61 092.09

7 Tic-tac-toe 099.81 099.84 100.00 099.84 074.80

8 Cylinder-bands 099.68 099.68 100.00 099.68 065.96

9 Lung-cancer 100.00 100.00 100.00 091.30 100.00

10 Sick 100.00 100.00 100.00 100.00 066.23

11 Heart-statlog 100.00 100.00 100.00 076.00 076.00

12 Liver-disorders 100.00 100.00 100.00 069.15 069.15

Average specificity 97.71 94.42 99.65 90.90 80.28

Fig. 3 Comparison of the
average specificity of machine
learning algorithms
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5 Conclusion

This chapter presented a pragmatic investigation on performance on instance-based
machine learning algorithms for data classification. In order to observe the per-
formance of various instances-based learning algorithms, various datasets are col-
lected from the UCI repository. Then each algorithm is tested on the dataset in
terms of sensitivity, specificity, and accuracy. From this empirical investigation, it
is observed that the IBK, Kstar, and the IB1 produces better performance compared
to other algorithms in terms of average sensitivity, specificity, and accuracy,

Table 4 Accuracy of the machine learning algorithms with respective dataset

S. no Dataset Classification algorithm

IB1 IBK Kstar LBR LWL

1 Breast-cancer 097.55 072.37 097.90 075.17 079.37

2 Diabetes 100.00 100.00 100.00 100.00 076.04

3 Ionosphere 100.00 100.00 100.00 100.00 083.76

4 super market 089.08 089.34 073.34 099.85 099.85

5 Weather-symbolic 100.00 100.00 100.00 092.85 100.00

6 Vote 099.77 099.77 099.08 095.63 095.63

7 Tic-tac-toe 090.40 099.89 100.00 099.78 068.43

8 Cylinder-bands 099.81 099.81 100.00 099.81 070.18

9 Lung-cancer 100.00 100.00 100.00 087.50 100.00

10 Sick 100.00 100.00 100.00 100.00 096.55

11 Heart-statlog 100.00 100.00 100.00 079.62 079.62

12 Liver-disorders 100.00 100.00 100.00 064.34 064.34

Average accuracy 98.05 96.76 97.52 91.21 84.48

Fig. 4 Comparison of the
average accuracy of machine
learning algorithms
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respectively. The performance of LWL is poor compared to other algorithms in
terms of sensitivity, specificity, and accuracy.
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Identifying Sensitive Attributes
for Preserving Privacy
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Abstract In recent past, the data are generated massively from medical sector due
to the advancements and growth of technology leading to high-dimensional and
massive data. Handling the medical data is crucial since it contains some sensitive
data of the individuals. If the sensitive data is revealed to the adversaries or others
then that may be vulnerable to attack. Hiding the huge volume of data is practically
difficult task among the researchers. Therefore, in real life only the sensitive data
are hidden from the huge volume of data for providing security since hiding the
entire data is costlier. Therefore, the sensitive attributes must be identified from the
huge volume of data in order to hide them for preserving the privacy. In order to
identify the sensitive data to hide them for providing security, reducing the com-
putational and transmission cost in secured data transmission, this chapter presents
a pragmatic approach to identify the sensitive attributes for preserving privacy. This
proposed method is tested on the various real-world datasets with different classi-
fiers and also the results are presented.
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1 Introduction

In the recent past, the growth rate of medical sector is increased in terms of size and
technology. Transmitting the medical related documents in a secured manner is a
challenging task among the researchers since the data are of high volume. Providing
security for the entire data is impractical for secure data transmission and it is a
challenging task since hiding the huge volume of data is highly expensive and
difficult. Hence, the necessary or sensitive data are identified from the huge volume
of data. Only the sensitive data are hidden rather than the entire volume of data so
that cost for providing security is reduced for secured data transmission. Thus, the
privacy of the data is preserved. The sensitive attributes present in the huge volume
of data can be identified using variable or feature selection.

The feature selection is a process of identifying the sensitive or relevant attri-
butes from a high-dimensional space. The feature selection can be classified as
filter, wrapper, and embedded methods. The filter method will not use any machine
learning algorithm for identifying sensitive attributes. The wrapper method uses a
machine learning algorithm for evaluating the selected sensitive attributes. The
embedded method uses a part of the machine learning algorithm for identifying
sensitive attributes from a high-dimensional data. This chapter presents a
filter-based feature selection method to identify the sensitive attributes for pre-
serving the privacy in data for secure data transmission. The rest of the chapter is
organized as follows: Section 2 reviews the literature related to the proposed
method. Section 3 details the proposed method and its implementation. Section 4
explores the experimental setup. Section 5 illustrates and discusses the results.
Section 6 concludes this chapter.

2 Literature Review

Xinhua et al. presented a systematic framework for sharing a sensitive data in a
secured manner on big data platform. In order to achieve the security in data
transmission, they have used heterogeneous proxy re-encryption algorithm namely
virtual machine monitor (VMM) and also illustrated the systematic framework for
secured data transmission and storage on cloud [1]. Shucheng Yu et al. presented an
improved cipher text policy attribute-based encryption (CP-ABE) scheme for
secured data sharing. It avoids the chosen cipher text attacks. This scheme also is
applicable for key policy attribute-based encryption for providing secured data
transmission [2]. Sophia et al. presented a literature review on various crypto-
graphic approaches for securing big data in cloud computing environment and also
they presented a model for big data analytics with cloud computing. They presented
various cryptographic techniques that are used for securing big data on cloud and
the cryptographic techniques and compared in terms of adversary type, confiden-
tiality, and integrity [3]. Asmaa et al. presented a scheme to share the data and
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knowledge in the health information technology. Adding and deleting the medical
information often leads to leakage in the sensitive attribute. The privacy mechanism
is provided to protect those data using generalization technique using
K-Anonymization model [4]. Lei Eu et al. stated that the fast development of data
mining technology has a serious threat on security on sensitive information. PPDM
technique is to perform the data mining algorithms for giving the security on data.
In data mining applications, there are four different types of users involved for
exploring the privacy-preserving approach. Game theoretical approaches are pro-
posed for analyzing the communications between the different user in a data mining
and every user has their own valuation on the sensitive data [5].

Fang et al. presented that data may lead to leakage while storing and transmitting
the data and gives a serious threat to organizational and personal security. Day by
day, the data and the information are widely increasing, to protect the sensitive data
by using the screening algorithm. This enables the privacy-preserving method to
minimize the exposure of sensitive information when detecting and uses new
mapreduce algorithm also for finding data leakage while computing collecting
intersection [6]. Xuyun et al. presented a paper processes huge amount of data by
mapreduce concept. A new technique is needed in the mapreduce to protect the
sensitive information on cloud. More number of privacy sensitive information are
scattered in the cloud. In the existing approaches, the privacy for processing data is
provided by mapreduce using the access control mechanism or encryption tech-
nique. These techniques fail to protect the privacy cost consumption while sharing
the data. They proposed a scalable and cost effective privacy-preserving layer
(PPL) framework is applying on the mapreduce in cloud [7].

Ji-Jiang Yang et al. stored the individual patient details on cloud which raised a
serious concern on privacy preserving. There are three categories followed in their
work: privacy by policy, privacy by statistics, and privacy by cryptography. The
requirement of data utilization and privacy concerns on various parts of the medical
dataset is quite different. Also this paper proposed a vertical data partition, data
merging, and integrity checking, and hybrid search across plaintext and cipher text
that provides the privacy for multiple paradigms for large scale medical data access
and sharing [8]. Tamas et al. presented a scheme to protect multiple sensitive
attributes by k-anonymity and l-diversity. The existing systems concentrated on
single attribute only. So they proposed a new model of extended the k-anonymity
and l-diversity method for protecting the multiple sensitive attributes [9].

Xinjing et al. presented the PPDM and set a new trend in privacy, security, and
data mining research. This paper insisted on altering the original data in PPDM by
developing the algorithms so the privacy data and the knowledge are kept private
even after mining. They used the collision behavior in PPDM and it gives the
collision resistant protocol in terms of the penalty function mechanism [10].
Prabhakaran et al. defined a cloud storage system which provides storing and
retrieving a large amount of data. This paper is presented for managing the medical
datasets on cloud. Personal health record (PHR) is useful for the patients throughout
their life which is convenient and secured for selected caregivers. PHR machine
gives a new architectural solution for health records. Patients can upload their data
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for accessing and sharing the same through virtual machine (VM) [11]. Cong Wang
et al. presented a privacy-preserving public auditing system for data security in
cloud computing. Third-party auditor (TPA) is used to check the integrity of data.
TPA performs the auditing for many users efficiently. TPA would not have the
knowledge of data content while auditing process [12].

Niyati et al. defined about a healthcare industry which is always large and
sensitive. The health care data need to be handled carefully; so many data mining
techniques are used in the industry. This paper proposed various classification
techniques for providing better accuracy, sensitivity, and specificity percentage
[13]. Nagendra kumar et al. presented a technique to preserve privacy of the sen-
sitive data of individuals. This paper proposed a k-anonymity algorithm which
considers all the sensitive values are the same; this may leads to some issues like
information loss, data utility and privacy. So they need to provide a method with
minimum data loss and maximum data utility. A sensitive attribute-based anon-
ymity method is used to avoid the suppression to increase the data utility [14]. Yali
Liu et al. presented a multilevel system known as sensitive information dissemi-
nation detection (SIDD) that is used to detect the dissemination of sensitive data by
an insider. In the existing work the insider used the exfiltrate data but in the
multilevel structure that provides a unified framework for detecting the leakage of
information. A statistical and signal processing technique is applied for outbound
sources to generate a signature. Then the signature is used to detect and prevent the
leakage by analysis. They proposed the scheme for both analogy and misusage of
detecting the information [15].

Ali Gholami et al. presented a survey of security and privacy in cloud com-
puting. It evaluates various cloud computing technologies like virtualization and
containers and also discussed various security challenges. Thus, the result of this
paper is in the area of privacy that is based on the cloud provider activities that is
orchestration, cloud provider service management layers, and physical resource
[16]. Cong Wang et al. presented an investigation on cloud storage system. To
ensure the data security in cloud, they proposed an effective and flexible distributed
system along with altering, concatenating and deleting the data. For giving the
redundancy parity and data dependent guarantee they proposed an
erasure-correction code in the file distribution. The homomorphic token scheme is
used to integrating the storage correctness values and data error localization, which
means the corruption of data or misbehaving the servers are detected when storing
the correctness verification has been done across the servers [17]. From the liter-
ature, it is observed that identifying the sensitive attributes is essential and pre-
serving the privacy also be essential for secure data transmission. In this paper, the
feature selection method is used to identify the sensitive attribute from a massive
data for preserving privacy and secured data transmission with less computation
cost. Danasingh Asir et al. presented several feature selection approaches for
improving accuracy of the classifier [18–22].
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3 Proposed Method and Implementation

This section explains the proposed method and its implementation. The flowchart
representation of the proposed algorithm is illustrated in Fig. 1. The proposed
method initially receives the dataset and calculates the chi-square statistical value
for each attribute for determining the sensitiveness of the attribute with respective to
the target class and calculates the threshold for separate the sensitive and the
nonsensitive attribute. Then the sensitive and nonsensitive attributes are given to the
classification algorithm to identify the level of significance in sensitive and non-
sensitive attributes.

Fig. 1 Flowchart representation of the proposed algorithm
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Algorithm 1 : Identifying sensitive and non-sensitive attributes 

Input: Dataset (D)

Output: Selected sensitive and Non-sensitive attributes

Step 1: Begin

Step 2: Read the dataset (D)

Step 3: Find the total number of attributes (TA)

Step 4: Calculate the chi-square value for each attribute of dataset D (Cv1, Cv2 ,..., CvTA) and rank        
them based on Cvi then the ranked indexed attributes are Ri where i=index of the ranked 
attribute

Step 5: Determine the threshold value (T) to separate the sensitive and non-sensitive attributes.
T= (TA/2), where TA = Total number of attributes

Step 6: Separate the sensitive and non-sensitive by if the Cvi => T then the ith attribute is sensitive                                
otherwise non- sensitive attributes.

Step 7: Identify the level of sensitivity by classifiers naive Bayes (NB), K-star, Multi – layer \
perceptron.

Step 8: End

The proposed method is worked with the Algorithm 1. In order to identify the
sensitive and nonsensitive attributes, initially the dataset is read. Then total number
of attributes (TA) is calculated. Then the chi-square value for each attribute of
dataset D (Cv1, Cv2, …, CvTA) is calculated and ranked based on Cvi. Ri is the rank
attribute array where i is the index of the ranked attributes. Then threshold value
(T) is determined as T = (TA/2), where TA is the total number of attributes to
separate the sensitive and nonsensitive attributes. The sensitive and nonsensitive
attributes are separated as follows. If Cvi � T then the ith attribute is sensitive
otherwise it is considered as nonsensitive attributes. Then the sensitive and the
nonsensitive attributes are given to the classifier namely naive Bayes (NB), K-star,
and multilayer perceptron and identified the significance of the each sensitive and
nonsensitive attributes in terms of classification accuracy.

4 Experimental Setup

In order to conduct the experiment, the WEKA data mining software is used with
various datasets namely breast cancer, breast cancer, Wisconsin breast cancer, Pima
diabetes, heart disease, heart disease-hungaria, heart-statlog, and hepatitisare that
are collected from the University of California, Irvine (UCI) dataset repository. The
classifiers namely probabilistic based naive Bayes classifier, instance based k-star
classifier, and function based multilayer perceptron are used to identify the level of
significance in sensitive and nonsensitive attributes. Initially, the datasets are read
and the number of attributes present in the datasets is found. Then the threshold
value is calculated to separate the sensitive and nonsensitive attributes. The
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sensitive and nonsensitive attributes are given to the classification algorithms to
identify their significance in terms of classification accuracy.

5 Results and Discussion

This section discusses the results obtained from the experiments. Table 1 shows the
experimental results in terms of classification accuracy with respect to sensitive and
nonsensitive attributes of the datasets. Figure 2 illustrates the average classification

Table 1 Classification accuracy of classifiers with respect to sensitive and nonsensitive attributes
of datasets

Dataset NSA SA Naive Bayes K-star Multilayer perceptron

sensitive Nonsensitive sensitive Nonsensitive sensitive Nonsensitive

Breast cancer 5 4 72.7273 68.1818 74.8252 70.6294 70.6294 65.0350

Wisconsin
breast cancer

5 4 95.5651 93.4192 98.8498 93.9914 96.1373 94.2775

Pima diabetes 4 4 75.3906 66.5365 71.6146 63.8021 76.6927 67.1875

Heart disease 7 6 84.1584 69.967 79.538 62.0462 79.2079 64.6865

Heart
disease-hungaria

7 6 82.9932 64.6259 82.9932 58.1633 78.9116 61.2245

Heart-statlog 7 6 85.1852 71.1111 80.7407 66.6667 78.8889 65.9259

Hepatitis 10 9 85.8065 76.7742 84.5161 73.5484 80.6452 77.4194

(SA Sensitive attribute, NSA Nonsensitive attribute)

Fig. 2 Average classification accuracy of classifiers with respect to sensitive and nonsensitive
attributes of datasets
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accuracy of classifiers with respect to sensitive and nonsensitive attributes of the
datasets. From Table 1 and Fig. 2, it is observed that the proposed method produces
higher classification accuracy than the nonsensitive attributes.

6 Conclusion

This chapter presented a method for identifying the sensitive attributes for pre-
serving the privacy in massive data for secured data transmission so that the cost
spent for preserving the security is reduced. The experimental results show the
difference between the sensitive and nonsensitive attributes in terms of the classi-
fication accuracy with the classifiers namely naive Bayes, K-star and multilayer
perceptron.
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Enhanced Vehicle Detection and Tracking
System for Nighttime

Ram Y. Wankhede and Diwakar R. Marur

Abstract The objective of this paper is to assist the driver during nighttime. Many
papers were published which concerned with detection of vehicle during daytime.
We propose a method which detects the vehicle during nighttime since it is
problematic for human to analyze the shape of vehicles in nighttime due the limits
of human vision. This project endeavors to implementation of vehicle detection
based on vehicle taillight and headlight using technique of blobs detection by
Center Surround Extremas (CenSurE). Blobs are the bright areas of the pixels of
headlight and taillight. First stage is to extract blobs from region of interest by
applying multiple Laplacian of Gaussian (LoG) operator which derive the response
by manipulating variance between surrounding of blob and luminance of blob
which are grabbed on road scene images. Compared to the automatic thresholding
technique, Laplacian of Gaussian operator provides more robustness and adapt-
ability to work under different illuminated conditions. Then vehicle lights which are
extracted from the first stage are clustered based on the connected—component
analysis procedure, to confirm that it is vehicle or not. If vehicle is detected, then
tracking of vehicle is done on the basis of the connected components using
bounding box and different tracking parameters.

Keywords Image processing � Computer vision � Vehicle detection � Advanced
driving and assistance system � Intelligent transport system

1 Introduction

Every minute, on average, one person dies in a vehicle crash. Automobile Accident
data includes at least 10 million people each year, two to three million are seriously
injured. It is predicted that damaged property, hospital bill, and other costs will add
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up 1–3 present of the world’s Gross Domestic Product [1, 2]. Despite the fact,
traffic at nighttime is much lower than during day time, 42% of all traffic accidents
occur after dark and 58% are fatal [3].

In past vehicle detection is implemented using fusion sensor installed in the cars
utilizing radar or sonar technology to detect the vehicle in front of the driver.
However, with the advancement in embedded processors, and more sophisticated
cameras, vision-based detection of vehicle became more prevalent. This is a part of
areas of research under autonomous Vehicle driving and Advanced Driver
Assistance Systems (ADAS).

It is easy to recognize vehicles during the daytime due to the human vision limits
and other vision based devices. During nighttime it is not straightforward, ambient
light sources contribute noise in the detection process, while the actual vehicle hull
is not visible. For detection of vehicle in an image sequence various pattern
recognition and image processing techniques are applied on grabbed image
sequence. Searching specific pattern in image depends on shape, symmetrisation, or
surrounding bounding box [4–6]. Until recently, most of this detection techniques
were focused for daytime environment.

However, due to bad-illuminated conditions in nighttime the techniques which
are available for detection in daytime are not effective, and become invalid in darker
environment. At night or under the dark illuminated condition the only parameter
that is available for detecting vehicle is headlight and taillight. However, in
nighttime environment there are many illuminate sources are available with vehicle
light, such as traffic light, road reflector plate placed on ground and street lamps.
This illuminate source of light cause difficulties in detecting actual vehicle during
nighttime.

In previous studies, the proposed method is binarization using simple threshold
[7] and automatic multilevel thresholding [8]. In these methods, however it is
difficult to segment the blob correctly due to various ambient light. Depending on
the distance of vehicle, luminance varies which make vehicle detection difficult.
Moreover, headlight and taillight have different luminances which make it further
difficult to analysis the vehicle.

Laplacian of Gaussian (LOG) operator is responsible for extraction of brighter
region by comparing with the surrounding rather than simply extracting the high
luminance region. It is more vigorous than multilevel and simple thresholding to
determine threshold using luminance of the whole image. Corresponding to various
size of the vehicle light, multiple scale of LoG Operator is necessary to derive, but
time for calculation is large for real-world implementation. Therefore, we are using
CenSurE [9, 10], which is robust to operate in high-speed blob detection by
deriving multiple scale LoG operator from integral images. In the previous studies
for detection of vehicle during nighttime, they use methodology of Center Surround
Extremas which is directly implemented on the image sequence [10]. But to reduce
the computation cost we are using CenSurE technique on region of interest that is
lower part of the vertical y-axis, we are not using the upper half because of illu-
minant object such as traffic lights and street lamps are present in that region.
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Pairing of vehicle headlights of oncoming vehicle and taillight of preceding
vehicle is obtained by set of identification rules applied on the brighter objects
obtained by CenSurE, blob pairing is processed on the obtained blob to determine it
as actual vehicle. The vehicle identification and tracking process is applied on blob
pairing from the consecutive frames. While tracking we are improving the accuracy
of the vehicle detection, by eliminating noise and correction of errors from the
previous frame. The distance of each of the detected vehicle is estimated and
reported. Goal of reducing processing time to process 30 frames/s, which is the
frame rate of camera used for conducting tests.

2 Methodology

In the adopted system, an enhanced nighttime vehicle detection and tracking
method is proposed which is capable of detecting analyzing vehicle Headlight and
Taillight by using CenSurE, blob clustering is performed using response of
CenSurE. Followed with the tracking process which has five parameters which
analyzes the detection of vehicle, with minimizing errors. Figure 1 outlines the
methodology of proposed algorithm.

2.1 Selection of Region

To screen out the non-vehicle illuminant source of disturbance in vehicle detection
such as traffic lights and street lamps located on upper half of the vertical y-axis,
that is “horizon.” The region of less than 5 m from the current car and the region
above 50% of the image height is ignored (virtual horizon) reducing the cost of
computation, the blobs are only extracted from the remaining image.

As shown in Fig. 3 the image is cropped from original image (Fig. 2) to retrieve
the result which will be obtained for reducing the cost and time complexity of
computation.

2.2 Blob Detection

For detecting the brighter headlight of the vehicles, we are converting color image
to gray-scaled image with NTSC conversion. For detection of taillight we are
converting image to red emphasized image [11] with
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RED ¼ RþGð Þ � aþ b ð1Þ

where R is red value, G is green value of pixel of interest, and a; b are constant
numbers (a ¼ 1; b ¼ 0) since, detection of vehicle is tough from size and shape,

Fig. 1 Flowchart of
proposed algorithm to detect
and track vehicles at night

Fig. 2 A sample of nighttime
image road scene
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vehicle are spotted on the basis of difference of blobs and its surrounding. Laplacian
of Gaussian operator is combination of Gaussian operator and Laplacian operator
which is expressed as

l x; y; rð Þ ¼ � x2 þ y2 � 2r2

2pr6
exp � x2 þ y2

2pr6

� �
: ð2Þ

where r is scale of the operator and (x, y) is distance from pixel of interest.
We cannot use LoG operator scale as constant, as the size of light increase in an

image then output response of the LoG operator decreases so it is compulsory to use
multiple operator for processing with different scales, computing cost to derive the
operators output is high. So, CenSurE is used in detecting blobs using approximate
LoG operator, enable the use of integral image in deriving high response in high
speed.

The sum of any rectangular plan from an image can be calculated as follows

S ¼ i x1; y1ð Þ � i x2; y2ð Þ � i x3; y3ð Þþ i x4; y4ð Þ ð3Þ

With the help of integral image, the response of the LoG operator is calculated
with the constant time irrespective of its scale. More likely vehicle lights are in
circular shape, the use of star operator is grouping of 45° rotated box operator and
box operator. At this time to get 45° rotated operator we will rotate the original
integral image by 45°. The sum of rotated box and original integral image is derived
from above equation. The internal dimension of the box operator is determined as

Ik ¼ 2� kþ 1 ð1� k� nÞ ð4Þ

And external size of box is determined as

Ok ¼ 4� kþ 1 ð1� k� nÞ ð5Þ

Fig. 3 Region selection for
blob detection
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After deriving the multiple scale operator of the star operator

• It finds size of the blobs and exact location of center, by finding the extreme
point of the response.

• As in Fig. 4. The extreme point is detected using 3 continues scale as 1 set.
• Then, it searches maximum response among its neighboring pixel from smallest

set of scale.
• The extreme scale ‘n’ for detection was 8, but it is better to set the scale as 10 for

the larger blobs.
• Set threshold to reduce the noise, as the response of noise turn into an extreme

value.

Figure 4 shows the result for blob detection under high luminance during
nighttime road scene.

2.3 Blob Clustering

Automobile has two front lights or rare lights, apart from Motorcycles. In this
technique, after recognition of blobs they are paired (clustered) in group of two blob
horizontally. Depending on the similarity of the blobs they are paired, but it would
be tough if three lights are found on a horizontal axis. The lights of the same vehicle
will nearly have a same shape, luminance, and size since distance between vehicle
headlight or taillight from camera is almost same. Therefore, blob clustering is
based on the response of derived scale of blob and CenSurE. The response of
Center Surround Extremas is based on luminance and magnitude of blob. This
technique is operative for pairing the blobs.

Fig. 4 Results of blob detection using CenSurE
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Similar Response of blobs using Center Surround Extremas is determine by

Simij ¼ jResi � ResJ j ð6Þ

where Resi is response of the blob i. When the similarity is minimum between
blobs, which is derived from Eq. (6). When the change of their scale are in range of
±1, then blobs are recognized as the lights of single vehicle. After recognition of
pair of light we cannot discard single light, because we want detection of motor-
cycle as well.

2.4 Vehicle Tracking

The cluster of lights of automobile are obtained using aforementioned methods
from each frame. However, complete features of potential vehicles are not possible
to detect in a single frame, a tacking process is applied on the vehicle in the
consecutive image frames to extract the information of the potential vehicle. This
information is used to refine the detection result and can be used to correct the
caused during CenSurE and clustering process. Tracking information can use to
determine useful fact corresponding to the position, relative velocities, and the
direction of movement of the potential vehicle entering under region of interest.

3 Potential Vehicle Tracking

If we consider only the potential vehicle in a single frame, the problems caused by
the CenSurE and blob clustering might be:

• A former vehicle might be moving too close to another vehicle or street lamp
parallely so during blob clustering they might obstruct.

• The host car can pass so close to the oncoming car that the reflection of light on
the road is considered as a one huge connected region.

• Blob clustering cannot cluster all the pair of light in a single group, which are
paired using taillight set and headlight set.

By associating motion of vehicle with the sequential frame we can refine the
result of detection and efficiently handle above-mentioned complications.

The features needed for tracking are defined and described as follows:

(a) pti Signifies ith possible vehicle which are seen through camera assister car in
the frame t; and bonding box which encloses all blobs confined in pti is rep-
resented as B pti

� �
.

(b) pti location is employed as a central position while tracking process, expressed
by:
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pti ¼
l B pti

� �� �þ r B pti
� �� �

2
;
t B pti

� �� �þ b B pti
� �� �

2

� �
ð7Þ

(c) Overlapping score of two possible vehicles pti and ptj spotted at two different
time t and t0, is calculated using area of intersection,

s0 pti; p
t
j

� �
¼

A pti \ ptj
� �

Max A ptið ÞþA ptið Þð Þ ð8Þ

(d) The size-ratio of enclosing bounding box of pti; is defined as,

RS pti
� � ¼ W BðptiÞ

� �
H BðptiÞð Þ ð9Þ

(e) Symmetry score of the vehicle is found by,

Ss pti; p
t
j

� �
¼ RSðPsÞ=RSðPlÞ ð10Þ

Here, Ps is smallest size among two vehicles ptip
t
j where Pl is the larger one.

In continuous tracking of vehicle in a successive frame the vehicle which is seen
in arriving frame will be represented by Pt ¼ ptiji ¼ 1; . . .; k0

� 	
and analyzed with

respect to the vehicle which is already been traced in earlier frames represented by
Pt�1 ¼ pt�1

i ji ¼ 1; . . .; k0
� 	

then group of traced vehicles TPt will be updated with
the following process.

Thru tracking of vehicle, a tracked vehicle might be in one of the five tracking
stages which are applied on each vehicle in each frame. The operations applied on
the tracked vehicle are as follows:

Update

Tracker is updates when potential vehicle Pt
i 2 Pt in current frame is matched

with the tracked potential vehicle TPt�1
i 2 TPt�1, A set of tracked vehicle TPt by

relating pti with the tracker TPt
j. The matching condition is;

m Pt
i; TP

t�1
j

� �
[ 0:6 ð11Þ

where matching score is computed by
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m Pt
i; TP

t�1
j

� �
¼ w0 : S0 Pt

i; TP
t�1
j

� �
þws : Ss Pt

i; TP
t�1
j

� �
; ð12Þ

where w0 and ws are weights of size-ratio feature and overlapping, set as 0.5 and 0.5
respectively.

Appear

Wherever new vehicle is detected condition Pt
i 2 Pt cannot match with any

existing TPt�1
i 2 TPt�1 then the new tracker is formed and append the updated set

TPt.

Merge

One possible vehicle at present frame Pt
i matches with the multi-traced regions of

the potential vehicles TPt�1
j ; TPt�1

jþ 1. . .; TP
t�1
jþ n. This may be a situation that single

vehicle is having multiple lights, so they can be grouped as a single vehicle light
and correctly merged in the tracking process.

Split

One tracked vehicle can split into multiple regions in the existing frame, this
may be a condition when the vehicle is moving parallel to another vehicle, reflected
beam of road or street lamps, in this case matching condition is evaluated between
each TPt�1

i 2 TPt�1 with Pt
i;P

t
iþ 1. . .;P

t
iþm if any one of the case match with TPt�1

j ,
then potential vehicle is associated with the TPt

j. Therefore potential vehicle
otherwise non-potential vehicle, then create a new Tracker.

Disappear

If tracker of the potential vehicle TPt�1
j cannot match the Pt

i 2 Pt for three
successive frames, at that point potential vehicle is judged as it disappears and
tracker will be removed from the tracker set TPt.

Results of tracking process which we get in experimentation with camera which
has frame rate of 30 frames/s are shown in Figs. 5, 6, 7 and 8.

Fig. 5 Results of headlight
tracking of frame 51
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4 Discussion and Conclusion

In this paper we have proposed an Enhance Nighttime Vehicle Detection
methodology which will reduce the cost of computation by using CenSurE in the
region of interest, and we are tracking the vehicle under high luminance of vehicle
light. The error cause while tracking in the sequential frame is minimized using five
stages for tracking. This improve the tracking process which can be implemented to

Fig. 6 Result of headlight
tracking of frame 94

41predicted

Fig. 7 Result of taillight
tracking of frame 156

125

Fig. 8 Result of taillight
tracking of frame 291
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calculate the real-time parameters of vehicle like speed calculation and distance
estimation more accurately in high speed scenario.

In future this proposed methodology can be implemented for driver assistance in
nighttime by automatic control of headlights and can be used in driverless car where
driving parameter will set according to image processing.
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A Testing + Verification of Simulation
in Embedded Processor Using
Processor-in-the-Loop: A Model-Based
Development Approach

Kuman Siddhapura and Rajendrasinh Jadeja

Abstract This paper gives an idea of how to utilize the processor-in-the-loop
(PIL) and reduce the development time. The rapid advancement of the computer
system and user interactive software empowers the lot of simulation software which
are available for technical applications. In this paper, the simple mathematical
formulations using simulation block sets are formed. The simulated mathematical
formulations are transformed into embedded C code. The generated code is laun-
ched into the embedded processor. The communication link between host PC and
target processor is formed to view real-time variation where part of the simulation
runs in PC and part in processor. The simulation results are compared with laun-
ched program executed by the processor. This approach unified the designer with a
program and reduced the core technical manpower effort, simultaneously increases
more functionality to test the program in processor. The simulation platform is used
as MATLAB and Simulink, and STM32F4 Discovery board is used as a target to
launch the program in processor.
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K. Siddhapura (&)
School of Engineering, RK University, Rajkot, India
e-mail: kuman.siddhapura@darshan.ac.in

K. Siddhapura
Electrical Engineering Department, Darshan Institute of Engineering and Technology,
Rajkot, India

R. Jadeja
Faculty of Engineering, Marwadi Education Foundation, Rajkot, India
e-mail: rajendrasinh.jadeja@marwadieducation.edu.in

© Springer Nature Singapore Pte Ltd. 2017
S.S. Dash et al. (eds.), Artificial Intelligence and Evolutionary Computations
in Engineering Systems, Advances in Intelligent Systems and Computing 517,
DOI 10.1007/978-981-10-3174-8_56

665



1 Introduction

Today’s world, almost every application is running on embedded processor. Almost
all analog application is transformed into digital and processor does all smart things
with proper programming. Since the beginning of processor, first it modified to use
as a microcontroller for a specific application. These microcontrollers gain more
popularity in industry and chip manufacturer started developing more and advance
microcontroller. With the application of telecommunication and control, the role of
this processor is more on mathematical manipulation rather than simple execution
of a program or logical operation. This requirement breeds another type of pro-
cessor called as digital signal processor (DSP) and digital signal controller
(DSC) [1]. There is much user-friendly software available to program this processor
and software environment is created to program it easily and fast.

At the same time, there is rapid development in technical software such as
MATLAB, ANSYS, Scilab, Rlab, LabVIEW, Mathematica, GNU Octave, PSCAD,
PSIM, PSpice, AUTOCAD, etc. Over a span of decades, these platforms become
strong enough that a lot of experience added in this to work towards the real
technical phenomenon. The basic limitation of any system is nonlinearity in nature
and to model such system high-level mathematics needed to involve. So, naturally a
designer and engineer of a specific field or area feel more comfortable to learn this
software and play with it, rather than writing a C code. With graphically interactive
tools makes learning these tool to be faster and more autonomy is applied to change
the variable and system parameters. This enables the designer to make a system
with wide range of constraint to check the tangible condition while in the operation
of actual application [2–13].

With the development of two parallel sides of advancement by their own, a gap
is formed between these two kinds of developments. There are so many applica-
tions, in electrical, mechanical, electronics and communication, instrumentation,
and civil engineering that they have to come across the both requirement to develop
a product, design a system, control a close loop system or test an algorithm.
Normally, a core engineer is acquainted with the technical environment software
which is taken as an example as MATLAB in this study.

How to implement the developed system, model or algorithm for a researcher or
engineer, in embedded processor is presented in a sequential pattern in this paper. It
can be represented that this methodology goes by the first step to developing a
simulation, model a system and testing of this model. This testing of the model in the
simulation is termed as model-in-the-loop (MIL). The second step is a generation of
code from this model, or complete simulation depends on system and algorithm. In
this step one can verify the code by running the code in a simulation which is also
called as software-in-the-loop (SIL). In the third step, the code generated will be
implemented in a processor, and now processor and execution of processor is
explored in this test. This test is called the processor-in-the-loop (PIL). Next step
would be hardware-in-the-loop (HIL) is not covered in this study. The conceptual
flow considering all the methodology is represented in Fig. 1. To check the program
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and response of the processor, a PIL is presented in this study. The simulation results
are visualized graphically with the tools available. With the given application pro-
gramming interface (API), the same simulation system/model is implemented in
embedded processor and launched in the target from host PC. The part of the system
runs on PC and part in processor. This approach is also termed as co-simulation.
A communication link established between processor and simulation software by
API enables more visualization of response from the processor in real time.

2 System Development in Simulation
and Model-in-the-Loop

The simulation study considered in this case is a mathematical transformation from
one reference to other. The reason for choosing this transformation is it covers basic
mathematical functions like multiplication, sin, cosine, integration, addition, gain,
etc. So, with this example, it would be better in understanding to generate the code
of this and implement in embedded processor.

The basic inputs are given as xd ¼ 1 and xq ¼ 0. One constant term x is also one
of the input to generate the angle of sin and cosine functions.

Based on the given input the xa and xb can be generated as given by following
formulae

xa
xb

� �
¼ cos h � sin h

sin h cos h

� �
xd
xq

� �
ð1Þ

Simulation

Simulation +
MIL

Simulation +
SIL

Simulation +
PIL

Simulation +
HIL

Fig. 1 Conceptual diagram
of different co-simulation
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h ¼
Z

x dt ð2Þ

Once this transformation is performed, the output variables can be observed and
compared. Another transformation is also performed as xa; xb and xc can be
generated.

xa
xb
xc

2
4

3
5 ¼

1 0
�1=2

ffiffiffi
3

p �
2

�1=2 �
ffiffiffi
3

p �
2

2
64

3
75 xa

xb

� �
ð3Þ

The simulation model for this transformation is shown in Fig. 2. Although this
transformation is readily available in toolbox library, here it is done in a simple
manner for a better understanding of blocks application. This can also be performed
by using function block more efficiently too. As it is observed that in the first
transformation, there are total four multiplications, two trigonometric, two sum-
mations, one gain, and one integration are performed using block sets. In the second
transformation, another four multiplications, three gain, and two summations are
involved.

The block diagram representation of simulation is shown in Fig. 3a. The sim-
ulation with model-in-the-loop is shown in Fig. 3b. The actual simulation system is
shown in Fig. 3c. To observe the inputs and outputs, the scopes are used, and the
entire variables are stored in the workspace as a structure with time. The simulation
is also configured to visualize the data by simulation data inspector tool especially
when it is required to compare the difference between two signals of same simu-
lation run or two different output of the same signal with different simulation run.

Fig. 2 Mathematical transformation model
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As shown in Fig. 3c, the input variable is defined as X dq which is constant 1
and 0, respectively. The input variable in the plot can be seen in Fig. 4a. The
constant x is taken value of 314.1593. One can take any value, based on this value;
the frequency of output alternating quantities varies. The two outputs from each

Input
variable/

command

Simulation using
standard blocks

Output
display/
results

model-in-the-
loop

Input
variable/

command

Simulation using
standard blocks

Output
display/
results

(a) Basic simulation system

(b) Simulation system with model-in-the-loop

(c) Simulation diagram

Fig. 3 a Basic simulation system. b Simulation system with model-in-the-loop. c Simulation
diagram
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(a) Input given to the system

(b) Outputs from the first transformation by subsystem and MIL

(c) Outputs from the second transformation by subsystem and MIL

Fig. 4 a Input given to the system. b Outputs from the first transformation by subsystem and
MIL. c Outputs from the second transformation by subsystem and MIL
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system are represented as Xal_be_1, Xablc1 and Xal_be_2, Xabc2 respectively.
Xal_be_1, Xablc1 are the quantities produced from subsystem and Xal_be_2,
Xabc2 are the outputs from system considered as a model. Outputs from first
transformation (Xal_be_1, Xal_be_2) by subsystem and model-in-the-loop are
shown in Fig. 4b. Outputs from second transformation (Xabc1, Xabc2) by sub-
system and model-in-the-loop are shown in Fig. 4c. The subsystem and model gave
same results from both the transformation as the blocks and mathematical pre-
liminaries used are same on the same platform.

3 Code Generation for the Processor

Once the specific algorithm, system or control design is implemented in
model-based design and testing on the simulation gives the satisfactory result, the
next step in model-based design and implementation is the code generation. There
is specific API available base on the target device or board. As in this study,
STMicroelectronics STM32F4 Discovery is as target and API are used from the
manufacturer. The chip in this board has ARM cortex-M4 architecture, to launch
the project; the embedded C code is generated from MATLAB embedded coder
from this application. This code can be launched in the target, i.e., embedded
processor. There are different development tool can be utilized during the code
generation. One of the basic thing need to set is system target file, the target makes
file, target tool chain, and a boot mode. The main code replacement libraries
available are ANSI, ISO, GNU, and ARM CMSIS which are widely used. There is
optimized library developed by the specific manufacturer to increase the efficiency
of the code and execution time. The execution time can be tested, and effectiveness
of the code can be checked in real time. The conceptual diagram for code gener-
ation and flow of code is shown in Fig. 5.

Design
Algorithm

Target Tool
Chain

Code Generation Embedded-
System

Communication

Fig. 5 Flow of code from model to processor
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4 Co-simulation Based Simulation

Once the model is developed with any high degree system or algorithmic com-
plexity, the code is generated to launch in the target device. To test the code, before
putting in actual operation in real-life of operation of the product, PIL simulation
run test is performed. This approach is also termed as co-simulation or on-target
simulation. In this test, the code generated is launched in the processor and sim-
ulation run with the processor. To do so, a communication link has to establish
between host and target. In the given board of study, UART communication is used
with standard communication protocol as defined by the manufacturer. The port
parameter settings are fixed from PC as specified by manufacturer and API.
As STM board has several serial communication options, a Specific USART/UART
communication port can be set from popup window before PIL executes and the
same pin of Rx and Tx has to connect from the board. In the given study, USB to
RS232 TTL UART Prolific PL2303 converter is used to communicate between PC
and board. The conceptual diagram of PIL simulation is shown in Fig. 6a. The
simulation from model-in-the-loop now configured as PIL is shown in Fig. 6b. The
host, target device/board, and the communication link is shown in Fig. 6c.

The result of simulation subsystem and PIL are shown in Fig. 7. The inputs to
both the system are same as shown in Fig. 4a. Outputs from the first transformation
from subsystem and processor are given as Xal_be_1 and Xal_be_2 as shown in
Fig. 7a. Outputs from the second transformation from subsystem and processor are
given as Xabc1 and Xabc2 as shown in Fig. 7b. The result from simulation and
processor are exactly same as expected and seen from model-in-the-loop. The
execution time in seconds and execution tick in counts are shown in Fig. 7c. This
plot is drawn as corresponding to each sample time. To reduce the execution time,
the optimized code and alternative way of simulation can be performed with
appropriate sampling time.

Once the result of MIL testing and PIL testing are satisfactory with the simu-
lation are satisfactory, the completed code of algorithm is build, compiled, and
downloaded to the processor with peripherals added as Simulink block. The chip is
configured from simulation, and all the parameters are configured from the simu-
lation. The flowchart of the whole process is shown in Fig. 8.

After deployment of code in the processor from simulation, the code is executed
with real-time external inputs from hardware which are configured from simulation
file. ADCs are used to get the basic inputs which are given as x ¼ 1, xd ¼ 1 and
xq ¼ 0 from hardware. To observe the output from transformation two DAC are
used to observe the xa and xb. The outputs from DACs are observed in oscilloscope
as shown in Fig. 9.
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(b) Simulation with processor-in-the-loop
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(a) Processor-in-the-loop testing

Fig. 6 a Processor-in-the-loop testing. b Simulation with processor-in-the-loop. c Host, target
device/board and communication link
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(a) Outputs from the first transformation by subsystem and PIL

(b) Outputs from the second transformation by subsystem and MIL

(c) Execution time in seconds and Execution tick in counts

Fig. 7 a Outputs from the first transformation by subsystem and PIL. b Outputs from the second
transformation by subsystem and MIL. c Execution time in seconds and Execution tick in counts
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Fig. 8 Flow chart of process of simulation, MIL, and PIL

Fig. 9 Outputs from the first transformation observed from DACs in real-time execution
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5 Conclusion

This paper presents the testing and verification of simulation in real-time embedded
processor. First the system/algorithm taken in this study is modeled and tested. This
testing termed as model-in-the-loop. The model is converted into appropriate C
code using automatic code generation APIs. The C code is compiled, linked, and
downloaded to the target device using the tool chain. To test the code in the
processor, PIL testing is done in which the model algorithm converted in code runs
in processor. Results are transmitted to PC through the communication link pro-
vided to compare with expected with each sample time in non-real-time synchro-
nization. Model-in-the-loop and PIL results are compared and are as expected with
original simulation results. Execution timing profiles help to see the effectiveness of
the code in embedded processor. The complete code with required peripherals
added from the simulation is built and download in the chip to test the code the real
time. The algorithm gave similar results with real-time external input as it was
observed from simulation + MIL and simulation + PIL. Using PIL, the effort of
embedded C coding is reduced that reduces the development time and manpower
cost for system development. PIL helps to reduce the gap between engineering,
hardware, and software.
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Interval Type-2 Mamdani Fuzzy Inference
System for Morningness Assessment
of Individuals

Debasish Majumder, Joy Debnath and Animesh Biswas

Abstract From the view point of revealing different preferences among the indi-
viduals, the assessment of individual typology, i.e., chronotype, is increasing lar-
gely in the recent past. Chronotype, recognized as a human attribute, is usually
studied by self-reported instruments designed to find individual time of preference
for daily activities in an easy manner. One of the criticisms of using these
self-reported instruments includes the fact that total scores may not always reflect
the actual chronotype of an individual. On the other hand, linguistic terms are used
to address some of the items of these self-reported questionnaires. In this paper, an
interval valued type-2 Mamdani fuzzy inference system has been proposed to assess
chronotype of an individual. An illustrative case example is discussed for validation
of the proposed model in the field chronobiology.

Keywords Chronotype � Morningness � Reduced version of morningness–
eveningness questionnaire � Interval type 2 Mamdani fuzzy inference system

1 Introduction

In the present era, the study of chronotypes, commonly known as morningness–
eveningness orientation, has been appeared as an emerging area of research due to
the potential application in diverse fields such as the design of work-schedule [1, 2],
athletic performance [3, 4], academic performance [5], and health and psycholog-
ical well-being [6, 7]. Notable differences in several biological, psychological, and
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behavioral variables, viz., body temperature, cortisol and melatonin secretion,
mood, performance, alertness, appetite, sleep-wake, and usual meal times has been
observed among the different chronotypes, viz., morning-type, intermediate type
and evening type [8–10]. Phase differences, assessed over 24 h period of time for
the variables listed above, signify different preferences among the individuals.

With the aim of achieving a reliable and valid measurement of chronotypes,
several self-reported questionnaires, like morningness–eveningness questionnaire
(MEQ) [11], circadian typology questionnaire (CTQ) [12], composite morningness
questionnaire (CMQ) [13], etc., had been designed. Among them MEQ is the
commonly used questionnaire to determine chronotypes. However, reduced version
of MEQ (rMEQ) [14] has been identified as a quick and reliable measure of
morningness with sufficient interitem correlation and validity [15].

In the existing crisp approaches for assessing morningness of an individual,
morningness score of a person is evaluated by adding the quantified score of each item
of the questionnaire assuming the fact that there exists linear relationship between the
physiological factors, assessed through different questionnaires using preference
scale, and morningness of the individuals. But, in real-life complex problems, where
human knowledge and perception play important role, crisp approaches might not be
able to capture the vagueness and uncertainty associated with the model, specially, in
describing the different linguistic terms raised during the design phase.

Since its inception, fuzzy set theory proposed by Zadeh [16] in 1965, laid the
foundation for computing with words and provides the platform for universal
approximate reasoning [17–19] to quantitatively and effectively handle problems of
this nature [20–22]. Extensive theoretical work [23, 24] may give the reader more
insight into the foundation of fuzzy theory.

However, the study of morningness using fuzzy logic is very few in the litera-
ture. In the recent past, some research works have been done to generate different
types of hybrid fuzzy inference systems (FISs) like adaptive neuro fuzzy inference
systems (ANFIS) [25, 26], genetic algorithm-based Mamdani FIS (GAMFIS) [27],
for assessing morningness of people.

It is worthy to mention here that the questions in rMEQ are predominantly
subjective and involved different linguistic terms, viz., feeling best, very tired, fairly
refreshed, rather morning than evening, whose interpretations are not straightfor-
ward. Again, there are some hypothetical situations, e.g., “Considering only your
own feeling best rhythm, at what time would you get up if you were entirely free to
plan your day?” etc., in the questionnaire that completely rely on individual per-
ception and cognition. But human perceptions are vague and may vary over time.
Again, concept of an individual is vastly depends on the context, depth of
knowledge and individual sense [28]. Hence, the same concept may be interpreted
differently by different individuals [29, 30].

Moreover, in FIS, the construction of rules suffers from linguistic uncertainty due
to different interpretation of the same term used in describing antecedents and con-
sequents of rules by different people [31]. Again, while a survey is carried out among
a group of experts for assigning rule consequents, experts may differ in their opinion
and hence the same rule may come up with different consequences. Hence, uncer-
tainties related to antecedents or consequents may lead to rule uncertainties [32].
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In Type-1 FISs (T1 FISs), type-1 (ordinary) fuzzy sets (T1 FSs) are used to
describe antecedent and consequent of the rules. As a consequence, most of the time
T1 FISs are incapable of handling directly rule uncertainties. But, since, the ante-
cedent or consequent of type-2 FISs (T2 FISs) are described by using type-2 fuzzy
sets (T2 FSs), it can handle rule uncertainties efficiently.

The concept of T2 FSs, introduced by Zadeh [33] as a generalization of T1 FSs,
offers additional degrees of freedom in Mamdani FISs (MFISs) and
Takagi-Sugeno-Kang FISs (TSKFISs). Thus T2 FISs have the potentiality to per-
form better than its counterpart in the context where large amount of uncertainties
are observed [34–40].

However, the inclusion of footprint of uncertainty (FOU), as a third dimension in
the definition of T2 FS, adds some computational complexity; and laid the path for
interval valued T2 FISs (IT2 FISs), which are by far the most popular type of
T2 FIS. IT2 FISs are characterized by interval valued type-2 fuzzy sets (IT2 FSs),
which can be considered as a special case of general T2 FSs in which secondary
membership grades are taken into account [41]. IT2 FISs are now widely used than
T1 FISs due to their potentiality to capture and mitigate the uncertainty in effective
manners [42–45].

In this article, an IT2 MFIS (IT2MFIS) has been designed to determine the
chronotypes of an individual. During the design phase, intrapersonal and inter-
personal uncertainties associated with different linguistic terms those raised in the
context of morningness assessment are captured by trapezoidal type IT2 FSs [46].

The remaining part of this paper is organized in the following style. Section 2
provides a description of trapezoidal type IT2 FS, IT2 FIS. In Sect. 3, the con-
struction of the proposed methodology is presented. Section 4, presents a case
study on assessing morningness of a group of people to demonstrate the proposed
morningness assessment methodology. Finally, Sect. 5 includes the concluding
remarks of this work and a summary of the main benefits of using the proposed
methodology in the process of morningness assessment.

2 A Brief View of Trapezoidal Type IT2 FS, and IT2 FIS

This section provides some preliminaries of trapezoidal type IT2 FS and IT2 FIS.

2.1 Trapezoidal Type IT2 FS

A trapezoidal type IT2 FS, denoted by ~A, is characterized as

~A ¼ x; uð Þ; 1ð Þ : 8x 2 X; 8u 2 Jx� 0; 1½ �f g ð1Þ

where FOU of ~A, denoted by FOU ~A
� �

, is defined as

Interval Type-2 Mamdani Fuzzy Inference System … 681



FOU ~A
� � ¼ x; uð Þ : u 2 Jx� 0; 1½ �f g ð2Þ

The upper membership function (UMF), denoted by �l~A, and lower membership
function (LMF), denoted by l~A

, associated with FOU ~A
� �

are defined as follows:

�l~A x; aU ; bU ; cU ; dU ; að Þ ¼

0; x\aU
a x� aUð Þ= bU � aUð Þ; aU � x\bU

a; bU � x\cU
a dU � xð Þ= dU � cUð Þ; cU � x\dU

0; x[ dU

8>>>><
>>>>:

ð3Þ

l~A
x; aL; bL; cL; dL; bð Þ ¼

0; x\aL
b x� aLð Þ= bL � aLð Þ; aL � x\bL

b; bL � x\cL
b dL � xð Þ= dL � cLð Þ; cL � x\dL

0; x[ dL

8>>>><
>>>>:

ð4Þ

A trapezoidal type IT2 FS ~A has been shown in Fig. 1.

2.2 IT2 FIS

IT2 FS is now becoming most acceptable T2 FS due to its computational simplicity
in comparison with general type T2 FS. FIS in which such IT2 FSs are used is
referred to IT2 FIS. In such FIS, rules may be generated by the domain experts,
extracted from data or assumptions taken by the designers and are free from the
type of FSs that are used to model their antecedent or consequent. The rule outputs
are represented by IT2 FSs. The IT2 FSs are then converted into crisp numbers by
performing two successive operations, viz., type-reduction and defuzzification.
Type-reduction process converts the output IT2 FS into a T1 FS, and

Fig. 1 Pictorial description of trapezoidal type IT2 FS
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defuzzification transforms that T1 FS into a crisp number. Among several
type-reduction processes, center-of-sets type-reduction method, developed by
Karnik and Mendel [47] is popular one. When the type-reduction and defuzzifi-
cation processes are applied to a general T2 FS the computational complexity
increases enormously. In compare to T2 FS, computational complexity of IT2 FS
reduces extensively, which is one of the major reasons for selecting IT2 FISs than
T2 FISs [48]. An IT2 FIS has been depicted in Fig. 2.

In MFIS [49], the rule consequent is represented by a FS, whereas in TSKFIS
rule consequent is expressed as a linear combination of linear or nonlinear functions
of inputs. An IT2 FIS in which rule base consists of Mamdani type fuzzy if-then
rules is known as IT2MFIS. In an IT2MFIS with m inputs, one output, and the rule
base consists N rules, the nth rule, ~R

n
, is given by

~R
n
: IF x1 is ~A

n
1 and. . . and xm is ~A

n
m; THEN y is ~B

n
: n ¼ 1; 2; . . .;N ð5Þ

where ~A
n
i ði ¼ 1; 2; . . .;mÞ and ~B

n
are IT2 FSs.

3 Proposed Methodology

In this section, an IT2 MFIS has been designed for assessing morningness of
individuals on the basis of responses given to the MEQ as described in the fol-
lowing subsections.

Fig. 2 Diagram of an IT2 FIS [41]
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3.1 Data Collection

The process of Morningness assessment begins with the collection of data. Since
morningness assessment is usually performed using different questionnaires such as
MEQ, CTQ, CMQ, rMEQ, the accuracy of the assessment process is highly
depends on how properly an individual gives his/her responses to the questions of
these questionnaire. In order to get better result, a proper demonstration of these
questions as well as all details about the study need to be clarified before he/she is
asked to fill the questionnaire.

3.2 Input Parameters Selection

Factor analysis, as a data reduction process, is often used to identify the most
influential independent factors that explain the pattern of correlations with a set of
observed variables. Moreover, a regression analysis may also be executed to esti-
mate the unique effect of each factor. However, in this study, experts’ knowledge
has been used to identify the factors influencing the chronotype of individuals.

3.3 Determination of Fuzzifier

The qualitative descriptors of input and output parameters are characterized by
trapezoidal type IT2 FSs that are derived by UMF and LMF as in Eqs. (3) and (4),
respectively. A survey has been carried out to gather the experts’ knowledge in
order to determine the FOU of the IT2 FSs so that the model can capture more
uncertainties by covering input/output domains with fewer FSs.

3.4 Development of Fuzzy Rule Base

A fuzzy rule base contains a collection of fuzzy if-then rules [50] which are used to
capture the complex or nonlinear relationship between variables of different real-life
problems. These fuzzy rules can be generated in various ways like data driven
method, expert’s judgment, and knowledge acquisition. In this study, experts’
judgment and knowledge acquisition are used to derive the fuzzy rules which are
generally represented using qualitative descriptors of input and output variables as
described in Eq. (5). In an IT2 MFIS with m inputs and one output, if p qualitative
descriptors are used to cover input/output domains, then the rule base consists of
N ¼ pm rules.
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3.5 Morningness Assessment by IT2 MFIS

Morningness of an individual is generally assessed on the basis of his/her responses
corresponding to the questions of different types of questionnaires. For an input
vector x0 ¼ ðx1; x2; . . .; xmÞ, the computational process in an IT2 MFIS involves the
following steps:

Step 1 Determine the membership interval of xi on each ~A
n
i , l~A

n
i
ðxiÞ; �l~A

n
i
ðxiÞ

h i
,

i ¼ 1; 2; . . .;m; n ¼ 1; 2; . . .;N.
Step 2 Evaluate the firing interval of the nth rule (as in Eq. (1)), Fn x0ð Þ, as

follows

Fn x0ð Þ ¼ l~A
n
1
x1ð Þ � � � � � l~A

n
m
xmð Þ; �l~A

n
1
x1ð Þ � � � � � �l~A

n
m
xmð Þ

h i
¼ f n;�f n

h i
ð6Þ

In this approach, product t-norm has been used.

Step 3 The primary variable of IT2 FS, ~B
n
, present in the consequent of the nth

rule, are to be discretized as yt t ¼ 1; 2; . . .;Mð Þ and determine the cen-
troid of that IT2 FS, i.e., C~B

n ¼ cnl ; c
n
r

� �
as described [47, 51] below:

cnl ¼ min
ht2 l

~Bn
ytð Þ;l

~Bn
ytð Þ

� �
PM

t¼1 ythtPM
t¼1 ht

¼
Pknl

t¼1 �l~B
n ytð Þyt þ

PM
t¼knl þ 1 l~B

n ytð ÞytPknl
t¼1 �l~B

n ytð Þþ PM
t¼knl þ 1 l~B

n ytð Þ
ð7Þ

cnr ¼ max
ht2 l

~Bn
ytð Þ;l

~Bn
ytð Þ

� �
PM

t¼1 ythtPM
t¼1 ht

¼
Pknr

t¼1 l~B
n ytð Þyt þ

PM
t¼knr þ 1 �l~B

n ytð ÞytPknr
t¼1 l~B

n ytð Þþ PM
t¼knr þ 1 �l~B

n ytð Þ
ð8Þ

where the switch points knl and knr are identified as

yknl � cnl � yknl þ 1 ð9Þ

yknr � cnr � yknr þ 1 ð10Þ

Step 4 Execute-type reduction to combine firing intervals of the rules Fn x0ð Þ and
the corresponding rule consequent centroids, C~B

n ¼ cnl ; c
n
r

� �
. Here

center-of-sets type reducer [34, 52] has been used, which was derived
from the extension principle [16]
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yl ¼ min
k2 1;N�1½ �

Pk
n¼1

�f ncnl þ
PN

n¼kþ 1
�f ncnlPk

n¼1
�f n þ PN

n¼kþ 1 f
n

¼
PL

n¼1
�f ncnl þ

PN
n¼Lþ 1

�f ncnlPL
n¼1

�f n þ PN
n¼Lþ 1 f

n
ð11Þ

yr ¼ max
k2 1;N�1½ �

Pk
n¼1 f

ncnr þ
PN

n¼kþ 1
�f ncnrPk

n¼1 f
n þ PN

n¼kþ 1
�f n

¼
PR

n¼1 f
ncnr þ

PN
n¼Rþ 1

�f ncnrPR
n¼1 f

n þ PN
n¼Rþ 1

�f n
ð12Þ

where the switch points L and R are identified as

cLl � yl � cLþ 1
l ð13Þ

cRr � yr � cRþ 1
r ð14Þ

and cnl
� �

n¼1;2;...;N and cnr
� �

n¼1;2;...;N have been stored in ascending order,

respectively.

Step 5 Calculate the defuzzified output as:

y ¼ yl þ yr
2

ð15Þ

4 An Illustrative Case Example

An illustrative case example on morningness assessment of a group of students of
University of Kalyani, Kalyani, West Bengal, India has been considered to
demonstrate the proposed morningness assessment process. The students partici-
pated anonymously in voluntary and unpaid manners and provided their willingness
prior to participation in the study. The University of Kalyani is situated at a semi
urban area. Most of the students belong to the nearby three districts (Nadia,
Murshidabad, and North 24 Parganas). The students either stay in hostels or day
boarders. The study hours of University are in between 10.30 a.m. and 05.00 p.m.
But in some departments the schedule time extends up to 07.00 p.m.

Among the different types of chronotypological questionnaires, the rMEQ is
short in length, easy to understand. It is evidenced that rMEQ is the best morn-
ingness–eveningness predictor for Indian people [53] and hence it is used for this
case study.

In the present case study, input parameters are selected on the basis of experts’
knowledge. According to the expert, Average Rising Time for Feeling Best (X1),
Feelings within First Half an Hour after waken up in the morning (X2), Sleeping
Time (X3), Feeling Best Time in a Day (X4), and Self-Assessment about
Morningness (X5) are the best indicator of morning–evening orientation of an
individual and hence are considered as input parameters to measure the output
parameter Morningness (Y ). It is worthy to mention here that in rMEQ the above
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defined variables are measured in terms of preference scales which fall within a
specified range lying between 0 to 4 or 0 to 5 or 0 to 6. In defining IT2 FSs, the
universe of discourse consists of those preference scale values. As a consequence,
the universe of discourse of the IT2 FSs is considered as those above mentioned
intervals.

On the basis of experts’ knowledge, the qualitative descriptors of five input and
one output parameters have been developed for the group of students of the said
University. A survey has been carried out to gather the experts’ knowledge in order
to determine the FOU of the different IT2 FSs so that the model can capture more
uncertainties by covering input/output domains with fewer FSs. Parameters of IT2
FSs corresponding to the qualitative descriptors of input and one output parameters
are shown in the Table 1. Figure 3 shows the IT2 FSs corresponding to the qual-
itative descriptors of input and one output parameters.

Table 1 Parameters of IT2 FSs (trapezoidal) corresponding to qualitative descriptors of input and
output fuzzy variables

Fuzzy variables Preference
scale

Qualitative
descriptors

Parameters of IT2 FSs (trapezoidal)

aU ; bU ; cU ; dU ; a½ � aL; bL; cL; dL; b½ �
Input
parameters

Average rising
time for feeling
best (X1)

(0–5) Early 3; 4; 5; 5; 1½ � 3:2; 4:2; 5; 5; 0:8½ �
Moderate 1; 2; 3; 4; 1½ � 1:2; 2:2; 2:8; 3:8; 0:8½ �
Late 0; 0; 1; 2; 1½ � 0; 0; 0:8; 1:8; 0:8½ �

Feelings within
first half an hour
after waken up
(X2)

(0–4) Good 2:5; 3; 4; 4; 1½ � 2:6; 3:1; 4; 4; 0:9½ �
Fair 1; 1:5; 2:5; 3; 1½ � 1:1; 1:6; 2:4; 2:9; 0:9½ �
Bad 0; 0; 1; 1:5; 1½ � 0; 0; 0:9; 1:4; 0:9½ �

Sleeping time (X3) (0–5) Early 3; 4; 5; 5; 1½ � 3:3; 4:3; 5; 5; 0:7½ �
Moderate 1; 2; 3; 4; 1½ � 1:3; 2:3; 2:7; 3:7; 0:7½ �
Late 0; 0; 1; 2; 1½ � 0; 0; 0:7; 1:7; 0:7½ �

Feeling best time
in a day (X4)

(0–5) Early 3; 4; 5; 5; 1½ � 3:2; 4:2; 5; 5; 0:8½ �
Moderate 1; 2; 3; 4; 1½ � 1:2; 2:2; 2:8; 3:8; 0:8½ �
Late 0; 0; 1; 2; 1½ � 0; 0; 0:8; 1:8; 0:8½ �

Self-assessment
about
morningness (X5)

(0–6) Morning
type

4; 5; 6; 6; 1½ � 4:4; 5:4; 6; 6; 0:6½ �

Neither
morning nor
evening

1; 2; 4; 6; 1½ � 1:4; 2:4; 3:6; 4:6; 0:6½ �

Evening
type

0; 0; 1; 2; 1½ � 0; 0; 0:6; 1:6; 0:6½ �

Output
parameter

Morningness (Y) (0–6) Morning 4; 5; 6; 6; 1½ � 4:4; 5:4; 6; 6; 0:6½ �
Intermediate 1; 2; 4; 6; 1½ � 1:4; 2:4; 3:6; 4:6; 0:6½ �
Evening 0; 0; 1; 2; 1½ � 0; 0; 0:6; 1:6; 0:6½ �
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4.1 Results and Discussions

The evaluation of Morningness scores of 10 individuals has been done as described
in Sect. 3.5 and then individuals are categorized as “Morning type (M),”
Intermediate type (I)’,” and “Evening type (E),” along with their degree of
belongingness. It is worthy to mention here that the rule base of the model has been
developed on the basis of experts’ knowledge. So, the performance of the model
does not depend on the size of the sample. Hence, no difficulties can arise for
considering larger sample size. The whole simulation process has been carried out
using the software MATLAB (Ver. 2008b). The input values, corresponding
morningness scores (crisp value) and their membership grades of associated
chronotypes are shown in Table 2.

For the validation of the proposed IT2 MFIS, mean square error (MSE), as well
as root mean square error (RMSE) between the predicted output y kð Þ obtained by
the proposed model and the desired output yk recommended by the experts has been
calculated, respectively, by Eqs. (16) and (17) as follows:

MSE ¼ 1
n

Xn
k¼1

y kð Þ � ykð Þ2; where n is the number of recorded data ð16Þ

Fig. 3 Trapezoidal types IT2 FSs corresponding to linguistic terms associated with input and
output variables a average rising time for feeling best (X1), b feelings within first half an hour after
waken up in the morning (X2), c sleeping time (X3), d feeling best time in a day (X4),
e self-assessment about morningness (X5), and f morningness (Y )
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RMSE ¼ 1
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

y kð Þ � ykð Þ2
s

; where n is the number of recorded data ð17Þ

Both the error measures, MSE as well as RMSE, associated with the proposed
IT2 MFIS are the compared with those of T1 MFIS. Figure 4 shows that the MSE
as well as RMSE bars corresponding to IT2 MFIS are smaller than that of T1 MFIS
and hence indicate that the proposed IT2 MFIS outperform its counterpart,
T1 MFIS.

5 Conclusions

In this article, an IT2 MFIS has been proposed for morningness assessment of
individuals. Based on domain experts, five input variables are selected on the basis
of the items of rMEQ to evaluate morningness of individual. It is evident from the
achieved results of the proposed model that IT2 MFIS can deal the inherent
uncertainties present within the assessment process of morningness efficiently.

In the context of real-life complex decision making problems, like morningness
assessment, where human knowledge and perception play important role to capture
the vagueness and uncertainties associated with the model, especially, in describing
different linguistic terms raised during the design phase, IT2 FSs provide extra
flexibilities for managing those uncertainties due to the consideration of third
dimension present in its membership functions. In such situation, IT2 FSs appeared
as best alternative for the experts since it becomes easier for them to assign
membership functions corresponding to the linguistic terms of input–output vari-
ables of FISs.

Moreover, in IT2 FIS, each bound of the type-reduced intervals is determined by
using UMF and LMF of the same IT2 FS, simultaneously. As a consequence, an
IT2 FIS can capture associated uncertainties more efficiently than its T1 counter-
parts; and is now being used widely for assessment purpose in different complex
imprecisely defined circumstances.
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A Novel 2D Face, Ear Recognition System
Using Max–Min Comparison Technique
for Human Identification

A. Parivazhagan and A. BrinthaTherese

Abstract Biometrics plays a major role in image identification field in the security
environment, mainly in image recognition and detection. The pose variation in
image leads to mismatch with its original image and it is one of the major frequently
occurring problems. This proposed work explains new efficient techniques to rec-
ognize people with the help of their biometric features like Face and Ear. The main
objective of this work is to recognize a person’s face, ear image correctly, with
respect to his/her pose varied images. Novel techniques named as, Max–Min
Comparison, Red matrix Eigen vector recognition, are proposed for recognition
processes. These techniques are tested on standard database images and its results
are analyzed using mismatching and runtime parameters, and its accuracy yields
high recognition rate of 99%.

Keywords Max–Min comparison � Red matrix Eigen vector recognition �
Biometrics � Pose variation � Face recognition

1 Introduction

Biometric recognition, detection applications are present in our daily life; biometrics
is the basic, reasonable identification authority to identify a person. Perfect systems
are needed to process the biometric data and to overcome the difficulties present in it.
In the biometric recognition process pose variation plays a major role, different poses
of a same image produces wrong image matching results; and it produce wrong data.
So it is needed to overcome this issue, in this work techniques are proposed to
resolve the pose variation problem present in the recognition system.
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In this work, Face [1, 2] and Ear [3, 4] biometrics are used as biological
parameters to identify a person. Face recognition [5, 6] is the foremost effective
field in human recognition, but still there is a lag in accuracy perspective to
overcome it and this research work is concentrated on accuracy very much. The Ear
recognition [4] is one of the growing fields in human authentication, several
research works are blooming for this technology, and here two standard databases
of ears are used for recognition.

This paper proposed two recognition techniques and the rest of the paper is
organized as, 2. Max–Min Comparison 3. Red matrix Eigen vector recognition. 4.
Results and Discussions 5. Conclusions and References.

2 Max–Min Comparison

In this recognition technique, the maximum and minimum intensity values are
extracted from the database images and the test image for a comparison process.
(Fig. 1).

Step 1: The 2D images present in the database are transformed into 1D vectors, and
a 2D matrix (Fig. 3) is formed with these 1D vectors. In this 2D matrix (database’s
Matrix) 1st column represents the first image, 2nd column represents the second
image (and so on) of the database.
Step 2: Transform the 2D test image in to 1D vector. (Fig. 2). This1D vector is
compared with all database images, i.e., Comparison takes place between the test
image’s 1D vector and database’s Matrix, it is Row by Row comparison. Here the
maximum intensity values are extracted, while comparing the rows between the test
image’s 1D vector and the database’s Matrix. The extracted maximum intensity
values are collected in a matrix called Maximum Matrix (MaxM) (Fig. 4).
Step 3: In this Maximum matrix the 1st column denotes the maximum intensity
value extracted between the test image’s 1D vector and the first image of the
database’s images (1st column of the database matrix), and so on up to last column.
Step 4: Similarly the minimum intensity values are collected between the database
images and the test image. The steps are same as like as maximum intensity value
detection. The above process is proceeded with an important change, (i.e.) here it is

Fig. 1 Max–Min comparison block diagram
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to extract the minimum intensity values, instead of maximum intensity values. The
extracted matrix from this step is called as Minimum matrix (MinM) (Fig. 5).
Step 5: At the end, this technique is concluded with the Euclidean distance phe-
nomenon, (Fig. 6) to find the shortest Euclidean distance between the Maximum
Matrix (MaxM) and Minimum Matrix (MinM). This shortest distance represents the

10

12

13

14

15

Fig. 2 Test image 1D vector

11 12 13 11 10

14 16 17 11 11

17 12 14 10 13

16 19 19 17 14

14 18 17 15 16

Fig. 3 Database images 1D
vector (database’s matrix)
(model—not actual images
matrix)

11 12 13 11 10

14 16 17 12 12

17 13 14 13 13

16 19 19 17 14

15 18 17 15 16

Fig. 4 Maximum matrix
(MaxM)

10 10 10 10 10

12 12 12 11 11

13 12 13 10 13

14 14 14 14 14

14 15 15 15 15

Fig. 5 Minimum matrix
(MinM)
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minimum variation between the test image and database images and it represents
the correct database image that is matched with the given test image (Fig. 7).

Euclidean distance for Max Min Comparison =
p

(MaxM �MinMÞ2
h i

.

3 Red Matrix Eigen Vector Recognition

The Principal component analysis [7], Eigen values and Eigen vectors [8] are the
widely used algorithms for image recognition processes. In this proposed work it is
combined with Maximum comparison technique for biometric object recognition.
The overall process is shown in Fig. 8. And it is explained below.

Step 1: All the 2D database images Red component’s are extracted and are con-
verted into 1D vectors the converted 1D vectors of all the database images are
collected in a matrix, called Red matrix. Why Red alone?: According to
Electromagnetic spectrum, red is more visible to human eye, having higher wave
length than green and blue.
Step 2: Find the mean for all database image’s Red Component, and is called as
Red component mean (W).
Database images—I1; I2; I3; . . . IM; Red Components—R1; R2; R3; . . .RM.

W ¼ ð1=MÞ
XM
i¼1

Ri

Step 3: Compare the Red matrix (RM) with Red component mean (W). While
comparing the rows between the Red matrix and the Red component mean, the
maximum intensity values, are detected.
The detected maximum intensity values are collected in a matrix. While comparing
the first row between the Red matrix and the Red component mean, the maximum
intensity values obtained are collected in a row, and so on, up to the last row. All
the detected maximum intensity value rows are collected in a matrix called
Maximum red matrix (MRed) (Fig. 9).

Fig. 6 Calculation of minimum euclidean distance value, between the maximum and minimum
matrices
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(a) Test image (b) Database image (Matched image)

(a) Test image (b) Database image (Matched image)

(a) Test image (b) Database image (Matched image)

Fig. 7 Max–Min comparison output for face and ear images
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Step 4: In this MRed the first column denotes the maximum intensity values col-
lected between the Red component mean and the first image of the Red matrix and
so on up to last column.
Step 5: Square matrix RL, (Fig. 9) is obtained by multiplying transpose of MRed

with MRed, it is needed to find the Eigen values and Eigen vectors for this square
matrix, the Eigen faces are formed with the help of these Eigen vectors, and then the
projected matrix is produced by multiplying transpose of Eigen faces with MRed.

RL ¼ MRedð ÞT MRedð Þ

ProjectedMatrix ¼ Eigen facesT � MRed

Step 6: The red component is extracted from a 2D test image; this test image’s red
component is also converted into 1D vector.
Step 7: Maximum intensity value comparison is done between the test image’s Red
component 1D vector and Red component mean (W), to get the Maximum Input
Red (MIRed). With the help of the comparison result, a projected test image is
formed by multiplying transpose of Eigen faces with MIRed (Fig. 10).

Projected Test Image¼Eigen facesT � MIRed

Fig. 8 Red matrix Eigen vector recognition block diagram

Fig. 9 Red matrix Eigen vector recognition—path of database images

Fig. 10 Red matrix Eigen vector recognition—path of a test image
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Fig. 11 Red matrix Eigen vector recognition—recognition part

(a) Test image (b) Database image (Matched image)

(a) Test image (b) Database image (Matched image)

Fig. 12 Red matrix Eigen vector recognition output for face and ear images
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Step 8: The normalization process is done between the projected matrix and the
projected test image, the minimum difference value from the normalization result,
which represents the matched image (Fig. 11). The minimum difference shows the
maximum resemblance of matching an image in the database with the test image,
and the recognized image is obtained (Fig. 12).

4 Results and Discussions

All the above recognition techniques are focused on each and every intensity value
in an image, so small changes in between the group of images can be easily
identified. Focusing on images intensity by intensity values comparison gives more
satisfactory results. The proposed recognition and detection methods are tested with
several face/ear databases such as, Libor Spacek’s Facial Images Databases (2D)
[9], IIT Delhi Ear database (2D) [10] and AMI Ear database (2D) [11]. The results
obtained are tabulated as Tables 1, 2 and 3.

Max–Min Comparison and Red matrix Eigen vector recognition are tested on
100 subjects of Libor Spacek’s Facial Images Database (Image size: 180 � 200)
[9] and the results obtained are tabulated as Table 1. The results show that the
Max–Min Comparison technique yields minimum mismatching of 1% in minimum
runtime and its accuracy is 99%. It is observed that Red matrix Eigen vector
recognition technique yields higher mismatching result of 7.5% and its accuracy is
about 92.3%.

Table 1 Libor Spacek’s facial images databases—face recognition results

S.
no.

Proposed techniques (tested on 100
subjects)

Run time
(s)

Mismatching
(%)

Accuracy
(%)

1 Max–Min comparison 2.1–2.3 1.0 99.0

2 Red matrix Eigen vector recognition 1.9–2.2 7.5 92.3

Table 2 IIT Delhi ear database—ear recognition results

S.
no.

Proposed techniques (Tested on 100
subjects)

Run time
(s)

Mismatching
(%)

Accuracy
(%)

1 Max–Min comparison 1.6–1.9 9.5 90.0

Table 3 AMI ear database—ear recognition results

S.
no.

Proposed techniques (Tested on 20
subjects)

Run time
(s)

Mismatching
(%)

Accuracy
(%)

1 Max–Min comparison 2.1–2.4 3.5 85.3

2 Red matrix Eigen vector recognition 2.2–2.4 5.8 74.2
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Max–Min Comparison technique is tested on 100 subjects of IIT Delhi ear
database (Image size: 272 � 204) [10] and the results are tabulated as Table 2, the
Max–Min Comparison yields very minimum runtime and its mismatching level is
9.5%. It produces 90% of accuracy rate. It is a gray scale database so other pro-
posed recognition technique is not tested.

The proposed two recognition techniques are tested on 20 subjects of AMI Ear
database (Image size: 492 � 702) [11] and the results are tabulated as Table 3. The
Max–Min Comparison technique yields minimum mismatching of 3.5% in mini-
mum runtime and its accuracy rate is 85.3%. Red matrix Eigen vector recognition
yields accuracy of about 74.2%.

5 Conclusions

This work is focused on a single issue called pose variation in the biometrics; to
overcome this error two recognition methods are introduced. The proposed two
recognition methods are tested with standard databases and it produces productive
results. The Max–Min comparison process gives as much as maximum accuracy
results of 99%. The Red Matrix Eigen vector also produces accuracy of about
92.3%. Thus, the proposed recognition system provides a path way with new
recognition algorithms for the human face and ear recognition system; and these
novel recognition techniques produces results in shortest run time with lesser
mismatching.
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Secure Cloud Storage Based
on Partitioning and Cryptography

Rakhi S. Krishnan, Ajeesha Radhakrishnan and S. Sumesh

Abstract Cloud-based storage is becoming a very good method for sharing any type
of data in upcoming days. This method can reduce the burden of storing and retrieving
data in local machines. But there exist many issues. The vendor itself can attack the
user’s data and it can even delete or hide the data; if the user did not access the data for
a long period of time. It also faces problems for synchronizing and uploading files and
the vast range of internal and external threats for data integrity. Another problem is
based on data security in cloud storage, where it does not have a proper encryption
technique. Storing data in the cloud is financially good for long-term large scale data
storage, although it does not fully offer guarantee on data integrity and availability. In
this paper we are focusing the integrity of the data using a technique that divides the
data into number of pieces and encrypting it by newly introduced method. Through
this technique cloud ensures more security and integrity.

Keywords Cloud � Cloud computing �Multiple location � Service provider � Data
storage � Data security � Data correctness � Data availability � Data integrity

1 Introduction

Cloud computing is a model for enabling both user-friendly and on-demand net-
work access to a shared pool of configurable computing resources (for e.g., net-
works, servers, storage, application, and services) that can be rapidly provisioned
and released with minimal management struggle or service provider cooperation.
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In this paper we are focusing on cloud storage. Cloud storage is a specific sub
offering within Infrastructure as a Service (IaaS). Private data of users is gathered
on multiple third-party providers with cloud storage technology rather than on the
dedicated providers used in conventional networked data storage. The basic
requirements for cloud storage system include mass storage and low expense [1].
However, consumers are ready to store their important and sensitive data in cloud
only if it provides security and integrity.

Cloud storage system is facing many challenges nowadays. The major issue is
concerned with the security of data which we store at servers and also it has threats
from vendor who has cloud space. Another problem is in maintaining backup for
the data. Apart from that, cloud also faces problems like Missing data (if the client
did not access the data for a long period of time, the CSP automatically removes the
data from its storage space), problem with synchronizing files, unknown errors (that
is the attacks caused by the server itself is hidden from the users), and upload issues
(when a user upload a file to the cloud space and he/she does not aware of where it
is actually stored). These data may be stored in multiple locations like in India or in
America. So, the users have to obey the legal rules of that particular country.

In this paper, we are introducing a new method to make the cloud more secure.
Here we are dividing the entire data into small pieces and encrypting it using a new
protocol. Cryptographic techniques play an important role in this technique. Then
we are compressing each piece separately and storing it into different locations. At
the time of fetching we are decompressing the pieces and decrypting it into the
original text. Then it is arranged it into the order as in the initial state. After all these
process it is given to the consumer. Through this technique, we can provide security
and integrity to the cloud data. Even the vendor cannot access the consumer’s data
without user’s permission.

2 Literature Review

Mainly cloud storage is subdivided into two types [2]. That is class A and class B.
Class A is the cloud storage technique that is designed using cryptographic tech-
niques but it is not in the cryptographic theory framework. Class B is the cloud
storage technique designed using cryptographic techniques and also in the cryp-
tographic theory framework. Here we survey existing application result of cloud
storage mechanism and their main features. The following are some of the mech-
anisms used for data storage in cloud.

In this paper the method is based on not only the attribute-based encryption, but
also cipher text—policy and which help to perceive the control of data for the
requester’s access and identity-based encryption that deliver a secure data com-
munication. This allows requester’s to access their own way and set different
attributes to them. This scheme is called efficient and secure patient centric access
control (ESPAC Scheme), which achieve desired security and good communication
delay. This method with cryptographic techniques ensures highest security and
privacy requirements [2].
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Cryptography-based cloud storage is the first used symmetric encryption
mechanism. It is designed to secure cloud storage architecture for both consumers
and enterprise scenarios when the service provider of public cloud infrastructure is
not completely trusted by consumers. It tells the basis of cryptographic cloud
storage and it explains how to implement it using cryptographic techniques to
satisfy the security and privacy requirements. The steps that take place are first
indexes data and encrypt it with a symmetric encryption mechanism. Then it
encrypts the index and the unique key under an appropriate policy. Finally, it
encodes the encrypted data and index. So that later can verify their integrity [3].

The scheme ensures secure data repository service design on the top of a public
cloud infrastructure. It uses digital signature assigned by the audit and file manager
for the integrity and authentication of the data which is distributed as a file
encryption and file signature key. Searchable encryption that is in the kryptonite
client library without revealing the content of the file or without decrypting file is
allowed with the help of the secure index manager [4].

The paper discusses about the problem of simultaneous public audit of data and
data dynamics on cloud storage for the integrity of data [4]. They found a solution
which provides the data dynamics efficiency. This is done by manipulating the
classic Merkle Hash Tree construction and thereby improving the storage models.
For achieving simultaneous multiple auditing task, their main goal, they have
adopted bilinear aggregate signature [5].

Another paper tells the service providers who hide the data corruption occurred
by the provider side itself [6]. This paper discusses the qualities of a protocol. They
are public auditability, storage correctness, privacy preserving, batch-auditing, and
lightweight. There are essentially two operation models. One is storage as a service
and other is computing as a service. In the first model the file is created and opened
at the side of cloud user. All the operations are taking place locally. Only the cloud
is used for the storage purpose. The main functions are uploading and downloading.
The paper in cloud storage security provides an algorithm for file uploading and
downloading [7].

This strategy provides a new vision about flexible file distribution method. They
focus on token pre computation to prove the precision of data [8].

3 Proposed System

In the proposed system, we are trying to solve the attacks from vendor side. Here
we are proposing a new system to ensure the security in cloud storage from vendor
side attacks. The system works in between the user and cloud storage provider. That
is just like a middleware. When the user upload a file to the cloud, the original file is
partitioned into several pieces based on certain algorithm. Then, these pieces are
randomized using a key. This key is generated by a function and user part is the
base of key generation. After that, each piece is encrypted by a key (which is
generated by a predefined function) and then it is compressed. Finally it is stored
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into the cloud. There was maintained an array which have an identity of each piece
and its location address. At the time of file retrieving the file name is given as the
input and service provider maps this name to the servers and takes back the cor-
responding pieces from the storage space using the array (address stored array).
Then it is decompressed and decrypted using corresponding key. After that each
pieces is ordering in the correct format using the corresponding key. Finally it is
combined to form the original file.

Here the encryption method is choosen dynamically. If the customer allows
sharing then it is public key encryption. Otherwise it will be private key encryption.
Also we are planning to allow the users to choose which encryption method they
need as per there security level. A unique method is introduced for performing
randomization.

The equation is,

SN ¼ min � seedþmaxð Þ=random; ð1Þ

where SN is the new sequence number, min is lower sequence number of that
particular file, max is higher sequence number of that particular file, seed and
random are the dynamic variables which make the order unique. In seed variable,
we are taking time and in random variable we are taking date.

The diagrammatical representation of proposed system is shown in Fig. 1.

Fig. 1 Proposed system

708 R.S. Krishnan et al.



4 Implementation

The proposed system is implemented in ‘.net’. There are two major modules in this
system, i.e., uploading a file and downloading from the storage server. Once the
user has registered the system using his/her email ID and password then using this
mail ID, the system can generate a unique ID for each user.

4.1 Uploading a File into Storage Server

The next step is login using the unique ID and password. After that the user needs
to specify the requirement. If the user is given with an upload option, then a browse
page is displayed where we can browse the needed file. Thereafter, when we click
on the OK button the file splits into different sub files and stored into a dynamically
created folder. These are not visible to the user. Then the system asks for an
algorithm to encrypt. The user can choose it according to their security level. When
the user chooses one algorithm and clicks on the OK button then each file is
encrypted using the specified algorithm and zipped together. The corresponding
encryption method is used to encrypt the data which is stored. Finally, a confir-
mation message is given to the user.

4.2 Downloading a File from Storage Server

When the user has given download option, all the files uploaded by that user is
displayed in a list box. The user can choose which one he/she needed. When he
clicks on the download button the address fetches from the database and the
specified folder is taken from that location. Then unzip the files and decrypt the file
b using appropriate decryption method. This method is taken from the database
where we store that at the time of file uploading. Then all the decrypted files are
combined together into the original file. Then it is stored in the local space.
Confirmation message is given to the user (Fig. 2).

Here we are analyzing how the time factor affects the efficiency of new cloud
storage method with the old one. Table 1 shows the file uploading and downloading
time in cloud using various encryption techniques.

A graph has been plotted from the analysis derived from the table. Though, the
time constrain for both the system remains considerably the same, it is concluded
that the security associated with the proposed system is more reliable than the
existing one. Figure 3 shows a graph illustrating the file uploading and down-
loading time for different algorithms
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5 Future Work

Currently the system uses only few encryption techniques. The results obtained are
promising and effective. In future, there exists more scope for improving the system
by adding other advanced encryption methods. Also the system can improve data
sharing feature based on owner permission.

Fig. 2 a Shows uploading a file into the Storage Server, and b downloading a file from the
Storage Server

Table 1 Time efficiency
comparison of different
encryption algorithms

Algorithm Uploading time
(s)

Downloading time
(s)

Ceaser
Cipher

2 s 96 ms 01 s 03 ms

AES 2 s 73 ms 71 ms

DES 2 s 51 ms 59 ms

RSA 2 s 65 ms 63 ms

0
0.5

1
1.5

2
2.5

3
3.5

Uploading 
Time
Downloading 
Time

Fig. 3 A graph showing
efficiency of the algorithm
against the time factor
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6 Conclusion

The paper discusses about the integrity, efficiency, and security of the data in cloud
storage. This storage system encounters several limitations such as vendor side
attack, data hiding, file synchronization problem, etc. Being the most critical issue,
vendor side attack has been concentrated here. In order to overcome this problem a
new method is introduced which provides more reliability, efficiency, and security
to the data.
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Analysis of Power Quality in Hostel
and Academic Buildings of Educational
Institute

Mallakuntla Rajesh, K. Palanisamy, S. Umashankar,
S. Meikandasivam and S. Paramasivam

Abstract In last decades, electronics and telecommunications have known unex-
pected development; the number of nonlinear loads has increased, along with this
the disturbances in power quality also raised. Poor quality in power causes more
losses and will cause malfunction, leading to replacement of particular connected
load. This paper presents the preliminary results of Power quality survey done in
academic and hostel buildings of VIT University. The power quality survey is
necessary to record all events over an enough long time interval. Here we collected
various parameter readings from all electrical feeders of for different buildings. This
paper analyzes the complexities as well as consequences of power quality disrup-
tions. In order to reduce the huge amount of data by recording and analyzing several
electrical parameters over certain duration of time, some recording limits as per IEC
standards are to be set. For particular feeders where limits exceed the set values,
various strategies to enhance the quality of power and minimize the losses are
implemented.

Keywords IEC standards � Network layout � Parameters � Power quality survey �
PQ box � Voltage harmonics

1 Introduction

Nowadays, the quality of electric power has achieved more relevance with respect
to operation and maintenance in various applications. In order to enhance the
quality of power, steps like monitoring, recording, fetching the causes for losses,
and solutions for the disruptions must be followed. The outcome of the survey
might be associated with tremendous assistance in resolving the existing issues
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associated with electric power, and possibly provide a foundation to take suitable
step to avoid any kind of breakdowns resulting thereof [1]. The information
extracted from the survey will allow simultaneous improvement of power quality of
power through required methods and most significantly confirmation to particular
standards of power quality enforced even in the presence of load [2].

The main objectives of the survey are (i) to analyze the quality of power at each
individual load feeder, (ii) to make use of the outcomes of the survey regarding the
development of the particular specifications of mitigating devices to be mounted in
that specific feeder to boost up the quality of electric power. This survey is done in
Silver Jubilee Tower (SJT) power house which shown in Fig. 2, using Win PQ
Mobil −200 analyzer connected to all load feeders with duration of 24–48 h. With
this analyzer we recorded the various power quality readings like current and
voltage harmonics, sag/swell, flicker, etc., with interval of 1 s. The disruptions in
power quality like voltage harmonics and inter-harmonics also recorded simulta-
neously as when they appeared. The data was collected from nine feeders which
shown in Table 1.

2 Details and Layout Map of Load Distribution System

2.1 University Map

In this survey, we recorded various power quality issues like voltage harmonics,
inter-harmonics, frequency fluctuations, flicker with the PQ analyzer at each feeder
of particular load panel. For every event, the analyzer takes the readings of all
parameters and magnitude along with duration of that event. These are shown in
coming tables with corresponding load feeder readings. In all readings, one thing is
to be noticed that all loads are affected with voltage harmonics. The power network
of university is shown in Fig. 1.

The distribution of SJT power is connected to five loads as shown in Fig. 2, one
academic and two hostel buildings, which again sub-divided as lighting feeder and

Table 1 Loads in SJT power house with measured dates

Load type S.no. Corresponding feeder Connected date

Academic loads 1 SJT lighting load (solar) 07/11/15 to 09/11/15

2 SJT power & UPS 25/01/16 to 26/01/16

3 SJT pump 21/01/16 to 22/01/16

Hostel loads 4 E-annex block lighting 20/11/15 to 21/11/15

5 F-lighting 20/01/16 to 21/01/16

6 F-power and AC feeder 1 22/01/16 to 23/01/16

7 F-power and AC feeder 2 23/01/16 to 24/01/16

8 E&F pump 23/11/15 to 24/11/15

Common load 9 Sewage treatment plant (STP) 26/11/15 to 27/11/15
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power (AC and UPS) feeders, one pump load for academic and one for hostel
buildings and a common sewage treatment plant load for both academic and hostel
buildings.

Fig. 1 Distribution system of University

Fig. 2 Distribution system of SJT power house to various loads
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2.2 Power Quality Survey on Individual Feeders

The PQ box is connected to each panel load of both academic and hostel loads
which is shown in Table 1. Since the main intention of this is to determine the
power quality in individual load feeder, recording is done on one feeder at a time,
this survey is done on nine feeders which connected from SJT power house. (three
academic load feeders, five hostel load feeders, and one sewage treatment plant
feeder that are common for both hostel and academic blocks). It is to be mentioned
that the monitoring of academic load feeders and the hostel load feeders connected
during and done in both university working and weekend days to make sure that
survey is performed at full load condition and also with no load condition.

3 Voltage Parameters

Here, the effects of voltage parameters on power quality are briefly explained.

3.1 Voltage Unbalance and Disturbances

The particular voltage swells or sags which might be in short period of time rise and
fall throughout RMS value regarding with supply voltage sustained through mil-
liseconds as much as a couple of seconds may often be brought on by sudden load
changing in system. Sags and swells in voltage along with temporary disruptions
are main issues in power quality and these generated by variable speed controlling
drives and some sensitive electronic loads. So it is important to consider the
checking of preceding disruptions regarding voltage.

In this survey, the all events related to voltage like unbalances, interruptions are
recorded by PQ analyzer during each measuring period in all the feeders. Compared
to all feeders, the voltage distortion occurred in SJT lighting and remaining are all
in normal condition. In Fig. 3 voltages crossed the limit as shown.

3.2 Voltage Harmonics

Thevoltage harmonics in all feeders are recorded and some particular harmonicswhich
crossing the limit are shown in Table 2. The main cause of appearance of voltage
harmonics are nonlinear loads [3], in educational institute; the typical loads are

I. Projectors for teaching purpose
II. UPS and electrical ballasts for conventional purpose
III. Laboratories
IV. Air conditioning units

716 M. Rajesh et al.



V. Power electronic converters, switch mode conversion
VI. Variable speed drives, microprocessor controlled drives.
VII. Lighting and lift loads.

Fig. 3 Overview of SJT lighting feeder

Table 2 Voltage harmonics of all feeders

S.
no.

Load type Order of
harmonics

Limit Measured
value

Particular
line

1 SJT lighting 9 1.5 1.52 L1

2 11 0.5 0.52 L1

3 15 0.5 0.54 L2

4 SJT pump 6 0.5 0.53 L2

5 6 0.5 0.54 L3

6 SJT UPS 6 0.5 0.6 L2

7 9 1.5 2 L1

8 9 1.5 2.34 L2

9 9 1.5 1.78 L3

10 EF pump 9 1.5 1.54 L1

11 9 1.5 1.58 L2

12 F-lighting 6 0.5 0.72 L3

13 6 0.5 0.52 L1

14 9 1.5 1.74 L2

15 F-power feeder
1

9 1.5 1.52 L2

16 10 0.5 0.52 L1

17 15 0.5 0.54 L2

18 F-power feeder
2

6 0.5 0.56 L3

19 9 1.5 1.55 L3

20 No harmonics appeared in other feeders
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These harmonics causes more effect on equipments like overheating of trans-
formers, asynchronous machines, etc. Fig. 4 shows the THD of all load feeders
which is also shown in Table 2.

The points marked in above chart are limits which given as per standards. The
more voltage events observed in SJT lighting load fed with solar and those readings
are plotted in power acceptability curve which is given by Information Technology
Industrial Curve (ITIC) [4] is shown in Fig. 5; this also useful for information
technology equipments and personal computer labs. From that plotted curve, the
most voltage events like residual voltage, swell voltage is shown in Table 3.

4 Diesel Generator Effect

It is observed that due to power shutdown at measuring of SJT lighting load on
November 7 and 9 from 2:00 to 4:00 PM and 10:02 AM to 11:43 AM, respec-
tively, the power supplied by the diesel generators, of rating 500 KVA, 415 V, after
connecting the load to diesel generator, the THD of voltage is raised to its limit and
the frequency also deviated from its limit. The readings of all parameters are shown
below.

4.1 Overview

The overview is shown in Fig. 6; here the frequency crossed the limit since the
diesel generator interference that causes lot of disturbances in system. The main

Fig. 4 Voltage harmonics of all feeders
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effect in system are which causes the cross triggering of voltage and current, leads
to power factor changes and negative power. The events that appeared while
connecting, operating, and removing of the diesel generator are captured and some
events are shown. The harmonic distortion in voltage is raised at the time of
connecting and disconnecting of the diesel generator, this is shown in Fig. 7, where
the arrow mark is the time that DG is operated, and in that the voltage harmonic
distortion crossed the limits while connecting and removing from the load feeder.

4.2 Frequency and Power Variations

The frequency crossed the limit of standards due to sudden connection of main
supply while diesel generator is operated due to past shutdown in supply which
observed in overview. Figure 8 shows the frequency deviation of supply when the
time sudden interference of main supply with diesel generator supply. The real
power and power factor also came negative due to sudden operation of diesel
generator, here the current crossed the 900 shift these shown in Fig. 11. In Figs. 9
and 10, the power factor and real power are shown where the value coming to zero

Fig. 5 Events in voltage compared with ITIC curve
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and in negative due to diesel generator supply. The oscilloscopic events of diesel
generator interference at main power shutdown are shown in Figs. 11, 12, and 13.

The sudden interfacing of diesel generators leads to frequency deviations in
existing system and that will cause power quality issues.

Fig. 6 Overview of interface of diesel generator in system

Fig. 7 VTHD during DG operation
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5 Current Parameters

The utilizing of nonlinear loads such as Switch mode power supplies, variable
speed drives, UPS, electronic ballasts and other power electronic controlled loads is
raised, along with this the harmonics in currents also raised. It is important to record
the harmonic distortion in particular load to design and install a filter that suits to
reduce the distortion within limits of standards. The mean values of THDs of all
feeders are shown in Table 4.

Fig. 8 Frequency crossed its standard limit

Fig. 9 Power factor coming negative
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6 Other Power Quality Parameters

6.1 Frequency

The frequency is one important parameter in the power quality, the effects of
frequency deviations in other electrical equipments like filters, capacitor banks,
machines like motors and transformers, etc., are detailed in [5]. It is necessary to
find the variations of frequency in power supply to determine the effect on the loads.
The readings of frequency variations are tabulated and shown in Table 5.

Fig. 10 Real power coming negative

Fig. 11 Main power shutdown in system
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6.2 Flicker

Voltage flickers called fast varying voltages in short duration are caused by starting
of nonlinear loads like arc furnaces, welding machines, induction motors, and also
of generators. According to IEC 61000-3-3 standard the limits of long-term and
short-term flicker is given as

• For short-time flicker in observed interval of 10 min the limit must be in 1.0
• For long-time flicker in observed interval of 2 h duration, the limit must be 0.65.

Fig. 12 Interference of diesel generator in system

Fig. 13 Current shifting to above 90° phase
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It is observed that the short and long time flicker crossed the limits in lighting
feeder according to standards given. The obtained readings of short time flicker and
long time flicker are shown in Tables 6 and 7.

6.3 Power Parameters

The power readings of all feeder parameters including apparent power shown in
Table 8 and real power and reactive power is shown in Table 9. The high power
consumption load is SJT power and UPS feeder. The power factor of all loads is
given in Table 10. Here the pump load has poor power factor which to be
considered.

Table 4 Current harmonics of various feeders

S.no. Name of load Percentage THD

Line 1 Line 2 Line 3 Line N

1 SJT lighting 21.113 45.906 133.074 267.150

2 SJT pump 79.219 170.831 55.990 349.444

3 SJT UPS 27.762 24.364 19.454 37.217

4 E-annex lighting 5.782 5.582 7.601 88.190

5 EF pump 13.352 25.276 17.747 413.465

6 F-lighting 13.111 13.760 16.490 140.164

7 F-power feeder 1 14.885 14.886 30.790 169.435

8 F-power feeder 2 18.041 16.659 16.746 763.202

9 SJT STP 3.995 5.396 4.569 135.295

Table 5 Frequency of all load feeders

S.no. Name of load Frequency (Hz)

Min Mean Max

1 SJT lighting load (solar) 49.742 50.017 51.022

2 SJT power & UPS 49.781 50.008 50.395

3 SJT pump 49.811 50.016 50.260

4 E-annex block lighting 49.750 49.952 50.114

5 F-lighting 49.786 50.010 50.276

6 F-power and AC feeder 1 49.727 49.995 50.250

7 F-power and AC feeder 2 49.764 49.984 50.250

8 E&F pump 49.877 50.052 50.218

9 STP 49.867 50.048 50.203
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Table 6 Short-time flicker of
all load feeders

Name of the load Short time flicker (PST)

Line 1 Line 2 Line 3

SJT lighting load (solar) 1.286 1.313 1.324

SJT power & UPS 0.221 0.275 0.287

SJT pump 0.185 0.215 0.209

E-annex block lighting 0.259 0.271 0.275

F-lighting 0.292 0.295 0.287

F-power and AC feeder 1 0.591 0.563 0.601

F-power and AC feeder 2 0.525 0.608 0.555

E&F pump 0.243 0.285 0.279

Sewage treatment plant (STP) 0.186 0.227 0.240

Table 7 Long-time flicker of
all feeders

Name of the load Long time flicker (PLT)

Line 1 Line 2 Line 3

SJT lighting load (solar) 4.953 4.956 4.973

SJT power & UPS 0.247 0.362 0.331

SJT pump 0.222 0.236 0.218

E-annex block lighting 0.291 0.305 0.305

F-lighting 0.196 0.240 0.248

F-power and AC feeder 1 0.626 0.570 0.617

F-power and AC feeder 2 0.583 0.625 0.561

E&F pump 0.268 0.326 0.315

Sewage treatment plant (STP) 0.226 0.307 0.281

Table 8 Apparent power readings of all feeders

S.no. Apparent power readings (KVA)

Name of the load Minimum Average Maximum

1 SJT lighting load (solar) 1.431 13.971 46.726

2 SJT power & UPS 32.935 63.607 182.145

3 SJT pump 0.2646 14.442 60.392

4 E-annex block lighting 13.208 20.999 37.390

5 F-lighting 44.005 70.105 124.559

6 F-power and AC feeder 1 30.183 54.356 85.838

7 F-power and AC feeder 2 42.980 76.916 129.652

8 E&F pump 3.242 31.959 41.143

9 Sewage treatment plant (STP) 37.785 50.981 66.2665
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7 Discussion on All Readings

• The most common issue in all readings is voltage harmonics, including with
other PQ events.

• The harmonics in all feeders are analysed including even harmonics, odd har-
monics, and triple-n harmonics (3n).

• Voltage unbalance is the main reason for formation of triple-n harmonics in the
power system.

• The odd harmonics occurred in the system due to nonlinear loads connected to
the system.

• The flicker in voltage is in standard limit in all feeders.
• The even harmonics in feeders were generated due to induction motor loads in

specific feeders like pumps and STP loads.

Table 9 Real and reactive power readings of all feeders

Load number Power parameters

Real (KW) Reactive (KVAr)

Min Avg Max Min Avg Max

1 −35.4 −6.50 41.68 0.8169 9.202 28.92

2 31.12 61.14 179.8 6.008 16.90 38.48

3 0.138 12.39 48.45 0.225 7.348 36.24

4 3.607 6.807 11.67 8.706 14.58 25.78

5 35.22 55.81 102.1 25.93 42.12 73.34

6 27.86 51.81 82.31 4.64 15.84 35.06

7 35.18 73.40 129.6 10.59 21.89 49.53

8 2.214 26.67 34.55 2.365 17.56 22.42

9 37.66 50.81 66.19 23.17 40.73 74.96

Table 10 Power factor of all load feeders

S.no. Name of the load Power factor

Min Mean Max

1 SJT lighting load (solar) −0.889 −0.542 0.946

2 SJT power & UPS 0.858 0.955 0.990

3 SJT pump 0.509 0.757 0.948

4 E-annex block lighting 0.670 0.723 0.787

5 F-lighting 0.720 0.804 0.910

6 F-power and AC feeder 1 0.792 0.954 0.994

7 F-power and AC feeder 2 0.743 0.951 0.995

8 E&F pump 0.668 0.815 0.853

9 STP 0.991 0.997 0.999
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• Power factor in all loads is very poor due to inductive loads except in STP as it
is almost near to unity. The necessary action must be implemented for reaching
unity.

• The power electronic switches in converter will cause the distortion in voltages
and currents and leads to generate inter-harmonics of high frequency and also
reason for rapid voltage changes.

• PQ events in all readings are due to inductive loads in all feeders which causes
dip, rapid voltage change, etc.

• THD in voltage and currents in UPS feeder is more mainly due to PWM inverter
operation.

• The common issue in both solar lighting and in ups is harmonics and max
voltage harmonics (200 ms) that due to mainly inverter operation in two sys-
tems that generated by switching operations, this leads to damage in load side.

8 Recommended Tips for Improving Quality of Power

• To avoid the effects of harmonics on sensitive loads, it is necessary to maintain
harmonics in safe limit by installing filter at load side either in shunt or series.

• In interfacing with solar and diesel generation, certain necessary protecting
devices are to be taken connected for avoiding unwanted issues appearing in
quality of power.

• Desired FACTS devices based on obtained results should be connected to
reduce the losses involving in power quality.

• Filters should be connected in interfacing of inverter in power system to reduce
the harmonics appeared in system.

9 Conclusion

Our future outcome is to improve the quality of power since the actual need of
power is significantly increasing daily, as well as the issues also increasing. So it is
often difficult to take steps to maintain quality of power along with increasing of
load demand. The collected data from the survey is to analyze the quality of power
in academic and hostel blocks, from these obtained results, new devices have to be
designed that persuade with improving the quality of power along with existing
devices.

Acknowledgments I’m highly indebted to VIT University, Danfoss industries Private Ltd.,
Chennai and technical staff in power house, for their guidance and constant support as well as
cooperation to collect the data for this project.

728 M. Rajesh et al.



References

1. N. Karthikeyan, “Power Quality Survey on Technological Institute” IEEE Trans., power
systems 2009.

2. Indian Electricity Grid code March 2002 website: nerldc.org/COMMERCIAL/iegc.pdf.
3. EPRI, “Impact of Nonlinear Loads on Motor Generator Sets,” Electr. Power Res. Inst. (EPRI),

Palo Alto, CA, Tech. Rep. 1006489, 2001.
4. Degan, R.E., MF. McGranaghan, S. Santoso, and H.W. Beaty, “Electrical power systems

equality,” McGraw-Hili companies, second edition, 2006.
5. Angelo Baggini, Handbook of Power Quality, John Wiley & Sons Publication, 2008.

Analysis of Power Quality in Hostel and Academic Buildings … 729

http://nerldc.org/COMMERCIAL/iegc.pdf


Dynamic Resource Allocation Mechanism
Using SLA in Cloud Computing

Jayashree Agarkhed and R. Ashalatha

Abstract Resource provisioning is greatly required to expand the performance in
cloud. The hardware technique used for resource allocation methods can be central
processing unit (CPU) scaling, which is the frequency of physical cores. The
software technique used can be horizontal and vertical elasticity. The resource
management affects the evaluation of a system by performance, functionality, and
cost. The resource management in cloud environment should have enormous
policies and decisions for adhering various objective optimization. Efficient
resource management is the process of allocating the resources and handling the
workload variations effectively. The computing resources have to be handled effi-
ciently among the users of virtual machines. Service level agreement (SLA) is
defined as the contract made between the providers and the customers of cloud for
guaranteeing the quality of service (QoS) issues. This paper gives various policies
defined in cloud computing related to SLA issues.

Keywords Cloud computing � Resource provisioning � Resource allocation �
Service-level agreement � Quality of service

1 Introduction

Cloud computing can be referred as applications which are delivered as a service over
Internet and hardware systems. It provides various services through systems software
in the cloud data centers. While providing basic resources and services, cloud
computing has been devoted to guarantee the quality of service (QoS). The software

J. Agarkhed (&) � R. Ashalatha
Poojya Doddappa Appa College of Engineering, Kalaburagi 585102, Karnataka, India
e-mail: jayashreeptl@yahoo.com

R. Ashalatha
e-mail: ashalatha.dsce@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
S.S. Dash et al. (eds.), Artificial Intelligence and Evolutionary Computations
in Engineering Systems, Advances in Intelligent Systems and Computing 517,
DOI 10.1007/978-981-10-3174-8_61

731



as a service (SaaS) providers comply with the requirements of QoS which are given
in SLA contract made between the cloud providers and the users [1].

SLA contains the terms and conditions for any type of service maintained by the
provider for user applications. SLAs are generally negotiated between
context-aware application provider and cloud provider for QoS-related issues. They
are used to specify the needs required for providing services in cloud computing
[2]. The physical resources in cloud include CPU, memory, storage, workstations,
network elements, and sensors. The logical resources are system abstractions which
include operating system, energy, network throughput or bandwidth, information
security, protocols, network loads, and delays.

The rest of the paper is organized as follows. Section 2 deals with related work.
Section 3 gives resource allocation mechanism in cloud computing environment.
Section 4 shows some important policies in cloud. Section 5 discusses various
performance metrics for cloud system. Section 6 gives the comparative study and
Sect. 7 ends with conclusion.

2 Related Work

Nemati et al. [3] have introduced two adaptive SLA-based elasticity management
algorithms for virtualized IP multimedia system (IMS) environments which are
mentioned as USA and BSA algorithms. Call setup delay and user priority are the
two SLA attributes used for controlling CPU resources.

The resource management is greatly required in cloud computing which pro-
vides different policies for obtaining at the correct solution. The proposed policies
rely on information about the system performance history and apply at runtime for
their reduced computational time [4]. The SLA model provides enormous knowl-
edge for negotiation of SLAs between providers and clients. The priority-based
scheduling mechanism uses COSIM-CSP simulation framework [5].

Resource allocation methods are mainly used for the optimization of cloud
resources. They are used when the clients have certain SLAs for meeting the cloud
requirements. Different resource provisioning techniques based on SLA’s are
specified by large Cloud Service Providers (CSPs). Different CSPs have to be
managed efficiently to maximize the total profit in the system [6].

The end-to-end framework design and its implementation provide provisioning
of database tier. For guaranteeing SLA performance requirements, the applications
are based on consumer-centric policies and issues. This framework provides flex-
ible mechanisms for fine-granular SLA metrics at the application level for consumer
applications [7].

The application partition offloading scheme for mobile users are provided by
resource allocation algorithm. This method uses semi markov decision process. The
asset assignment strategy utilizes arrangement cycle approach for accelerating
application execution. The algorithm performs better than greedy admission control
for throughput and QoS requirements to achieve high efficiency [8].
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3 Resource Allocation Mechanism

The resource allocation policies are used for assigning resources to the requests
made in the cloud environment. Various parameters of resource allocation include
resource contention, fragmentation, scarcity, and over-provisioning factors. Cloud
resource management policies can be categorized as admission control, capacity
allocation, load balancing, energy optimization, and QoS guarantees.
Implementation of resource management policies can be classified as control the-
ory, machine learning, utility-based approach, and market-oriented mechanisms.
Many auto-scaling methods provide performance metrics like CPU utilization for
reducing the execution cost. But, the user requirements in hybrid clouds for variable
resources utilization must maintain service-level agreements like deadline cost,
cost-oriented policies, or performance-oriented policies. Using auto-scaling
method, the users can make use of required resources for any type of applica-
tions thereby reducing the usage cost. The performance-oriented policy helps the
users to meet the deadline requirements. SLA-oriented resource allocation methods
are used for resource management system in cloud. The resource management
issues such as SLAs are most importantly required for customer-driven, compu-
tational risk management, and autonomic resource management system [9] (Fig. 1).

Providing authentic QoS is a main area of cloud computing environment. SLAs
are used for providing QoS characteristics such as throughput, response time,
latency, etc. QoS-based resource allocation mechanisms are the important area to be
covered in providing cloud security [10]. There exist many components in SLA
data centers with respect to resource allocation scheme. Major entities involved in
resource allocation scheme are as follows.

Fig. 1 SLA-oriented
resource allocation
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(a) Cloud Users/Brokers: This is the entity who submits the request for getting the
service to the cloud.

(b) Resource Allocator: SLA resource allocator is the intermediate between the
CSPs and the consumer.

(c) Virtual Machines: Multiple VMs can be started simultaneously in cloud which
runs on multiple operating systems in a single system.

(d) Physical Machines: Each data center consists of multiple servers for servicing
every incoming request coming into the cloud.

Pseudo code for SLA-based resource allocation policy is given in Algorithm 1.

Algorithm 1: SLA-oriented resource allocation

Step 1: Start
Step 2: Each service request is submitted by the user or the cloud broker.
Step 3: The service request examiner and admission control design admits the

incoming request for QoS mechanisms for providing various services.
If (each availability of requested resource = true)
Status of request = Accept
else
Status of request = Reject

Step 4: The service request examiner and the admission control gets the
information about the resource availability from virtual machine
monitor (VMM) and service request monitor for allocating the
resources to each cloud user.
For (each available resource in cloud)
Assign request to virtual machines (VMs) and allocate the resource
privileges to virtual machine

Step 5: The pricing mechanism informs the correct usage of resources for
computing the exact cost for each service to the user.

Step 6: Finally, the dispatcher executes the service for the given request
which is resided in the VMs

Step 7: The service request monitor checks the overall progress of the service
for the request resources.

Step 8: End

4 Policies in Cloud

Policies are basically used for providing domain knowledge for interaction proto-
cols and various SLA interactions in cloud. There are two types of SLA policies
which are categorized as interaction protocol IP policies which are defined by
generating automated SLA and given in IP policy. Next one is the strategy policy
where the decision-making strategies are specified in this policy [11]. Cloud
management policies are described as follows:
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A. Resource Allocation Policy: The resource management affects the evaluation of
a system by performance, functionality, and cost. Auto-scaling method is used
for unplanned workloads when there is pool of resources available and when
there is a monitoring system for real-time resource allocation. The autonomic
policies are of great demand for scaling of system, large population, and many
user request as well as load fluctuation. Implementation of resource manage-
ment policies can be classified as control theory, machine learning, utility-based
approach, and market-oriented or economic mechanisms [12].

The resource allocation policy allocates the unused resources coming from
various computing platforms to each of its users. For adapting to the dynamic
environment, system has to consider current resource allocation strategies. Types of
resource allocation policies are given below.

a. Fairness policy: This policy allocates the computing platform resources equally
among all the users of cloud.

fairness ¼ 1� rt
lt

ð1Þ

b. Greedy efficiency policy: Greedy policy distributes computing platform
resources to the user with maximum throughput.

c. Fair efficiency policy: This policy provides competitive efficiency along with
user satisfaction. It distributes equal CPU cores to single user by taking into
consideration higher throughput of the system [13].

B. SLA Policy: The SLA policy is used between the cloud providers and the
users for controlling the services levels. It uses the QoS attribute values of various
VMs and consolidates into one QoS index value [14]. The SLA proposal given by
client to the providers is finalized between both the parties, then the QoS
requirements and the economic conditions are kept in SLA [15].

The SLA algorithmmaintains the priority of the tasks in task queue and handovers
each task to their respective server cluster. Different QoS parameters are used for
finding the response time of each task for effective resource utilization in the system.
For every task queue maintained, length, deadline, and cost of each task are calcu-
lated. The server cluster can be categorized into high processing power, medium
processing power or low processing power servers clusters based on SLA [16].

The service-level agreements consist of data storage, utilization of available
bandwidth, and security standards. The problem of over-provisioning of resources
arises between cloud consumers and cloud providers. The situation of
over-provisioning of cloud resources leads to over utilization or underutilization of
resources in cloud. Therefore, proper resource provisioning algorithms are required
for resource provisioning and allocation of requests between clients and the pro-
viders [17]. The biggest challenge in cloud computing relies on allocation of virtual
resources on the hardware in virtualized Infrastructure as a Service. The virtual-
ization technique provides a set of virtual resources on top of physical resources.
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The cloud computing resource management problems are based on static or
dynamic problems. The static or offline requests for cloud resources are already
known and are constant in nature. But, the dynamic requests are online and can
change over time depending on the user requirements [18]. An SLA-based resource
allocation optimization strategy boosts the aggregate benefit which is the aggregate
cost picked up from serving the customers subtracted by the operation expense of
the server cluster. A joint optimization framework consists of request dispatching,
dynamic voltage, and frequency scaling for individual cores. Each core in a single
cluster is modeled using a Continuous Time Markov Decision Process (CTMDP).
A near optimal hierarchical solution consists of a central manager and distributed
local agents. The near optimal resource allocation and consolidation algorithm
consistently performs better than baseline algorithms [19]. Steps required for
evaluating service-level agreements in cloud is given in Algorithm 2.

Algorithm 2: Evaluation of service level agreements

Step 1: Start
Step 2: Understand Roles and Responsibilities
Step 3: Evaluate Business Level Policies
Step 4: Understand Service and Deployment Model Differences
Step 5: Identify Critical Performance Objectives
Step 6: Evaluate Security and Privacy Requirements
Step 7: Identify Service Management Requirements
Step 8: Prepare for Service Failure Management
Step 9: Understand the Disaster Recovery Plan
Step 10: Develop an Effective Management Process
Step 11: Understand the Exit Process
Step 12: End

C. Resource Management Allocation Policies and Mechanisms
The principle guiding decision-making polices in cloud computing are men-

tioned below.

(i) Resource management allocation policies

• Admission control mechanisms
• Capacity allocation methods
• Load balancing strategies
• Energy optimization techniques
• QoS guarantees issues
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(ii) Mechanisms based on control theory

• Feedback and feed forward mechanism
• Utility-based approaches
• Market-oriented mechanism
• Machine learning mechanism.

5 Performance Metrics

The performance metrics are used to compare different works under resource
management techniques. Some of them are reliability, deployment ease, QoS, delay
and control overhead. The virtual machines are assigned dynamically for meeting
SLA’s and offers auto-scaling features by cloud providers. Various QoS require-
ments used in SLA include throughput, delay, latency, etc. Resource provisioning is
an important aspect of SLA.

The SLA metrics refers to the values which are measured for a given service.
The SLA values must agree to the contract terms and the service to achieve the
required business objective. Every SLA comprises of service performance metrics
with its corresponding service-level objectives (SLO) [20]. The metrics are men-
tioned below.

a. Mean time to failure (MTTF): MTTF measures the mean time between two
consecutive failures for the same service SA. If we have N monitored events tSAu;i
indicates the time from which the service is up and tSAd;iþ 1 is the time at which the
same service fails again, MTTF is defined as follows.

MTTF SAð Þ ¼
XN�1

i¼1

tSAd;iþ 1 � tSAu;i
� � !,

N ð2Þ

b. Mean time to repair (MTTR): MTTR measures the mean time needed to repair a
specific service SA for N times. MTTR is given by

MTTR SAð Þ ¼
XN�1

i¼1

tSAu;i � tSAd;i
� � !,

N ð3Þ

c. Mean time between failures (MTBF): MTBF measures the mean time occurred
between two consecutive failures of the same service. It can be simply con-
sidered as the sum between MTTF and MTTR. It is mentioned below.
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MTBF SAð Þ ¼ MTTR SAð ÞþMTTF SAð Þ ð4Þ

d. Response time: having its own response time rtSA(t)i, the overall response time
RT is the average of the distinct response times as given below. Response time
quantifies how long it takes to a service SA to answer client’s interrogation. If
we consider N interrogations from client, each

RT SAð Þ ¼
XN

i¼1

rtSA tð Þi
 !,

N ð5Þ

e. Availability: Availability describes how long a service is available within its
temporal window of analysis. Being TAW the length of this temporal window
and TSD the administration downtime period, the availability A is expressed as

A SAð Þ ¼ TTW � TSDð Þ=TTW: ð6Þ

6 Comparative Study

Table 1 gives the types of SLA policies in cloud computing environment. It
includes critical data policies and critical business level policies in cloud SLA.

7 Conclusion

Efficient resource management is the process of allocating the resources and han-
dling the workload variations effectively. The computing resources have to be
handled efficiently among the users of virtual machines. SLA-related resource
management is an important issue to be taken into consideration in cloud

Table 1 Types of policies in cloud SLA

SLA data policies SLA business-level policies

a. Data preservation a. Acceptable use policy

b. Data redundancy b. Excess usage

c. Data location d. Payment and penalty models

d. Verification of new data location d. Governance/versioning

e. Data seizure e. Subcontracted services

f. Data privacy f. Licensed software

g. Industry-specific standards
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computing. Various research challenges based on QoS and throughput for
achieving low cost and high performance is considered enormously.
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A Look-up Table-Based Maximum Power
Point Tracking for WECS

J. Antony Priya Varshini

Abstract This paper proposes a look-up table method for tracing the maximum
power generated in the wind energy conversion system (WECS). The look-up table
is used to develop the corresponding change in the duty ratio with the change in the
current. Self-excited induction generator (SEIG) is the perfect choice for generating
power from the wind. A diode bridge rectifier (DBR) is used to convert renewable
energy into electrical output and a dc–dc converter maintains the grid voltage. This
method of tracking the maximum power from the wind is determined using the dc
grid current. The dc grid current is the control variable that tracks the maximum
power in the system and it is not dependent on the machine and wind parameters.
Simplicity in circuit and control algorithm is the key advantage for supplying
maximum power from the WECS to the dc microgrid.

Keywords Wind energy conversion system (WECS) � Maximum power (MP) �
DC microgrid � Look-up table � Maximum power point tracking (MPPT) �
Self-excited induction generators (SEIG) � Diode bridge rectifier (DBR) � DC–DC
converter

1 Introduction

Countries in the world fully recognize the urge to promote wide spread adoption of
renewable energy into the energy sources of the country, with the intention of
promoting environmental stewardship, social development, and sustained economic
growth [1]. Renewable energy sources which can be called as non-conventional
energy are sources that are continuously replenished by natural processes.
A renewable energy system converts the energy from wind, falling water, sunlight,
sea waves, geothermal heat, or biomass into the form we can use such as heat or
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electricity. Various renewable energies are the solar energy, wind energy, bioen-
ergy, hydroenergy, geothermal energy, wave energy, and tidal energy. Wind energy
is the most readily available and free source of energy since prehistoric times. India
receives solar energy in the region of 5–10 kWh/m2 for 250–330 days in a year.
This energy is sufficient to set up 20–40 MW wind power plant per square kilo-
meter land area.

The development and deployment of wind technologies for more than two
decades are the strong research infrastructure and a good manufacturing base for
production of single vertical axis and horizontal axis. Wind turbine has been
established in India ranking third in renewable energy production in world economy
[2]. The renewable energy sources like wind energy conversion systems (WECS)
produce wind energy that varies throughout the day and it is also dependent on the
geographical location. For a specific wind velocity for WECS there is a peak point
at which maximum power can be obtained.

The output power of the wind turbine depends on the speed and accuracy at
which peak power points are tracked by the implementation of a maximum power
point tracking (MPPT) control techniques [3–6]. The output from the WECS
depends on the rotor speed that changes with the variation of wind speed. There is
always an optimum rotor speed for WECS for a specific wind speed at which
maximum power can be extracted out of the system. The location of the maximum
power point (MPP) is unknown but can be determined, either through calculations
or through search algorithm techniques.

Figure 1 shows the proposed MPPT technique for tracking the MP in the WECS.
A wind-driven induction generator (IG) can operate in self-excited mode with the
help of capacitor banks that are connected to a three-phase diode bridge rectifier
(DBR) and then to a dc–dc converter to supply a dc microgrid [7]. The dc microgrid
is being replaced by resistor. This project proposes look-up table-based MPPT. To
develop look-up tables, detailed simulations are carried out. In the WECS, the dc
grid current is the control variable to track maximum power. Two look-up tables
have been developed that track the MP for the proposed MPPT technique in the
WECS. The first look-up table has been developed to track the change in current
and it relates the current with the duty ratio that is generated. The corresponding
duty ratio is given to the second look-up table and it generates the corresponding
constant to be given as an input for the generation of duty ratio by PWM.

Fig. 1 WECS with proposed
MPPT strategy for DC
microgrid
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The proposed algorithm for MPPT is not dependent of the machine and wind
turbine characteristics [8]. Simplicity in circuit and control algorithm simplicity are
the main advantages of the proposed configuration for providing power to the dc
microgrid from the WECS.

The circuit diagram for the look-up table-based MPPT for WECS is shown in
Fig. 2. The torque which is the mechanical input from the wind turbine is given to
the induction generator which is operated in self-excited mode using capacitor
banks at the stator. The induction generator is used to generate the ac voltage and
the ac is converted into dc using the DBR. The DBR converts the ac into dc. The
dc–dc converter bucks the dc to the given voltage to the dc microgrid. The output
current of the dc–dc converter (dc grid current) is the control variable and is
controlled to determine the maximum power from the WECS.

2 Look-up Table Strategy for WECS

Wind power generation involves energy extraction from the wind using a wind
turbine generator. The wind energy extracted from renewable energy sources like
wind energy conversion systems (WECS) varies throughout the day and it is also
dependent on the geographical location. The output power of wind turbine depends
upon the speed and accuracy at which peak power points are tracked by the
implementation of a MPPT control techniques. The output power from WECS is a
function of rotor speed that will change with respect to change in wind speed. The
maximum power is determined either using complex calculation or by various
algorithm techniques [9]. The control strategy used is a look-up table-based MPPT
control strategy for determining the maximum power from the wind. Two look-up
tables are used. The first look-up table provides the corresponding duty ratio for the
corresponding change in current value. The second look-up table generates the ratio.

Fig. 2 Circuit diagram for the look-up table-based maximum power point tracking for WECS
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2.1 Look-up Table

A look-up table block in MATLAB uses an array of data to map input values to
output values, approximating a mathematical function [10]. For a given input value
the SIMULINK would perform a look-up operation to retrieve the corresponding
output values from the table. If the input values are not defined the block estimates
the output values corresponding to the nearby table values.

Since table look-ups and simple estimations can be faster than mathematical
function evaluations, using look-up table blocks might result in speed gains when
simulating a model. It is used when

I. An analytical expression is expensive to compute.
II. No analytical expression exists, but the relationship has been determined

empirically.

SIMULINK provides a broad assortment of look-up table blocks, each geared
for a particular type of application. The different types of look-up in
MATLAB/SIMULINK are as follows:

1. 1-D Look-up Table
2. 2-D Look-up Table
3. Sine block
4. Cosine block
5. Direct Look-up Table (n-D)
6. Interpolation using Prelook-up
7. Look-up Table Dynamic
8. Prelook-up
9. n-D Look-up Table.

For determining the MPPT for the WECS the 1-D look-up table is used. The 1-D
look-up table is a one-dimensional function which generates output corresponding
to the input value.

2.2 Look-up Table Data

The 1-D look-up table is a one-dimensional function which generates one set of
output for the corresponding input value. In this proposed MPPT control technique
two look-up tables are used. The first look-up table has been developed to track the
change in current and it relates the current with the corresponding duty ratio gen-
erated. This duty ratio is given to the second look-up table which generates the
corresponding constant to be given as an input for the generation of duty ratio by
pulse width modulation for the IGBT-based dc–dc converter. The look-up table is
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developed by detailed simulation. Thus using the look-up table the time consumed
is less; thus the system is faster.

1. Current–to-Duty Ratio: The current-to-duty ratio look-up table is used to gen-
erate the corresponding value of duty ratio for the change in the current. To
develop this look-up table, detailed simulations are carried out. The simulation
has been done for various duty ratios and the current values are noted for the
change in the duty ratio. The values of currents are taken as the input for the
look-up table and their corresponding duty ratios are generated as output. The
values of the currents are to be entered in the breakpoints and corresponding
values of the duty ratios are entered in the table data in the 1-D look-up table in
MATLAB. Thus for the corresponding change in the current its duty ratio is
generated as listed in Table 1. Corresponding value of constant for the change is
the corresponding duty ratio. The constant value is then compared with the
triangular wave for the pulse width modulation for the generation of gate pulse
for the dc–dc converter.

2. Duty Ratio to Constant: The duty ratio to constant look-up table is used to
generate the corresponding value of constant for the change in the duty ratio
which is the input from the first look-up table. To develop this look-up table,
detailed simulations are carried out. The simulation has been done by consid-
ering the change in constant value that is related to the pulse width modulation
technique in order to generate the duty ratio for the IGBT-based dc–dc converter
and the corresponding duty ratio values are noted. The values of duty ratios
from the first look-up table are taken as the input for the second look-up table
and their corresponding constants are generated as output. The values of the
duty ratios are to be entered in the breakpoints and the corresponding values of
the constant are entered in the table data in the 1-D look-up table. Thus for the
corresponding change in the duty ratio a constant is generated as listed in
Table 2.

Table 1 Current-to-duty
ratio

S. No. Current Duty ratio

1 1.661 0.15

2 2.322 0.25

3 2.653 0.35

4 2.813 0.45

5 2.855 0.50

6 2.885 0.55

7 2.922 0.65

8 2.953 0.75

9 2.972 0.85

10 2.67 0.95
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3 MPPT Strategy for Wind-Driven Induction Generator

The MPPT control strategy used for the WECS is a look-up table-based MPPT
control strategy for determining the MP that is determined from the wind as shown
in Fig. 3. There are two look-up tables that are used. The first look-up table pro-
vides the corresponding duty ratio for the corresponding change in current value.
The second look-up table determines the corresponding value of constant for the
change in the corresponding duty ratio [11–14]. The constant value is then com-
pared with the triangular wave for the pulse width modulation for the generation of
gate pulse for the dc–dc converter.

The power obtained from the wind turbine is expressed as

PT ¼ 0:5CPqAV3 ð1Þ

where q is the air density in kg/m3, A is the swept area of turbine in m2, V is the
wind velocity in m/s, and Cp is the maximum power coefficient which is the value
dependent on the ratio between the turbine rotor’s angular velocity (xr) and wind
speed (V). This ratio is known as the tip speed ratio (TSR) as in [4]:

k ¼ xr

V
R ð2Þ

The DC grid is replaced with a resistor value by setting a constant dc current at
the DBR, and the equivalent load at the generator terminal can be represented as a
pure resistive load as given in [7] by

R ¼ 3V2
p

.
Pe

ð3Þ

Table 2 Duty ratio to
constant

S. No. Duty ratio Constant

1 0.15 0.50

2 0.25 0.75

3 0.35 1.00

4 0.45 1.25

5 0.50 1.50

6 0.55 1.75

7 0.65 2.00

8 0.75 2.25

9 0.85 2.50

10 0.95 2.75
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The dc output voltage of an uncontrolled rectifier, VDBR, is given as follows:

VDBR ¼ 3
ffiffiffi
2

p

p
VS � VD; ð4Þ

where VD(ON) is the on-state voltage across each diode in DBR and VS is the line
voltage at the input side of DBR. The delta-connected stator has been used so
Vs = Vp [7]. Further, considering the continuous current conduction at the direct
current side of the 3-phase DBR, two diodes will conduct for any instant. This
aspect has also been included for evaluating the dc voltage. For known value of dc
grid voltage and inductor resistance, the value of freewheeling diode is as follows:

Fig. 3 MPPT
implementation
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VFD ¼ VDC þ IDC � Rind ð5Þ

IDC ¼ PDC

VDC
: ð6Þ

Then, the duty ratio of the buck converter can be determined as

d ¼ VFD

VDBR�VC

: ð7Þ

Thus the duty ratio is controlled as a function of the dc grid current. If the current
is increased then the duty ratio is said to decrease and vice versa. Thus the maxi-
mum power is said to be employed in the WECS. The flowchart demonstrates the
MPPT technique for the determination of the maximum power in the WECS. The
values of the duty cycle and the current are calculated and then the calculated power
is said to be determined.

Then the power with losses and the actual power are said to be in a same range
of values, i.e., the difference between the both power should not be greater than 0.1
and if it exceeds a condition is checked and in that if the actual power value exceeds
the calculated power, then decrease the duty ratio of the buck converter or the vice
versa. Thus the maximum power is said to be obtained in the system.

4 Simulation of Look-up Table-Based MPPT

The simulation of the wind-driven induction generator for determining the maxi-
mum power from the WECS is implemented in MATLAB R2014a as shown in
Fig. 4. The wind turbine generates the torque required to run the induction gen-
erator with the specified wind velocity and pitch angle.

The induction generator supplies the ac to the DBR which rectifies the ac supply
to dc supply. The dc–dc converter bucks and maintains the supply to the grid
voltage. The grid current from the dc is the control variable. Two look-up tables are
used to implement the proposed MPPT control strategy for the WECS. The dc grid
current is given to the first look-up table which generates the corresponding duty
ratio. This duty ratio is given to the second look-up table which generates the
corresponding constant for the pulse width modulation to be given to the
IGBT-based dc–dc converter and thus maximum power is obtained.

A. MPPT Implementation

The MPPT implementation is given by means of a look-up table method. In
accordance with the change in the wind velocity the change in the maximum power
is tracked. The corresponding change in the current is reflected in the change in
duty ratio of the dc–dc converter.
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The look-up table is used to develop the corresponding change in the current
with a change in the duty ratio; if the current increases, then the duty ratio is
decreased and vice versa. The first look-up table gives the value of the duty ratio by
taking current as the input and the second look-up table gives the value of constant
for generating the duty ratio by PWM by taking the duty ratio from the first look-up
table as input. The system has been simulated for various load conditions and the
corresponding changes in the current and power are noted. When the resistor (DC
Microgrid) varies, the corresponding value of current also varies. When the resistor
increases, the corresponding value of the current also increases in order to attain the
maximum power with constant dc voltage. The experimental waveform of the
wind-driven IG based on look-up table-based MPPT implementation is shown in
Fig. 5.

B. Maximum Power With Change In Wind Velocity

The change in the wind velocity affects the maximum output from the converter.
If we consider a step input for the wind velocity, it varies from 11 to 13 m/s with a
step time of 5 s in a simulation period of 10 s which is shown in Fig. 6. When the
velocity of the wind changes at time 5 s, there is a corresponding change in the

Fig. 4 Simulation diagram of wind-driven IG
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Fig. 5 Experimental waveform of look-up table-based WECS. a Three-phase output voltage of
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e Output voltage of dc–dc converter. f Output current of dc–dc converter
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output power of the dc–dc converter but takes time to reach the corresponding
power value. Thus by varying the velocity of the wind the value of maximum
power is obtained by the corresponding change in the output power. Thus in the
proposed MPPT control strategy the look-up table-based technique has been
implemented to attain the maximum power from the WECS. The change in the
velocity of the wind affects the output power of the system.

The proposed MPPT control strategy for the wind-driven induction generator is
simulated in MATLAB and the results are obtained. The results show that the
proposed model is best suited for low-cost applications for determining the maxi-
mum power and with simple circuit algorithm. The time taken is also effectively
reduced by the look-up tables.
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Fig. 6 Look-up table MPPT implementation. a Change in wind velocity from 11–13 m/s.
b Change in maximum power from 11–13 m/s
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5 Conclusion

The proposed MPPT algorithm and topology of the circuit for dc microgrid
application is supplied for a small-scale WECS using look-up tables. The dc grid
current is the control variable and the change in the current changes the duty ratio of
the dc–dc converter to track the maximum power point. The logic of decreasing the
duty ratio with the increasing value of the dc grid current for MPPT is done with the
help of look-up tables which thereby simplify the complication of the algorithm.
Without the need for the measurement of wind velocity or turbine rotor speed, i.e.,
with no mechanical sensors, the MPPT algorithm proposed is simple and effective
to implement.

The look-up tables used help in time saving and improving the efficiency of the
system by tracking the maximum power point in the WECS.
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Interval Valued Hesitant Fuzzy Soft Sets
and Its Application in Stock Market
Analysis

T.R. Sooraj and B.K. Tripathy

Abstract Molodtsov introduced soft set theory in 1999 to handle uncertainty. It
has been found that hybrid models are more useful than that of individual com-
ponents. Yang et al. introduced the concept of interval valued fuzzy soft set
(IVFSS) by combining the interval valued fuzzy sets (IVFS) and soft set model. In
this paper we extend it by introducing interval valued hesitant fuzzy soft sets
(IVHFSS) through the membership function approach introduced by Tripathy et al.
in 2015. To illustrate the application of the new model, we provide a decision
making algorithm and use it in stock market analysis,

Keywords Soft sets � Fuzzy sets � Fuzzy soft sets � IVFS � IVFSS � Decision
making

1 Introduction

The notion of fuzzy sets introduced by Zadeh [1] in 1965 is one of the most fruitful
models of uncertainty and has been extensively used in real life applications. In
order to bring topological flavor into the models of uncertainty and associate family
of subsets of a universe to parameters, Molodtsov [2] introduced the concept of soft
sets in 1999. A soft set is a parameterized family of subsets. Many operations on
soft sets were introduced by Maji et al. [3, 4]. Hybrid models are obtained by
suitably combining individual models of uncertainty have been found to be more
efficient than their components. Several such hybrid models exist in literature.
Tripathy and Arun [5] defined soft sets through their characteristic functions.
Similarly, defining membership function for FSSs will systematize many operations
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defined upon them as done in [6]. Many of soft set applications have been discussed
by Molodtsov in [2]. An application of soft sets in decision making problems is
discussed in [3]. Among several approaches, in [7], FSS and operations on it are
defined. This study was further extended to the context of fuzzy soft sets by
Tripathy et al. in [6], where they identified some drawbacks in [3] and took care of
these drawbacks while introducing an algorithm for decision making. The concept
of interval valued fuzzy sets is introduced by Zadeh. Later on, Yang et al. [8]
introduced the concept of Interval valued hesitant fuzzy soft sets (IVHFSS) by
combining the interval valued fuzzy sets (IVIFS) and soft sets. The hesitant fuzzy
sets introduced by Torra [9] are an extension of fuzzy sets, where the membership
of an element is a set of values. It is sometimes difficult to determine the mem-
bership of an element into a set and in some circumstances this difficulty is caused
by a doubt between a few different values. Some operations on hesitant fuzzy sets
are defined in [10]. He also discussed an application of decision making. The
concept of hesitant fuzzy soft sets (HFSS) was introduced by Sunil et al. They also
discussed an application of decision making. In this paper, we introduce interval
valued hesitant fuzzy soft sets (IVHFSS). Applications of various hybrid models are
discussed in [6, 11–20]. The major contribution in this paper is introducing a
decision making algorithm which uses IVHFSS for decision making and we
illustrate the suitability of this algorithm in real life situations. Also, it generalizes
the algorithm introduced in [7] while keeping the authenticity intact. In this paper,
we introduce the concept of IVHFSS with the help of membership function.

2 Definitions and Notions

In this section we present some of the definitions to be used in the paper. We
assume that U is a universal set and E is a set of parameters defined over it.

Definition 2.1 A fuzzy set A is defined through a function lA called its membership
function such that

lA : U ! ½0; 1�:
Definition 2.2 A soft set over the soft universe (U, E) is denoted by (F, E), where

F : E ! PðUÞ ð1Þ
Here P(U) is the power set of U.
Let (F, E) be a soft set over (U, E). Then in [6] it was defined as a parametric

family of characteristic functions vðF;EÞ ¼ fvaðF;EÞja 2 Eg of (F, E) as defined

below.

Definition 2.3 For any a 2 E, we define the characteristic function vaðF;EÞ : U !
f0; 1g such that
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vaðF;EÞðxÞ ¼
1; if x 2 FðaÞ;
0; otherwise:

�
ð2Þ

Definition 2.4 An interval valued fuzzy set A over U is given by a pair of functions
lA : U ! Dð½0; 1�Þ, where D ([0, 1]) is the set of all closed sub intervals of [0, 1],
such that lAðxÞ ¼ ½l�A ðxÞ;lþ

A ðxÞ� � ½0; 1�.
Definition 2.5 A tuple (F, E) is said to be an interval valued fuzzy soft set over

(U, E) by a family of membership functions lðF;EÞ ¼ laðF;EÞja 2 E
n o

such that

8x 2 U, laðF;EÞðxÞ 2 D½0; 1�, we represent laðF;EÞðxÞ ¼ la�ðF;EÞðxÞ; laþðF;EÞðxÞ
h i

.

Definition 2.6 A hesitant fuzzy set on U is defined in terms of a function that
returns a subset of [0, 1] when applied to U, i.e.,

T ¼ hx; hðxÞijx 2 Uf g ð3Þ

where h(x) is a set of values in [0, 1] that denote the possible membership degrees
of the element x 2 U to T.

Definition 2.7 A pair (F, E) is called a hesitant fuzzy soft set if F : E ! HFðUÞ,
where HF(U) denotes the set of all hesitant fuzzy subsets of U.

Definition 2.8 An interval valued hesitant fuzzy set, H on U is defined in terms of
its membership function lH : U ! P D 0; 1½ �ð Þ where P D 0; 1½ �ð Þ denotes the set of
all subsets of the set of closed sub intervals of [0, 1].

3 Interval Valued Hesitant Fuzzy Soft Sets (IVHFSS)

In this section, we introduce the notion of IVHFSS.

Definition 3.1 A pair (F, E) is called an interval valued hesitant fuzzy soft set if
F : E ! IVHFðUÞ, where IVHF(U) denotes the set of all interval valued hesitant
fuzzy subsets of U.

An IVHFSS H on U is defined in terms of its membership function
lH : E ! P IVHFSð Þ, such that 8a 2 E and 8x 2 U, laHðxÞ 2 P 0; 1½ �ð Þ.

Given three IVHFEs in an IVHFSS is represented by h, h1, and h2. Then we can
define union and intersection operations as follows.
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Definition 3.2 Let (F, E) and (G, E) be two IVHFSSs over a common universe
(U, E). Then their union is the IVHFSS (H, E) such that 8a 2 E and 8x 2 U, we
have

ha1 [ ha2 ¼ max a1; a2ð Þja1 2 ha1; a2 2 ha2
� �

¼ ½maxðle�a1 ; le�a2 Þ;maxðleþa1 ; leþa2 Þ�; ja1 2 ha1; a2 2 ha2
� �n o ð4Þ

where a1 2 ha1; a2 2 ha2. h
a
1 and ha2 denote the hesitant fuzzy sets.

Definition 3.3 Let (F, E) and (G, E) be two IVHFSSs over a common universe (U,
E). Then their intersection is the IVHFSS (H, E) such that 8a 2 E and 8x 2 U, we
have

he1 \ he2 ¼ min a1; a2ð Þja1 2 h1; a2 2 h2f g
¼ ½minðle�a1 ; le�a2 Þ;minðleþa1 ; leþa2 Þ�; ja1 2 h1; a2 2 h2

� �n o ð5Þ

Definition 3.4 The complement of IVHFSS (F, E), represented as ðF;EÞc, is
defined as

hc ¼ 1� la�ðF;EÞ
� �

� 1� laþðF;EÞ
� �n o

ð6Þ

Definition 3.5 An IVHFSS (F, E) is said to be a null IVHFSS if and only if it
satisfies

laðF;EÞðxÞ ¼ 0; 0½ � ð7Þ

Definition 3.6 An IVHFSS (F, E) is said to be an absolute IVHFSS if and only if it
satisfies

laðF;EÞðxÞ ¼ 1; 1½ � ð8Þ

4 Application of IVHFSS in Decision Making

Some of the applications of soft sets are discussed in [20]. Later on many
researchers discussed application of hybrid soft set models in decision making
problems. In [11], Tripathy et al. classified the parameters into to positive and
negative parameters. Here we discuss an application of DM in IVHFSSs.

Algorithm

1. Input the parameter data table. The parameter data table contains all the infor-
mation about the parameters.
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2. Input the IVHFSS table
3. Repeat the following steps for pessimistic, optimistic and neutral cases

a. Construct the priority table. It is obtained by multiplying the parameter
values with the corresponding priority values.

b. Construct the comparison table by finding the entries as differences of each
row sum in priority table. Also rank the objects as per the score obtained.

4. Construct the decision table using the normalized score Eq. (9).

Normalized Score ¼
2 � jcj � jkj � jjj �Pi¼jj

i¼1;x2K RCix

� �
jkj � jjj � jcj � ðjcj � 1Þ ð9Þ

Here, ‘c’ is the number of objects, ‘k’ is the number of cases, ‘j’ is the number of
judges.

4:1. Assign rankings to each candidate based upon the score obtained.
4:2. If there is more than one having same score than who has more score in a

higher ranked parameter will get higher rank and the process will continue
until each entry has a distinct rank.

4.1 Application in Stock Market Analysis

Consider the case of a stock market. Suppose a person wants to buy a stock from
the available stocks. Before he selects a stock, he needs to consider the parameters
of the stock. If he selects a stock which is underperforming, then it will be a big
loses to him. So, the person should be careful of choosing the stocks. This can be
done with the help of the parameters. Some of the parameters to be considered are
Dividend, one year low and up, Exchange, Industry type, Base price etc. Here, we
can take the parameter “Stock price” as a negative parameter. If the base price of
stock is more, then the interest of the person to that purchase that stock will also
decrease.

Let U be the universal set of stocks and E be the parameter sets. Then U = {s1,
s2, s3, s4, s5, s6} be the stocks and E = {Dividend, one year low and up, Exchange,
Base price, Industry type, Industry owner}. For simplicity, we can take E = {e1, e2,
e3, e4, e5, e6}. Here, the parameter “Base price” is the negative parameter because as

Table 1 Parameter data table Parameter e1 e2 e3 e4 e5 e6
Priority 0.2 0.4 0.2 −0.3 0.1 0

Parameter rank 3 1 3 2 5 6
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the price of stock increases, the customer’s interest of selecting that stock will
decrease.

The parameter data table contains all the information about the parameters and it
is shown in Table 1. Based on the absolute value, we can rank the parameters.

Consider the interval valued hesitant fuzzy soft set (F, E), “Selection of stocks”.
This is given in the Table 2.

In the case of IVHFSS, we have to consider pessimistic case, optimistic and
neutral cases. The pessimistic values are obtained by taking the average of the lower
values in the hesitant elements. Optimistic values are obtained by taking the average
of the upper interval values in the hesitant elements. Neutral values are obtained by
taking the average of pessimistic and optimistic values. Tables 3, 4, and 5 show the
pessimistic, optimistic and neutral values.

Since the parameter “Industry owner” is having zero priority, we can eliminate
that parameter from further calculations. Then, we have to find priority table for
each cases. Priority table is obtained by multiplying the priority values with the
corresponding parameter values. The priority tables for pessimistic, optimistic and
neutral cases are shown in Tables 6, 7, and 8.

Table 2 IVHFSS

U e1 e2 e3 e4 e5 e6
C1 0.1–0.5

0.1–0.3
0.2–0.5

0.2–0.3
0.2–0.4
0.1–0.3

0.2–0.3
0.3–0.5

0.8–0.8
0.8–0.9

0.4–0.5
0.5–0.7
0.4–0.7

0.6–0.9
0.5–0.6
0.5–0.7

C2 0.8–1.0 0.4–0.8
0.5–0.7

0.7–0.9
0.6–0.9
0.6–0.8

0.2–0.5
0.2–0.4
0.3–0.4

0.7–1.0 0.5–0.5
0.5–0.6

C3 0.1–0.5
0.1–0.3
0.2–0.5

0.5–0.8 0.7–0.9
0.7–0.8

0.7–0.8 0.8–1.0 0.5–0.7
0.6–0.7

C4 0.5–0.9
0.6–0.8

0.6–0.8
0.6–0.7

0.5–0.9 0.8–1.0 0.5–0.9
0.6–0.8

0.7–0.8

C5 0.1–0.2 0.1–0.4 0.9–1 0.3–0.6 0.1–0.5 0.8–1.0

C6 0.9–1.0 0.7–0.9
0.7–0.8

0.6–0.7
0.5–0.7

0.1–0.3 0.2–0.4
0.3–0.4

0.3–0.7

Table 3 Pessimistic values

U e1 e2 e3 e4 e5 e6
c1 0.133333 0.166667 0.25 0.8 0.433333 0.5333333

c2 0.8 0.45 0.633333 0.233333 0.7 0.5

c3 0.133333 0.5 0.7 0.7 0.8 0.55

c4 0.55 0.6 0.5 0.8 0.55 0.7

c5 0.1 0.1 0.9 0.3 0.1 0.8

c6 0.1 0.1 0.9 0.3 0.1 0.8
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Table 4 Optimistic values

U e1 e2 e3 e4 e5 e6
c1 0.433333 0.333333 0.4 0.85 0.633333 0.7333333

c2 1 0.75 0.866667 0.433333 1 0.55

c3 0.433333 0.8 0.85 0.8 1 0.7

c4 0.85 0.75 0.9 1 0.85 0.8

c5 0.2 0.4 1 0.6 0.5 1

c6 1 0.85 0.7 0.3 0.4 0.7

Table 5 Neutral values

U e1 e2 e3 e4 e5 e6
c1 0.283333 0.25 0.325 0.825 0.533333 0.633333

c2 0.9 0.6 0.75 0.333333 0.85 0.525

c3 0.283333 0.65 0.775 0.75 0.9 0.625

c4 0.7 0.675 0.7 0.9 0.7 0.75

c5 0.15 0.25 0.95 0.45 0.3 0.9

c6 0.55 0.475 0.8 0.3 0.25 0.75

Table 6 Priority table for pessimistic case

U e1 e2 e3 e4 e5 Row sum

c1 0.026667 0.066667 0.05 −0.24 0.043333 −0.05333

c2 0.16 0.18 0.126667 −0.07 0.07 0.466667

c3 0.026667 0.2 0.14 −0.21 0.08 0.236667

c4 0.11 0.24 0.1 −0.24 0.055 0.265

c5 0.02 0.04 0.18 −0.09 0.01 0.16

c6 0.02 0.04 0.18 −0.09 0.01 0.16

Table 7 Priority table for optimistic case

U e1 e2 e3 e4 e5 Row sum

c1 0.086667 0.133333 0.08 −0.255 0.063333 0.108333

c2 0.2 0.3 0.173333 −0.13 0.1 0.643333

c3 0.086667 0.32 0.17 −0.24 0.1 0.436667

c4 0.17 0.3 0.18 −0.3 0.085 0.435

c5 0.04 0.16 0.2 −0.18 0.05 0.27

c6 0.2 0.34 0.14 −0.09 0.04 0.63
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Comparison tables are constructed by taking the entries as differences of each
row sum in priority table values. The comparison tables for pessimistic, optimistic
and neutral cases are shown in Tables 9, 10, and 11.

Table 8 Priority table for neutral case

e1 e2 e3 e4 e5 Row sum

c1 0.056667 0.1 0.065 −0.2475 0.053333 0.0275

c2 0.18 0.24 0.15 −0.1 0.085 0.555

c3 0.056667 0.26 0.155 −0.225 0.09 0.336667

c4 0.14 0.27 0.14 −0.27 0.07 0.35

c5 0.03 0.1 0.19 −0.135 0.03 0.215

c6 0.11 0.19 0.16 −0.09 0.025 0.395

Table 9 Comparison table for pessimistic case

c1 c2 c3 c4 c5 c6 Row sum Rank

c1 0 −0.52 −0.29 −0.31833 −0.21333 −0.21333 −1.555 6

c2 0.52 0 0.23 0.201667 0.306667 0.306667 1.565 1

c3 0.29 −0.23 0 −0.02833 0.076667 0.076667 0.185 3

c4 0.31833 −0.20167 0.02833 0 0.105 0.105 0.354993 2

c5 0.21333 −0.30667 −0.07667 −0.105 0 0 −0.275 4

c6 0.21333 −0.30667 −0.07667 −0.105 0 0 −0.275 4

Table 10 Comparison table for optimistic case

c1 c2 c3 c4 c5 c6 Row sum Rank

c1 0 −0.535 −0.32833 −0.32667 −0.16167 −0.52167 −1.87333 6

c2 0.535 0 0.206667 0.208333 0.373333 0.013333 1.336667 1

c3 0.32833 −0.20667 0 0.001667 0.166667 −0.19333 0.096663 3

c4 0.32833 −0.20833 −0.00167 0 0.165 −0.195 0.08833 4

c5 0.16167 −0.37333 −0.00167 −0.165 0 −0.36 −0.73833 5

c6 0.52167 −0.01333 0.19333 0.195 0.36 0 1.256667 2

Table 11 Comparison table for neutral case

c1 c2 c3 c4 c5 c6 Row sum Rank

c1 0 −0.5275 −0.30917 −0.3225 −0.1875 −0.3675 −1.71417 6

c2 0.5275 0 0.218333 0.205 0.34 0.16 1.450833 1

c3 0.30917 −0.21833 0 −0.01333 0.121667 −0.05833 0.140837 4

c4 0.3225 −0.205 0.01333 0 0.135 −0.045 0.22083 3

c5 0.1875 −0.34 −0.12167 −0.135 0 −0.18 −0.58917 5

c6 0.3675 −0.16 0.05833 0.045 0.18 0 0.49083 2
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Then, construct the decision table with the help of the normalized score equa-
tion. Then rank the objects as per the score obtained. It is shown in Table 12.

From this table, we can see that the stock s2 is the best stock to purchase.

5 Experimental Verification

The algorithm was coded by using Python in a laptop having Intel core i3 pro-
cessor, 2 GB RAM, 320 GB HDD and 1.7 GHz clock speed. A synthetic data table
having 300 candidates and 5 judges with 20 parameters was taken as input. The
results are encouraging and we have not produced the tables because of space
constraints and the complexity of the computation.

6 Conclusions

In this paper, we introduced IVHFSS with the help of membership functions. We
also defined some of the operations of IVHFSS like union, intersection etc. The
earlier decision making algorithms proposed by different researches through soft set
model were faulty as discussed in [11]. In this paper, we proposed an algorithm
which uses the concept of negative parameters [6]. Also, an application of this
algorithm in solving a real life problem is demonstrated.
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A Novel Control Strategies for Improving
the Performance of Reduced Switch
Multilevel Inverter

K. Venkataramanan, B. Shanthi and T.S. Sivakumaran

Abstract Multilevel Inverter extensively used in medium and high voltage
applications, because of their lower harmonic distortion, electromagnetic interfer-
ence, and higher DC bus utilization. Still some demerits presence in MLIs is more
number of power semiconductor devices. Due to this, complexity arises in
switching strategies and voltage imbalance occurs across each level. In addition to
the above, harmonic spectrum of MLIs depends on the switching strategy. In order
to improve the performance of MLIs, novel hybrid switching strategies were
developed and implemented in seven-level reduced switch inverter. This paper
analysis the potential of above strategies interns of performance parameters like
THD, VRMS, and DF are compared with sub-harmonic pulse width modulation
strategy. Simulations were carried out using MATLAB/SIMULINK.

Keywords Symmetrical � VFHBC � THD � VRMS � DF

1 Introduction

In recent years, the advancement in power semiconductor devices in particularly
MLI offers handing high voltage and power rating with minimum harmonic dis-
tortions. The conventional two-level inverter is quite hard to connect directly in
higher voltage levels. A MLI is a system that synthesis an expected voltage from
multistep, we can get better power quality with least harmonic distortions.
The multistep produce higher power quality waveform, thereby voltage and

K. Venkataramanan (&)
Department of E&I, Annamalai University, Chidambaram, Tamilnadu, India
e-mail: raceramana@gmail.com

B. Shanthi
Centralized Instrumentation and Service Laboratory, Annamalai University,
Chidambaram, Tamilnadu, India

T.S. Sivakumaran
Arunai College of Engineering, Tiruvannamalai, Tamilnadu, India

© Springer Nature Singapore Pte Ltd. 2017
S.S. Dash et al. (eds.), Artificial Intelligence and Evolutionary Computations
in Engineering Systems, Advances in Intelligent Systems and Computing 517,
DOI 10.1007/978-981-10-3174-8_64

765



electromagnetic compatibility drastically reduced. Various topologies have been
available for MLI: DCMLI, FCMLI, and CHBMLI; out of these CHBMLI are most
trusted in industrial needs due to its simple construction and easy mode of con-
trolling nature. However, complications are developed whenever move to higher
number of levels, so researchers are keen to reduce a number of devices. Even
though harmonic distortion is limited by higher levels, further reduction can be
achieved through modulation strategies. From various strategies, carrier-based
pulse width modulation is most fascinating, feasible, and flexible in controlling the
firing angle of power semiconductor devices. Loh et al. [1] described the error
reduction during phase synchronization in further sampling the error, which elim-
inates common mode voltage. To achieve optimum harmonic, phase shift the
sampling instances is very necessary. Selective harmonic elimination becomes
widely acceptable, which is alternative to PWM strategy. There are several solu-
tions to control the triplen harmonics discussed in literature [2]. Ben-brahim and
Tadakuma [3] proposed adding a bias to the reference voltage and switching pat-
terns to improve the output with reduced switching losses. Lu and Corzine [4] made
detailed analysis of CHMLI-based real and reactive power compensations by
introducing advanced control techniques. Jeevananthan et al. [5] proposes inverted
sine carrier based modulation strategies for PWM inverter. Jang-Hwan et al. [6]
introduced carrier-based novel switching sequence for voltage source inverter. The
developed new strategy used to modify the carriers or references directly to elim-
inate lower order harmonics [7]. Aghdam et al. [8] analyzed various multicarrier by
applying in asymmetric multilevel inverter. The combination of fundamental
switching with pulse width modulation makes a hybrid switching scheme for
effective control of the multilevel inverter which prescribed in [9]. Sun [10] made a
study over different cells operations when in different frequency condition to ensure
the low switching losses. Seyezhai [11] proposed hybrid modulation technique for
asymmetric inverter. Bahr Eldin et al. [12] introduced multicarrier PWM technique
for converters. In literature [13], alternative switching sequence developed to
reduce the total harmonic distortions, normally in space vector modulation the pivot
vector utilized only one time but in this method it employs twice within the sub
cycle. Dordevic et al. [14] made a comprehensive comparison if carrier-based
modulation with space vector modulation for voltage source inverter.

2 Symmetrical Seven-Level Inverter

The chosen topology is a symmetrical topology since all input DC sources are
equal. Figure 1 shows a configuration of single-phase symmetrical seven-level
inverter with reduced switch count. The inverter is unique when compared to
various topologies; it consists of three independent DC sources with same values
and eight active switching elements with two diodes. Four active switches and two
diodes are used for level generation and remaining four switches, which utilized for
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polarity reversal. Moreover, further improvement to a high level is also easy. The
switching patterns for seven-level inverter are given in Table 1.

The diodes concern only one diode by pass the conduction signal to get ±2VDC

levels and both the diodes into the action for producing ±VDC levels.

3 Modulation Strategies

Among the various strategies, carrier-based PWM is quite often used owing to their
simplicity and flexibility in controlling action. Multicarrier-based PWM techniques
emphasis lower harmonic distortion with high RMS output voltage. Multiple

VDC

VDC

VDC
S6

S8

LOAD

S5

S7

S2

S4S3

S1D1

D2

Fig. 1 Symmetrical seven-level inverter

Table 1 Switching sequence Switches/levels S1 S2 S3 S4 S5 S6 S7 S8

3VDC 0 1 0 1 1 0 0 1

2VDC 0 1 0 0 1 0 0 1

1VDC 0 0 0 0 1 0 0 1

0 0 0 0 0 1 1 0 0

−1VDC 0 0 0 0 0 1 1 0

−2VDC 0 1 0 0 0 1 1 0

−3VDC 0 1 0 1 0 1 1 0
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numbers of carriers involve in this strategy, which can be either unipolar or bipolar
and the shape may be triangular, saw tooth, and modified sine. The modulating
signal (sine wave) is continuously compared with the carrier signals, which in turn
produce pulses to triggering the device.

3.1 Variable Frequency Hybrid Carrier PWM Strategies

This paper presents three types of bipolar VFHBC PWM strategies. The multi-
carriers are placed above and below the zero line. For an ‘m’ level inverter (m − 1)
carriers are with same peak-to-peak amplitude ac and frequency fc. The modulating
signal has frequency fm and amplitude am. In this work, two different types of
carrier signals such as triangular and modified sine are chosen, the predecessor
occupy in upper side and successor on lower side of modulating signal. In this
hybrid carrier, top and bottom of the carriers have 900 Hz and the remaining
carriers have 1000 Hz. This strategy is compared with conventional sub-harmonic
PWM strategy which has triangular carrier alone. Various alternative patterns are
possible based on vertical displacement. In this work,

the amplitude modulation index ma is

ma ¼ 2Am

m� 1ð ÞAc
ð1Þ

In further, the frequency modulation index is

mf ¼ fc
fm

ð2Þ

3.1.1 Variable Frequency Hybrid Carrier-A (VFHBC-A)

The triangular and modified sine carriers of same amplitude are disposed such that
bands they occupy are contiguous.

3.1.2 Variable Frequency Hybrid Carrier-B (VFHBC-B)

In this strategy, the triangular carriers and modified sine carriers have same
amplitude which falls in the above and below the zero reference, respectively, are
same in phase but they are 180° phase shifted with respect to each other.
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3.1.3 Variable Frequency Hybrid Carrier-C (VFHBC-C)

This strategy provides 180° displacement of all carriers with each other alternately.
The triangular and modified sine carrier’s arrangement for VFHBC-A only

displayed as sample in Fig. 2. The frequency modulation index of outer most
triangular carrier is 18 whereas inner triangular carrier is 20 and outer most mod-
ified sine carrier is 36, remaining inner modified sine carrier as 40.

4 Simulation Results

The single-phase symmetrical seven-level inverter is modeled in
MATLAB/SIMULINK using power system block set. Gate signals for this inverter
using VFHBC strategies are simulated. Simulations were performed for different
values of modulation index ranging from 0.7 to 1 and the corresponding %THD are
observed using the FFT block and displayed in Table 2. Table 3 shows the fun-
damental RMS output voltage of inverter. Table 4 displays the corresponding
percentage and distortion factor (DF) of the output voltage, respectively. The
simulated output voltage with above strategies are displayed for only one sample
value of ma = 0.8. Figure 3 show the output voltage generated by VFHBC-A
strategy and its FFT plot in Fig. 4. Figures 5 and 6 display the output voltage
generated by VFHBC-B strategy and its FFT plot, respectively. Figures 7 and 8
show the output voltage generated by VFHBC-C strategy and its FFT plot,
respectively. Figures 9 and 10 show the output voltage generated by sub-harmonic
pulse width modulation strategy and its FFT plot, respectively. Figures 11 and 12
provide the graphical comparison of %THD and VRMS with various ma.

In common 18th harmonic energy is dominant in all VFHBC-A, B, C strategies.
In addition to this 16th and 17th harmonic energy are dominant in VFHBC-A and

Fig. 2 Carrier arrangement for VFHBC-A
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Table 2 Comparison of %
THD versus ma

ma VFHBC-A VFHBC-B VFHBC-C SHPWM

1 16.88 18.37 19.65 19.77

0.95 19.05 20.78 22.09 21.25

0.9 21.27 22.41 23.17 22.54

0.85 22.73 24.21 23.44 23.15

0.8 23.53 24.47 23.73 24.18

0.75 23.85 24.6 23.82 26.93

0.7 25.51 26.45 24.5 28.80

Table 3 Comparison of
VRMS versus ma

ma VFHBC-A VFHBC-B VFHBC-C SHPWM

1 216.1 204.4 207.2 206.8

0.95 207.3 194.5 197 198.6

0.9 197.4 184.8 187.4 198.6

0.85 187.6 174.2 178 181.6

0.8 176.3 164.1 168.3 175.5

0.75 166.8 154.6 159.1 163.3

0.7 154.8 143.5 150.3 149.7

Table 4 Comparison of %
DF versus ma

ma VFHBC-A VFHBC-B VFHBC-C SHPWM

1 0.0065 0.0048 0.0057 0.0059

0.95 0.0050 0.0051 0.0073 0.0042

0.9 0.0033 0.0047 0.0073 0.0026

0.85 0.0016 0.0027 0.0045 0.0017

0.8 0.0019 0.0018 0.0032 0.0012

0.75 0.0022 0.0025 0.0023 0.0029

0.7 0.0033 0.0024 0.0026 0.0041

Fig. 3 Output voltage generated by VFHBC-A strategy
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Fig. 4 FFT plot of output voltage generated by VFHBC-A strategy

Fig. 5 Output voltage generated by VFHBC-B strategy

Fig. 6 FFT plot of output voltage generated by VFHBC-B strategy
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Fig. 7 Output voltage generated by VFHBC-C strategy

Fig. 8 FFT plot of output voltage generated by VFHBC-C strategy

Fig. 9 Output voltage generated by SHPWM strategy
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Fig. 10 FFT plot of output voltage generated by SHPWM strategy
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VFHBC-B strategies. From Fig. 8 it is inferred that 10th, 13th, and 19th harmonic
energies are dominant. From Fig. 10, it is observed that 20th harmonic energy is
dominant in SHPWM strategy. The following parameter values are used for sim-
ulation: VDC = 100 V, R (load) = 100 Ω, fc = 900 and 1000 Hz and fm = 50 Hz.

5 Conclusion

In this paper, the performances of VFHBC PWM strategies are presented. The
results are verified through simulations for a single-phase symmetrical seven-level
inverter in MATLAB/SIMULINK. The output quantities such as %THD, funda-
mental VRMS and %DF are measured with all PWM schemes and the results are
compared. The VFHBC-A modulation strategy provide lower harmonics as well as
high DC bus utilization compared with sub-harmonic PWM and all the VFHBC
strategies. The results clearly indicate that the proposed VFHBC-A strategy can
effectively improves performance of the inverter and provide better quality output
waveform.
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Implementation of Connected Dominating
Set in Social Networks Using Mention
Anomaly

S. Nivetha and V. Ceronmani Sharmila

Abstract Social network sites (SNS) are open platform that allows users to create
an account in public sites. Social network site contains more active users, who share
the posts, messages, or valuable information in real time. Even though social net-
work provides timely updating still it is hard, because the current event mentions
are overwhelmed by other mentions, which are totally irrelevant with the current
affairs. The proposed methods mainly concentrate on text mentions in social net-
works and avoid the current affairs of the social aspect. Here two main method-
ologies are proposed that will improve the web content mining in social network
sites. GBMAD (Geographically based mention anomaly detection), is a one of the
best methods to manage dynamic links (i.e., Mentions: shares, likes, re-tweets,
comments, etc.). GBMAD detects current events over the particular geographical
location and it determines the importance of mentions over the crowd. The main
advantage is it dynamically works in the real-time data rather than defined data. The
next method is connected dominating set is used for identifying the closely related
structure by using graph theory techniques. In the proposed work, the anomaly
users are identified using Mention anomaly detection. In the future work, the
implementation of Sybil attacks in the network will be identified and prevent from
unsolicited friend requests in social networks using graph-based theory.
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1 Introduction

1.1 Social Network Sites

Social network sites become the most important and powerful medium to share
information faster and easier throughout the globe. Social network sites work based
on SaaS. Using SNS an individual can build a secure and closed network which can
also be connected with the entire public network. The individuals who share the
information can also view the data shared by others in the group. The privacy and
security of social network sites are controlled by the user so the nature of the social
network profile differs from one to another.

Social network sites are a public discourse, which was the most powerful tool in
the 20th century to make an individual to connect with entire world easily. SNS is
not a pure networking, SNS allows relation between unknown persons. Using social
network sites, public can share ideas, interest, activities, and a lot more.
Maintenance of social network sites is made by the site owners. The information
collected by the social network is allowed to access by the other users on the same
social network site and share with other sites. SNS allow users to share their digital
data among the other users like friends and followers. It is always advised to avoid
posting more sensitive and personal data on social network sites to avoid security
and privacy issues. This ensures the privacy of the users among the social network.
The most widely used social network sites as on date is Facebook and Twitter
which hold billions of active user’s data in dynamic networks. Social networking
has become one of our modern lifestyle, which can easily spread the view of the
common man toward the society, politics, sharing knowledge, and help to update
every second. SNS helps to share their view in any format like text, image, video, or
any other format.

1.2 Data Mining

Data Mining is a systematic search thoroughly on data, basically it contains a huge
volume of data that contains information, so it also called as big data. Where
searching of data is done with consistent patterns or by the systematic relation
within the variables. Then to certify, find the detected patterns and that are applied
into another fragment of data. The main purpose of data mining is predictive and
prediction. The predictive data mining is the general data mining type that is used
for most of the business applications. The steps of data mining having three dif-
ferent stages are: the initial exploration, pattern recognition, or model building with
validation and/or verification, and deployment.
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Data mining is the study of “Knowledge Discovery in Databases” method, or
KDD. Data mining is also one of the fields in computer science, which are used to
find or compute patterns for big data. It has several interdisciplinary, such as
machine learning, database; cloud computing, artificial intelligence, and so on. The
main objective of data mining technique is to analyze the data set and gathering
information and pattern it for reuse. The KDD term is a misnomer, because it is not
dealing with data alone, it also gains the knowledge and drawn out the patterns from
the huge volume of data.

In the field of big data, data mining is a job, which is either in the way of fully
automated and/or semi-automated. It helps to remove previously unknown, inter-
esting patterns such as category of data records (cluster analysis), different records
(anomaly detection), and dependencies (association rule mining). Here the patterns
are used like an abstract for large volume of data, which are used for later analysis
in machine learning and predictive analytics. For example, the knowledge mining
procedure may recognize different categories in the data, it is used for the prediction
that supporting to make clear decisions about the data preparation or data collection.
The reporting and result translation are additional steps of the KDD process. The
knowledge discovery in databases process is commonly defined with three stages:
preprocessing, data mining, and results validation.

1.2.1 Preprocessing

A target set of data must be massed before using the data mining algorithms. The
data mining discovers the patterns that are present in the data set. The expected data
set is large sufficient to handle within the time limit. In data mining, the prepro-
cessing is necessary to evaluate the multiple variables in data sets. The final data set
should be clean, that is, the data set eliminates noise in the missing data.

1.2.2 Data Mining

Data mining having six tasks that imply in every data set. They are (1) anomaly
detection (Outlier/change/deviation detection)—The identification of uncommon
data records, that might be interesting or data errors that need further investigation.
(2) Association rule learning (Dependency modeling)—Searches for relationships
between variables. For instance, a supermarket might collect data on customer
purchasing habits. Using association rule learning, the supermarket can decide
which products are often bought together and use this information for marketing
purposes. This is occasionally mentioned to as market basket analysis.
(3) Clustering—is the function of finding groups and structures in the data that are
in some way or another “similar,” without using known structures in the data.
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(4) Classification—is the task of generalizing recognized structure to apply to new
data. For instance, an e-mail program might attempt to divide an e-mail as “legit-
imate” or as “spam.” (5) Regression—attempts to discover a function which models
the data with the least error. (6) Summarization—providing a more compact rep-
resentation of the data set, incorporating visualization and report generation.

1.2.3 Result Validation

While in the process of data mining the data may corrupt accidently, when it
happens to gain the significant results, but future prediction is impossible and it will
not duplicate new sample on the data set. A straightforward form of this problem in
machine learning is notable as over fitting, but the same problem can arise at
contrary phases of the task and thus a train/test split—when applicable at all—may
not be enough to stop this from happening.

1.3 Anomaly-Based Detection

Anomaly-based detection is a way to define the behavior of networks. In the data
mining, the anomaly detection is the way of detecting an event, data, or observa-
tions which are not adapted to any anticipated pattern in a dataset. An anomaly is
referred as noise, deviations, outliers, and exceptions, while the intrusion detection
occurs in the network, which shows unexpected burst happen at the time analyzing
frequently used data then rare data.

Anomaly detection is not having any standard principle for analyzing any data
set. There are three categories of anomaly detection in data mining; they are
supervised, unsupervised and semi-supervised. Using a supervised anomaly
detection, the anomalous data are removed from the data set. It gives the result of
accuracy, which are statistically more important.

The extensive obstacle in detecting anomalies is to predefine the set of rules for
an analyzing. The performance depends on how to test the given data set. Some
predefined rules are not valued by the testers. Even though it is not a valuable in
testers its most need while handling difficult data set. The deep data set knowledge
is about to know the behavior of the data in each and every condition. If the
predefined rules are controlled the data, then it makes anomaly detection is simple
things. If any sudden changes in the data set behavior, then the anomaly detection
happened. But once the rules are defined and protocol is made then anomaly
detection systems works well. The main advantage of anomaly detection is sig-
nature based engines.

Nowadays, the network anomaly detection is widely used in research and
commercial industries, for network monitoring and network security. The most
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interested data in a network are captured to reduce heavy flow of data in the
predefined capacity and flow of a network. In network security, the interest lies in
defining known or unknown anomalous patterns of an attack or a virus.

1.4 Geographical Greedy Heuristic

A simple greedy algorithm can be progressed by gaining information from the
profile of user’s. Then the geographically greedy algorithm detects user as nodes for
establishing a network depends on the geographical location of social network
users. From the public profile, the country and the city information where filtered.
The geographical greedy algorithm first looks at the geographic location informa-
tion as a target node. In other words the non-geographical users if may not post the
information regarding their location while posting posts on social networks that
situation algorithm consider location as it from user profile. The geographical
greedy algorithm collects all the user information from the targeted node and the
chosen target location by more often used in the set. The dataset which has all
information from the profile of users, like city, country, etc., is considered in the
algorithm. In a social network, while posting an information user may enter just a
city name as location, then the country name has been gathered from dataset by
using an algorithm.

In the implementation of greedy algorithm in defining social network, it collects
location information of the node and their neighbor nodes. The neighboring node
also exists in the same geographical location, then select that node in the set for
future establishment. Otherwise, check any other neighbor node with the same
geographical location either as from the same city or country. If suppose the users
having different geographical location, then go with maximum number of followers
from the same location is selected.

1.5 Connected Dominating Set

A connected dominating set (CDS) S is a fragment of a graph G = (V, E) in that
S forms a dominating set when the nodes are connected with one another. If these
dominating nodes are connected to form a graph, then the set is called connected
dominating set. Then the CDS graph is another fragment of connected nodes S. So
that each node in G is either in set S or adjacent to that set S. From the concept of
spanning tree in a graph G, set S act as non-leaf nodes in that tree. In the set S, the
nodes that are acting as dominating set are called as dominators and the nodes that
are adjacent to a dominator are called dominatees (Fig. 1).
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2 Related Works

Toshimitsu Takahashi et al. [1] proposed a probability model of the mentioning
behavior of a social network user and detected the emergence of a new topic from
the anomalies, which was measured through the model. The proposed model was
applied to four real data sets collected from Twitter. This approach gave better
results when compared with text-anomaly-based approach.

Yuan Cheng et al. [2], proposed a novel user-to-user relationship-based access
control (UURAC)model for online social network (OSN) systems that utilized regular
expression notation for policy specialization. The system was validated by imple-
menting a prototype system and the performance of the algorithm was evaluated.

Qiaozhu Mei and Cheng Xiang Zhai [3] proposed a text mining algorithm for
studying a particular temporal text mining (TTM) task. The proposed approach was
evaluated on two different domains such as news articles and literature, and the
results proved that interesting evolutionary theme patterns are discovered effectively.

Zhi Yang et al. [4], proposed a vote trust model, which is a scalable defense system
that leverages the user activities. This system models the friend invitation interactions
as directed signed graphs and uses two key mechanisms for detecting Sybils. The
results demonstrated that vote trust detected large-scale collusion among Sybils.

Donghyun Kim et al. [5], proposed a dominating set to identify an effective
leader group of social network. The problem was formulated for finding a minimum
sized leader group satisfying the three essential requirements such as influence-
ability, partisanship, and bipartisanship. The performance ratio achieved was
OðlnDÞ, where D is the maximum node degree.

Ceronmani Sharmila and George [6] proposed four CDS algorithms for mobile
ad hoc networks. The strategy chosen was used as a factor for constructing the

Fig. 1 Model of connected
dominating set graph
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CDS. A strategic node can be a source, DNS, web proxy, internet provider, gateway
or doorway, beacon, security key provider, repeater, rescuer, router, etc. The effi-
ciency of the algorithm is evaluated using the parameters CDS node size, CDS edge
size, and CDS circuit size. Simulation results show that the proposed algorithm
gives the freedom to have any node as the starting node, without any significant
change in the number of nodes and number of edges.

3 Proposed Method

3.1 Network Creation

Here first need to create an account in social networks. If the user does not have any
account in social networks like Facebook, Twitter, etc., it means he/she needs to
create the account and must register into the network. Once registered in the net-
work, then it used to view the node (user/friends) information’s in the network. If
he/she is already member he/she may login into the network. View the informa-
tion’s like User id, location, friend list, followers list, etc., For analyzing the
information’s in the network.

3.2 Heuristic Preprocessing

After the network creation has been completed, here heuristic process is imple-
mented. Categorization of users based on mentions or by geographic location. By
identification of the individual users in the network apply the connected dominating
set greedy algorithm for finding the maximal node identification.

Data preprocessing explains different types of processing methodologies that are
carried out in the experimental dataset. It’s mostly used as a primary level data
mining process, data preprocessing qualifies the data into an appropriate form that
will be more effectively adapted for the user. The different types of tools and
techniques are used for preprocessing, including: (a) sampling—collection of a
model data subset from a huge amount of data; (b) transformation—manage raw
data to yield an input; (c) demising—dismiss unwanted noise from data; (d) nor-
malization—gathers data for more desired effect; and (e) access—draw out men-
tioned data that is appropriate in some particular context (Fig. 2).

3.3 Fine-Grained Results

After the heuristic processing is completed, need to generate fine-grained results.
From the algorithm results, we have to identify the maximal bounded node (User)
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in the network and filter fine-grained results. Here, the filter has been done by using
some fixed parameters such as user’s geographical location, area of interest,
nativity, gender and so on. The geographical-based greedy heuristic algorithm are
implemented in network for expansion. From the profile of users, the geographical
location has been traced. Using geographical location and profile, the city and the
country of the users are separately listed. By implementing algorithms in a defined
network, first, it identifies at geographical location details of the user from their
profile. If the user is not mentioned their location in profile by using preprocessing,
it will remove by heuristic processes. At the same time if a user posts a message and
did not mention their location, then it automatically considers the location as they
entered in their profile. Before implementing CDS, the chosen nodes are
fine-grained by analyzing the list of friends and followers in the network (Fig. 3).

If the targeted nodes are using the targeted location frequently, then consider that
node as one of the CDS nodes in the network. From the dataset, the different cities
and countries of users are identified and plotted as a separate table if one or more
cities having same name then they are plotted under the same list of tables. If a user
mention only a city in their post-algorithm identifies country by perused database.

3.4 Message Broadcasting

After identifying the geographical-based users, it has to identify the users who have
the maximum number of followers in the network and broadcast the messages to
that particular user. Through this multiple users can receive the message and
identified by multiple users. Through this goal are achieved easily. A connected
dominating set (CDS) act as a strength of the network it improves the routing
methodology of the network. A CDS method minimizes the communication
overhead, improve the bandwidth utilization, efficient energy and it also improves

Fig. 2 Process for implementing of CDS in a social network Graph
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network effectiveness of a social network. The CDS nodes are called dominator
(backbone node), else are called dominatees (non-backbone node). Using CDS,
routing method is easy and it can adapt to network topology changes quickly.

Algorithm: 

1.  Select n number of nodes to populate set S 

2. Another set C contain geographic player with the higher metric 

3.  For each node p in S and each node p1 not in S

a. If C contains u 

b. Then set u as dominating node

4. If v is also a dominating node

5.Connect nodes u and v to form Connected Dominating Set

6. Select another node repeat from step 3

Fig. 3 System flow diagram
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4 Experimental Overview

4.1 Model Social Network Setup

An experimental setup gives a real-time experience in laboratory setup. Creation of
experimental social network brings the online experience by using local host. In an
experimental setup, the real data that are analyzed like twitter data. Only the
experiment has done in local host using a real-time dataset (Table 1).

The experiment has done using twitter dataset that contains a list of people and
their links with their mentions. The mentions are the tags and re-tweets which are
widely used in twitter. Twitter post that is having the relation with their own
geographical location, interest, passion, professional, or it may anything. The
geographical-based extraction in the social network gives a concentration about
local achievement then global achievement (Fig. 4).

Identifying the total user in the social network is the most challenging task. In
the SNS, the active user is more important than the registered user. The active user
based on how frequently the user sending the mention. In social network like twitter
there are two types of network has expanding first one is friend list, which is more
genuine and the other is followers who are not known personally (Fig. 5).

Implementation of connected dominating set in the data nodes, which are in
predefined parameter like location, profession, etc. Once the dominating set concept
is implemented, then the connected dominating set is identified to improve the

Table 1 Fine-grained result of geographical-based model

For location in … For other countries

Aadhav 5922 322 Aahesh 533 377

Aadhesh 5651 392 Aahilyan 36,438 1941

Aadhi 5728 1531 Aahithyan 177 147

Aadhisan 4333 15 Aajayan 599 5634

Aadhithya 2500 593 Aajeevan 6042 177

Aadilen 216,920 11 Aajish 526 314

Aadish 85,112 67 Aakas 32,957 253

Aadithyavarman 522 Baabu 30,363 2585

Aadityaa 8883 524 Baalen 2621 849

Aadylen 42,894 12,768 Baarath 41,495 1901

Aageethan 4446 2895 Baarathy 5905 486

Aaharan 27,314 27,028 Babishan 540,683 253,891

Aahilyan 36,438 1941 Babu 756 511

Aajayan 599 5634 Babusankar 3498 244

Aajeevan 6042 177 Badmapriyan 10,181 6156

Aakas 32,957 253 Bageerathan 113,507 207

Babu 756 511 Baharani 100,935 103

Baheer 141,821 398 Bahilan 1,784,697 1945
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performance of dynamic links. Deployment of CDS in social networks is to find the
maximum number of linked users (Fig. 6).

The target in the network is to identify the maximum number of friends and
followers from the sample twitter dataset. The nodes/user links in the twitter are
analyzed to find out the maximum node identification, i.e., friends and followers of
the users. Implementation of CDS in the network reduces routing time. Like that, in
the social network like twitter identifying maximum friends and followers to reach
maximum reachability of the post in the defined network. In a sample twitter dataset
applying the concept of finding a maximum link user from the sample set.

List of CDS implied users in the predefined sample twitter dataset. The fol-
lowing table contains a list of users, who acting as a CDS node in the network with
their node generation, friends list, and their twitter mentions. In a dynamic network,
like social network, the node generation and the mentions are directly proportional

Fig. 4 Identification of user
in the network

Fig. 5 Plotted social network based on location
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Fig. 6 Deployment of social network

Table 2 List of CDS nodes

Row Name of CDS node users Node generation Friends list Twitter mentions

1 Baheerathi 5876 1479 569

2 Baheethan 4958 569 19,616

3 Gaayantha 174 151 174

4 Gajaani 183,430 200,736 34

5 Gajanya 11,985 10,368 8833

6 Gajeeva 16,719 6024 793

7 Gana 21,266 23,212 183,430

8 Gananthini 5565 471 878

9 Ganga 367,128 146,125 88,333

10 Gangalakshmi 333,717 48,590 2068

11 Gangashri 879 1990 11,985

12 Gangesh 156,169 69,998 188

13 Gauratha 323 408 16,719

14 Gaurika 178 158 3060

15 Gaveetha 336 1 35,426

16 Saadhana 1944 2 21,266

17 Saakisri 21,963 18,988 48,188

18 Saakshi 12,586 518 14,926
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to one another, but in some case even a small node can create most of mentions in a
particular peak time. It depends on the users how actively using their social network
(Table 2).

4.2 Result Analysis

Analyzing the above experimental method with various parameters shows how the
real-time data works under the situation. The twitter data set is analyzed and the
result are plotted depending upon the values which are resulted. The parameters
used for plotting the graph is that number of mentions based on geographical
friends versus event-post-mentions EPM. In that mentions have two types of values
that are/pre-event value and post-event value (Fig. 7).

The mentions of both geographical and non-geographical-based friends are
analyzed very carefully and plotted the graph based on the output. The value of
mentions is taken as an exponential growth for both positive and negative mentions.
The pre-event posts have exponential growth than post-event posts. By event
success, growth always depends on the geographical location based friends mention
rather than non-geographically based friends mention. The comparison of CDS
network with the existing network shows that the CDS network taking lesser time
when compared with existing networks without CDS. The above bar chart that have
the systems like CDS network and existing network versus the time taken from the
network to achieve the desire broadcasting of messages.

Graph based on non-geographical mentions Graph based on geographical mentions

Fig. 7 Graph’s for different types of munitions
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5 Conclusion

In this chapter, we aggregate the anomaly scores based on the reply/mention
relationships in social network posts. The implementation of the real data sets
gathered from Twitter. With the rapid growth of social networks, the discovery of
more prominent topics in SNS always reinforces an interest of users. Here,
anomalies in the social network are detected, depends on the links between the
users that are generated dynamically. It has been classified through the replies,
mentions, and re-tweets. In the proposed work, we just find the anomaly users using
link anomaly detection. In the enhancement work, we will enhance the work of
identifying the Sybil’s in the network using graph-based theory. It is used to prevent
Sybil’s from generating many unsolicited friend requests in social networks. We
can find the nearby groups for sharing the message in multiple groups in the
network using connected dominating set. We have to identify the users who have
the maximum number of users in the network. After that we have to broadcast the
messages to that particular user. Through this multiple users can receive the mes-
sage and identified by multiple users and we can easily achieve our goals.
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Control of Induction Motor Using
Artificial Neural Network

Abhishek Kumar, Rohit Singh, Chandan Singh Mahodi
and Sarat Kumar Sahoo

Abstract The main objective of this paper is to design a controller for control of an
Induction motor. In this paper, we have proposed v/f control of induction motor
using artificial neural network, the network is trained using back propagation
algorithm and Levenberg–Marquardt learning is used faster computation. The main
approach is to keep voltage and frequency ratio constant to obtain constant flux
over the entire range of operation and thus to have precise control of the machine.
The effectiveness of the controller is demonstrated using MATLAB/Simulink
simulation.

Keywords Induction motor � v/f control � Artificial neural network � Back
propagation learning � Levenberg–marquardt algorithm
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BP Back Propagation
PI Proportional-Integral
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1 Introduction

Induction motors are the most preferred motors for any industrial or domestic
purpose applications. For last few years, it was being used in the only applications
which require a constant speed because of the expensive or inefficient speed control
of the conventional methods. However, advancement in power electronic devices
and converter technologies in the past few decades has improved the efficient speed
control by varying the supply frequency, which made possible the various forms of
adjustable speed induction motor drives. Along with that there has been a quite
recognizable improvement in control methods and artificial intelligence which
incorporates neural network, fuzzy logic, and genetic algorithm [1–4]. One of the
major changes occurred in the context of induction motor control was the invention
of field-oriented control (FOC). In this method, determining correctly the orienta-
tion of the rotor flux vector is mandatory, rather it leads to the poor response of the
drive, but due to its complexity, it is not that feasible [1, 4–6]. Although, direct
torque control (DTC) has a very good torque response without any complex ori-
entation transformation and controls the inner loop current but still it possesses
some drawbacks, like torque and flux ripple [7–9]. In this paper, scalar control is
implemented where the motor is fed with variable frequency signals generated by
the PWM control from an inverter where the v/f ratio is maintained constant so that
constant torque can be retained over the entire operating range [3, 10]. There are a
number of ways to implement scalar control. One common linear control strategy is
proportional-integral (PI) control which is very easy to be implemented; although it
cannot lead to good tracking and regulating performance simultaneously, also its
control performance parameters sensitivity is more toward the load disturbances
and system parameters variations [11]. Such controllers with fixed parameters
cannot provide these requirements until the use of some unrealistically high gains.
That’s why the conventional constant gain controller used in the variable speed
induction motor drives considered poor in practical applications due to the irreg-
ularities in the drive such as load disturbance, variations in mechanical parameter
and unmodeled dynamics. For last few years, artificial neural network intelligent
and fuzzy logic controllers have been gaining a great importance and proving their
numerous advantages in many respects. That also makes artificial intelligent con-
troller (AIC) the best controller for induction motor control. Usually, it becomes
difficult to develop an accurate system mathematical model because of the
unavoidable and obscure variations in the parameter. One of the major advantages
of ANN-based technique is that there is no need of any mathematical modeling of
the motor under consideration subsequently the time required for drive develop-
ment can be substantially reduced. ANN possesses the ability to learn the desired
mapping between the input and output signal for a system. The multilayer per-
ceptron neural network is used for function approximation. The back propagation
algorithm (including its variations) is the principal procedure for training multilayer
perceptrons [1, 4–6, 12].
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2 Induction Motor Drive

The drive system discussed in this paper consists of three-phase voltage source
inverter (VSI), PWM generator, three-phase induction motor (IM), and artificial
neural network controller (ANN controller) for the v/f control (Figs. 1 and 2).

The induction motor or asynchronous motor is well known for its commercial
usage as it occupy less space than DC motor drives for any given rating and do not
need maintenance although the fact that its control circuitry is costly, but cost is a
changing factor, controller cost will reduce as it has reduced over period of time.
The equivalent circuit of an Induction motor referring to the stator side of the
Induction motor is shown in Fig. 3.

where

Rs = Resistance of the stator conductors
Rr = Resistance of the rotor conductor referred to the stator side
Xs = Leakage reactance of the stator conductor
Xm = Magnetizing reactance of the stator conductor
Xr = Leakage reactance referred to the rotor side of the stator side

Induction motor runs at a speed always less than the synchronous speed. This
difference in speed is generally referred as the slip speed

xsl ¼ xn � xr ð1Þ

Torque

VSI IMDC

PWM ANN
Fig. 1 Block diagram of
open loop control of the
Induction motor drive

Speed Voltage*

Torque Frequency* 
ANN

Fig. 2 Neural network to
calculate the Voltage and
frequency for various torque
and rotor speed
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where

xsl = Slip Speed in radian/second
xn = Synchronous speed in radian/second
xr = Rotor speed in radian/second

And the slip of the induction motor is given by the formula

Slip ¼ Nn � Nr

Nn
ð2Þ

where

Nn = Synchronous speed in RPM
Nr = Rotor speed in RPM

The pulse width modulation technique is widely used in sophisticated control
circuitry. By adjusting the modulation index of the pulse width modulation block we
achieve desired voltage and frequency across the asynchronous motor. Whereas a
voltage feed converter is used for converting the DC voltage to three-phase sinu-
soidal supply voltage. The inverter used is triggered by a 12 pulse PWM generator
block. Recent studies have shown that the twelve pulse inverter is less affected by the
harmonics problem. We have used 12 pulse inverter for our IM drive.

2.1 Control Strategy

The equation for the induced EMF in an asynchronous motor is given by

Ein ¼ 4:44Nwmf ð3Þ

where

Ein = Induced EMF
Es = Terminal Voltage across the Induction motor

jXs

Rs

jXr

Rr/S
jXm

Fig. 3 Most simplified equivalent circuit of an Induction motor
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wm = Flux developed by the stator current
f = Supply frequency

On neglecting the stator resistance drop and stator inductance drop in an
asynchronous motor the supply voltage is equal to the induced EMF in the machine,
and hence we have

Es ¼ 4:44Nwmf ð4Þ

Now for changing the speed of the machine we can either change the frequency
of the machine or the supply but both of the methods results in the reduction of air
gap flux moreover increasing voltage could also result in insulation failure which is
not at all advisable. So for maintaining the air gap flux constant for a certain load
voltage and frequency both need to be decreased such that their ratio remains
constant as which could be clearly seen from Eq. (4). Therefore, for a maximum
stator current that is driven for a machine the flux will remain constant.

wm ¼ Es

f

The formula of the rotor speed is given by:

Nr ¼ 120f ð1� SÞ
P

ð5Þ

where

S = Slip
P = Number of poles

The torque developed by an asynchronous motor can be approximately written as

Td ¼ E2
s S

xnRr
ð6Þ

where

Td = Torque developed in the Induction motor

Now by maintaining the v/f (i.e., v = Es) ratio constant we can maintain a
constant developed torque for the asynchronous motor at variable slip.

3 Neural Network Controller

Artificial Intelligence techniques such as particle swarm optimization (PSO), fuzzy
logic (FL), artificial neural network (ANN), and genetic algorithm (GA) have
recently been implemented in many areas of electric drives for and control for better
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and accurate control of the electric machines and inverters. The main objective of
artificial Intelligence techniques is to implement human brain in controller for better
control of the system. Such system with embedded computational intelligence is
often termed as an intelligent system.

ANN has been put in use since the early 1990s. Since then it has continuously
attracted many researchers and scientist and has found its application in many areas.
It is based on biological neuron model (Fig. 4).

It comprises of a number of artificial neurons that is interconnected together.
Fundamentally, it has an Op-amp summer like structure. The artificial neuron is
also called processing element. In neural network, all input signals flow through a
weight (gain) to the processing unit of the networks. These weights can be positive
or negative based on the neurons. These synaptic weights (Wik) signifies the
strength between the neuron k and neuron i. The summer accumulates all the
input-weighted signal and weighted bias signal b, and then pass it through the
transfer function also known as activation units. Activation units can be linear on
nonlinear depending upon the neural network. Mainly three types of activation
function are used (Table 1).

(i) Tan-sigmoidal
(ii) Log-sigmoidal
(iii) Threshold model
(iv) Linear model

3.1 Backpropagations Learning

The interconnections of artificial neurons results in neural network (NN). The Main
aim of NN is to behave as a human brain in a certain domain to solve many real life

Fig. 4 ANN basic model
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problems. Structure of biological neural network is not well known; so many
researchers have designed their own model to replicate the biological neuron sys-
tem with high accuracy. Some of the commonly used models are listed below:

(1) Perceptron Model
(2) Adaline and Madaline
(3) Backpropagation (BP) Model
(4) Self-organizing Maps
(5) Boltzmann Model

We have used multilayered feedforward Backpropagation model to train our
ANN controllers. It is mainly used in power electronics and motor control.
BP-Model is a multilayered and feedforward model. It is most commonly used
because it is one of the simple and the most general method to for supervised
training. Basically, it is worked by approximating the nonlinear relationship
between input and output by adjusting the synaptic weight.

Backpropagation model is divided in two parts: feedforward and backpropaga-
tions. At first, input signal is been applied and its response is been propagates, layer
by layer through the network until an output is produced. Then the network output
is compared with the expected output and the error is been computed. These errors
are again feedback the system to adjust the weight of each layer as such to give the
desired output (Fig. 5).

Mainly gradient descent (delta rule), Levenberg–Marquardt and Gauss–Newton
method are used for minimizing the error function. In this paper, we have chosen
Levenberg–Marquardt for the training of the dataset. The main reason behind
choosing Levenberg–Marquardt algorithm is its fast convergence rate and stability.
It is more robust and stable as compare to Gauss–Newton method (Fig. 6).

For our NN model, forward computation is been explained in the following
steps:

• Using the given formula, calculate net values, slopes, and outputs for all neurons
from layer = 1:

net1j ¼
X2

i¼1

Iiw
1
j;i þw1

j;0 ð7Þ

x1j ¼ f 1j net1j
� �

ð8Þ

Table 1 Activation function Name Formula

Tan-sigmoidal F xð Þ ¼ tan h xð Þ
Log-sigmoidal F xð Þ ¼ 1þ exp �axð Þð Þ�1

Threshold model F xð Þ ¼ 1; x[ 0

Linear model F xð Þ ¼ x; for all x
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S1j ¼
@f 1j
@net1j

ð9Þ

where

Ii = Input the network 1
net1j = output of the summer in layer 1
xj = output of layer 1
S1j = slopes of the activation unit in layer1
j = index of the neuron in first layer

• Using the output of layer 1 calculate the net values, slope and the output of layer
2 and 3 (i.e., hidden layer and output layer)

After computing the output value and slope of the activation units for all three
layer, node matrix x and slope matrix s can be formed. Modeling of matrix x and s
represent the end of the forward computation. Here, for a given output j, we can use
the result obtained from the forward computation in backward computation j

Fig. 6 Neural network model for control of induction motor

Fig. 5 Basic model of back propagation algorithm
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• Calculate the error at output neuron j and initialize d as the slope of output of
neuron j:

ej ¼ dj � oj ð10Þ

d3j;j ¼ s3j

d3j;k ¼ 0

where

dj = Target output at neuron j
oj = Output at neuron j obtained in the forward computation
d3j;j = Back propagation between neuron j and neuron j(Self Back propagation)

d3j;k = Back propagation between neuron j and neuron k

• Back propagate d from the inputs of nth layer to the output of n – 1st layer

dn�1
j;k ¼ w3

j;kd
3
j;j

k = Index of neuron in (n − 1)th layer
• Back propagate d from the output of nth layer to the input of n – 1st layer

dnj;k ¼ dn�1
j;k sn�1

k

k = Index of neuron in (n − 1)th layer
For backpropagation process of other outputs, the last three steps are repeated
After performing backpropagation computation and feedforward computations,
the whole d matrix and y matrix can be obtain for the controlling of an induction
motor.

• After obtaining both the matrix, elements of jacobian matrix can be obtained
using

@ep;m
@wj;i

¼ �dm;jxj;i ð11Þ

where

ep;m = Mean Error function between predicted and measured output
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4 Simulations and Analysis

4.1 Conventional Controller

The conventional control technique involves the use of PI (proportional integral)
controller for the control of the machine. It includes the calculation and minimization
of error. The speed from the inductionmotor is comparedwith the reference speed and
then the values and the error is calculated and then it then as the input signal. The
proportional, integral, and the derivative terms are calculated and added to find the
output of the PI controller so as to minimize the error, but the problem with the PI
controller is that it is not robust. Although it cannot lead to good tracking and regu-
lating performance simultaneously, also its control performance parameters sensi-
tivity is more toward the load disturbances and system parameters variations (Fig. 7).

Such controllers with fixed parameters cannot provide these requirements until
the use of some unrealistically high gains. That is why the conventional controller
used in the variable speed induction motor drives is considered to be poor in
practical applications due to the abnormal behavior in the drive such as load
unbalancing, variations in various parameters and unmodeled dynamics.

4.2 Neural Network Controller for 3ph Induction Motor

We have designed a controller for 3ph induction motor using ANN. In our ANN,
we have taken electromagnetic torque (N-m) and speed (rad sec−1) as the input and
have taken voltage (V) and frequency (Hz) as the output (Fig. 8).

Based on the output of the controller, PWM pulse is been generated and send to
the gate of the three-phase inverter. We have compared our result with the con-
ventional Induction motor drive (PI Controller) for different loads and the NN
controller is able to control the induction motor efficiently.

The simulation results of both ANN and conventional controller are shown in
Figs. 9 and 10.

Fig. 7 Conventional controller of induction motor
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Fig. 8 ANN controller for induction motor
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Fig. 9 Speed versus time curve comparison between conventional and ANN controller for IM
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Fig. 10 Toque versus time curve comparison between conventional and ANN controller for IM
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From the simulation results it is observed that the ANN controller has better and
more precise transient and steady-state output response both in case of speed and
torque when compared with the conventional PI controller. Conventional PI con-
troller is more error prone than the ANN controller. The stator currents of all the
three-phases are shown in the Fig. 11 and Table 2.
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Fig. 11 Stator current versus time curve for 3-phase IM drive
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5 Conclusions

ANN-based controller for the Induction motor drive is presented in this paper.
MATLAB/Simulink models for Induction motor drive with ANN controller and
conventional PI controller is compared and observed that ANN has better perfor-
mance with minimum ripples in the output than the conventional controllers. Thus,
the use of ANN controller has properly addressed the problem related to the cost as
well as complexity.

Table 2 Dataset used for
training of neural network
controller

Torque Speed Frequency Voltage

25 26.02456335 10 80

25 41.72456335 15 120

25 57.42456335 20 160

25 73.12456335 25 200

25 88.82456335 30 240

25 104.5245634 35 280

25 120.2245634 40 320

25 135.9245634 45 360

25 151.6245634 50 400

20 27.09965053 10 80

20 42.79965053 15 120

20 58.49965053 20 160

20 74.19965053 25 200

20 89.89965053 30 240

20 105.5996505 35 280

20 121.2996505 40 320

20 136.9996505 45 360

20 152.6996505 50 400

15 28.1747379 10 80

15 43.8747379 15 120

15 59.5747379 20 160

15 75.2747379 25 200

15 90.9747379 30 240

15 106.6747379 35 280

15 122.3747379 40 320

15 138.0747379 45 360

15 153.7747379 50 400
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A Novel Image Intelligent System
Architecture for Fire Proof Robot

B. Madhevan, Sakkaravarthi Ramanathan and Durgesh Kumar Jha

Abstract The aim of this research is to design and analyze a fireproof firefighting
robot that can enter into fire environment and navigate itself through the fire and
send information about the fire behavior. This robot would help the fire rescue team
to better understand the fire behavior and trapped person location and thus would be
a critical advantage in term of time saving and rescue teams risk for their own life.
In this paper, an image processing system and communication architecture for
firefighting robot based on GSM technology and microcontroller is designed.
Camera connected to microcontroller using serial cable will capture the image data
and store it on a storage device. The processed image are sending to the predefined
mobile number using GPRS technology. The encoder is used to improve the effi-
ciency of compressed image. MATLAB software is used for the image processing
which uses Fuzzy Coded Means to complete this process.

Keywords Firefighting mobile robot � Intelligent system � GSM � Image pro-
cessing � System architecture

1 Introduction

Natural disaster mainly involves fire, takes so many lives, because victims do not
get proper attention on the time. Life of innocents can be saved if proper care
reached to them within time. The scope of the current work is to design and develop
a fireproof—firefighting-surveillance robot that can traverse into fire environment
and send information about the fire behaviour and the location of people trapped in
these hazardous areas. When a fire breaks out in an industrial environment or a
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house fire environment, it takes approximately 30–40 min for the fire rescue team
to reach the spot. Thus the developed robot would help the fire rescue team to better
understand the fire behaviour and trapped person in these hazardous areas. The
proposed model is an amateur attempt at creating an autonomous fire proof rescue
machine, aiding humans in fire and hazardous situations. When fire breaks out in a
building or any closed spaces, it is quite risky for humans to traverse through this
hazardous situations, as one may get trapped in such closed spaces. For the year
2009–2013, a brief information regarding the fire accidents in Tamil Nadu-India is
given in Table 1.

This can be achieved by using autonomous firefighting robot which has a
cameramount on it. The camera is protected with transparent glass ceramic which
can sustain temperature up to 1292° Fahrenheit. The first step of image processing
system is capturing the live image. Once it is done captured image is sent to the
predefined phone number at receiving side. Simulation of proposed circuit diagram
is done in PROTEUS software and acquired images are analyzed in MATLAB
software. Hardware parts include mainly microcontroller, GSM module, and
camera. Microcontroller (atmega328) is used as a controller and also work like a
mediate system between camera and GSM module. The camera is used to get the
information of victims trapped under fire and it sends the captured information to
the microcontroller. GSM connected with microcontroller gathers information from
it and sends to the mobile phone using GPRS techniques. Thus, information from
inside firehouse is communicated to outside without much consumption of time.
While capturing the image inside fire, the main problem with the camera is the
lighting system, but that can be overcome by increasing shutter speed of the camera.
Apart from this introductory section, this paper is presented in the following
manner. Section 2 provides a more detailed study on literature study. Section 3
provides a more detailed study of robotics module. Section 4 explains about the
system design of firefighting robot. Section 5 explains briefly about communication
architecture. Methodology is explained in Sect. 6. Results and discussions are
presented in Sect. 7. Finally, conclusions are given followed by references.

Table 1 Fire accidents in Tamilnadu

Year Total fire
accidents

Property lost (Cr Rs) in fire
calls

Lives lost in rescue
calls

Lives lost
in

2013 25,109 42.55 75 1586

2012 32,273 27.02 87 1722

2011 22,219 27.59 84 1878

2010 18,311 24.60 75 1773

2009 21,840 29.51 127 1438
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2 Literature Survey

Robotics have found its way into many applications in our day to day life and it has
been of great help to mankind. The firefighting robots discussed here is used to reduce
the loss of human lives and reaction times under emergency situations. Standard
reaction times are sometimes too long and can cause catastrophic effects, similarly,
under severe circumstances, the lives of the firefighter are put at risk. To prevent such
unfortunate events firefighting robots are designed. In [1], GSMwas used for sending
information and display the amount of information on LCD display. Wireless sensor
network and GSM technology were used to capture and send the images to a pre-
defined phone number, as described in [2]. Wireless monitoring system using
S3C2440 microcontroller based on arm 9 core has been discussed in [3]. In [4], a
surveillance system has been designed which uses obstacle detection sensor to detect
the victim, capture image using jpeg camera store it in USB and then send it as an
SMS. Face detection system has been used to detect the face and compare it with the
stored image if it doesn’t match then it sends information, it also sends the location
over GPS discussed in [5]. In [6], the wireless video monitoring system based on
GPRS and ARM processor has been designed, which was used to monitor the video
continuously and send it to a client. In [7], image filtering was done using TPSO or
TPFF based fuzzy filtering. Colour image segmentation using Fuzzy C-Means has
been described in [8–10]. Image filtering using interval-valued fuzzy sets has been
proposed in [11]. Video monitoring and remote video surveillance using S3C240 and
GPRS has been discussed in [12–15]. In [16] video monitoring has been done using
GSM in embedded Linux. Video surveillance using S3C2440 and GSM has been
discussed in [17]. GSM technology and wireless sensor network have been proposed
in [18–20]. Authors in [21, 22] explain about the mathematical modeling for a
mobile robot traversing in an unknown environment with obstacles.

3 Robotics Module for Firefighting Robot

3.1 Material for Body and Insulation

The robot has to move inside a fire environment consisting of very high temperatures,
ranging from 1000 to 2000 °C. In order to make the robot approximately fire proof it
has to be shielded using proper material as shown in Table 2. The body of the robot
can be made of Aluminium, Carbon Steel, Iron, Copper [1] as shown in Table 3.

Table 2 Material selection-I

Material Density Kg/m3 Thermal conductivity (W/m K)

Fiber glass <250 °C 14–100 0.04 at 20 °C

Rock wool <700 °C 30–200 0.04 at 20 °C

Ceramic fiber paper 200 0.08 at 600 °C

Polyurethane foam 62 0.095 at 350 °C
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4 System Design

4.1 System Architecture

System architecture includes various subsystems as shown in Fig. 1 and function of
each subsystem is briefly described below.

4.2 Mechanical Design

Using solid works software, a 3D model of the robot is generated as shown in
Fig. 2.

Table 3 Material selection -II

Material Tensile
strength
(MPa)

Compressive
strength (MPa)

Thermal conductivity
25 °C (W/m °K)

Melting
point (°C)

Density
g/m3

Aluminum 70–700 NA 230 660.3 2.7

Carbon
steel

500 500 43 1425–540 8.05

Iron 170 550 75 1538 7.9

Copper 70–220 117–220 390 1085 8.9

Fig. 1 System architecture of firefighting robot
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4.3 Kinematic and Dynamic Model

The robot’s mass center is at the body frame’s geometric center. The two adjacent
wheel rotate with equal speeds. All the four wheels keep constant ground contact.
Kinematic and dynamic model are shown in Fig. 3a, b respectively.

– Relationship equation for Control inputs and speed of wheels:

vx ¼ xl
� rþxr

� rð Þ
2

¼ vl þ vr
2

ð1Þ

xz ¼ �xl
� rþxr

� rð Þ
2y0

ð2Þ

l-left, r-right and y0 is the instantaneous tread (instantaneous center of rotation)
ICR value.

– Instantaneous radius of the path curvature:

R ¼ vg
xz

¼ vl þ vr
�vl þ vr

� y0 ð3Þ

Hence, Straight line motion, R = ¥ and Rotational motion, R = 0

– Dynamic model equations are written below [2]:

Fxfr þFxrr þFxfl þFxrl� Rx �
m � vg

� �2
R

� sin bð Þ ¼ 0 ð4Þ

Fig. 2 Mechanical design
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Fyfr þFyrr þFyfl þFyrl ¼
m � vg

� �2
R

� cos bð Þ ð5Þ

Md �Mr ¼ 0 ð6Þ

where, Fxfr;FxrrFxfl;Fxrl are the forces in longitudinal direction.
Fyfr;Fyrr;Fyfl;Fyrl are the forces in lateral direction. vg is the velocity of the
vehicle, bð Þ is the angle between the velocity of the vehicle and x-axis of the
local frame of reference. Rx is motion resistances on the four wheels acting
externally. Md and Mr are the drive and resistance moments respectively.

– Ground-wheel interaction, shear stress sss and shear displacement j can have
relationshipas written below:

sss ¼ p � l � 1� e
�j
k

� �
ð7Þ

where, p is the pressure applied normally, m is the friction coefficient and K is
the deformation shear modulus.

5 Communication Architecture

The system architecture is shown in Fig. 4. It consists of a microcontroller, camera,
GSM module power supply and LCD display. The camera is interfaced with the
microcontroller using a serial cable. GSMmodule is interfaced with a controller using
this serial driver. This system will work such that when a device starts, the camera
captures the video and using a serial cable it sends this signal to the microcontroller.
GSMwill get the captured video in Jpeg format and send it to the other communication

Fig. 3 Kinematics diagram for proposed robot with force reactions
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device using GPRS. OV7670 CMOS camera is used to capture the video. It has
CMOS (Complimentary Metal Oxide Semiconductor) sensor.

Internal architecture and function of CMOS camera are shown in following
Fig. 5. Simcom sim 900 GSM (Global System for Mobile Communication) module
is used for this research. It is dual band 900–1800 MHz with dimensions
24 * 24 * 3 mm. It is controlled via AT command. AT command is the command
used to control the modem. General packet radio service is used for the global
system for mobile communication. The advantage of using GPRS is since it works

Fig. 4 Communication structure

Fig. 5 Camera structure. Where, S.N = Synchronous Generator, Sensor = CMOS Sensor
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with sim card, It does not have any specific range of the network. It can send the
information from transmitter to receiver side at any distance.

6 Methodology

The flow chart shown in Fig. 6 represents the algorithm, work process and sys-
tematic way of capturing the images of victims trapped in the fire accidents.

6.1 Image Processing in MATLAB

Five types of images are there in MATLAB. Grayscale, true colour RGB, indexed,
binary and unit 8. Usually, grayscale colour is the preferred format for image
processing. In grayscale M pixel tall and N pixel wide images are represented in
[M * N] matrix form. grayscale intensities are represented in [0,1] form where 0 is
for black and 1 is for white. When the image is captured by the camera because of

Fig. 6 Flow chart for image
capturing
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an improper lighting system, fire and smoke captured image is not much clear. It is
a very tedious task for rescuers to extract exact information from that image.
Figure 7 shows the exact image captured by the camera which is not so clear hence
it is necessary to do image processing.

6.2 Image Segmentation

Image segmentation process is done in order to get a clear picture of captured
image. It divides an image into multiple parts and identify the relevant information
or other hidden objects as shown in Figs. 8 and 9. Many methods are there for
image segmentation like thresholding methods, colour-based segmentation, trans-
form methods and texture methods. In thresholding method images are partitioned
in foreground and background. Image thresholding can be performed in two ways
one is image thresholding using multi-level thresholding and another is using set
level. Thresholding technique is one of the most used segmentation technique in the
MATLAB. The Imread command is used to read the image. Now the image is
displayed and its contrast is set by using Matlab toolbox. It has two image display
function imshow and imtool. Imshow is used for fundamental image display
function. Imtool performs some image processing task.

Fig. 7 Original image
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7 Results and Discussion

Circuit for communication architecture is designed in scheme it circuit. Proper
microcontroller, GSM module, and camera is selected for designing the circuit.
Testing of the designed circuit is done in the same software. Image processing and

Fig. 8 Segmented image

Fig. 9 Segmented image for different intensity
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image segmentation part of the system is done in the MATLAB using FCM (Fuzzy
C-Means) code. The FCM algorithm is implemented to a black and white image to
cluster the grayscale intensities to five variations, which intern gives distinct shapes
in the image which otherwise was blurred due to various circumstances. It is a
clustering method which allows each data point to belong to multiple clusters. It is a
clustering method which allows each data point to belong to multiple clusters.
Figure 10 shows the histogram of the original image (pixel versus intensity). In
below figure, it is noticed that intensity range is very narrow. Intensity range can be
made wider by using another segmentation. Fig. 11 shows the histogram for pro-
cessed image. It is noted that intensity range of processed image is wider than the
original image. It covers the potential range of 0–1 over full area hence the contrast
of processed image is more. To export image data from the MATLAB workspace to
a graphics file in one of the supported graphics file formats, imwrite function is
used. When using imwrite, MATLAB variable name and the name of the file is
specified. Figure 12 shows the histogram for improved segmented image, which
covers the potential range of 0–1 over a full area as well as its intensity is reaching
to peak.

Fig. 10 Histogram of
original image

Fig. 11 Histogram of
processed image
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8 Conclusion

Fire causes tremendous damage and loss of human life and property. Recently,
research on fire-fighting robots has been carried to a large extent. It is sometimes
impossible for firefighters to access the site of a fire because of drastic conditions. In
such environments, fire-fighting robots can be used exhaustively. Visual sensing is
essential for mobile robots to progress in terms of increased robustness and reduced
power consumption. Moreover, if robots can make use of computationally efficient
algorithms for image processing with minimal setup with zero calibration, then the
opportunity of deploying firefighting robots will widely increase. A novel
visual-based navigation system will be an important step in this direction.

In this paper, a scheme for illustrating the computer architecture of firefighting
robot has been presented along with the simulated result. This scheme combines
microcontroller (atmega328), GSM technology, camera and dynamic algorithm.
Image processing is done using MATLAB for the image captured by the camera.
Histogram (pixel versus intensity) of the original image and segmented image is
obtained and compared. Fuzzy Coded Means (FCM) is used for the image
segmentation.
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Hardware Implementation of DSP-Based
Sensorless Vector-Controlled Induction
Motor Drive

Rajendrasinh Jadeja, Ashish K. Yadav, Tapankumar Trivedi,
Siddharthsingh K. Chauhan and Vinod Patel

Abstract Due to low-cost and high-reliability, induction motors have discovered
significant applications for variable speed applications. The vector control method
is used to achieve better dynamic response and use of induction motor for a wide
range of speed variations. However, it uses shaft encoder for rotor speed estimation
that suffers from added cost, measurement noise, and maintenance associated with
them. To overcome these shortfalls, speed is estimated with the help of measured
voltages and currents in sensorless vector-controlled drive. The rotor speed esti-
mation method is based on a direct synthesis of induction motor state equations.
Simulation of the drive is carried out using PSIM software. In order to validate the
method, laboratory prototype is developed using DSP TMS320C2811 for 10 H.
P. and 15 H.P. squirrel cage induction motor.

Keywords Digital signal processor � Direct synthesis � State estimation � Sensor
less vector control

1 Introduction

The development in the power electronics field and variable speed applications of
AC machines have acquired importance. The variable speed induction motor drives
fundamentally utilize voltage source inverters (VSI). On the other hand, induction
motors have advantages in terms of robustness, high torque-to-weight ratio, reliable
operation, operation ability in a hazardous environment, and cost-effectiveness.
Field-oriented control (FOC) provides dynamic control of induction motor-based
adjustable speed drives (ASDs) by independently controlling torque and flux [1].
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For speed measurement, shaft encoders are required by FOC drives [1]. As these
sensors have their own shortfalls, sensorless vector control is implemented wherein
the speed is estimated and not measured. This method without sensors has benefits
of higher reliability and lower cost.

Speed estimation is an issue specifically compelling with impelling induction
motor drive where the mechanical speed of the rotor is by and large not quite the
same as the velocity of the spinning magnetic field [4].

In this work, direct synthesis of state equations method is used for robust and
accurate rotor speed estimation. DSP is used since it gives better performance out of
the simple modern controllers for industrial applications [1]. The motor parameter
variations cause the disturbances in the system responses [2]. The PI controller
gains require regular tuning with the parameter variation.

2 Sensorless Vector Control

In vector control, three-phase stator current are resolved into torque producing
component iqs and flux producing component ids which are orthogonal to each other
in synchronously rotating reference frame. Conventionally, shaft-mounted speed
encoder is used for measurement of speed. For control over an entire range of speed
including starting conditions, a speed signal is required in indirect vector control. For
sensorless drives, the rotor speed is estimated by measuring stator currents [2–11].

Figures 1 and 2 show the phasor diagram of vector control with an increase of
torque component and flux component of the current, respectively. For increasing in
the torque component of the current, mutual flux is equal to the rotor flux on the
d axis reference current. Whereas the ids components is reduced by weakening of
flux [2].

1. Induction Motor
2. 3 Phase Bridge Rectifier and Inverter
3. SVPWM block
4. Park Inverse Transformation Block
5. PI Controller Block
6. Clarke Forward Transformation
7. Park Forward Transformation Block
8. Estimator block (Direct synthesis from state equation)

Figure 3 shows a basic block diagram of vector control [2] whereas Fig. 4 shows
the basic sensorless vector control by using direct synthesis from the state equa-
tions. Motor currents are sensed from the motor input. Using Clarke transformation,
sensed motor current is converted in terms of a, b reference frame and then con-
verted into dq reference frame using the Park transformation. This d and q currents
are compared with reference d and q currents. Estimation block calculates the rotor
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angle he and rotor speed that is estimation speed by using a and b voltages and
currents [3].

2.1 Variables

1. ia, ib, ic—Three-phase currents of the motor
2. ia, ib—Currents from Clarke transformation

ids

iqs

i'
qs

V^
m

V^
s

is

i^
s

θ

'θ

eω qeaxis

deaxis

mr=ψψ ^^ 

Fig. 1 Phasor diagram of vector control with an increase of torque component of current [2]
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Fig. 2 Phasor diagram of vector control with an increase of flux component of current [2]
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3. id, iq—D and Q axis currents
4. va, vb—Voltages from Park transformation
5. vd, vq—D and Q axis Voltages
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Fig. 3 Basic principle diagram of vector control [2]
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6. PI—Proportional Integral
7. xref—Reference Speed
8. he—Rotor angle
9. iqs, ids—q and d axis stator currents

10. Lm—Magnetizing Inductance
11. ɷr—Rotor Speed
12. Wds—d axis flux from stator side
13. Wqs—q axis flux from stator side
14. Wdr—d axis flux from rotor side
15. Wqr—q axis flux from rotor side
16. Wm—Mutual flux
17. Wr—Rotor flux
18. Rs—Stator resistance
19. Lr—Rotor inductance
20. Ls—Stator inductance

21. dhe
dt xe—Synchronous speed

22. sr—Rotor time constant

3 Direct Synthesis from State Equations

The dynamic ds-qs frame state equations of an induction motor are used to estimate
speed directly based on machine parameters [2]. Evidently, this method is highly
machine parameter sensitive [2]. In this method, only the machine terminal currents
are sensed and rotor fluxes calculated. The actual system can be modeled with a
high degree of accuracy in this from state equations. The voltages in a, b reference
frame is given by the following equation:

va ¼ vd � cos heð Þþ vq � sinðheÞ ð1Þ

vb ¼ �vq � cos heð Þþ vd � sinðheÞ ð2Þ

The current in a, b reference frame is calculated directly from phase currents as

ia ¼ ia ð3Þ

ib ¼ 1
3
� ðia þð2 � ibÞÞ ð4Þ
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Using current of a, b reference frame, the currents in d, q reference frame are
given by

id ¼ ia � cos heð Þþ ib � sinðheÞ ð5Þ

iq ¼ �ia � sinðheÞþ ib � cos heð Þ ð6Þ

Now, stator flux linkages in d-q reference frame are given as

Wds ¼ Z ðva � ids � RsÞdt ð7Þ

Wqs ¼ Z ðvb � iqs � RsÞdt ð8Þ

The rotor flux linkages calculate based on the voltage model is given by fol-
lowing equations:

Wdr ¼ Lr
Lm

�Wds � Ls � Lr � L2m
Lm

� ia
� �

ð9Þ

Wqr ¼ Lr
Lm

�Wqs � Ls � Lr � L2m
Lm

� ib
� �

ð10Þ

Now, rotor angle heð Þ is calculated from the above Eqs. 9 and 10.

he ¼ tan�1 Wqr

Wdr
ð11Þ

The synchronous speed is easily calculated by derivative of rotor angle which is
given in below equation:

dhe
dt

¼ Wdr �Wqr �Wqr �Wdr

W2
r

ð12Þ

Now the rotor speed is calculated by subtracting slip speed in above Eq. 12.

xr ¼ dhe
dt

� Lm
sr

� ðWdr � iqs �Wqr � idsÞ
W2

r

" #
ð13Þ
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4 Experimental Setup

The picture shows the experimental setup of sensorless vector control of induc-
tion motor drive. Drive rating is 7.5 kW and at the output of the drive 10 HP motor is
connected. The input to the system is three-phase 415 V, 50 Hz supply. The entire
control of the system is done using DSP TMS320C2811, and the experimental
results of induction motor drive are taken. Using current sensors the phase currents
are measured and it is used for calculating rotor speed. LCD display is used to load
motor parameters. The waveforms are taken using fluke 199C scope meter.

5 Simulation and Experimental Results

In Fig. 5, the actual speed of the motor (10 HP, 3000 rpm) and estimated speed that
is calculating by direct synthesis from the state equations are same. This result is
shown in the no load condition.

In Fig. 6, it shows the current waveform for phase A; that is at no load condition.
In Fig. 7, it shows the d and q axis currents which are in DC quantity. This

waveform is observed at no load condition.
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In Fig. 8, it shows the torque waveform with no load condition. And observed
the Iq current and torque waveform is same.

In Fig. 9, it shows the hardware results of actual and estimated speed, for
variation in frequency at 20 Hz (1200 rpm) from the rated frequency 50 Hz

Fig. 5 Combined estimated speed and speed (actual speed) (3000 RPM), (Scale: X = 1 s/Div.,
Y = 500 RPM/Div.)

Fig. 6 Phase Current (IA) for 50 Hz, (At no load condition) (Scale: X = 0.1 s/Div.,
Y = 20 A/Div.)
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(3000 rpm). In Fig. 9, A indicates estimated speed and B indicates actual speed. It
is observed from the results that estimator and controller logic works properly as
actual speed is tracking the estimated speed.

Fig. 7 d and q axis Currents Id and Iq, (Scale: X = 1 s/Div., Y = 0.5/Div.)

Fig. 8 Torque (Tem_IM2) in N.M., (At no load condition) (Scale: X = 1 s/Div., Y = 5 N.M./
Div.)
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In Fig. 10, it shows the hardware results of phase current at 20 Hz from rated
frequency (50 Hz) where 3.80 A current is flowing in the motor (10 HP) at no load
condition.

In Fig. 11, it shows experimental result of the torque in N.M., at no load con-
dition and rated frequency (50 Hz) its look like Iq current. Hence, it is observed

Fig. 9 Experimental speed waveforms at *20 Hz (1200 RPM) (Scale: X = 1 s. (10 Hz)/Div.,
Y = 1 V (600 RPM)/Div.)

Fig. 10 Experimental current waveform at *20 Hz, (Scale: X = 20 ms./Div., Y = 5 Amp./Div.)
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from Figs. 8 and 9; experimental results of estimate and actual speed are in line
with the simulation results.

In Fig. 12, it shows the experimental current waveform at *30 Hz, at no load
condition, this current waveform is for 15 HP induction motor.

Fig. 11 Experimental torque waveform at no load condition (Scale: X = 1 s./Div., Y = 500 mV
(10 N.M.)/Div.)

Fig. 12 Experimental current waveform at *30 Hz (15 HP) (Scale: X = 20 ms./Div.,
Y = 10 Amp./Div.)
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Fig. 13 Experimental current waveform at *20 Hz (15 HP) (Scale: X = 20 ms./Div., Y = 10
Amp./Div.)

Fig. 14 Experimental current and torque waveform at *30 Hz (15 HP) (For A (Torque): Scale:
X = 20 ms./Div., Y = 2 V (10 N.M.)/Div.) (For B (Current): Scale: X = 20 ms./Div., Y = 10
Amp./Div.)

In Fig. 13, it shows the Experimental Current waveform at *20 Hz, at no load
condition, this current waveform is for 15 HP induction motor.

In Fig. 14, it shows the hardware results of current and torque, at no load
condition for 30 Hz Frequency current is 10 A.
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Fig. 15 Experimental current and torque waveform (50% load) at *30 Hz (15 HP) (For A
(Torque): Scale: X = 20 ms./Div., Y = 2 V (10 N.M.)/Div.) (For B (Current): Scale: X = 20 ms./
Div., Y = 10 Amp./Div.)

Fig. 16 Experimental current and torque waveform at *30 Hz (15 HP) (For A (Torque): Scale:
X = 1 s./Div., Y = 2 V (10 N.M.)/Div.) (For B (Current): Scale: X = 1 s./Div., Y = 10 Amp./Div.)

In Fig. 15, it shows the hardware results of current and torque, at 50% load
condition for 30 Hz Frequency current is increasing (13 A).

In Fig. 16, it shows the hardware results of current and torque, given step in load
change in currents has been seen.
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In Fig. 17, experimental results are obtained for step change in reference speed
command where the change in current is also taken into account.

Induction Motor

10 HP: three-phase, squirrel cage induction motor, 50 Hz, 2 pole, 415 V,
3000 rpm.
15 HP: three-phase, squirrel cage induction motor, 50 Hz, 4 pole, 415 V,
1500 rpm.
DSP, In order to validate the developed model laboratory prototype is developed
using DSP TMS320C2811 for 10 HP and 15 HP squirrel cage induction motor.

6 Conclusion

A sensorless vector-controlled induction motor drive for 10 HP and 15 HP with
speed estimation by direct synthesis from state equation method is developed. This
work presents simulation analysis of the proposed system using PSIM for various
operating frequency. The results show that the estimated speed and actual speed are
same. Laboratory prototype for the proposed drive is developed, and experimental
results are presented. Prototype Experimental results are similar to the simulation
results and show the satisfactory operation of developed sensorless vector control of
induction motor drive.

Fig. 17 Experimental current and speed waveform at *30 Hz (15 HP) (For A (Speed): Scale:
X = 2 s./Div., Y = 1 V (300 R.P.M.)/Div.) (For B (Current): Scale: X = 2 s./Div., Y = 10 Amp./
Div.)
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Appendix

Parameter of 10 HP Induction motor:

Rs = 0.7215 X, Rr = 0.4357 X, Lls = 0.003351 H, Llr = 0.003351 H, Lm = 0.1694
H, Ls = 0.172751 H, Lr = 0.172751 H, Moment of Inertia (MI) = 0.0980 J.

Parameter of 15 HP Induction motor:

Rs = 0.4748 X, Rr = 0.1900 X, Lls = 0.0028745 H, Llr = 0.0028745 H,
Lm = 0.06838 H,
Ls = 0.0712545 H, Lr = 0.0712545 H, Moment of Inertia (MI) = 0.229 J.
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Artificial Intelligence-Based Technique
for Intrusion Detection in Wireless Sensor
Networks

Gauri Kalnoor and Jayashree Agarkhed

Abstract Network with large number of sensor nodes distributed spatially is ter-
med as Wireless Sensor Network (WSN). The tiny devices called as sensor nodes
are cheap, consume less power, and the capabilities of computation is limited. The
most challenging issue for WSN is protecting the network from misbehavior of
intruders or adversaries. One of the major techniques used to prevent from any type
of attack in the sensor network is artificial intelligence system (AIS). Intrusion
Detection System (IDS) is considered to be the second line of defense, as sensor
nodes are first defense line. WSNs are highly vulnerable to intrusions and different
types of attacks. In most critical applications of WSN, the human intervention or
some physical devices are not sufficient for protecting the network from strong
adversaries and attacks. Thus, artificial intelligence techniques are used for intru-
sion detection and prevention of sensor networks.

Keywords Artificial intelligence � IDS � WSN � Attack � Computational
intelligence

1 Introduction

Wireless Sensor Network (WSN) is a collection of tiny devices spatially distributed
sensor nodes. These nodes are independent and hence operate individually and do
not require the authority centrally. Some of the limitations of sensor nodes in design
aspects and functionality are mainly in terms of processing, storage, and commu-
nication [1]. WSNs are growing in vast areas of applications and considered to be
the most emerging technology. It is growing consistently in many fields in our daily
life. Its distributed, fast growing, design limitations, and wireless nature result in
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frequent threats and attacks creating harm to the network. The best and high
accurate security mechanism needs to be provided for preventing potential attacks
and threats to take place [2, 3].

Most of the security mechanisms that are designed for protecting WSNs are
packet or data encryption, authentication required to stop or restrict the adversaries
attack on the packet, and malicious access by malicious users. Other type of
security mechanisms are secure exchange of key, secure routing, and so on.
Frequent analysis and timely responses are required for security of WSN, defending
from different attacks. Detection of misbehavior act in the network is done by
artificial intelligence system (AIS). The computational ability of sensor networks
are more vulnerable to misbehaviors and malfunctions. Hence, a system which is
computationally friendly is needed to protect WSN from intruders. An autonomous
built-in mechanism is provided to the system to identify behavior of the user that
can potentially damage the network.

Based on human immune system (HIS), Intrusion Detection System (IDS) is
designed using artificial immune system that has the capability of protecting human
from foreign germs. Artificial Neural Networks (ANN)-based IDS, Genetic
algorithm-based IDSs are few of the artificial intelligence mechanisms. To improve
the efficiency and reliability of the network, Artificial Intelligence techniques helps
reducing alerts, incidents prioritizing, reducing or eliminating false alarms, and also
increases self-learning [4] of response for an incident. It automates detection of an
intruder by IDS and intervention of human is reduced. Artificial intelligence for IDS
is classified into three types: Multi-agent based Computational Intelligence (MCI),
Computational Intelligence (CI), and Traditional Artificial Intelligence (TAI).

In the next section, the survey of various authors with their proposed work is
discussed based on the AI techniques.

2 Related Work

Artificial Intelligence techniques are used to improve performance of the system.
Wide variety of research has been done in security of WSN. The works proposed by
many authors are discussed in this section.

The ability to undertake a particular action against or many user’s misbehavior is
the major criteria of WSN. Thus the best solutions that can facilitate these criteria
are Artificial Immune System. Shamshirband et al. [5], have discussed the principle
of HIS used by Artificial Intelligence techniques. In Shamshirband et al. [6], the
proposed system explains about the HIS having the ability to efficiently detect
potential harmful foreign agents. The main aim of AIS is to identify the node’s
behavior if it has negative impact on the sensor network.

In Kaliyamurthie and Suresh [7], the basic design and its challenges are dis-
cussed by the authors. Most efficient set of genes that are suitable for deciding the
node’s behavior in the network is explained. The network’s performance based on
node’s viewpoint is the important measure considered in Patel et al. [8].
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The requirement for the system to perform efficiently is that the computation should
be robust and easy against deception.

In Mavee et al. [9], the author specifies the misbehavior action in WSN can take
place in three different forms: Dropping of a packet, data structures modification
that was set for routing and packets modification. Fictitious node creation and
skewing the topology of the network are also possible forms of misbehavior that
occurs in WSN. One of the reasons for the sensor nodes to execute any kind of
misbehavior is the desire to consume less battery life and make the WSN
nonfunctional.

Based on probabilistic modeling, the authors in Kumar and Reddy [10] proposed
the broadcasting mechanism called as knowledge acquisition in dynamic environ-
ment. In Fang et al. [11], the proposed system called multi-agent based IDPS and
non CI methods are discussed. This system detects automatically and neutralizes the
snippers of the enemy. In Hassan [12] and Jongsuebsuk et al. [13], the authors have
discussed and derived intrusion detection probability of linear intruder that is
detected by k-set of sensors in the range of maximum intrusion distance that is
allowable in WSN.

In Chaudhary et al. [14], the author have characterized the detection probability
rate in both the single-sensing and multiple-sensing scenarios of detection.
A sleep-scheduling algorithm is discussed that guarantees minimum response time
for detecting an intruder and also minimum consumption of power. The authors in
Benaicha et al. [15] have discussed different types of mobility models that are
designed for sensor nodes that have mobility nature moving in a random manner.
Sensor mobility improves the network performance by sensor sensing coverage and
also time for detection is also reduced using these mobility models.

In the next section, we will discuss the problem statement and the proposed
system for intrusion detection in WSN.

3 IDS Based on Artificial Intelligence Technique

In this section, the techniques used in designing IDS for intrusion detection is
discussed and explained.

3.1 Artificial Immune System

The security threats that occur in WSN are the major challenging issues. An
anomaly-based IDS is designed using artificial immune technique for preventing
such security threats against WSN. Immune-based mechanism [16] is used in many
applications particularly for computing classification of data, optimization of the
system, and detection of an intruder. IDS-based artificial immune system is
designed and a general architecture using such technique is shown in Fig. 1.
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In WSN, the immune-based system can be applied easily compared to other
types of network architecture. One of the recently introduced security threats or
attack types in WSN is Interest Cache Poisoning (ICP) attack. This type of attack
occurs at network layer and has the capability of routing packets disruption. Direct
diffusion [17] and Dentritic Cell Algorithm (DCA) are applied to every sensor node
for detecting misbehavior nodes and their respective antigens. The direct diffusion
maintains two tables: data cache and interest cache. It handles two types of routing
packets over WSN: data packets and interest packets.

To detect an ICP attack, DCA algorithm is applied to monitor two types of
signals called as danger signals and safe signals [18]. An Intrusion prevention and
prediction technique is also designed using immune systems. Also, another tech-
nique known as adaptive detection of threat is designed using immune systems. It is
implemented at MAC layer, in which a gene is identified for detection. A natural
selection algorithm is equipped in every node of WSN to monitor the behavior of
traffic in the surrounding neighbor nodes. WSN demands a light weight IDS as it
has constraints on resources such as energy, processing, and memory.

The other technique for artificial intelligence is designed considering the
resource constraints of WSN.

3.2 Artificial Neuron Technique

This technique has the capability to learn and understand by method of training
used in complex trends identification. It has two ways of detection an intruder [19]:
feedforward and the feedback mechanism. The signals move from input to output
considering only one direction for data flow. This is called feedforward. In feed-
back, the signals move in both the directions. In different areas, specially, in the
field of pattern recognition and intrusion detection, the artificial neural method can
be applied.

Traffic monitoring

Internal logs
Monitoring

Ar ficial immune
System

Rules database

A ack types

Alarm/response

Fig. 1 IDS-based artificial
immune architecture
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The rule-based IDS has many limitations and it can be overcome by using
artificial neural technique based on intrusion detection [20]. It uses both normal and
abnormal type of data sets, which is more effective if it is trained properly. The
general architecture based on IDS using this technique is shown in Fig. 2.

The newly introduced attack called as exhaustion of energy attack is detected
using the artificial neuron mechanism. It is mainly designed for WSN when clus-
tering is applied. Energy harvesting takes place in all the sensor nodes consisting of
three layers: input, hidden, and output layer. Discriminating the events to be both
normal and abnormal is the main aim that is trained to such systems. In channel
access attack, the detection rate is found to be very low and is not suitable to be
detected by this mechanism.

An unsupervised neural network is used for intelligent response mobile robot
system for detection of intruder. Changes related to time are detected using this
model. The investigation is done by the robot traveling in the infected area, after the
intruder is detected.

Due to the deployment of sensor nodes in WSN is in harsh and unattended area,
the attacker can manage to compromise few nodes which may further result in fault
data forwarding to the associated sink of the network. Hence, a mechanism called as
malicious node detection is used to increase accuracy in detection.

In the next section, the algorithms designed are discussed based on the proposed
mechanisms and types of attacks that occur in WSN.

4 IDS-Based Algorithm Using Artificial Intelligence

In this section, the algorithm used for deetction of intruder using the techniques in
artificial intelligence is discussed. Some of the primary assumptions made in the
algorithm are:

1. The activities of the system are observable and
2. The normal and intrusive activities have distinct evidence.

Types of intruders considered are both internal and external intruders.

Ac va on

Func on
Inputs

Weights
Outputs

Fig. 2 Artificial
neuron-based IDS
architecture
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Artificial Immune Algorithm 

Step 1: Start 
Step 2: Monitor the network and host behavior.
Step 3: Configuration by administrator for security.
Step 4:  

Step 5:   

Step 6: Calculate the cost of the path discovered with  
             Detection rate and FAR.
Step 7: Drop packets, if an intruder is detected.
Step 8: End. 

In the proposed algorithm, a random-generate and test process is used.
A self-learning process determines if the random bit strings are generated by the
sensor nodes, sent to each node of WSN and later self-strings which is already
assigned to the nodes during initialization are matched. If a match is found true,
then IDS is not activated and the detection process is rejected. Otherwise, detector is
set and an alarm is sent to all the neighboring nodes. This process of self-learning is
shown in Fig. 3.

At network layer, a four-layered architecture is designed for protecting the WSN
from misbehaviors and abuses by adversaries. The two phases of the proposed
architecture includes learning phase and detection phase. In the learning phase,
there are two possibilities: learning and detection is implemented separately for
each neighboring node or the learning and detection can be implemented at a single

DETECTOR
SET

MATCH
NO

YES

REJECT

STRINGS
SELF

STRING
RANDOM
GENERATE

Fig. 3 Flow diagram for
self-learning process
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instance for all the surrounded neighboring nodes in the predicted area of attack.
This layered architecture is shown in Fig. 4.

A local response is given by each node which is cooperative and the local
detection is performed. At lower level, the data is collected for preprocessing. This
preprocessed data is learnt by each node in the learning phase. Later, at higher level
the detection is performed locally with a local response sent at higher level.

5 Performance Results and Discussions

The performance of WSN is analyzed and the results obtained are discussed.

5.1 Performance Analysis

In this section, we discuss some of the measures for quantifying the performance of
WSN when the proposed model is used for detecting intruder. The performance is
calculated using the following Eqs. (1–6):

Local and Cooperative
Response

Data Collection and 
Preprocessing

Local and Cooperative
Detection

Learning

Fig. 4 A four layered
architecture of IDS
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TrueNegative Rate TNR ¼ TN
TNþ FP

¼ Total no: of True alerts
No: of Alerts

ð1Þ

where,

TN True Negative
FP False Positive

True Positive Rate TPR ¼ TP
TPþ FN

¼ No: of attacks detected
No: of observable attacks

ð2Þ

where

TP True Positive
FN False Negative

This is also called as Sensitivity or Recall (R).

False Positive Rate FPR ¼ FP
TNþ FP

¼ 1� TN
TNþ FP

ð3Þ

False Negative Rate FNR ¼ FN
TPþ FN

ð4Þ

Accuracy ¼ TNþTP
TNþTPþ FNþ FP

¼ 1� n
N

h i
100 ð5Þ

False AlarmRate FAR ¼ n
N

h i
100 ð6Þ

where n is no. of n samples and N is the initial size of the command set.

5.2 Results

The artificial intelligence-based techniques are used for IDS in WSN and the results
observed after applying different techniques for different types of attacks are dis-
cussed in Table 1.

In Table 1, the backpropagation mechanism used for AI has high accuracy rate
for the flooding type of attack. But using genetic algorithm mechanism, the DoS
attack type has very high accuracy rate when compared to all other mechanisms. In
Table 2, the results of detection rate (DR) and false alarm rate (FAR) are shown for
different methods used in WSN.

The results computed based on DR and FAR using different techniques are
explained in Table 2. High detection rate and very low FAR is found for each
method applied, so that the performance of WSN is increased [21].
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Figure 5 shows the screenshot of the detection of intruders in WSN which
includes n sensor nodes and an IDS designed for this purpose. AI mechanism is
used for detecting the attacks as shown in the screenshot.

6 Conclusion

The development of information technology has high positive impact on WSN and
causes critical issues that are difficult and time consuming to manage. The proposed
system for attack detection for high order of traffic behavior is discussed so that the
correlation with traffic and time consumption is maintained. Different mechanisms
of artificial intelligence are designed such that the detection rate is increased and
FAR is decreased accordingly. Based on the types of attacks, the mechanisms are
proposed and the simulation results are discussed to show that the performance of
the network increases. Thus, AI techniques are used to discover essence of intel-
ligence and also intelligent machines can be developed. It is also applied for finding
solutions or methods for complex problems by using some intelligent methods and
proper decision making process. A sensor network is protected using such tech-
niques and detecting or preventing intruders from damaging the network.

Table 1 Performance results

AI mechanisms Attack type Accuracy (%)

DCA ICP Less than 70

Adaptive immune Anomalies in network layer Above 75

Co-evolutionary DOS (denial of service) 50

Back propagation Flooding 95

Unsupervised artificial neuron Timely changes 88

Feedforward Malicious nodes 98.74

Genetic algorithm DoS 99

Artificial neuron Energy exhaustion attack, routing attacks 96

Table 2 Results

AI method Objective Performance
(DR/FAR) (%)

Combination of data mining and
fuzzy rules

Identifying misused behavior DR increased to
50

Fuzzy logic with double sliding
window detection

Identifying abnormal behavior DR = 99.97
FAR = 0.05

Genetic programming with
grammatical evolution

Identify route disruption attacks DR = 99.41
FAR = 1.23

Dynamic Bayesian model Identify intrusion and improve
performance of IDS

DR = 99.08
FAR = 1.9
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Multiconstrained QoS Multicast Routing
for Wireless Mesh Network Using Discrete
Particle Swarm Optimization

R. Murugeswari and D. Devaraj

Abstract With the growing demand of multimedia applications, quality of service
(QoS) assured that multicast routing is an important issue in wireless mesh net-
works. Finding a multicast tree which satisfies the multiple constraints is a
NP-Complete problem. In this paper, we propose a discrete particle swarm opti-
mization (DPSO) approach for finding the minimum tree cost from a given source
to a set of destination with delay and bandwidth constraint. The concept of relative
position base indexing (RPI) is used to convert a continuous space to discrete space
for multicast routing. The simulation is carried out in NS-2.26 and the comparison
is made with respect to tree cost under two scenarios, namely varying node mobility
and increasing number of nodes. The results demonstrate that DPSO has better
speed, performance, and efficiency than multicast routing based on genetic
algorithm.

Keywords Wireless mesh network � Discrete particle swarm optimization �
Relative position base indexing

1 Introduction

Wireless mesh networks (WMNs) have been emerging for the past years as an
important thing for providing lot of broadband Internet access services. WMNs are
dynamically self-organized, self-configured and the nodes in the networks are
automatically creating and maintaining mesh connectivity among themselves.
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These features bring many advantages to WMN such as ease of deployment, low
installation cost, and reliability. In WMN, nodes act as both relays, forwarding
traffic to or from other mesh nodes. A WMN [1] is composed of wireless mesh
routers (MRs) and mesh clients (MCs). Mesh routers provide connectivity between
mesh clients which form a static mesh networking infrastructure called a wireless
mesh backbone. The end user devices such as mesh clients with wireless access
capability may change their locations frequently. One or more MRs in WMN
performs as the Internet gateways and it enables to integrate WMN with existing
wireless networks.

As a result of broadcasting nature of wireless communications and the
community-oriented nature of WMNs, group communications based on multicas-
ting [2] are expected to be a common communication paradigm in WMNs.
Multicast [3–5] is the delivery of information simultaneously from a source to
multiple destinations and it reduces the channel bandwidth, delivery delay, and
router processing time. The messages are delivered over every link of the network
only once, generate copies only when the links to the destination split. It delivers
underlying network support for collaborative multimedia applications such as video
conference, e-learning, content distribution, and distance education.

Multicast applications in WMN require guaranteed quality of service (QoS), and
it is difficult to design QoS in multicast routing schemes for WMNs. The goal of
QoS routing is to find the best path which meets the constraints of some QoS
metrics in the network, the metrics include bandwidth, delay, delay jitter, packet
loss rate, etc. NP-complete problem for finding feasible paths with multiconstraints
cannot be solved precisely in polynomial time. To reduce its complexity, a heuristic
or approximate algorithm must be designed. The evolutionary technique takes
advantage to solve these problems. Many algorithms based on ant colony opti-
mization, genetic algorithm, and intelligent computational methods (i.e., genetic
algorithm, simulated annealing, and tabu search) to find an optimal multicast tree
have been proposed [6–8].

Jun Zhuo et al. [9] described an improved discrete particle swarm optimization
(IDPSO) approach for QoS Multicast routing problem which simultaneously con-
siders QoS parameter as Maximum delay, cost of the tree, average delay. These
algorithms include the mutation and crossover operations in genetic algorithm. In
the first part of velocity updation, the mutation operation is included. The crossover
operator is used for the second and the third part of velocity updation. Experimental
results demonstrate that discrete PSO algorithm can not only produce cheaper
routes with lower average delay than KPP and Shortest Path Tree (SPT) in several
cases, but also find a set of nondominated multicast routes to distribute on the
Pareto front uniformly. The multiobjective routing algorithm for wireless mesh
network using discrete particle swarm optimization proposed by Muhua Zhong and
Yuzhong Chen [10]. This algorithm simultaneously minimizes three objectives,
namely delay, packet success rate, and available bandwidth of the path. The
available bandwidth of the path is calculated using contention graph. It considers
only the intra-flow interference in WMN. Simulation results show that discrete
PSO-based QoS routing is efficient than enumeration method and GA algorithm.
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Zongwu Ke et al. [7] proposed a multiconstrained QoS-based multicast routing
algorithm using Genetic Algorithm. The constraints are bandwidth, delay, and cost.
The edge set is used to represent the multicast tree. Mesh client sent the multicast
requirement to its nearby mesh router, and the mesh router searches an optimal route,
then send the route to the source node. The Simulation results have shown that GA
solve the problem caused by random selection of base GA. Ant colony-based mul-
ticonstraints QoS aware service selection algorithm was proposed by Neeraj Kumar
et al. [6]. Ants are launched from the source node and it is based upon the guided
search evaluation (GSE) criterion. The best path is chosen based on the cost effective
(CE) metric which is a combination of various parameters such as hop count, service
availability, and jitter. The results show that proposed algorithm ismore effective than
improved ant colony QoS routing algorithm (IAQR) algorithm with regard to con-
vergence, end-to end delay, and service availability. A simulation-based performance
comparison of Shortest Path Trees (SPT), Minimum Steiner Tree (MST), and
Minimum number of transmission (MNT) trees in WMNs presented by Uyen Trang
Nguyen [11]. The simulation results show that SPTs are better performance to mul-
ticast flows thanMCTs and also support for dynamic join and leaves. Hui Cheng et al.
[8] described the quality of service multicast routing and channel assignment problem
using three intelligent computational methods such as genetic algorithm, simulated
annealing, and tabu search. This method consists of problem formulation, solution
representation, fitness function, and the channel assignment algorithm. To search the
minimum-interference, multicast trees satisfy the end-to-end delay constraint of
WMN and it is achieved by intelligent computational method. It also optimizes the
usage of the scarce radio network resource inWMNs. Simulation results show that the
proposed method attained better performance than shortest path trees and level
channel assignment(LCA) multicast algorithm regarding total channel conflict and
tree cost.

Meie Shen et al. [12] developed a bi-velocity discrete particle swarm opti-
mization (BVDPSO) approach to optimize multicast routing problem in commu-
nication networks. A novel bi-velocity strategy is used to represent the possibilities
of each dimension between 1 and 0, where 1 represents a node which is selected to
construct the multicast tree, whereas 0 stands for otherwise. This algorithm updates
the velocity and position based on the original PSO. The simulation results
demonstrate that BVDPSO provides better solutions with higher accuracy than the
heuristic methods and with faster convergence speed than the GA and previous
PSO-based methods. A set-based PSO vehicle routing problem with time windows
(S-PSO-VRPTW) is proposed by Yue-Jiao Gong [13] to solve the VRPTW. The
discrete search space is an arc set of the complete graph that is defined by the nodes
in the VRPTW and the subset of arcs represents the candidate solution. In this
algorithm, operators are defined on the set rather than the arithmetic operators in the
original PSO algorithm. Each particles position represents a set of delivery routes
and defined as a subset of arcs. Experimental results show the effectiveness and
efficiency of the proposed algorithm which provides better results than Solomons
instances, two GAs, and a hybrid ACO algorithm.
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A novel multicast routing in mobile ad hoc network based on PSO algorithms
was proposed by Alireza Sajedi Nasab [14]. The constraints are delay and battery
energy of the node. The particle is encoded using extended sequence and
topology-based encoding. The spanning tree is created using prims algorithm. After
creating trees, preorder traversal algorithm gives a sequence number specifing the
index of nodes in the tree. The simulation results show that PSO algorithm has
better performance than GA. Yannis Marinakis [15] introduces a new hybrid
algorithmic approach based on particle swarm optimization (PSO). PSO algorithm
is suitable for continuous optimization problems. To convert continuous to discrete
values the relative position-based indexing method is used. A number of various
alternatives PSO are tested and the proposed algorithm performs better for solving
all benchmark instances.

The rest of the paper is described as follows. In Sect. 2, the Mathematical
problem formulation of WMN is given. The proposed Discrete PSO for solving the
Multicast routing problem is discussed in Sect. 3. In Sect. 4, the simulation details
and result of the algorithm are presented and analyzed. We summarize the con-
clusion and future work which is given in last section.

2 Problem Formulation

The Wireless Mesh Network can be modeled as an undirected graph G = (V, E),
where V is the set of nodes and E is the set of all edges representing the connection
between nodes. Let d(v0, v1) be the distance between two nodes v0 and v1. An edge
(v0, v1) 2 E between two nodes exists if d(v0, v1) 2 R, where R is the transmission
range. We define the set MT as the set of possible multicast trees in G. In the
Multicast communication, the source node is S 2 V and the set of destination is
U = (u1, u2,, un) 2 V − S, where the node ui is the group member of U and n refers
to the number of members.

The multicast routing problem is stated as, Given a graph G (V, E) find a
multicast tree MT 2 G of an optimal multicast route that minimizes the cost of
multicast tree MT satisfy the QoS parameters delay and bandwidth. Mathematically
this is stated as

Minimize cos tpðS;UÞ ¼
X

ði;jÞ2pðS;UÞ
cij

Subject to

DelaypðS;UÞ ¼
X

ði;jÞ 2pðS;UÞ
dij � D
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Bandwidth pðS;UÞ ¼ min
ði;jÞ 2pðS;UÞ

bij
� ��B

where dij is the delay of link (i, j), cij is the cost of link (i, j) used as hop count, bij is
the bandwidth of link (i, j), p(S, U) is the path from source node S to destination
node U, D is the maximum end-to-end delay constraint and the minimum band-
width constraint of multicast tree as B.

3 Particle Swarm Optimization: A Brief Overview

Kennedy and Eberhart [16] proposed the particle swarm optimization
(PSO) algorithm. It is a population-based stochastic optimization technique to
simulate the social behavior of social organisms such as bird flocking and fish
schooling. Individuals in the population are referred to as particles that are asso-
ciated with velocities and the individuals move around a multidimensional search
space seeking an optimal or good solution. In PSO algorithm, initially a set of
particle is created randomly where each particle represents a possible solution.
Every particle consists of current position, velocity, pbest and gbest. In this tech-
nique every particle move toward the direction of particle which is close to the
solution and after some time all particles ends with a particular solution which is an
optimal solution. After each iteration, pbest and gbest are updated for every particle
if better or more fitness function is found. This process continues iteratively until
either the required result is converged or it reaches the user defined maximum
number of iteration.

The position of each particle is represented by Xij and its performance is eval-
uated by the predefined fitness function (f(Xij)). The velocity of each particle (Vij)
represents the changes that will be made in the particle to move from one position to
another. In each iteration, every particle adjusts its velocity Vij and position Xij

using the following equation:

Vijðtþ 1Þ ¼ wVijðtÞþC1 rand1ðpbestij � XijðtÞÞþC2rand2ðgbestj � XijðtÞÞ ð1Þ

Xijðtþ 1Þ ¼ XijðtÞþVijðtþ 1Þ; ð2Þ

where w is inertia weight and it is used to control the impact of previous histories of
velocities on the current velocity, c1 and c2 are acceleration coefficients, r1 and r2
are two independent-generated random numbers in the interval [0, 1]. pbestij is the
best solution this particle has reached; gbesti is the global best solution of all the
particles until now and t represents the index of the generation.

The design method and the algorithm process of PSO is easy to understand and
simple to implement. PSO algorithms have a global search ability, fast convergence
speed, strong robustness, etc. In recent years, PSO algorithms have been widely
used in several applications [17–20].
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4 Discrete Particle Swarm Optimization for QoS Multicast
Routing

The original PSO is simple and efficient, but it is mostly used to find solutions in a
continuous space. The multicast routing problem is a discrete problem, standard
PSO is not appropriate for this problem and some modification must be done. In
order to represent a set of solutions, the particle is encoded to an integer sequence in
which each number stands for a path from the source node to a destination node.

4.1 Encoding

In our multicast routing problem, the method of integer encoding is used to rep-
resent the particle. Each particle represents the sequence of nodes specifically a path
from source to destination node. For example, a particle P = [v1, v2, v3, vt], where v1
denotes source node, vt denotes destination node.

4.2 Particle Initialization

The Multicast tree can be generated using RandomWalkRSMT [21]. Consider S as
the Multicast source node and D is the set of receivers. This algorithm starts with
the source node S and it moves randomly to choose one of its neighbors within the
transmission range. This process is repeated until all the destination nodes are found
and finally return the multicast trees.

Algorithm 1. RandomWalkRSMT Algorithm

1. MT= u.
2. D=u.
3. S=V0.
4. D=Set of receivers.
5. Visited []=S.
6. While D not equal to D do
7. V1 =choose a random neighbor of V0
8. If V1 is not marked then
9. MT= MT U V0 , V1

10. Visited [ ] = visited [ ] U V1;
11. If (V1= D) then
12. D= D U V1.
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13. End if
14. End if
15. V1=V0;
16. End while;
17. Return MT;

After obtaining the input multicast tree using RandomWalkRSMT algorithm, we
compute all possible paths from source node to every destination nodes by applying
Depth First Search (DFS) recursively.

Consider a particle with six nodes from the possible paths. Here 1 is the source
node and 6 is the destination node.

Xij ¼
1 3 2 4 5 6
1 3 5 4 2 6
1 4 5 2 3 6

2
4

3
5

At the starting of algorithms initial paths are the current personal best paths of
particles defined by

Pbest ¼
1 3 2 4 5 6
1 3 5 4 2 6
1 4 5 2 3 6

2
4

3
5

And the global best is the particles which have smallest fitness function (Tree
cost) among all particles defined by

Gbest ¼ 1 4 5 2 3 6½ �

After initialization of particles, updation took place. These particles are in dis-
crete form, so updation cannot take place as normal continuous value. To address
this problem, in this paper we have used relative position-based indexing
(RPI) [22]. This approach transforms every element of the particle into a float
interval [0, 1], compute the velocities and the position of all particles, and then
convert back the particles position into the integer domain.

The transformation from integer to floating-point values is achieved by dividing
every element of the vector by the biggest one of them. Thus, the position vector of
the previous particle has become

Xij ¼
1 0:6 0:4 0:8 1 6
1 0:6 1 0:8 0:4 6
1 0:8 1 0:4 0:6 6

2
4

3
5

After applying Eq. (1) the velocity of the particle becomes
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Vij ¼
1 0:2 0:6 0:4 0:4 6
1 0:2 0 0:4 0:2 6
1 0 0 0 0 6

2
4

3
5

Using Eq. (2) the position of the particle is

Xij ¼
1 0:8 1:0 1:2 1:4 6
1 0:8 1 1:2 0:6 6
1 0:8 1 0:4 0:6 6

2
4

3
5

The conversion of real particle into integer domain is performed by replacing the
smallest floating-point value by the smallest integer value, and subsequently
replaces the value by the next integer value until all the elements have been con-
verted. The final particle position is

Vij ¼
1 2 3 4 5 6
1 3 4 5 2 6
1 4 5 2 3 6

2
4

3
5

This process can be repeated until the maximum number of generation is
reached. This approach always yields a feasible solution, except when two or more
floating values are same.

4.3 Fitness Function

PSO generally maximizes the fitness function. Hence the minimization objective is
converted into maximization objective as

F ¼ 1= cos tðMTÞ bandwidthðMTÞ�B ^ delayðMTÞ�D
0 bandwidthðMTÞ\B _ delayðMT)[D

� �
:

4.4 Particle Repair

When the conversion between two operational domains (real to integer) is applied
infeasible solution may be created. Three unique strategies have been described by
Godfrey and Donald [22] to repair the replicated values. In this paper, back
mutation method is used. Back mutation indexes repair the rear of the replicated
array with the values selected randomly from the missing array value. The steps are
as follows:
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1. To find all repetitive values in the infeasible solution.
2. An array of missing value is generated based on the replicated position.
3. An insertion array is randomly generated based on the missing values. At Last,

the feasible solution is generated.

4.5 Discrete PSO Algorithm

The random multicast tree can be generated using RandomwalkMST. After gen-
erating the tree, we can get the entire possible path from source to a set of desti-
nation using depth first search algorithm. Calculate the fitness value of each path.
Using relative position-based indexing, we can convert integer to floating path
conversion and then change the velocity and particle position using Eqs. (1) and (2)
and finally it converts the floating path to integer using RPI method. This process is
repeated until we can obtain the maximum number of generation. The pseudo code
of the algorithm is given below.

Algorithm 2. Discrete PSO Algorithm

1. Initialize the Multicast tree using RandomwalkMT
2. Select all possible particle using DFS
3. Initialize the velocity and position of each particle.
4. Calculate the fitness value of each particle
5. Compute the best solution of each particle
6. Find the best particle of the entire swarm
7. Do while the maximum number of iterations has not be reached
8. Convert particles positions into continuous form using RPI
9. Compute the velocity of each particle

10. Calculate the new position of each particle
11. Modify the best solution of each particle
12. Find the best particle of the whole swarm
13. Convert particles positions into integer form using RPI
14. End do
15. Return the best particle (best solution)

5 Experimental Setup

The Simulation study is performed in a WMN with 30 nodes. The source node is 1
and the destination nodes are 5, 10, 12, 15, 21. The mobility speed is considered in
the range [0, 25] m/s. The transmission ranges of all nodes are fixed as 250 m. The
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nodes are allowed to move randomly as random waypoint mobility model. Only
one channel on each wireless link is considered. We have selected NS-2.24 for the
simulation and the protocol used is Multicast Adhoc On demand Distance Vector
(MAODV) protocol. Each experiment is executed for 500 s of simulated time. The
terrain size for simulation is 1000 m � 1000 m for all experiments. The total
number of population is 20 and the maximum number of generation is 100. The
value of c1, c2, w, rand1 and rand2 is 1. The proposed DPSO algorithm is compared
with Genetic Algorithm, where the crossover probability is taken as 0.8 and
mutation probability 0.1. The tree cost is obtained by calculating the average result
of 20 runs. The average value with standard deviation is plotted as error graphs with
95% confidence interval.

5.1 Performance Analysis

In this section, we have described the simulation results as the performance eval-
uation of our algorithm. The same sender, receivers and the same network con-
figuration were used for all the algorithms (GA and DPSO). All receivers joined a
multicast group at the starting and it stayed until the whole group terminated.
Figure 1 compares the running time between DPSO and GA algorithm with dif-
ferent number of nodes. When we increase the number of nodes, DPSO algorithm
finds optimal multicast tree in less time than GA. Hence the running time of DPSO
algorithm is lesser than GA algorithm.

Figure 2 shows the tree cost values in various generations which are presented.
Tree cost found by DPSO algorithm in each generation is lower than GA algorithm.
DPSO has no crossover and mutation operator and converged as fast, this leads
automatically to reduction in execution time.

Figure 3 indicates the tree cost of DPSO and GA algorithm with increase in the
number of nodes when the maximum speed of mesh client is 5 m/s. The tree cost is
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increased with the increasing number of nodes. It is obvious that DPSO perform
better than GA.

Figure 4 shows the tree cost for 30 node network by varying the node mobility.
Compared to GA, DPSO performs well in case of low node mobility as well as in
the high node mobility. To increase the mobility speed, the paths between com-
munication end points will break frequently. Using back mutation method, the
redundancy of nodes in the path can be avoided. Hence the tree cost of DPSO has
lower than GA.

20 40 60 80 100
8

10

12

14

16

18

20

22

24

Tr
ee

 C
os

t

No.of Generations

 DPSO
 GA

Fig. 2 Tree cost under
increasing no. of generation

20 40 60 80 100
0

10

20

30

40

50

60

70

Tr
ee

 c
os

t

Number of Nodes

 DPSO
 GA

Fig. 3 Tree cost under
increasing node size

Multiconstrained QoS Multicast Routing for Wireless … 857



6 Conclusion

In this paper, Multicast routing in WMN with multiple constraints namely delay,
bandwidth and cost are proposed by discrete particle swarm optimization (DPSO)
algorithm. The initial multicast tree was generated using RandomwalkRSMT and
penalty function was considered to eliminate replicated solutions during the particle
and velocity updation. In order to see the effectiveness of the DPSO algorithm, we
compared the results with the results of GA, through the two types of scenarios such
as mobility speed and varying number of nodes and is observed in minimizes the
tree cost. The future work includes the extension of DPSO based on multicast
routing to incorporate multiple channels with multiple radio metrics.
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