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PREFACE TO THE FIRST EDITION

The term chaos is often used to describe the phenomena in which the

system’s trajectories are sensitive to the slightest changes in initial

conditions. In reality, the properties of such motion resemble those

of random motion. If one restricts oneself to Hamiltonian systems with

area-preserving dynamics, the above definition of chaos would appear

perplexing. Can a trajectory be chaotic at times and “regular” for

the rest of the time? How does a regular trajectory transform itself

into a chaotic one? And what type of randomness characterises chaotic

dynamics? Fortunately, clear definitions exist for regular and chaotic

motions. Conditionally periodic motion is an example of regular dy-

namics. The examples of “ideal” chaotic motion refer to the motion on

the negative curvature surface and the so-called Anosov systems. How-

ever, real physical systems or their simplified models are very different

from the ideal models on chaos. A good example is that of a pendulum

disturbed by a periodic (non-random) force.

Our understanding of chaos is fraught with the following difficulties.

The motion known as chaotic occupies a certain area (called stochastic

sea) in the phase space. In ideal chaos, the stochastic sea is occupied

in a uniform manner. This is, however, not the case in real systems

or models. The phase space contains many “islands” which a chaotic

trajectory cannot penetrate. Initially, it had appeared that the effects

of islands could be easily accounted for by simply changing the phase

volume of the stochastic sea. We now believe that this is not true and

the important properties of chaotic dynamics are in fact determined by

the properties of the motion near the boundary of islands.

v
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The difficulties in understanding Hamiltonian chaos can also be des-

cribed in an informal way. While regular and chaotic motions possess

some degree of uniformity (monotonity), which is used in their defini-

tions, real chaotic motion boasts intermediate properties (between

regular and chaotic motions) that have not been accurately defined and

formulated. Therefore, we can neither use the KAM theory (as the

conditions of non-degeneracy are violated in most cases) nor the Sinai’s

method of Markov partitions or related techniques (because the correla-

tions do not decay exponentially and the Markov property is violated in

some areas) and the estimates of Arnold diffusion (since a much faster

diffusion takes place).

This book considers many of the difficulties described above in

analysing Hamiltonian chaos in real systems. The reader is treated to

the unconventional application of the fractal dimension to space-time

objects, different versions of the renormalisation group method, frac-

tional kinetics, and Poincaré recurrences theory as well as the more

traditional applications of the Poincaré and separatrix maps.

This book is useful to the reader who has an undergraduate degree in

physics. It does not include any methods that are beyond the standard

mathematical physics techniques except for some fractional calculus

which is provided in a special appendix. It is useful to physicists,

engineers and those who are interested in the current problems in chaos

theory and its applications. While mathematicians will not be able

to find any rigorously proven results here, they will learn about the

challenges of “real physics”. Towards that end, we have included many

examples of numerical simulations. Some of the examples were extracted

(and updated) from the author’s previous works. The material covered

is based partly on the course offered by the author at the Courant

Institute of Mathematical Sciences and the Department of Physics in

New York University. Much of it, however, is new and can be used as

a source of information on the new and emerging directions in modern

chaos theory applied to physical problems.

I would like to thank those who have helped to make this book pos-

sible: Sadrilla Abdullaev, Valentine Afraimovich, Sadruddin Benkadda,

Mark Edelman, Serge Kassibrakis, Jossy Klafter, Leonid Kuznetsov,
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Boris Niyazov, Alexander Saichev, Don Stevens, Hank Strauss, Michael

Shlesinger, Harold Weitzner and Roscoe White, all of whom are

co-authors of common publications; Valentine Afraimovich, Leonid

Bunimovich, John Lowenstein, Victor Melnikov, Anatoly Neishtadt,

Yasha Pesin, Vered Rom-Kedar, Michael Shlesinger and Dimitry

Treschev for their numerous discussions; Mark Edelman for his help in

the preparation of the figures; Herman Todorov and Leonid Kuznetsov

for their help in editing the manuscript; and Pat Struse for preparing

the manuscript.



PREFACE TO THE SECOND EDITION

After the first publication of the book there were different developments

in the theory and experiments related to a highly complex intermittent

character of chaotic dynamics and to the fractional structure of dy-

namics and kinetics. To reflect these changes, the second edition of the

book includes different new sections and minor additions in correspond-

ing places. There are extensions of the sections related to Maxwell’s

Demon and billiards. New sections on Ballistic Mode Islands, Rhombic

Billiards, Persistent Fluctuations, and Log-Periodicity can be found. A

new Chapter 12 on weak chaos and pseudochaos is also added.

Pseudochaos is introduced as random dynamics with zero Lyapunov

exponent. As an application of the pseudochaos is the description of

fractional kinetics along the Filamented Surfaces that has numerous

applications in magneto- and hydrodynamics. Appendices have been

considerably modified to extend a reference material related to basic

formulas of fractional calculus.

Different misprints and typos of the first edition are eliminated in

the second edition. New sections and references are marked by (*). It is

my great pleasure to thank Mark Edelman for his help in preparing the

material and figures for the second edition.

ix
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Chapter 1

DISCRETE AND

CONTINUOUS MODELS

1.1 Coexistence of the Dynamical Order and Chaos

Hamiltonian systems are carriers of chaos. With minimal restrictions,

the phase space of an arbitrary dynamic Hamiltonian system contains

regions where motion is accompanied by a mixing of trajectories in the

phase space. The analytical and graphic methods currently available are

not good enough to capture the dynamics, which can be either chaotic

or regular. More or less successful methods of studying dynamics exist

only for systems which do not have more than two degrees of freedom.

A system with N degrees of freedom is characterised by N pairs of

the generalised co-ordinates (q1, . . . , qN ) and momentums (p1, . . . , pN ),

which satisfy the Hamiltonian equation of motion

ṗi = −
∂H

∂qi
, q̇i =

∂H

∂pi
, (i = 1, . . . , N) (1.1.1)

where

H(p, q) ≡ H(p1, q1, . . . , pN , qN ) (1.1.2)

is the Hamiltonian of the system. The Hamiltonian depends on time

and we will only consider the situation when this dependence is

time-periodic with period

T = 2π/ν . (1.1.3)

That is, if H = H(p, q; t), then

H(p, q; t + T ) = H(p, q, t) . (1.1.4)

1
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We define system (1.1.4) as having N +1/2 degrees of freedom since the

time variable is an additional canonical variable.

Chaotic trajectories occur in N = 1 1/2 degrees of freedom system

of the general type. The trajectories of the system can be displayed in

a two-dimensional phase plane such that the set of points (p(tn), q(tn))

correspond to the time instants tn = t0 +nT . This method of represent-

ing a trajectory is known as the Poincaré map. In fact, one sometimes

find that

(pn+1, qn+1) = T̂ (pn, qn) (1.1.5)

where

pn ≡ p(tn) , qn ≡ q(tn)

and T̂ is a shift operator by time T . The Poincaré map (1.1.5) simplifies

the original problem (1.1) which consists of an integration of a part of

the motion.

Despite the low dimensionality of such systems with chaos, many

models have been developed and thus merit discussion. This chapter

presents some of the more common types of the map T̂ . This discussion

is also taken up in the following chapters.

Prior to a systematic description of the different models, it is worth-

while to present a view of the plane for a typical system with 1 1/2

degrees of freedom and bounded motion. A schematic picture is pre-

sented in Fig. 1.1.1. The dots belong to a trajectory in the domain

of chaotic dynamics (stochastic sea) and the curves are closures at the

Poincaré map for quasi-periodic (non-chaotic) motion in the so-called

islands. In reality, isolated domains of chaotic motion also exist inside

the islands. A magnification of an island will show that it resembles the

main picture in Fig. 1.1.1, thus confirming the complexity of chaotic

dynamics.

The coexistence of both regions of stable dynamics and chaos in the

phase space is one of the most striking and wonderful discoveries ever

made. It enables one to analyse the onset of chaos and the appearance

of the minimal region of chaos. Although not much is known about this

field, it is nevertheless evident that a seed of chaos (a so-called stochastic

layer) exists which replaces the vicinity of destroyed separatrices.
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Fig. 1.1.1. Structure of the phase space.

1.2 The Standard Map (Kicked Rotator)

This map, also referred to as the Chirikov-Taylor map, emerges in many

physical problems. It offers a simplified model of the onset of chaos by

retaining the typical complex features of the problem.

The Hamiltonian of a system which can be described by the standard

map is expressed as

H =
1

2
I
2 − K cos θ

∞
∑

n=−∞

δ

(

t

T
− n

)

. (1.2.1)

It defines the system with an unperturbed Hamiltonian,

H0 =
1

2
I
2
, (1.2.2)

which is affected by a periodic sequence of kicks (δ-pulses) with the

period

T = 2π/ν . (1.2.3)
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Expression (1.2.2) corresponds either to a particle’s free motion, I = p,

θ = x, or to a free rotator when the variable θ is cyclic, that is, θ ∈

(0, 2π). Let us consider the latter case. By using the identity

∞
∑

n=−∞

δ

(

t

T
− n

)

=
∞
∑

n=−∞

cos

(

2πn
t

T

)

, (1.2.4)

we rewrite (1.2.1) in the following form:

H =
1

2
I
2 − K cos θ

∞
∑

m=−∞

cos mνt . (1.2.5)

The Hamiltonian (1.2.5) can also be considered as a particular case

of a more general Hamiltonian,

H =
1

2
p
2 +

∑

m

Vm cos(kmx − ωmt) , (1.2.6)

when

km = 1(∀m) , Vm = V0 = −K(∀m) , ωm = mν

and the sum in (1.2.6) is performed over m ∈ (−∞,∞). Thus, the

Hamiltonian (1.2.1) corresponds to a particle motion in a periodic wave

packet with an infinite number of harmonics of equal amplitude.

The equations of motion derived from (1.2.1) have the form

İ = −K sin θ

∞
∑

n=−∞

δ

(

t

T
− n

)

(1.2.7)

θ̇ = I .

Between two δ-functions, I = const and θ = It+const. At each step, or

kick, represented by the δ-function, the variable θ remains continuous

and the action I changes by the value −K sin θ, which can be obtained

by integrating (1.2.7) with respect to time in a small vicinity of the

δ-function. If we assume that (I, θ) are the values of the variables just
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before the n-th kick, and that (Ī , θ̄) are the same values before the next

(n + 1)-th kick, it follows that the map, derived from (1.2.7), is

Ī = I − K sin θ

θ̄ = θ + Ī ,

(1.2.8)

which is equivalent to the equations of motion in (1.2.7). Here we shall

restrict ourselves to some brief comments on the map (1.2.8) by post-

poning the main discussion to Chapter 2.1

For K = 0, there is no perturbation and the solution of (1.2.8) is

trivial:

In = const. = I0 , θn = θ0 + nI0 . (1.2.9)

It describes the straight line on the phase plane (I, θ) as shown in

Fig. 1.2.1(a). The same trajectory can be put either on the torus

I(mod 2π), θ(mod 2π), as shown in Fig. 1.2.1(b), or on the cylinder

I ∈ (−∞,∞), θ(mod 2π). Both ways are equivalent in terms of present-

ing a trajectory or a phase portrait of system (1.2.8) and their conve-

nience is the only consideration in making such a choice. This situation

arises because of the existence of a fundamental domain, [I ∈ (0, 2π); θ ∈

(0, 2π)], for map (1.2.8). This domain can be either arbitrarily shifted

or multiplied by integers in both directions.

For small values of K, one can consider an approximation of (1.2.8)

by introducing derivatives instead of finite differences. Hence

dI

dt
= −

1

T
K sin θ ,

dθ

dt
=

1

T
I , (1.2.10)

or
d
2
θ

d(t/T )2
+ K sin θ = 0 , (1.2.11)

1
The standard map was proposed by J. B. Taylor [Ta 69] as a model to study the

existence of the invariants of motion in magnetic traps. B. V. Chirikov used a more

formal means to obtain the standard map [C 79]. Later, it became clear that the situa-

tion described by the standard model occurs in numerous applications on physical

systems [see (LiL 93)].
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Fig. 1.2.1. A trajectory in: (a) double-periodic phase space; (b) fundamental domain

(on the torus).
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(a)

(b)

Fig. 1.2.2. The phase portrait of the standard map (K = 0.5): (a) part of the phase

space 2 × 2 periods; (b) magnification of an area near the saddle point.
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which is the pendulum equation with Hamiltonian

H =
1

T

(

1

2
I
2 − K cos θ

)

(1.2.12)

and frequency K
1/2. Up to a constant, the Hamiltonian (1.2.12) coin-

cides with (1.2.5) if we neglect all the terms in the sum except for m = 0.

This is a very poor approximation, and it can be seen after a comparison

between the integrable pendulum phase portrait and that of the original

map (1.2.8), as shown in Fig. 1.2.2. We use four elementary fundamen-

tal domains to make Fig. 1.2.2 more representative. Such complexity, as

well as the variety of trajectory types, cannot be obtained by any known

perturbation method. Narrow zones with chaotic trajectories are called

stochastic layers. Inside these stochastic layers are islands with nested

curves, sub-islands and smaller stochastic layers.

1.3 The Web-Map (Kicked Oscillator)

The web-map is a result of the consideration of particle motion in a

constant magnetic field and an electrostatic wave packet propagating

perpendicularly to the magnetic field. The Hamiltonian of the system

is

H =
1

2
(p2 + ω

2
0x

2) −
ω0K

T
cos x

∞
∑

m=−∞

δ

(

t

T
− n

)

, (1.3.1)

where ω0 is the gyro-frequency and K the dimensionless parameter pro-

portional to the perturbation amplitude. The derivation of the map is

similar to that for a standard map.

Consider the equation of motion that follows from (1.3.1):

ẍ + ω
2
0x = −

ω0K

T
cos x

∞
∑

m=−∞

δ

(

t

T
− n

)

. (1.3.2)

It describes a linear oscillator affected by a periodic set of kicks. The

model (1.3.2) can be reduced to the standard map (1.2.1) by using only

a singular transform: ω0 → 0, K → ∞, ω0K = const. For any finite

K, the results described below cannot be simply considered in the limit
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ω0 = 0, and that makes the kicked-oscillator model independent of the

kicked-rotator model. Next, we define

xn = x(tn − 0) , ẋn = vn = pn/m = ẋ(tn − 0) (1.3.3)

with the discrete time being tn = nT . From (1.3.2), it follows that,

directly by integration,

x(tn + 0) = x(tn − 0)

ẋ(tn + 0) = ẋ(tn − 0) − Kω0 sinxn .

(1.3.4)

Between two adjacent kicks, the solution of (1.3.2) satisfies the free

motion equation,

ẍ + ω
2
0x = 0 ,

which permits one to express xn+1 = x(tn+1 − 0), ẋn+1 = ẋ(tn+1 − 0)

through x(tn + 0), ẋ(tn + 0). After applying (1.3.4), we obtain the map

un+1 = (un + K sin vn) cos α + vn sinα

vn+1 = −(un + K sin vn) sinα + vn cos α

(1.3.5)

where the following dimensionless variables are introduced:

u = ẋ/ω0 , v = −x , α = ω0T . (1.3.6)

The map obtained, (1.3.5), is called the web-map for reasons that will

soon become clear. Using the complex variable z = u + iv, we rewrite

the web-map (1.3.5) as

zn+1 =

(

zn + K sin
z − z

∗

2i

)

e
iα

, (1.3.7)

that is,

zn+1 = R̂α(1 + Ŝ(K))zn (1.3.8)

where R̂α is the rotation transform by α and S(K) the shear transform

along Im z with intensity parameter K.2

2
The web-map was derived in [ZZSUC 86] and used on different physical problems,

including the problem of quasi-crystal symmetry generation [see (ZSUC 91)].
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The most interesting case involving map (1.3.5) is that of the

resonance between sequences of kicks and oscillator frequency ω0. To

simplify this condition, consider

α = ω0T = 2π/q (1.3.9)

with an integer q and denote

M̂q = R̂2π/q · Ŝ(K) . (1.3.10)

Some simple examples of the resonance case (1.3.9) include

M̂1: un+1 = un + K sin vn , vn+1 = vn

M̂2: un+1 = −un − K sin vn , vn+1 = −vn

M̂
2
2 : un+2 = un + 2K sin vn , vn+2 = vn

(1.3.11)

which correspond to the operating regimes of the earliest cyclotrons. A

more complicated case arises when q = 4:

M̂4: un+1 = vn vn+1 = −un − K sin vn . (1.3.12)

It is non-integrable and possesses chaotic trajectories (see Fig. 1.3.1).

For small K � 1 in the first approximation, it is easy to derive

M̂
4
4 ≈ M̂H :

ū = u + 2K sin v̄

v̄ = v − 2K sinu

, (1.3.13)

where M̂H corresponds to the so-called Harper kicked oscillator des-

cribed by the Hamiltonian

HH = −
1

2
K

{

cos v + cos u

∞
∑

n=−∞

δ

(

1

4

t

T
− n

)

}

.
3 (1.3.14)

For K = 0, the map (1.3.5), or (1.3.7), describes a pure rotation as

opposed to the standard map (1.2.8). This renders both maps quite

3
It is shown in [D 95] that an exact relationship exists between M̂4 and M̂H .
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different from each other. To view it, rewrite the Hamiltonian (1.3.1)

by using the action-angle variables:

P = (2Iω0)
1/2 cos φ , x = (2I/ω0)

1/2 sinφ . (1.3.15)

After substituting (1.3.15) in (1.3.1), one derives

H = ω0I −
ω0

T
K cos[(2I/ω0)

1/2 sinφ]
n+∞
∑

n=−∞

δ

(

t

T
− n

)

. (1.3.16)

The unperturbed Hamiltonian in (1.2.1) is H0 = 1

2
I
2 and the corres-

ponding frequency satisfies the condition

dω(I)

dI
=

d
2
H0

dI2
6= 0 (1.3.17)

while in the case of (1.3.16), H0 = ω0I and

dω(I)

dI
= 0 , (1.3.18)

which indicates the existence of degeneracy. Hence the standard map

and the web-map complement each other in various physical situations.

Another important property of the web-map (1.3.5) is that it can

be considered a dynamical generator of the q-fold symmetry for the

resonance condition (1.3.9), which is of the crystalline type for

q ∈ {qc} = {1, 2, 3, 4, 6} (1.3.19)

and the quasi-crystal type for q 6∈ {qc}. This topic will be discussed in

greater detail in Chapter 8. A fundamental domain exists for (1.3.19).

Examples of a phase plane with narrow stochastic layers are given in

Fig. 1.3.1 for q = 4 and Fig. 1.3.2 for q = 3 and 6. These illustrations

demonstrate the existence of the stochastic web of a corresponding sym-

metry in the phase plane. The stochastic web is a net with each part

being a stochastic layer. One can say that the net of channels, which

constitute the stochastic web, provides particle transport along the web.

The stochastic web can be finite or infinite. The issues related to it will

be discussed in Chapter 8.
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(a)

(b)

Fig. 1.3.1. Stochastic web and invariant curves for the four-fold symmetry (q = 4, K

= 1.5): (a) element of the web; (b) magnification of the central part of the web.
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(a)

(b)

Fig. 1.3.2. Random walk along the stochastic web with: (a) q = 6, K = 1.2; (b) q =

3, K = 1.7.
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1.4 Perturbed Pendulum

The perturbed pendulum is a typical model of the continuous equa-

tion of motion (no kicks) where one can still introduce a map. The

Hamiltonian of the model is

H =
1

2
ẋ

2 − ω
2
0 cosx + εω

2
0 cos(kx − νt) . (1.4.1)

Here ω0 is the frequency of small oscillations in the unperturbed pen-

dulum with Hamiltonian

H0 =
1

2
ẋ

2 − ω
2
0 cos x , (1.4.2)

where ε is the small dimensionless parameter of perturbation and ν

the frequency of perturbation. The Hamiltonian (1.4.1) corresponds to

the pendulum (1.4.2) with rotating point of suspension.4 The following

equation of motion describes the perturbed pendulum:

Fig. 1.4.1. Area of chaotic dynamics for the perturbed pendulum. All points belong

to the only trajectory (ε = 0.9; ν = 5.4).

4
See [LL 76] for the corresponding derivation of the Lagrangian in the model.
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(a)

(b)

Fig. 1.4.2. Unperturbed pendulum: (a) periodic potential; (b) the phase portrait.

ẍ + ω
2
0 sinx = εkω

2
0 sin(kx − νt) . (1.4.3)

The Poincaré map can be considered as a set of trajectory points (x, ẋ)

on the phase plane taken at each period T = 2π/ν of perturbation.

Figure 1.4.1 exemplifies the complexity of the corresponding dynamics.
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The problem of (1.4.3) will be considered in Chapter 2. A good

knowledge of unperturbed pendulum dynamics is required. The phase

portrait of the pendulum (1.4.2) is shown in Fig. 1.4.2. Its main feature

is the existence of a separatrix at the energy

H0 = Hs = ω
2
0 (1.4.4)

with a corresponding solution for the co-ordinate

x = 4arctan exp(±ω0t) − π (1.4.5)

(it has a form called a “kink”) and for the momentum p or velocity if

the mass is equal to one,

p = v = ẋ = ±
2ω0

cosh ω0t
, (1.4.6)

which is called a “soliton”. The necessary information on the pendulum

is presented in Appendix 1 where the action-angle variables (I, θ) defined

by the relations

I =
1

2π

∮

pdx

θ =
∂S(x, I)

∂I
=

∂

∂I

∫ x

dp x

(1.4.7)

with

p = ±[2(H0 + ω
2
0 cos x)]1/2 (1.4.8)

are used.

The integration in the definition of I is performed over the period of

motion 2π/ω(I) where the nonlinear frequency

ω(I) = dH0(I)/dI (1.4.9)

is introduced and the condition H0 < ω
2
0 is applied. In the case of H0 ≥

ω
2
0, the integration in (1.4.7) is performed over the interval x ∈ (0, 2π)

for both positive and negative p. The details are found in Appendix 1.
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Instead of using ω(I), it is sometimes convenient to use ω(H0) and the

connection, I = I(H0), which follows from (1.4.7).

As will be clearly seen in Chapter 2, the time dependence of the velo-

city ẋ in the vicinity of the unperturbed separatrix is crucial to the pro-

blem (1.4.1) (see also (A.1.11)). This dependence is shown in Fig. 1.4.3

for H0 < Hs. It resembles a periodic set of kicks that makes it possible

to define the so-called separatrix map, the definition of which can be

found in Section 2.3. The importance of the perturbed pendulum model

(1.4.1) lies in its universality in studying the separatrix destruction.

Fig. 1.4.3. The pendulum velocity in the vicinity of separatrix as a function of time.

1.5 Perturbed Oscillator

For fairly small amplitudes of oscillations, the pendulum equation can

be reduced to the linear oscillator equation and the problem (1.4.1)

replaced by the perturbed oscillator problem with Hamiltonian

H =
1

2
(ẋ2 + ω

2
0x

2) + ε
ω

2
0

k2
cos(kx − νt) (1.5.1)

and the equation of motion

ẍ + ω
2
0x =

1

k
εω

2
0 sin(kx − νt) . (1.5.2)

Problem (1.5.2) has another physical interpretation. It is equivalent

to the motion of a particle in a constant magnetic field, B0, and in the

field of a plane wave travelling perpendicularly to the magnetic field. In

this case, the equation of motion of a particle is written as
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r̈ =
e

mc
[ṙ,B0] +

e

m
E0 sin(kr − νt) , (1.5.3)

where [ , ] means vector product. Assuming that B0 is directed along

the z-axis, the vector r lies in the plane (x, y), and vectors k and E0 are

directed along the x-axis (a longitudinal wave), it follows from (1.5.3)

that

ẍ = ω0ẏ +
1

k
εω

2
0 sin(kx − νt) ,

(1.5.4)

ÿ = −ω0ẋ ,

where

ω0 = eB0/mc , εω
2
0 = eE0k/m . (1.5.5)

From (1.5.4), it follows that the existence of an integral of motion is

ẏ + ω0x = const . (1.5.6)

Assuming that const = 0, we arrive at Eq. (1.5.2).

System (1.5.1) possesses the same degeneracy property in its unper-

turbed part as the kicked-pendulum case (1.3.1). As in (1.3.15), we can

introduce the action-angle variables (I, φ):

ẋ = (2ω0I)1/2 cos φ ,

x = (2I/ω0)
1/2 sinφ .

(1.5.7)

Expressed via the following variables, the Hamiltonian (1.5.1) is

H = ω0I + εV (I, φ; t) ,

(1.5.8)

V (I, φ; t) =
1

k2
ω

2
0 cos

[

k

(

2I

ω0

)1/2

sinφ − νt

]

.

The unperturbed part of the Hamiltonian, H0 = ω0I, does not satisfy

the non-degeneracy condition (1.3.17). Therefore, in the case of a reso-

nance

nω0 = ν , (1.5.9)

where n is an integer, the amplitude of the oscillator increases strongly.
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Chapter 2 will demonstrate that the degeneracy of the unperturbed

Hamiltonian causes a stochastic web to be generated in the phase space

of a system when affected by a periodic perturbation.

1.6 Billiards

A system involving a point-size ball bouncing between different scat-

terers with elastic collisions is called a billiard. An example of a Sinai

Fig. 1.6.1. Sinai billiard (a) and its double-periodic continuation (b).
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billiard is shown in Fig. 1.6.1(a). The figure can be considered a fun-

damental domain and it can be periodically continued in x-, y- or in

both directions, as shown in Fig. 1.6.1(b). In the latter case, it is called

Lorentz gas. The dynamics of a particle (ball) in a two-dimensional bil-

liard can be described using two canonical pairs of variables (x, vx; y, vy).

In reality, a conservation law,

v
2
x + v

2
y = const = 1 , (1.6.1)

exists due to the elasticity of collisions. This property makes it possible

to use a two-dimensional map linking one collision to the next:

(xn+1, vx,n+1) = T̂x(xn, vx,n) (1.6.2)

or

(yn+1, vy,n+1) = T̂y(yn, vy,n) . (1.6.3)

Both of the above equations are equivalent, and points x or y can be

obtained from the fundamental domain. There is also another type

of map which considers the point of collision using the inner scatterer

and its corresponding velocity. All maps are area-preserving since the

system is Hamiltonian.

Billiards can be considered one of the most attractive types of dy-

namical models in the study of ergodic and mixing properties in Hamil-

tonian systems. A particle in a billiard with absolute elastic collisions

was used to analyse the origin of statistical laws. There are different

physical problems and whose study can be reduced to a billiard-type

problem. One of them is ray propagation in non-uniform waveguides.5

The geometry of the billiard model defines a particular type of chaos

and an order for the trajectories. For instance, the scatterer in the

“Cassini billiard” has the shape of the Cassini’s oval:

(x2 + y
2)2 − 2c2(x2 − y

2) − (a4 − c
4) = 0 . (1.6.4)

5
Ray dynamics can be written in a Hamiltonian form. Reflecting rays from the

waveguide walls render the problem similar to the billiard problem. One can find out

more on ray chaos in [AZ 91] and [Ab 91].
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The shape of the oval is sensitive to the parameters a and c and can

have both concave and convex parts. The phase space of the Cassini

billiard is much more complicated than that of the Sinai billiard since

it permits a non-ergodic motion due to the islands in the phase space.

One can also consider an analog of the Lorentz gas if a double-periodic

continuation of the scatterers is made (see Fig. 1.6.2). The concave part

of the scatterer’s boundary makes it possible to trap the trajectories for

an arbitrarily long (but finite) time.

The specific properties of the billiards are discussed in Sections 7.3

and 7.4.

Fig. 1.6.2. Example of a trajectory in the Cassini billiard (with double-periodic

continuation).

Conclusions

1. One can select a special set of time instants, {tj} = {t1, t2, . . .}, and

find the dependence of system co-ordinates and moments, (pn+1,

qn+1), at time tn+1 as a function of the co-ordinates and moments

(pn,qn) at time tn. The corresponding time shift operator T̂n

M̂ : (pn+1,xn+1) = T̂n(pn,xn)

defines the Poincaré map M̂ . The conveniently taken set, {tj}, can

help, that is, the investigation of the properties of the map M̂ is

easier than a study of the initial equation of motion. Any map M̂

is area-preserving for Hamiltonian systems (it is equivalent to the

Liouville theorem on the phase volume conservation).
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2. There are few models of maps which are carriers of typical properties

of physical systems. The most popular model is the standard map,

M̂st:
pn+1 = pn + K sinxn

xn+1 = xn + pn+1 ,

which corresponds to a periodically kicked rotator. An alternative to

map M̂s, with respect to some important condition of degeneracy, is

the web-map,

M̂α:
un+1 = (un + K sin vn) cos α + vn sinα

vn+1 = −(un + K sin vn) sinα + vn cos α ,

which generates stochastic webs for α = 2π/q with integer q > 2.

The map M̂α corresponds to a periodically kicked oscillator.

3. Billiard-type systems naturally generate a map to connect variables

that correspond to two continuous reflections of a ball. The set {tj}

is not periodic for maps in billiard-type systems.

4. It is not easy to find a map-form corresponding to the equations of

motion for typical physical systems, such as the perturbed oscillator

or pendulum. We are lucky when that happens.



Chapter 2

SEPARATRIX CHAOS

2.1 Nonlinear Resonance and Chain of Islands

This section seeks to provide a qualitative understanding of the chaotic

dynamics resulting from a complexity of motion which arises due to

the interaction of resonances. Here we describe the structure of the

resonances.

The perturbed motion of a system with one degree of freedom by

Hamiltonian in action-angle variables is

H = H0(I) + εV (I, θ, t) , (2.1.1)

where ε � 1 is a small dimensionless parameter of perturbation and

V is periodic in time with the period T = 2π/ν. Therefore, V can be

expanded in a double Fourier series in θ and t:

V (I, θ, t) =
1

2
iε

∑

k,`

Vk,`(I)e
i(kθ−`νt) + c.c.

(2.1.2)
V

∗

k,` = V−k,−` ,

where c.c. designates the complex conjugate terms.

Using expressions (2.1.1) and (2.1.2), the canonical equations of

motion can be transformed into

23
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İ = −ε
∂V

∂θ
= −

1

2

∑

k,`

kVk,`(I)e
i(kθ−`νt) + c.c.

(2.1.3)

θ̇ =
∂H

∂I
=
dH0

dI
+ ε

∂V (I, θ, t)

∂I
= ω(I) +

1

2
ε

∑

k,`

∂Vk,`(I)

∂I
e
i(kθ−`νt) + c.c. ,

where we introduce the frequency of oscillations for unperturbed motion:

ω(I) =
dH0

dI
. (2.1.4)

The resonance condition implies that the following equation must

be satisfied:

kω(I) − `ν = 0 (2.1.5)

where k and ` are integers. This means that we have to specify a pair

of integers, (k0, `0), and the corresponding value, I0, such that (2.1.5)

converts into the following identity:

k0ω(I0) = `0ν . (2.1.6)

As a rule, the values (k0, `0; I0) can be found in abundance. This is due

largely to the system’s nonlinearity, that is, to the dependence of ω(I)

on I.

The way to deal with Eqs. (2.1.3) is to analyse certain simplified

situations. First, we examine an isolated resonance (2.1.6) and ignore all

other possible resonances. This means that in the equations of motion

(2.1.3), only terms with k = ±k0, ` = ±`0 should be retained which

satisfy the resonance condition at I = I0:

İ = εk0V0 sin(k0θ − `0νt+ φ)

θ̇ = ω(I) + ε
∂V0

∂I
cos(k0θ − `0νt+ φ)

(2.1.7)

where we set

Vk0,`0 = |Vk0, `0 |e
iφ = V0e

iφ
. (2.1.8)

It is also assumed that the value

∆I = I − I0 (2.1.9)
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is small, that is, Eq. (2.1.6) is examined in the vicinity of the resonance

value of the action I0.

A list of the typical approximations is as follows:

(i) Set V0 = V0(I0) on the right-hand sides of Eqs. (2.1.7);

(ii) Expand the frequency ω(I) using (2.1.9):

ω(I) = ω0 + ω
′∆I (2.1.10)

where

ω0 = ω(I0) , ω
′ = dω(I0)/dI ; (2.1.11)

(iii) Neglect the second term of the order of ε in the second equation

of Eq. (2.1.7) for frequency.

Finally, we reduce system (2.1.7) to a simplified version:

d

dt
(∆I) = −εk0V0 sinψ

d

dt
ψ = k0ω

′∆I

(2.1.12)

where a new phase is introduced:

ψ = k0θ − `0νt+ φ− π . (2.1.13)

The set of equations in (2.1.12) can be presented in a Hamiltonian form:

d

dt
(∆I) = −

∂H̄

∂ψ
;

d

dt
ψ =

∂H̄

∂(∆I)
(2.1.14)

where

H̄ =
1

2
k0ω

′(∆I)2 − εk0V0 cosψ . (2.1.15)

Expression (2.1.15) is an effective Hamiltonian describing the dynamics

of a system in the neighbourhood of the resonance. Variables (∆I, ψ)

form a canonically conjugate pair.

A comparison of expressions (2.1.15) and (1.4.2) shows that the

Hamiltonian H̄ describes the oscillations of a nonlinear pendulum. It

follows from (2.1.12) that
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ψ̈ + Ω2
0 sinψ = 0 , (2.1.16)

where the “small amplitude” oscillation frequency is

Ω0 = (εk2
0V0|ω

′|)1/2
. (2.1.17)

The value Ω0 is also the frequency of phase oscillations. The formulas

obtained in Section 1.4 and Appendix 1 for the nonlinear pendulum can

be automatically applied to Hamiltonian (2.1.15).

On the phase plane (p, x), a phase curve defined by the action I0 (see

Fig. 2.1.1) corresponds to an exact resonance. The transform (2.1.13),

from the polar angle θ to phase ψ, corresponds to the transform in

a co-ordinate system rotating at frequency `0ν. Two examples of the

phase portrait in nonlinear resonance in the rotating co-ordinate system

are shown in Figs. 2.1.1 and 2.1.2. It follows that for the resonance

with an order k0, there is a chain of islands with k0 separatrix cells, k0

hyperbolic singular points and k0 elliptic cells. Thus, the topology of

the phase space is changed in the vicinity of the resonance value I0.

Fig. 2.1.1. The nonlinear resonance (k0 = `0 = 1) on the phase plane (p, q). The

dashed line is the unperturbed trajectory with I = I0. The thick line is a new

separatrix of the phase oscillations.
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Fig. 2.1.2. Another version of the nonlinear resonance (k0 = 6, `0 = 1).

We now turn our attention to determine the conditions under which

the system is “trapped” by a nonlinear resonance. The dimensionless

parameter α characterises the degree of nonlinearity of oscillations:

α =
I0

ω0

∣

∣

∣

∣

dω(I0)

dI

∣

∣

∣

∣

≡
I0

ω0

|ω′| . (2.1.18)

The three approximations mentioned above are valid if the following

conditions are satisfied:

ε� α� 1/ε . (2.1.19)

The first inequality means that the nonlinearity must be fairly strong

while the second inequality restricts the time of the approximation.

To determine the validity of the Hamiltonian (2.1.15), we need to

estimate the amplitude of the phase oscillations:

max∆I

I0

∼

(

ε
V0

|ω′|

)1/2 1

I0

∼

(

ε

α

)1/2

(2.1.20)

where we put V0 ∼ H0 ∼ ω0I0. In the same way, we derive the frequency

width of the resonance from definition (2.1.17):
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max∆ω

ω0

=
Ω0

ω0

= (εα)1/2
. (2.1.21)

Expression (2.1.20) provides the meaning for the first inequality in

(2.1.19) and expression (2.1.21) the meaning for the second, that is,

the relative changes in action and frequency attributed to the nonlinear

resonance must be small.

We can now easily describe part of the trajectories presented in

Figs. 1.2.2(a) and 1.2.2(b). Inside a separatrix loop, there is a set of

nested invariant curves which do not correspond to any visible resonant

condition. There is also a chain of islands that corresponds to a high

value of `0 resonance. This resonance chain confines the central elliptic

point although there are many that do not do so. Every chain of islands

are separated by invariant curves. When chaos occurs, remnants of the

resonance islands persist in the stochastic layer (see Fig. 1.2.2(b)) but

the islands are not separated by invariant curves.

The pattern described is similar to those found in other models (see

Figs. 1.3.1 and 1.4.2). In fact, the pattern is more complicated not only

because the island chains are separated by invariant curves, but each

island is bordered by a thin stochastic layer. Inside the stochastic layer,

remnants of islands are embedded in the domain of chaotic motion and

the same pattern is repeated inside each island.

2.2 Overlapping of Resonances

A glance at Fig. 1.2.2(a) will reveal that for some situations, one can

introduce a parameter,

Kc =
∆I

δI
, (2.2.1)

where ∆I is the maximum width of a chain of islands and δI is the

distance between two neighbouring chains. Parameter Kc is meaningful

when Kc � 1, that is, the chains of islands are well separated from each

other by a layer of invariant curves. The condition

Kc & 1 (2.2.2)
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was proposed by Chirikov as a qualitative criterion in the occurrence

of stronger chaos1 than the one which already exists. It is understood

that any perturbation which affects a chain of islands will destroy the

separatrices and create stochastic layers instead. This phenomenon is

considered in the next section.

For small ∆I and δI, we can write them as

∆ω = |ω′|∆I , δω = |ω′|δI (2.2.3)

and

Kc =
∆ω

δω
& 1 . (2.2.4)

It is easy to estimate the value of Kc from the resonance condition

(2.1.6) in the following two cases:

(i) Consider ν � ω0 = ω(I0) and, for the sake of simplicity, put

k0 = 1. The resonance besides (2.1.6) would then satisfy the

condition

ω(I0 + δI) = (`0 ± 1)ν (2.2.5)

or

δω = |ω(I0 + δI) − ω(I0)| = ν . (2.2.6)

Thus, we derive

Kc =
∆ω

ν
= (εα)1/2 ω0

ν
& 1 (2.2.7)

from Eqs. (2.2.4), (2.2.6) and (2.1.21). Since for (2.1.19) εα� 1

and ω0/ν � 1, expression (2.2.7) is the product of a small and

large parameter, that is, condition (2.2.7) is non-trivial.

1
The overlapping criterion was proposed by B. Chirikov fairly early [C 59]. Later, it

was studied in various ways, including simulation [for a review, see (C 79, LiL 93)].

The criterion enables one to choose the correct resonances. It is very convenient

since it allows a quick estimation of the physical conditions under which the system

becomes stochastically unstable to be made.
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(ii) Consider the reverse when ν � ω0 and, for the sake of simpli-

city, `0 = 1. The resonance beside (2.1.6) would then satisfy

the condition

(k0 ± 1)ω(I0 + δI) = ν (2.2.8)

or

δω = |ω(I0 + δI) − ω(I0)| =

∣

∣

∣

∣

ν

k0

−
ν

k0 ± 1

∣

∣

∣

∣

∼
ω

2
0

ν
. (2.2.9)

Once again, by applying (2.2.9) and (2.1.21) in (2.2.1), we

obtain

Kc = (εα)1/2 ν

ω0

& 1 . (2.2.10)

This condition is similar to (2.2.7) since it is a product of both

small (εα � 1) and large (ν/ω0 � 1) parameters. The form

(2.2.10) of the overlapping criterion can be used for the motion

near the separatrix. Upon approaching the separatrix, α grows

and ω0 vanishes. This can be found in a general form as well

as for any particular case explicitly. Due to the properties of α

and ω0, parameter Kc grows and reaches the value ∼ 1, which

is somewhere close to the separatrix. The corresponding value

of action Ic or energy Ec gives the stochastic layer a border.

These qualitative comments on the separatrix destruction ex-

clude many properties of the dynamics which will be considered

in the next section using a more fundamental approach.2

2.3 The Separatrix Map

To be more specific, we continue our consideration of the perturbed

pendulum model (1.4.1) which has the Hamiltonian

2
The overlapping criterion was used in the study of chaos occurring near the separa-

trix for the problem of destruction of the magnetic surfaces in toroidal plasma con-

finement systems [FSZ 67]. The initial estimations were very cumbersome. They were

improved and made universal in [ZF 68]. It was also shown that the result for the

width of the stochastic layer obtained in the order of magnitude by the overlapping

criterion coincides with that obtained from the separatrix map.
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H = H0(p, x) + εV (x, t)

H0 =
1

2
p
2 − ω

2
0 cos x

V = V0 cos(kx− νt)

(2.3.1)

where we put the amplitude of perturbation as V0 instead of ω2
0 when

comparing it with (1.4.1). For the time derivative of the pendulum’s

energy

Ė = Ḣ0(p, x) = [H0,H] = ε[H0, V ] = −ε
∂H0

∂p

∂V

∂x
= −εp

∂V

∂x
, (2.3.2)

we use a notation for the Poissonian brackets:

[A,B] ≡
∂A

∂x

∂B

∂p
−
∂A

∂p

∂B

∂x
. (2.3.3)

Expression (2.3.2) is exact and general. For the pendulum with a unit

mass p = ẋ, we derive either

Ė = εkV0ẋ sin(kx− νt) (2.3.4)

or

∆E(t′, t′′) = εkV0

∫ t′′

t′
ẋ sin(kx− νt)dt (2.3.5)

from (2.3.1) and (2.3.2).

In the following discussion, we use two variables: the energy E and

action I of the unperturbed pendulum introduced in (1.4.7). The cor-

responding formulas are found in Appendix 1. Hence we are able to

obtain I = I(H0) or its inverse relation,

E = H0 = H0(I) . (2.3.6)

On the separatrix,

Es = ω
2
0 = Hs ; Is =

1

π
8ω0E

(

π

2
; 1

)

=
1

π
8ω0 . (2.3.7)
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The separatrix map can be derived in an explicit form in the vicinity of

the separatrix, that is, for

|E −Es| � Es , |I − Is| � Is . (2.3.8)

The idea of introducing the separatrix map is based on some general

property of motion near the separatrix. The corresponding behaviour

of the velocity ẋ = ẋ(t) near the pendulum separatrix is presented in

Fig. 1.4.3 for oscillating motion. It resembles a periodic sequence of

localised pulses (solitons) because the trajectory passes near the saddle

point which is stationary, that is, ẋ = 0. An important property of the

frequency behaviour originates from an analysis of the motion near the

separatrix for a fairly general case. The unperturbed motion satisfies

the equations

İ = 0 , ϑ̇ = ω(I) = ω(E) (2.3.9)

and from (1.4.9),

ω(E) = dH0/dI = dE/dI . (2.3.10)

On the separatrix with E ≡ Es and H0 ≡ Hs = Es, we have

ω(Es) = 0 (2.3.11)

as a general condition for fairly smooth potentials. A trajectory with

h ≡ E/Es − 1 , |h| � 1 (2.3.12)

is very close to the separatrix and its period,

T (E) = 2π/ω(E) =

∮

dx

[2(E − V (x))]1/2
, (2.3.13)

tends to infinity as

T (E) ∝ ln(const/h) . (2.3.14)

The last expression is easy to obtain if we expand the potential near the

saddle point x = xs:

V (x) = V (xs) − γ(x− xs)
2 = h− γ(x− xs)

2
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where γ is a constant and we make use of condition (2.3.12) (see also the

exact results for the pendulum (A.1.9), (A.1.13)). As we approach the

separatrix, h→ 0 and the distance between the pulses in Fig. 1.4.3 tends

to infinity while the shape of the pulses remains almost unchanged.

The structure of the unperturbed motion described permits the in-

troduction of a separatrix map, T̂ , in the form of

(In+1, ϑn+1) = T̂ (In, ϑn) , (2.3.15)

where the time instants of the set {tj} are taken at intervals T (I) (or

T (I)/2, depending on the level of convenience):

{tj} = {t0, t0 + T (I0), . . .} . (2.3.16)

For the unperturbed motion (2.3.9) and definition (2.3.16), the map

(2.3.15) can be easily rewritten, using a time variable instead of ϑ, as

In+1 = In , tn+1 = tn + 2π/ω(I0) (2.3.17)

since I = const = I0. Some non-trivial steps should be made for the

perturbed case (2.3.1).

First, it is necessary to mention that the time sequence (2.3.16) taken

to construct the separatrix map cannot be equidistant since I, E 6=

const. Using energy-time variables and a half-period map, it is possible

to write the map as

En+1 = En + ∆En(τn)

τn+1 = τn + π/ω(En+1) ,
(2.3.18)

where ∆E is the change in the energy during the time-step of the map

∆E(τn) = −ε

∫ τn+T (En)/4

τn−T (En)/4

dt ẋ
∂V

∂x
(2.3.19)

and the sequence of time instants, {τj}, corresponds to the max |ẋ| or

centres of pulses in Fig. 1.4.3. The expressions (2.3.18) and (2.3.19) are

still exact. Moreover, they are written in such a way that it enables

different approximations to be performed in a simple manner.
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(a)

(b)

Fig. 2.3.1. Sampling points of the separatrix map for two different cases.

Taking into account the fact that the integrand expression in (2.3.19)

has ẋ with behaviour, as presented in Fig. 1.4.3, one can extend the

integration in (2.3.19) to ±∞ and write ∆E as
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∆E(τn) = −ε

∫ τn+∞

τn−∞

dt ẋs
∂V

∂xs
. (2.3.20)

Expression (2.3.20) is simply a Melnikov integral where we take the

integrand on the separatrix as a first approximation.3

The values for En are obtained for the time instants between two

consequent values: (τn−1, τn). This is because En cannot be determined

at the time instant τn. Examples of two different cases of a pendulum

trajectory behaviour are shown in Fig. 2.3.1 and they demonstrate how

(En, τn) and (En+1, τn+1) are derived. Using the dimensionless variable

(2.3.12), the separatrix map (2.3.18) is rewritten as

hn+1 = hn + ∆h(τn)

τn+1 = τn + π/ω(hn+1) ,
(2.3.21)

where

∆h(τn) = −
ε

Es

∫ τn+∞

τn−∞

dt ẋs
∂V

∂xs
(2.3.22)

is the dimensionless Melnikov integral. The separatrix map in (2.1.21)

is area-preserving and the variables (h, τ) represent a canonically con-

jugated pair.4

2.4 Stochastic Layer

In order to understand the behaviour of ∆h(τn), we consider the co-

ordinate variable x, such as ∆h(x′, x′′) where the value of x′ corresponds

to the particle position at time t′ and x′′, to t′′. For an unperturbed se-

paratrix connecting the two saddle points (see dash curve in Fig. 2.4.1),

x
′ is considered the co-ordinate on the left saddle point and arbitrary

x
′′
> x

′. ∆h = ∆h(x′, x′′), which is considered a function of x′′, then

surpasses zero(es) due to the oscillating properties of V (x, t). Thus, the

3
The original work is described in [Me 63] and a more simplified description is found

in [ZSUC 91].
4
The separatrix map was introduced in [ZF 68]. Later, it was given the name “whisker

map” [C 79]. The different physical applications of the separatrix map are described

in [ZSUC 91]. A more rigorous approach to the separatrix map is found in [Ro 94,

Ro 95, Tr 97].
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perturbed separatrix oscillates as shown in Fig. 2.4.1. The infinity of

the period on the unperturbed separatrix induces an infinite number of

oscillations as x′′ approaches the second saddle point. The same be-

haviour is observed for a new saddle point: it integrates in the opposite

direction. This phenomenon is known as the splitting of the separatrix.

The intersections of different kinds of perturbed separatrices will create

new saddle points in the first approximation. For a neighbouring pair

of new saddles, the same consideration can be applied but at a higher

approximation. A more complex picture will therefore emerge which

points the way towards chaotic dynamics.

In considering the separatrix map, one can deduce that the two

variables of h and τ are not equivalent. Furthermore, while max ∆h

is limited, a change in τn can be arbitrarily large since ω(h) → 0 and

ω
′ → ∞. A more simple way to derive the area of chaotic dynamics is

to consider the heuristic condition

K = max

∣

∣

∣

∣

dτn+1

dτn
− 1

∣

∣

∣

∣

& 1 , (2.4.1)

which indicates the exponential separation of trajectories. Applying

(2.4.1) to (2.3.21), we obtain

max
π

ω2(h)

∣

∣

∣

∣

dω(h)

dh

d∆h

dτn

∣

∣

∣

∣

& 1 . (2.4.2)

It is easy to prove that (2.4.2) can always be satisfied by using a fairly

small h. This is because h → 0 means approaching the separatrix (see

(2.3.12)) and |dω/dh| → ∞ as ω(E) has a singularity at E = Es. The

condition

K = K(hs`) = 1 (2.4.3)

can be considered as an equation which defines the stochastic layer

width, hs`, up to a constant of order one. It is useful to note that the

width of the stochastic layer can be obtained from a simulation using

very high precision. This is because it is possible to derive the last

invariant (stable) curve at an arbitrarily selected level of accuracy. In

other words, the width of the stochastic layer is the distance between

the last two invariant curves below and above the layer.
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As an illustration of the estimation of the width of the stochastic

layer, one can consider the Hamiltonian of a perturbed pendulum in

the form of (2.3.1):

H =
1

2
ẋ

2 − ω
2
0 cos x+ εω

2
0 cos(x− νt) . (2.4.4)

Here the mass is equal to one and the parameter k = 1. Hamiltonian

(2.4.4) defines the corresponding equation of motion

ẍ+ ω
2
0 sinx = εω

2
0 sin(x− νt) , (2.4.5)

which occurs in many physical problems as mentioned in Section 1.4.

The convenience of the separatrix map (2.3.21) lies in the fact that we

need only know the motion near the separatrix. From (2.4.4) and (2.4.5),

we derive
Es = ω

2
0

ẋs = ±2ω0/coshω0(t− tn)

xs = 4arctan exp{±ω0(t− tn)} − π

(2.4.6)

on the separatrix, where the time instant tn is introduced as an initial

condition (compare this to (1.4.6)). Near the separatrix, one obtains

ω(E) = ω(h) = πω0/ ln
32

|h|
. (2.4.7)

This information is sufficient to calculate the Melnikov integral, ∆h, in

(2.3.22) and in map (2.3.21). After substituting V = cos(xs −ν(t− τn))

in (2.3.22) and omitting the fairly simple calculations, it is found that

∆h = εMn sinφn ,

Mn = 4π

(

ν

ω0

)2

exp

(

σn
πν

2ω0

)/

sinh
πν

ω0

,

φn ≡ ντn(mod 2π) (2.4.8)

with sign-function σn = ±1 and

σn+1 = σn · signhn . (2.4.9)
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Using (2.4.8), the separatrix map for the perturbed pendulum is

presented in the following form:

hn+1 = hn + εMn sinφn

(2.4.10)

φn+1 = φn +
ν

ω0

ln
32

|hn+1|
, (mod 2π) .

The expression for Mn can be simplifed in the case of ν � ω0:

Mn = 8π

(

ν

ω0

)2

exp

(

−
πν

2ω0

)

, σn > 0

Mn = 8π

(

ν

ω0

)2

exp

(

−
3πν

2ω0

)

, σn < 0 .

(2.4.11)

When σn < 0, the value Mn is much smaller than that for σn > 0 and

it can therefore be ignored.

Finally, map (2.4.10), together with definitions (2.4.8) and (2.4.9),

forms a separatrix map when ν is not too small when compared to ω0.

Combining expressions (2.4.2), (2.4.3), (2.4.7) and (2.4.8), the half-

width of the stochastic layer is finally obtained:

hs` = 8πε

(

ν

ω0

)3

exp

(

−
π

2

ν

ω0

)

. (2.4.12)

The result shows that the width is exponentially small relative to the

large parameter ν/ω0. The general expression of (2.4.8) for the Melnikov

integeral Mn is also valid for ν ∼ ω0. In this case, the same method of

estimation gives rise to

hs` ∼ ε , (2.4.13)

which seems to be the largest width of the stochastic layer.5

5
Both estimations, the exponentially small (2.4.12) and of order ε (2.4.13), were

obtained in [ZF 68]. They were again derived in a number of subsequent publications:

[C 79], [Za 85], [LST 89] and [Tr 96]. In the latter two references, more power

methods were used [see also (Tr 97)] which improved the means of obtaining the

pre-exponential numerical constant in (2.4.12). A more sophisticated case is that of

the adiabatic perturbation ν � ω0. Special methods were developed for it: [N 75],

[CET 86], [EE 91] and [NST 97].
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To conclude this section, two comments need to be made:

(i) A useful characteristic of the width of the stochastic layer is

δh = hs`/max ∆h = hs`/εM = ν/ω0 , (2.4.14)

which is the ratio of its width to the value of the split in the

separatrix (see Fig. 2.4.1). Looking at (2.4.14), it is clear that

δh � 1 for high frequency perturbation.

(ii) A real parameter of expansion in obtaining the value of hs` is

the parameter of perturbation ε if ν ∼ ω0. When ν � ω0, the

value of hs` is exponentially small (cf. (2.4.12)) and the correc-

tions beside (2.4.12) are of the order

Fig. 2.4.1. Splitting of the separatrix and a lobe (A).
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(a)

(b)

Fig. 2.4.2. Three different cases in the formation of stochastic layers: (a) small ε = 0.1

and moderate ν = 4.0; (b) ε = 8.1; ν = 8.59; and (c) ε = 5.1; ν = 10.4.



Chapter 2. Separatrix Chaos 41

(c)

Fig. 2.4.2. (Continued)

ε̄ = ε

(

ω0

ν

)2

� 1 , (2.4.15)

which is due to high frequency perturbation. Figures 2.4.2(a),

(b) and (c) illustrate the operation of the concept of stochastic

layer for small ε and for large ε with a small ε̄.6

2.5 Hidden Renormalisation Group Near the
Separatrix

It would be too simplistic to remark that the perturbed motion near the

separatrix is so complicated that we have yet to be able to create a more

or less complete picture of the basic properties found in the stochastic

6
Corrections of order (ω0/ν)

2
are of a general type which occur in high frequency

perturbations [LL 76]. A consideration of the width of the stochastic layer is found

in [Za 94].
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layer and its vicinity. This section describes the existence of a “hidden”
(non-evident from the Hamiltonian) renormalisation transform. The

occurrence of the transform, denoted as Rε, follows directly from the

sepecific form of the separatrix map (2.4.10). Before the transform

Rε is derived, a qualitative analysis needs to be performed. It can be
seen that the existence of Rε is a general property of the motion near

the separatrix, and therefore it is as common as the separatrix map

(2.4.10).7

Again, a periodically perturbed system,

H = H0(p, x) + εV (x, t) , (2.5.1)

with
V (x, t+ Tν) = V (x, t) , Tν = 2π/ν (2.5.2)

is considered.

When x = 0, p = 0 is the saddle point of the unperturbed Hamilto-

nian H0(p, x), there is an expansion near the point

H0(p, x) =
1

2
(p2 − ω

2
sx

2) + const (2.5.3)

with a constant ωs which defines the increment in instability. The de-
pendence, x = x(t), for an unperturbed trajectory near the saddle point

can be obtained through the direct integration of the equations of mo-

tion which follow from (2.5.3):

ωst = ωs

∫ t dx

ẋ
= ωs

∫ t dx

p
= ωs

∫ t dx

(2h+ x2)1/2

= ln |x+ (2h + x
2)1/2| + const (2.5.4)

where, as in the previous section,

h = (H0 − ω
2
s)/ω

2
s (2.5.5)

is the dimensionless energy derived from the separatrix value Hs = ω
2
s .

7
A hidden renormalisation transform was found for the separatrix map which des-

cribes a time-perturbed nonlinear system having a separatrix [ZA 95]. This finding

was generalised to a system with two coupled nonlinear oscillators [KZ 97] on the

basis of the same property of motion found near the separatrix. In this section, the

data from [ZA 94] were used.
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We now turn to a consideration of the renormalisation of h and x in

(2.5.4):

h→ λhλ , x→ λ
1/2
xλ , λ > 0 , (2.5.6)

The substitution of (2.5.6) in (2.5.4) leads to the time shift

∆t =
1

2ωs
lnλ . (2.5.7)

One can therefore conclude that the existence of a periodic dependence

on phase (2.5.4) will lead to the preservation of the equation of motion

near the separatrix if the choice of ∆t is made in (2.5.7). Consequently,

the phase space topology is preserved. This property is rigorously for-

mulated and proven below. At this point, some general remarks are

helpful:

(i) The renormalisation transform Rε derived below demonstrates

the existence of scaling invariance with respect to the appro-

priate renormalisation of the perturbation parameter ε, that is,

the renormalisation constant λ depends on ε.

(ii) The invariance under the transform Rε appears as an approxi-

mate property of the topology for part of the phase space in

the vicinity of a saddle point.

(iii) The Rε-transform can be applied to that part of the phase space

which includes the stochastic layer and a set of resonances lying

outside.

Rewritten in a more general way than (2.5.3), the expansion of

H0(p, x) near a saddle point is

H0 −Es =
1

2
(A2

pp
2 −A

2
xx

2) ≡ ωsa
+
a
−
, (2.5.8)

where Es is the energy at the saddle point and Ap, Ax are constants.

As a result, the new amplitudes,

a
± = (2ωs)

−1/2(App±Axx) , (2.5.9)

and an imaginary “frequency”,

ωs = ApAx , (2.5.10)
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are introduced. Hamiltonian (2.5.8) describes the hyperbolic motion

with increment (decrement) ωs:

ȧ
± = ±

∂H0

∂a∓
= ±ωsa

±
, (2.5.11)

that is,

a
±(t) = a

±(0) exp(±ωst) . (2.5.12)

The saddle point (0,0) belongs to a singular curve, the separatrix.

Only the motion on the surface of a cylinder phase space is considered.

This means that two different periodic motions are separated by the

separatrix. For fairly smooth Hamiltonians, the nonlinear frequency

near the separatrix can be written in a way that is similar to (2.4.7):

ω(h) = Aωs/ ln(B/|h|) (2.5.13)

where A and B are some constants depending on the form of H0(p, x)

and

h = (E −Es)/Es , (2.5.14)

which is similar to (2.5.5) with energy E = H0. In the example of

(2.4.7), ωs = ω0, A = π and B = 32.

The separatrix map (2.4.10) can be rewritten in a more general

form as

hn+1 = hn + εM(n, φn)

(2.5.15)

φn+1 = φn +
πν

ωsA
ln

B

|hn+1|
, (mod 2π)

where εM(n, φn) is the Melnikov integral ∆h(φn) in (2.3.22), φn = ντn,

and expression (2.5.13) has been used.

Proposition (1S): The separatrix map (2.5.15) is invariant under

the transform

Rε: ε→ λε , h→ λh (2.5.16)

if

λ = exp(2ωsA/ν) . (2.5.17)
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It also follows from (2.2.16) that

R
m
ε : ε→ λ

m
ε , h→ λ

m
h , m = ±1,±2, . . . (2.5.18)

with the same λ (2.5.17).

The statement (1S) follows from (2.5.15) to (2.5.17) if one takes into

account the fact that the phase φn+1 is defined in (2.5.15) up to the

term 2πm, where m is an integer. In other words, the renormalisation

transform Rε (2.5.16) preserves the phase space topology near the saddle

point with the same level of accuracy with which the separatrix map

(2.5.15) was obtained.

In order to formulate an invariancy that is similar to (1S) for the

original Hamiltonian (2.5.1), one can recall that in the construction of

the separatrix map (see Section 2.3) the time instants τn correspond to

the midway point between the two adjacent passages of a saddle point,

say τ
(s)
n and τ

(s)
n+1. This means that

τn = τ
(s)
n + π/2ω(hn) (2.5.19)

or, after multiplying by ν,

φn = φ
(s)
n + πν/2ω(hn) , φ

(s)
n = ντ

(s)
n . (2.5.20)

We also need to recall that the magnitude hn is taken at precisely the

time instant τ
(s)
n of the passage near the corresponding saddle point,

that is,

hn = h(τ (s)
n ) (2.5.21)

by definition. The substitution of (2.5.20) in (2.5.15) gives rise to

hn+1 = hn + εM(n, φ(s)
n + πν/2ω(hn))

(2.5.22)

φ
(s)
n+1 = φ

(s)
n +

πν

ωsA
ln

B

|hn+1|
+

πν

2ωsA
ln

∣

∣

∣

∣

hn+1

hn

∣

∣

∣

∣

, (mod 2π) .

Map (2.5.22) is called the shifted separatrix map (SSM). Its specific

property is that both variables (h, φ(s)) are taken at the same time

instant.
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One is therefore ready to formulate the invariant properties of the

SSM.

Proposition (2S): The SSM (2.5.22) is invariant under the renor-

malisation transform

Rε: ε→ λε , h→ λh , φ
(s) → φ

(s) + π (2.5.23)

if

λ = exp(2ωsA/ν) . (2.5.24)

The difference between (2S) and (1S) is that there is a phase shift of φ(s)

by π in the case of (2.5.23) where both variables (h, φ(s)) are taken at

the same time instant. The results, (2.5.23) and (2.5.24), can be applied

directly to the Hamiltonian (2.5.1).

Proposition (3S): The phase portrait topology near the saddle

point, obtained as a Poincaré map of the Hamiltonian (2.5.1), preserves

under the renormalisation transform

Rε: ε→ λε , H0 → λH0 , t→ t+ π/ν

x→ λ
1/2
x , p→ λ

1/2
p

λ = exp(2ωsA/ν) . (2.5.25)

The proof for (3S) is based on the expansion (2.5.8) for H0 near the

saddle point.

It follows from (3S) that the scaling transform (3S′)

R
m
ε : ε→ λ

m
ε , H0 → λ

m
H0 , t→ t+mπ/ν

x→ λ
m/2

x , p→ λ
m/2

p , m = ±1,±2 (2.5.26)

preserves the phase portrait near the saddle point with the same λ

(2.5.25).

(3S′) is analogous to (1S′) and is valid up to m < m0 when the

accumulation of errors becomes significant.

Figure 2.5.1 illustrates the properties (1S) and (3S) for the perturbed

pendulum model (2.4.4). In this model, ωs = ω0, A = π and
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(a)

(b)

Fig. 2.5.1. Poincaré section of motion in the ergodic layer: (a) before a renormali-

sation (ν = 5.4; ω0 = 1; ε = 0.01); and (b) after the renormalisation (ε = 0.032103;

λ = 3.2013).
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λ = exp(2πω0/ν) . (2.5.27)

In the numerical example given in Fig. 2.5.1, we have λ = 3.2013. Hence

the difference between the values of perturbation constant ε and ε/λ
2

for cases (a) and (b) is almost of one order.

There are two remarkable properties in the renormalisation trans-

form Rε: it is not very obvious in the Hamiltonian (and that is why

we use the word “hidden”) and the renormalisation parameter λ can be

obtained directly from the Hamiltonian of the types (2.5.1) and (2.5.2).

As another example, for a Hamiltonian with a double-well potential

H0 =
1

2
p
2 −

1

2
γ

2
x

2

(

1 −
x

2

2

)

(2.5.28)

εV =
1

4
εx

4 sin νt ,

λ is of the same type as in (2.5.27):

λ = exp(2πγ/ν) . (2.5.29)

Fig. 2.5.2. Stochastic layer for a double-well potential: ε = 8.3 ·10−5
, a = 1, α = 0.25

and β = 1.
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(a)

(b)

Fig. 2.5.3. The vicinity of the saddle point for the same model as presented in

Fig. 2.5.2: (a) before the renormalisation (see parameters in Fig. 2.5.2); and (b) after

the renormalisation with λε = 4.81 and the phase shifted by π.
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Furthermore, for the numerical example in Fig. 2.5.2, we have γ/ν =

0.25 and λ = 4.8. Figure 2.5.3 reveals a strong coincidence in the

topology near the saddle point for both the original and renormalised

phase portraits.

2.6 Renormalisation of Resonances

The transform Rε can be applied to the stochastic layer as well as the

resonances lying beyond it (though not too far from the separatrix).

A resonance condition can be written for the phase equation (2.5.15)

as

φn+q = φn + 2πs , (2.6.1)

where s is an integer. By definition, Eq. (2.6.1) corresponds to the

(q, s)-order resonance. When the phase equation of (2.5.15) is iterated

q times, it yields

φn+q = φn +
πν

ωsA

q
∑

j=1

ln
B

|hn+j(q, s)|
. (2.6.2)

Turning now to a consideration of the formal transform

h = h
′
/λ , (2.6.3)

we apply it to (2.6.2):

φn+q = φn +
πν

ωsA

q
∑

j=1

ln
B

|h′n+j |
+

πν

ωsA
q lnλ , (mod 2π) . (2.6.4)

From (2.6.4), one can obtain a condition whereby the resonances of the

separatrix map (2.5.15) are either invariant under the transform (2.6.3)

πν

ωsA
q lnλ = 2πs′ (2.6.5)

with an integer s′ or

λ(q, s′) = exp

(

2s′

q

ωsA

ν

)

. (2.6.6)
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In particular, for the perturbed pendulum (2.3.1), A = π and ωs = ω0.

Moreover, instead of (2.6.6), we have

λ(q, s′) = exp

(

2π
s
′

q

ω0

ν

)

. (2.6.7)

In the case when s
′ = q, we have the same renormalisation constant

as (2.5.17) and (2.5.24) as well as the transformation of the resonance

family (2.6.1) into the family

φn+q = φq + 2πs′′ , s′′ = s+ s
′
. (2.6.8)

Condition (2.6.8) should be used together with (2.6.4) to determine

the resonance energies h′ = h
′(q, s′′). The result can be formulated as

follows:

Proposition (4S): When the conditon (2.6.1) defines a resonance

family of order (q, s) and Eq. (2.6.2) defines the corresponding resonance

values of energy h = h(q, s), it leads to the existence of a family of

renormalisation constants, λ = λ(q, s′) (2.6.6), which transform the

resonance of order (q, s) into (q, s′′) with energy h
′ = h

′(q, s′′), thus

satisfying Eq. (2.6.4).

This renormalisation of resonances near the separatrix is also hidden,

that is, it is not obvious from the initial Hamiltonian.

2.7 Stochastic Layer of the Standard Map

The standard map was introduced in Section 1.2 by the Hamiltonian

(1.2.1):

H =
1

2
I
2 −K cos θ

∞
∑

n=−∞

δ

(

t

T
− n

)

. (2.7.1)

We are, however, mainly interested in small perturbations:

K � 1 . (2.7.2)

Nonetheless, even with this simplification, Eq. (2.7.1) still appears ex-

tremely complicated. This can be seen in Fig. 1.2.2 which demonstrates

the phase portrait of system (2.7.1) for small K. It comprises the follow-

ing elements: after the separatrix has been destroyed, a stochastic layer
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forms in its place. Inside the layer, a family of nested invariant curves

which confine the point [0, 0(mod 2π)] reside. Outside the main stochas-

tic layer, chains of separatrix loops with considerably thinner stochastic

layers exist which, though not visible in Fig. 1.2.2(a), can be seen after

it has been magnified in Fig. 1.2.2(b). The chains correspond to non-

linear resonances of different orders and invariant curves lie between

them. Thus, the phase portrait resembles a sandwich composed of an

infinite number of invariant curves alternating with the stochastic layers.

In other words, the stochastic layers do not merge for small values of K.

There is a more simple way of observing the formation of stochastic

layer for the standard map. To do so, the Hamiltonian (2.7.1) is rewrit-

ten in the form (1.2.5)

H =
1

2
I
2 −K cos θ

∞
∑

m=−∞

cosmνt (2.7.3)

and only the terms withm = 0,±1 in (2.7.3) were kept. Thus, we obtain

the following:

H ≈
1

2
I
2 −K cos θ − 2K cos νt cos θ . (2.7.4)

Equation (2.7.4) describes the pendulum’s oscillations at a dimension-

less frequency of

ω0 = K
1/2

. (2.7.5)

The destroyed separatrix of these oscillations forms the main stochastic

layer in Fig. 1.2.2. The perturbation is given by the third term in (2.7.4).

It has the same amplitude as the main term in the Hamiltonian H.

However, its dimensionless frequency,

ν̄ = 2π , (2.7.6)

is large when compared to ω0, due to Eqs. (2.7.2) and (2.7.5). This

enables us to make use of the formula (2.4.12) for the width of the

stochastic layer using the comment which introduces the real small

parameter (2.4.15). After substituting

ε→ 2K , ω0 → K
1/2

, Es = ω
2
0 → K , ν → ν̄ = 2π (2.7.7)
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in (2.4.12), the following is obtained:

hs` =
(4π)4

2K1/2
exp(−π2

/K
1/2) . (2.7.8)

Equation (2.7.8) defines an exponentially narrow stochastic layer for

any small value of K. Should the subsequent terms with m = ±2 be

retained in the sum in (2.7.3), the resulting corrections in Eq. (2.7.8)

will be exponentially small. This is because the effective frequency of

perturbation due to these terms is ν̄ = 4π. Thus, the definition of the

exponential term in (2.7.8) is very accurate.8

An important comment on the estimation (2.7.8) is that the coeffi-

cients for the main term, K cos θ, in (2.7.4) and the perturbation are of

the same order, that is, the effective perturbation parameter is of the

order one. Nevertheless, the minuteness of the result for the width of

the stochastic layer is attributed to the exponential factor in (2.7.8).

The approximation (2.7.4) can be used to prove the absence of the

standard map in the hidden renormalisation transform Rε described in

Section 2.5. After introducing a dimensionless parameter,

τ = 2π/K1/2
> 1 , (2.7.9)

and rewriting the separatrix maps (2.4.8)–(2.4.10) for the Hamiltonian

(2.7.4) using the replacements (2.7.7), one derives

hn+1 = hn + 4πτ2(1 + σn) exp

(

−
1

2
πτ

)

sinφn

φn+1 = φn + τ ln(32/|hn+1|) , (mod2π) (2.7.10)

σn+1 = σn · sign hn

where all smaller terms are neglected. After rescaling τ : τ → λτ τ , that

for h is

h→ λhh

(2.7.11)

λh = λ
2
τ exp

(

−
1

2
π(λτ − 1)τ

)

.

8
The result (2.7.8) is found in [C 79].



54 G. M. Zaslavsky

Substituting (2.7.11) in (2.7.10), the following is obtained:

φn+1 = φn + λτ τ [ln(32/|hn+1| − lnλh] , (mod 2π) . (2.7.12)

Expression (2.7.12) shows that we cannot find such a λτ from the

equation

(λτ τ − 1) ln(32/|hn+1|) − τλt · lnλh = 0 , (mod2π) ,

which is independent of h. In other words, the lack of independent

parameters does not permit renormalisation.

Conclusions

1. Perturbation changes the phase space topology of systems. Resonant

perturbation creates chains of islands and increases the number of

elliptic and hyperbolic points in the phase space. The overlap be-

tween resonance chains of islands creates chaotic dynamics (Chirikov

criteria).

2. The perturbation of motion near a separatrix can be described using

a universal separatrix map,

M̂s:
En+1 = En + ∆En(τn)

τn+1 = τn + π/ω(En+1)
,

for energy En and specially taken time instants, τn. The specific

properties of M̂s are imposed by the dependence of frequency ω(E)

on E near the separatrix

ω(E) = A/ ln
B

|E −Es|
.

The appropriate constants of A and B and the value of energy, Es,

define the separatrix. The perturbation of energy, ∆E, is obtained

from the so-called Melnikov integral.

3. The analysis of the separatrix map shows that perturbations destroy

the separatrix and replace it with a stochastic layer. The width of the

stochastic layer can be obtained from M̂s. The stochastic layer is a

seed of chaos in Hamiltonian systems. It seems that M̂s describes the

main mechanism by which chaos originates in Hamiltonian dynamics.
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4. The stochastic layer and M̂s possess a renormalisation property with

respect to the parameter of perturbation ε in the Hamiltonian

H = H0(p, x) + εV (x, t) .

The corresponding formulation states that the phase portrait topo-

logy near the saddle point persists under the transformation

R̂ε:
ε→ λε, H0 → λH0, t→ t+ π/ν

x→ λ
1/2
x, p→ λ

1/2
p

with a specially chosen rescaling parameter,

λ = exp(2ωsA/ν) ,

and known parameters ωs, A, ν in the system. The expression for λ

is not evident from the Hamiltonian and for that reason, R̂ε is called

the hidden renormalisation.



Chapter 3

THE PHASE SPACE OF CHAOS

3.1 Non-universality of the Scenario

The idealised system with chaotic dynamics has a phase space uniformly

filled with any trajectory that reveals both ergodic and mixing proper-

ties independent of the initial condition in the trajectory of up to zero

measure exclusions. The Arnold cat area-preserving map

xn+1 = 2xn + yn , yn+1 = xn + yn , (x, y mod 1) (3.1.1)

is an example of such a system. The physical reality is so different from

the case (3.1.1) that it does not permit an understanding of the many

properties of chaotic trajectories. It also does not provide answers to

several questions, such as:

(i) Is the measure of chaotic orbits finite (non-zero)?

(ii) How many different measures (or distribution functions) exist

in the domain of chaotic motion?

The major difficulty stems from the existence an infinite number

of elliptic points and islands with invariant stable curves confining the

former. This phenomenon was demonstrated in Figs. 1.2.2(b), 1.3.1(b)

and 1.4.1.

The presence of islands renders the chaotic motion non-ergodic. The

difficulty of finding a reasonable description for chaotic dynamics also

makes it difficult to gain an understanding of the importance of non-

ergodicity. Initially, it was believed that after one has excluded the

islands set, the remaining domain would consist of the ergodic motion

56
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with normal (in some sense) properties, such as system (3.1.1). Unfor-

tunately, one needs to appreciate that:

(iii) The measurement of the remaining domain is not known after

the island set has been extracted, and that one cannot exclude

the possibility that it may be zero.

(iv) The behaviour of the trajectories around the boundaries of the

islands is different from that further afield. The boundaries are

“sticky” and the stickiness depends on factors such as the type

of islands and parameters. Therefore, a singular zone formed

by the boundary layers of the islands is said to exist.

Given the complex situation and lack of understanding of chaotic

dynamics, some general features and scenarios can be introduced with

a reasonable level of certainty. It seems that the splitting of the separa-

trix and the creation of the stochastic layer are a typical seed of chaos

in Hamiltonian systems. One is therefore urged to trace the locations

and connection of the separatrices in the phase space while considering

the net of separatrices as a skeleton for the appearance of chaos. A

common difficulty in finding a skeleton arises because in an attempt to

ease the problems of doing so, one prefers to consider the small per-

turbations in systems close to the integrable ones. This means that

sometimes unperturbed systems do not have any separatrices. Also, the

separatrices sometimes occur after the effect of a perturbation has taken

place and, more precisely, they reveal themselves in the destroyed form

of thin stochastic layers. Examples of this phenomenon include the

kicked rotator and oscillator. Both display two different scenarios: the

standard map has thin layers strongly separated from each other in

the p-direction (see Fig. 1.2.2(a)) while the web-map has a stochastic

web that covers the entire phase space in both directions like a connected

net (see Fig. 1.3.1(a)). In both cases, the thickness of the stochastic

layers and the perturbation parameter tend to zero without any changes

to their skeleton topology. However, there are instances where the skele-

ton topology depends significantly on ε when ε→ 0.
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Fig. 3.1.1. Stochastic sea and islands for the standard map with overlapping reso-

nances (K = 1).

Consider what happens when ε increases. For the standard map

(1.2.8), the equivalent of the ε parameter is K, and for K > Kc =

0.9716 . . . , the stochastic layers merge (as in Fig. 3.1.1), thus creating a

connected domain of chaotic motion that covers the entire phase plane

and permits the unbounded propagation of particles in the p-direction.1

When K continues to increase, the visible size of the islands decreases

and only the largest of them can be found in the “stochastic sea”. In

fact, the islands play an extremely complicated bifurcation game, such

as splitting, appearing and disappearing. Some of the properties of the

islands are discussed in Section 3.2.

1
A theory on how to find Kc was put forth by J. Green [Gr 79]. It works well at

least for the standard map. Much has been written on this subject (see, for example,

[MMP 84] and the reviews in [LiL 92] and [M 92]).
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(a)

(b)

Fig. 3.1.2. Phase portrait for the web-map with q = 4 and K = 3.15: (a) stochastic

sea and islands; and (b) magnification of the small islands in (a) which corresponds

to an accelerator mode.
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The transition of the separated stochastic layers to the stochastic sea

described earlier does not exist for the web-map (1.3.5) or (1.3.12). This

is because the meshes of the stochastic web cover the entire phase plane.

The islands for the value of K = 3.15 (Fig. 3.1.2(a)) are sufficiently

small and we can say that they are embedded in the stochastic sea.

The distribution of the points of a trajectory in the stochastic sea looks

fairly uniform if we exclude the area of the islands. Nevertheless, the

boundary of the bottom left island has a dark area, indicating that it is

either a more frequently visited area or, as mentioned above, it could be

due to the phenomenon of the stickiness of the island. In Fig. 3.1.2(b),

we present a magnified view of a tiny island found in Fig. 3.1.2(a).

Its area is smaller than that of a large island in Fig. 3.1.2(a) by more

Fig. 3.1.3. Phase space of the perturbed pendulum with almost “disappeared” islands

(k = ω0 = 1; ν = 2.07, ε = 1).



Chapter 3. The Phase Space of Chaos 61

than two orders. At the same time, the influence of tiny islands on the

process of diffusion is much stronger, which reveals how deceptive an

oversimplified consideration of chaotic dynamics can be. The significant

difference in the roles of the islands is due to their different properties,

which are considered in Section 3.2.

Two more examples are included here. Besides increasing the variety

of the situations in the phase plane, the non-trivial role of non-ergodicity

in the phase space is emphasised. In the perturbed pendulum model

(1.4.3) with k = ω0 = 1, a numerical simulation will reveal that for

a small domain (δν, δε) near the values (ν = 2, ε = 1), there exists

many points (νj , εj) ∈ (δν, δε) such that the visible islands disappear.

Figure 3.1.3 shows the phase portrait with very small spots where the

islands are located. By adjusting the parameter ν (or ε) finely, we can

make the size of the islands arbitrarily small. All the islands make up

a one-resonant system. Nevertheless, we cannot claim that the islands

of a higher order resonance disappear simultaneously with the main set

of islands.

A more sophisticated example is related to the Sinai billiard of the

so-called infinite horizon type. A typical picture of its trajectory is

given in Fig. 3.1.4. Any trajectory has an infinite number of arbitrarily

long parts that correspond to a particle which bounces almost verti-

cally (or horizontally), as shown in Fig. 3.1.4(a). In the periodically

continued billiard, that is, for the corresponding Lorentz gas, the long-

lived bounces correspond to long “flights” without any scattering. The

Poincaré map for the billiard trajectories can be introduced in different

ways. A co-ordinte, x, is used when the trajectory hits the lower hori-

zontal side and the velocity vx is at the same time instant. The cor-

responding phase portrait in Fig. 3.1.4(b) does not have islands. The

motion which is ergodic in the distribution of points in the Poincaré

section seems constant. Nevertheless, one can see four scars of zero-

measure which are due to the stagnation of the trajectory near the sin-

gular zones that correspond to infinite bouncing without any scattering

(infinite flights). Two of the scars are related to horizontal and vertical

bouncings, and two others are related to the oblique motion. In fact, an

infinite number of such scars exist in the phase space of the billiard. The
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(a)

(b)

Fig. 3.1.4. Sinai billiard: (a) trajectory of the bouncing particle with a long-lasting

undispersed motion; and (b) Poincaré section for the same as in (a) trajectory with

“scars” that correspond to the flights.
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zero-measure domain which creates non-ergodicity strongly influences

all the kinetics and long-term characteristics of the motion, as shown in

Sections 7.3 and 7.4.

3.2 Collapsing Islands

An island with an adjoining boundary layer is called a singular zone.

In fact, the dynamics in the entire phase space is influenced by an island.

Nevertheless, the local structure of an island and its vicinity are suffi-

cient (at least sometimes) in predicting large-scale asymptotics. In other

words, the possibility of finding a connection between the local proper-

ties of the singular zone and large-scale properties such as kinetics and

transport will be explored. This gives rise to an interest in the origin,

structure and transformation of islands. At present, one is not able to

classify the various types of islands. However, the few islands which

are important to the study of the transport problem is described in this

chapter.

Islands embedded in the area of stochastic motion correspond to

some resonances between unperturbed motion and perturbations. As

the perturbation parameter changes, the topology of the islands also

change and different bifurcations follow one after another. One is in-

terested in observing the birth (or death) of an island at some critical

value of the perturbation parameter. One type of related islands corre-

spond to the so-called accelerator modes.2

In considering the standard map (1.2.8),

pn+1 = pn +K sinxn , xn+1 = xn + pn+1 , (mod 2π) (3.2.1)

its phase space can be presented as the fundamental domain (0 ≤ p ≤

2π, 0 ≤ x ≤ 2π) which is periodically continued in x and p directions

as shown in Fig. 3.1.1. An attempt can be made to find a solution that

corresponds to the ballistic motion along either x- and p- or along both

the x- and p-directions. For example, when

p
(a)

0 = 2πm , K sinx
(a)

0 = 2π` , (` ≥ 1) , (3.2.2)

2
For more details on the accelerator modes, see [LiL 92] and [IKH 87].
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where m and ` are integers, the solution

p
(a)
n = 2π` · n+ p

(a)

0 (3.2.3)

is known as the accelerator mode. This is because p grows linearly with

time (number of iterations n) and, correspondingly, x grows as t2.

The values (3.2.2) and (3.2.3) can be stirred slightly without destroy-

ing the existence of the accelerator mode. To find the condition for its

stability, one should consider the tangent matrix to (3.2.1)

M
′ =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1 K cos x

1 1 +K cosx

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(3.2.4)

and find its eigenvalues λ. From the equation

λ
2 − 2λ

(

1 +
1

2
K cosx

)

+ 1 = 0 , (3.2.5)

one derives

λ = 1 +
1

2
K cos x±

[

(

1 +
1

2
K cos x

)2

− 1

]1/2

(3.2.6)

and the stability condition is

0 > K cos x > −4 . (3.2.7)

Combining (3.2.7) and (3.2.2), the stability domain for the accelerator

mode is obtained:

2π` < K < [42 + (2π`)2]1/2
. (3.2.8)

For example, when ` = 1, the critical value is Kc = 2π so that

for K < Kc, the accelerator mode is unstable and a domain exists in

the phase space for K > Kc when the accelerator mode is stable. An

example of such an island is given in Fig. 3.2.1. Its phase portrait is pre-

sented on the torus: (x, p) ∈ (0, 2π;−π, π). The invariant closed curves

inside the island correspond to the accelerated trajectories in the infinite
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Fig. 3.2.1. Borning (collapsing) island for the standard map (K = 6.2890).

phase space. Any initial condition outside the island will correspond to

the chaotic trajectory.

In writing the Hamiltonian description for the invariant curves inside

the island, Kc = 2π is retained for the sake of simplicity, K = 2π+∆K,

x = π/2 + ∆x and p = ∆p, where

∆K = K −Kc = K − 2π , (3.2.9)

∆x = x− x
(a)
, ∆p = p− p

(a)
, (mod 2π) (3.2.10)

and x
(a)
, p

(a) belong to the accelerated trajectories (3.2.2) and (3.2.3)

taken on the torus. This means that a trajectory (x, p) in the vicinity

of the trajectory with initial points (x
(a)

0 , p
(a)

0 ) = (π/2, 0) on the torus is
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taken into consideration. For terms up to the second order in ∆x, ∆p

and the first order in ∆K, the equations can be derived from (3.2.1):

∆ṗ = −∆K + π(∆x)2

∆ẋ = ∆p ,
(3.2.11)

where

∆ṗ ≈ pn+1 − pn , ∆ẋ ≈ xn+1 − xn (3.2.12)

are replaced and the dot refers to the derivative with respect to dimen-

sionless time. Equation (3.2.11) are of the Hamiltonian type with a

canonical pair of variables (∆p,∆x):

H
(a) =

1

2
(∆p)2 + ∆K · ∆x−

π

3
(∆x)3

∆ṗ = −
∂H

(a)

∂∆x
, ∆ẋ =

∂H
(a)

∂∆p
.

(3.2.13)

It can be easily concluded from (3.2.13) that the island collapses at

∆K = 0, that is, at K = Kc, and it does not exist if ∆K < 0, that is,

K < Kc. The structure of the Hamiltonian (3.2.13) is important since

it defines a rescaling possibility in the form of

∆x→ ξ(∆K)1/2
, ∆p→ η · (∆K)3/4

H
(a)(∆x,∆p) → H

(a)(ξ, η) · (∆K)3/2
, (3.2.14)

where (ξ, η) are rescaled variables. This case is further discussed in

Section 3.4.3

A similar example is provided for the web-map M̂4 (1.3.12):

un+1 = vn , vn+1 = −un −K sin vn . (3.2.15)

For instance, the conditions

Kc = 2π , u0 = π/2 , v0 = π/2 (3.2.16)

3
The existence of islands of the type indicated in Eqs. (3.2.13) is shown in [Me 96].

Connection between the islands and the accelerator mode is shown in [ZEN 97].
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define the accelerator mode solution

u
(a)

n+4 = u
(a)
n + 4π , v

(a)

n+4 = v
(a)
n − 4π . (3.2.17)

As in (3.2.10), the deviations from the value Kc = 2π and the initial

trajectory (3.2.17) are introduced:

∆un+4 = un+4 − u
(a)

n+4 , ∆vn+4 = vn+4 − v
(a)

n+4 , ∆K = K −Kc .

(3.2.18)

The absence of the superscript (a) indicates an arbitrary trajectory

(3.2.15) where the parameter K and the initial conditions are close

to Kc and (3.2.16), respectively. After (3.2.15) has been iterated four

times and expanded up to the second order terms in ∆u,∆v and the

first order terms in ∆K, it yields

∆un+4 = ∆un − 2∆K + 2π(∆vn)2

∆vn+4 = ∆vn − 2∆K + 2π(∆un+4)
2

(3.2.19)

or simply,

∆u̇ = −
1

2
∆K +

1

2
π(∆v)2

∆v̇ = −
1

2
∆K +

1

2
π(∆u)2

, (3.2.20)

where the dot indicates a time derivative that appears after a replace-

ment similar to (3.2.12) has taken place:

1

4
(∆un+4 − ∆un) ≈ ∆u̇n

1

4
(∆vn+4 − ∆vn) ≈ ∆v̇n

.

The system (3.2.20) can be written in the Hamiltonian form

∆u̇ = −
∂H

(a)

∂∆v
, ∆v̇ =

∂H
(a)

∂∆u
(3.2.21)
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(a)

(b)

Fig. 3.2.2. Borning (collapsing) pair of islands for the web-map: (a) isolines of the

model Hamiltonian; and (b) real phase portrait (q = 4, K = 6.28318531).
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with

H
(a) =

1

2
∆K(∆v − ∆u) −

π

6
[(∆v)3 − (∆u)3] . (3.2.22)

The isolines for the Hamiltonian (3.2.22) and separatrices are pre-

sented in Fig. 3.2.2(a). The corresponding trajectories for map (3.2.15)

and K = 6.28318531, which are very close to Kc = 2π, are given in

Fig. 3.2.2(b). A coincidence is observed in the topology of the patterns.

The double-island structure occurs only when

∆K = K −Kc > 0 (3.2.23)

and collapses to zero, while at the same time preserving the topology

imposed by the Hamiltonian H
(a) in (3.2.22). The Hamiltonian of the

collapsing islands satisfies a rescaling transform

∆u→ ξ(∆K)1/2
, ∆v → η(∆K)1/2

H
(a)(∆u,∆v) → (∆K)3/2

H
(a)(ξ, η) (3.2.24)

which is similar to (3.2.14) for the accelerated mode of the standard

map. Nevertheless, like the phase space topologies, the Hamiltonians

(3.2.22) and (3.2.14) are different.4

3.3 Blinking Islands

Accelerator mode islands belong to a special category of island species.

This is because the existence of accelerator modes is a specific property

that occurs in only in some problems where the so-called ballistic type of

motion takes place. The more typical type of islands are the “blinking”

islands, which only collapse for the special value K = Kc and have a

different orientation for K < Kc and K > Kc. An example of the

collapse of such an island is presented in Fig. 3.3.1 for the standard

map (3.2.1). It reveals two important features:

4
The structure of the islands in (3.2.21) and (3.2.22) was obtained in [ZN 97] and

[ZEN 97].
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Fig. 3.3.1. Collapse of the blinking island for the standard map (K = 6.962643).

(i) The local symmetry of order three.

(ii) The presence of “scars”, that is, regions of stagnated trajecto-

ries that can influence the transport properties of particles.

It is fairly easy to describe the bifurcation and collapse of an island

using its symmetry property. The initial occurrence of an island in the

stochastic sea is accompanied by the appearance of a stable elliptic point

in the centre of the island with stable orbits around it. The symmetry of

a characteristic Hamiltonian with orbits inside the island is of the third

order, that is, the Hamiltonian should be of the third order polynomial

in ∆x,∆p. When it is stated that

H0 =
1

2
(∆p)2 + V (∆x,∆p;∆K) , (3.3.1)
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the same type of variables near the value Kc and the trajectory (pc, xc)

of the collapsed island are used:

∆p = p− pc , ∆x = x− xc , ∆K = K −Kc . (3.3.2)

(pc, xc) is the elliptic (central) point of the island and V is the “poten-

tial” of the third order polynomial

V (∆x;∆p;∆K) =
3

∏

j=1

(aj∆x+ bj∆p+ cj∆K) (3.3.3)

with some constants aj , bj , cj being of order one. The equations of

motion are Hamiltonian

∆ṗ = −
∂H0

∂∆x
∆ẋ =

∂H0

∂∆p
. (3.3.4)

For small ∆K, a triangle is formed by three separatrix lines, all of which

intersect at a single point if ∆K = 0 (Fig. 3.3.2). The island shrinks

when K passes through the value Kc but reappears after the passing.5

Fig. 3.3.2. Scheme of bifurcations with the collapse of the blinking island.

5
The existence of the bifurcation presented in Fig. 3.3.2 can be established in a

general way by considering the Birkhoff normal form for a Hamiltonian [A 89]. The

numerical simulation found in Fig. 3.3.3 follows that derived in [ZEN 97].
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(a)

(b)

Fig. 3.3.3. The same as in Fig. 3.3.2 but for the standard map with: (a) K = 6.962640

(before the bifurcation); (b) K = 6.962643 (close to the bifurcation); and (c) K =

6.962650 (after the bifurcation).
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(c)

Fig. 3.3.3. (Continued)

The main feature of a blinking island is that although it is absent for

a special value of the parameter K = Kc, it exists for K 6= Kc, as op-

posed to the accelerator islands which only exist for K > Kc. This phe-

nomenon can be observed for the standard map. In the example given in

Fig. 3.3.3, which shows a domain near the island that has been magni-

fied strongly before and after the “blink”, the parameter K is taken near

its critical value Kc = 6.96264 . . . . The replacement of ∆K → −∆K

in (3.3.3) leads to the rotation of the island by π. This is observed

in Fig. 3.3.3 in the transition from “a” to “c”. The existence of six

(three stable and three unstable) separatrices is evident in Fig. 3.3.3(b).

Figure 3.3.4 displays a basin near the island with trajectories that have

been strongly trapped. Since they are very close to the stable/unstable

manifolds, the trajectories slow down the motion. This is one possible

explanation for the stickiness and anomalous transport of particles.

Similar blinking islands can also be found for the web-map and for

the problem of the perturbed pendulum.
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Fig. 3.3.4. Singular zone for the standard map (K = 6.9110).

3.4 Boundary Islands

Boundary islands live in the stochastic domain near the boundary of

another island. Boundary islands surround the central, parental island

by creating a boundary island chain (BIC) described in Section 2.4.

Their appearance/disappearance depends on the shift of the boundary

of the central island when a parameter changes. This means that the

transformation of the boundary islands is described on the basis of

boundary transformation. Nevertheless, it is extremely difficult to do

so because of the fine structure of the boundary.

Imagine a central island embedded in (or surrounded by) the domain

of chaotic motion with a boundary separating the area of chaos (see

schematic picture in Fig. 3.4.1). One can then easily imagine a set of
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Fig. 3.4.1. Scheme of the island chains near a border of the stochastic sea.

chains of islands separated from the chaotic area by invariant curves

inside the central island. Figure 3.4.1 shows two types of such chains

known as two-chain and three-chain. One can determine the resonances

related to these chains, and even for those related to the next chain

(four-chain) located in the area of chaos. A description of this proce-

dure is found in Sections 2.1 and 2.2. In fact, four-chain consists of only

remnants of islands which can be fairly small. By changing a control

parameter, say K, for the standard map so that the boundary of the

chaotic area begins to move, a modification of the islands will occur.

Numerous bifurcations influence what takes place near the boundary of

chaos where many smaller islands can appear and disappear. There is no

general description of the evolution of the pattern near the boundary of

the area of chaos. Nevertheless, some special properties and configura-

tions can be indicated, described and explored. One such case is con-

sidered in the next section.
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A small but important comment is that the notion of boundary

islands is a “geographic” one and can be applied to, amongst others, a

thin stochastic layer, a stochastic web and a small island in the stochas-

tic sea.6

3.5 Self-Similar Set of Islands

In this section, another possible structure of islands will be introduced —

one that is crucial to the problem of anomalous transport considered in

Chapters 10 and 11.

The probability of a trajectory entering a domain containing an

island and its boundary layer is proportional to the relative area of the

domain. This is because the distribution function of the trajectory’s

points outside the islands and their neighbourhood is uniform. The

amount of time a trajectory can spend in the boundary layer of an

island depends on the depth of its penetration into the layer, and this

time can be extremely long. This trapping phenomenon is sometimes

called “stickiness”. Since its discovery, stickiness has remained a difficult

puzzle in dynamical systems theory. It is linked to the existence of a very

complex phase space topology near an island’s boundary. The difficult

part of this phenomenon is that the level of stickiness, or its characteris-

tic trapping time, depends on an external parameter such as K for the

standard map or web-map. The stickiness can also be a lot stronger near

some critical values ofK. For example, in Fig. 3.3.4, the darkness means

a very strong stickiness near the value of K which corresponds to the

bifurcation of three-islands separation. In Fig. 3.1.4(b), the stickiness

occurs near the zero-measure phase space domains which correspond to

unstable periodic trajectories of free, that is, non-scattered, motion.

The behaviour of the reasonance islands chain described in the pre-

vious section and shown in Fig. 3.4.1 has given rise to the possibility that

the structure of the islands may possess the property of self-similarity.

This property is described for the web-map (3.2.15).

6
An example of a special configuration of islands is the “islands-around-islands” struc-

ture described in [M 86] and [M 92].
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There are domains of chaotic motion in the phase space (u, v), (mod

2π) for all values of K. Beginning with the value K0 > 1, there are

two kinds of domains in non-chaotic motion: islands of periodic motion

and islands of accelerator modes. An example is found in Fig. 3.1.2(a),

where large-sized islands correspond to the periodic trajectories and

small-sized islands correspond to the accelerator modes from (3.2.16) to

(3.2.22). In other words, in the infinite phase space (u, v), a trajectory

is bounded if its initial condition is taken inside an island in the periodic

motion, and it is unbounded when the initial condition is found inside

an accelerator-mode island.

After allowing ` to be the condition for the occurrence of an acce-

lerator-mode solution,

K > K` = 2π` , ` = 1, 2, . . . , (3.5.1)

the accelerator-mode island comes into existence. It is described by the

Hamiltonian (3.2.22) for the values ∆K = K − K` which satisfy the

condition

K ∈ (K ′

`, K
′′

` ) , (3.5.2)

where K ′

` = K` and K ′′

` > K` is defined by the value of the first bifurca-

tion. In Fig. 3.5.1(a), we present the computer simulation for ` = 1 and

K = 6.349972. Due to the four-fold symmetry of map (3.2.15), there are

four equivalent groups of accelerator-mode islands. A magnified view

of the right-bottom group of islands from Fig. 3.5.1(a) is presented in

Fig. 3.5.1(b), where different initial conditions are taken both inside and

outside the islands. One can see a resonance seven-island chain inside

the top island and an eight-island chain inside the stochastic sea near

the boundary of chaos. We refer to this chain as a boundary island

chain. Small variations in K will change the number of islands in the

boundary chain. In Fig. 3.5.1(b), this number is eight. However, one

can easily move the boundary of chaos inside so that the inner chain of

seven islands becomes the outer boundary chain. It is possible to either

increase or decrease the number of islands in the boundary chain.

When K`;m1
is a value of K which corresponds to the m1 chain in the

boundary layer of the `-order accelerator mode, the number m1 exists if
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(a)

(b)

Fig. 3.5.1. Self-similar structure of islands for the web map with K = 6.349972: (a)

the phase space with islands of the accelerator mode; (b) magnification of the bottom

right part of (a); (c) magnification of the top right island of (b); and (d) magnification

of the bottom left island of (c).



Chapter 3. The Phase Space of Chaos 79

(c)

(d)

Fig. 3.5.1. (Continued)
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K ∈ (K ′

`;m1
, K

′′

`;m1
) ⊂ (K ′

`, K
′′

` ) . (3.5.3)

The number m1 refers to the resonance order of the first generation

chain in the boundary layer of the parent island. Long time computa-

tion displays the stickiness for first generation islands and one of them

(top right of Fig. 3.5.1(b)) is shown in Fig. 3.5.1(c). When magnified,

the first generation island reveals the islands in the second generation

(Fig. 3.5.1(d)). When m2 is the number of islands in the second genera-

tion chain, a number m2 exists which is analogous to (3.5.3) if

K ∈ (K ′

`;m1m2
, K

′′

`;m1m2
) ⊂ (K ′

`;m1
, K

′′

`;m2
) . (3.5.4)

The second generation boundary chain is also sticky. Thus, one can

continue the process for subsequent generations. This process can reach

infinity, that is, the value K`;m1m2
. . . specifies an infinite number of

sequences in the boundary chain islands (m1m2 . . .). This result can be

formulated in the form of two conjectures.

Conjecture 1. Such values for K exist which generate a chain

K ∈ (K ′

`;m1...mn
, K

′′

`;m1...mn
) ⊂ · · · ⊂ (K ′

`;m1
, K

′′

`;m1
) , (n→ ∞)

(3.5.5)

for a given “word”

{mj}
n
1 = {m1, . . . ,mn} (3.5.6)

with some reasonable restrictions on the value of m. For example, mj ≥

3 and m1 ∼ m2 ∼ · · · ∼ mn.

Conjecture 2. Such a value for K`;ms
exists in which all the chains

have the same m starting from some j-th:

mj = mj+1 = · · · ≡ ms , (1 ≤ j) . (3.5.7)

The case for (3.5.6) with j = 1 andms = 8 is presented in Figs. 3.5.1(a)–

(d) for the special value of K:

K`=2;ms=8 = 6.349972 · · · = K
w
an , (3.5.8)
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where Kw
an refers to the anomalous value of K for the web-map. The

larger the word in (3.5.5), the smaller the domain in (K ′
,K

′′) be-

comes for the corresponding value of K. To derive more generations

with the proliferation number eight, one can determine more digits in

(3.5.8). We can consider an alternating sequence for values m1,m2 :

{m1m2m1m2 . . .} or for more complicated sequences, and the values of

K that correspond to these sequences.

The boundary layer of a parental island is termed the singular zone

of the phase plane. The hierarchy of island chains described above is

a self-similar structure if condition (3.5.7) is fulfilled. A situation can

also exist, called quasi-self-similarity, when all or almost all mj from the

word {mj}
∞

1 are close to some value m.7

The self-similarity of the island chain can be presented in a more

explicit way if we describe the different generations by the number of

islands qk in the k-th generation chain, the area ∆Sk of an island in

the same chain, and the period Tk of the last invariant curve inside an

island in k-generation chain. The data are shown in Table 3.5.1 where

an auxiliary variable,

δSk = qk∆Sk , (3.5.9)

is used to present the area of a full k-th generation chain. This is because

in terms of the area-preserving dynamics, all the islands have the same

area if they belong to the same chain.

The first column in Table 3.5.1 refers to the order k for the corres-

ponding generation and all the data are derived for the value K = K
w
an

in (3.5.8). The total number of islands of the type considered in the

singular zone can be expressed as

Nn = q1 . . . qn = λ
n
q , (3.5.10)

7
This situation was first described in the article [ZSW 93] where the problem of

passive particle advection was considered for the so-called ABC model of helical

flow. Exact self-similarity was first found for the web-map, which is more simple and

symmetric [ZN 97], followed by the standard map [ZEN 97, BKWZ 97]. The last

reference includes a variety of cases on the standard map.
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Table 3.5.1.

k qk Tk Tk/Tk−1 ∆Sk ∆Sk/∆Sk−1 δSk δSk/δSk−1

0 1 16.4 − 0.436 − 0.436 −

1 8 131.8 8.04 5.24−3
1.20 × 10

−2
4.19 × 10

−2
0.0961

2 8 1049 7.96 5.30−5
1.01 × 10

−2
3.39 × 10

−3
0.0809

3 8 8420 8.02 5.32−7
1.00 × 10

−2
2.72 × 10

−4
0.0802

where the scaling parameter λq is introduced. In the case of (3.5.8), it

is λq = 8. Two other scaling parameters, λT and λS , exist such that

Tk+1 = λTTk , λT > 1

δSk+1 = λSδSk , λS < 1
(3.5.11)

are responsible for the time-space self-similarity in the singular zone.

From Table 3.5.1,

λT ≈ 8 , λS ≈ 0.08 . (3.5.12)

The self-similarity of the Lyapunov exponents is therefore

σn+1 = λσσn , (3.5.13)

since no other independent process with a different time scale exists. It

is important that the singular zone has the property of stickiness, that

is, a trajectory spends a fairly long time in the zone. As a result of such

behaviour, trajectories are entangled via the hierarchy of islands and the

self-similarity properties (3.5.10) to (3.5.13) impose a specific large-scale

behaviour on the trajectories. Chapter 11 considers the consequences

of the existence of such properties in the singular zone.

Regarding the number of independent scaling parameters λj, it is

evident that for a simplified situation,

λq = λT (3.5.14)

and

λTλσ = 1 . (3.5.15)
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(a)

(b)

Fig. 3.5.2. Self-similar structure of islands for the standard map with K = 6.908745:

(a) the phase space with islands of the accelerator mode; (b) magnification of the

right island of (a); (c) magnification of the top left island of (b); and (d) magnification

of the bottom island of (c).
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(c)

(d)

Fig. 3.5.2. (Continued)
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Nevertheless, there could be a violation of the relations (3.5.14) and

(3.5.15) when more complicated words {mj} are considered.

Another example of the self-similarity of islands in the singular zone

for the standard map (3.2.1) is given below. Again, it corresponds to

the accelerator mode solution (3.2.2), (3.2.3) and (3.2.9) to (3.2.13).8

The value

K = K
S
an = 6.908745 (3.5.16)

is close to K = 2π, which is a critical value in the accelerator mode

solution. The set of islands’ chains for four subsequent generations is

shown in Figs. 3.5.2(a)–(d). In fact, more generations are derived from

the simulation and they are all presented in Table 3.5.2.

Table 3.5.2.

k q Tk Tk/Tk−1 ∆Sk ∆Sk/∆Sk−1 δSk δSk/δSk−1

0 1 2.97 − 1.16 × 10
−2

− 1.16 × 10
−2

−

1 3 23.4 7.89 3.77 × 10
−3

0.324 1.13 × 10
−2

0.971

2 8 187 7.97 4.51 × 10
−5

1.20 × 10
−2

1.08 × 10
−3

0.0959

3 8 1500 8.05 4.86 × 10
−7

1.08 × 10
−2

0.934 × 10
−4

0.0862

4 8 12000 7.97 4.93 × 10
−9

1.01 × 10
−2

0.758 × 10
−5

0.0812

5 8 95800 8.00 4.81 × 10
−11

0.98 × 10
−2

0.592 × 10
−6

0.0781

From Table 3.5.2, one derives, with satisfactory accuracy,

λT = 7.98 , λS = 0.085 , (3.5.17)

and the sequence of islands is defined by the word

{mj} = {3, 8, 8, 8, 8 . . .} .9 (3.5.18)

8
See footnote [7].

9
The data in Tables 3.5.1 and 3.5.2 were extracted from [ZN 97] and [ZEN 97].
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3.6 Ballistic Mode Islands

Ballistic mode islands (BMI) are another possibility of the origin of

stickiness. This set of islands lives in the stochastic layer and is closely

related to the separatrix map introduced in Chapter 2. Due to the

existence of BMI, trajectories, that stick to them, perform long “flights”

along stochastic layers, i.e. trajectories include arbitrary long parts of

almost regular dynamics that follow the law x = vt with almost constant

v = ẋ (see Chapters 10 and 11).

To be more specific, consider a separatrix map for the perturbed

pendulum (2.4.4). The map has the form (2.4.10) and for large values

of ν/ω0 it can be simplified as

hn+1 = hn + εMn sinφn ,

φn+1 = φn + ν ln(32/|hn+1| , (mod 2π) (3.6.1)

with

Mn =

{

M = 8πν2 exp(−πν/2), σn = 1
0, σn = −1

σn+1 = σn sign hn+1 .

(3.6.2)

The ballistic trajectory can be defined using the initial conditions:

σ0 = 1, h
∗

0 = ε
∗
M

∗
/2, φ0 = 3π/2 (3.6.3)

with an additional condition

ε
∗
M

∗ = 64 exp

(

−
π

2ν∗
(2m+ 1)

)

, m = 0, 1, . . . . (3.6.4)

Then

h
∗

4 = h
∗

0, φ
∗

4 = φ
∗

0 + (4m+ 2)π = φ0 (mod 2π),

σ
∗

4 = σ0 (3.6.5)

and the dynamics is ballistic with the period four (see also in [*IGF98]).

The BMI appears if ε > ε
∗ similarly to the accelerator mode islands.

Trajectories in the BMI can be obtained straightforwardly from the

map (3.6.1) and (3.6.2) using a condition that deviations ∆h = h− h
∗,
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∆φ = φ − φ
∗ are small (see for details [*RoZ99]). Then, up to the

higher order of small terms, the effective Hamiltonian for trajectories,

that deviates from (3.6.3) and (3.6.4) within the ballistic island, is

H
(bal) = h

∗(∆ψk)
2 + 4ν

ε− ε
∗

ε∗
∆hk −

2

3

ν
3

h∗2
(∆hk)

3 (3.6.6)

with

∆ψk = ∆φk +
ν

h∗
∆hk, ∆hk = hk − h

∗

k, ∆φk = φk − φ
∗

k . (3.6.7)

The island exists for ε > ε
∗.

The meaning of the Hamiltonian (3.6.6) and its origin is the fol-

lowing. Consider four iterations of (3.6.1) near the ballistic trajectory

(3.6.3)-(3.6.5) and keep the higher terms with respect to ∆ε,∆h,∆φ.

Then

∆ψk+4 = ∆ψk − 4νδ + 2(ν3
/h

∗2)∆h2
k

∆hk+4 = ∆hk + 2h∗∆ψk+4 (3.6.8)

where

∆ψk = ∆φk + (ν/h∗)∆hk, δ = (ε− ε
∗)/ε∗ . (3.6.9)

The map (3.6.8) is area-preserving. For small values of ∆ψ,∆h it can

be approximated by differential equations

d∆ψ

dτ
≈ ∆ψk+4 − ∆ψk,

d∆h

dτ
≈ ∆hk+4 − ∆hk, (3.6.10)

with a dimensionless time τ = 4t/T = 2νt/π since one step of the map

spans time T = 2π/ν. Now we see that

d∆ψ

dτ
= −

∂H
(bal)

∂∆h
;

d∆h

dτ
=
∂H

(bal)

∂∆ψ
(3.6.11)

where H(bal) is the same as in (3.6.6).
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Although the form of the Hamiltonian H
(bal) is similar to (3.2.13),

the effective canonical variables and their meaning are very different

and that distincts the accelerator mode islands from the BMI.

3.7 General Comments About the Islands

The reason why so much attenton has been paid in this chapter to

the islands’ structure is because different islands correspond to different

physical processes responsible for the islands origin. An island in the

stochastic sea refers to the domain of initial conditions that generates

stable trajectories. Therefore, information about the islands allows one

to control the chaos. There is another reason, though a less appar-

ent one: islands’ boundary can be “sticky” near a bifurcation point or

when self-similar sets of islands occur. In such cases the islands’ bound-

ary strongly influences the type of kinetics in the phase space. We can

Fig 3.7.1. A tangled accelerator mode island for the web map with K = 6.3 [*RoZ99].



Chapter 3. The Phase Space of Chaos 89

compare the structure of the phase space with a configuration space of

matter near its critical point. Anomalous transport phenomena cannot

be understood without a detailed description of the singular zone. This

statement will become more transparent in later chapters.

An important feature of accelerator mode islands and BMI is that

they appear as a result of a bifurcation (K > Kc or ε > ε
∗), contrary

to the typical resonance islands of Section 2.1. These two categories of

islands were called tangled islands in [*RoZ99]. The bifurcation “opens”

a tangled island in a lobe shown in Fig. 3.7.1. Evolving lobes define the

mixing and transport in phase space. Emerging of islands within the

lobes makes the lobe transport not uniform and leads to a possibility of

anomalous transport.

Conclusions

1. The part of the phase space that has chaotic dynamics is called the

stochastic sea. Inside the “sea” are islands of stability. A chaotic

trajectory cannot penetrate the islands and a regular trajectory from

an island is not able to escape from it.

2. A set of islands has a complex topology which can be modified by

a control parameter. In particular, for some values of the control

parameter, an island can either collapse or be born. Generally, in

typical systems, chaos does not exist without any islands. The struc-

ture of islands which are on the verge of collapse can be studied with

the help of an effective Hamiltonian. Two possible models of such a

collapse include:

(a) For an accelerator mode island in the standard map, the effective

Hamiltonian is:

Hef(∆p,∆x) =
1

2
(∆p)2 + ∆K∆x−

π

3
(∆x)3 .

(b) For an accelerator mode island in the web-map, the effective

Hamiltonian is:

Hef(∆u,∆v) =
1

2
∆K(∆v − ∆u) −

π

6
[(∆v)3 − (∆u)3] .
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3. A strip near the boundary of an island is called the boundary layer or

singular zone. Many islands are found in the boundary layer. After

selecting a set of islands that form a chain around the parent island,

one can then select a new (second) chain of islands surrounding the

island in the first chain and so forth. The sequence of islands from

different generations can form a self-similar hierarchical structure

when the special values for the control parameter are chosen. This

structure is very important in understanding chaotic transport in the

stochastic sea.

4. The hierarchical structure of the islands in the singular zone can

explain the origin of stickiness of trajectories located at the islands’

boundaries.

5. Ballistic mode islands (BIM) consists of trajectories that propagate

with constant velocity along destroyed separatrices. The effective

Hamiltonian for these trajectories is similar to the one for the accel-

erator mode islands but with different meaning of the variables and

different scalings.

6. Both type of islands, accelerator mode and ballistic mode, emerge as

a result of bifurcation with respect to a control parameter. It seems

that the location of these islands is within lobes.



Chapter 4

NONLINEARITY VERSUS

PERTURBATION

4.1 Beyond the KAM-Theory

This chapter continues with a consideration of 1 1/2 degrees of freedom

systems, that is, a time-dependent perturbation in a system with one

degree of freedom. The results can be extended to systems with two

degrees of freedom. The KAM-theory guarantees the persistence of

invariant tori (curves) within the limits of the small perturbation

ε → 0 (4.1.1)

with the non-degeneracy condition being

∣

∣

∣

∣

∣

∂
2
H0(I)

∂Ik∂I`

∣

∣

∣

∣

∣

6= 0 . (4.1.2)

The system to be considered is a general one described by the

Hamiltonian

H = H0(I) + εV (I, ϑ, t) , (4.1.3)

where I = (I1, . . . , IN ) is the action-vector, ϑ = (ϑ1, . . . , ϑN ) is the

phase vector, and ε is the dimensionless parameter of the perturbation.

The form of the Hamiltonian (4.1.3) shows that its unperturbed part,

H0, describes an integrable system since all the actions of Ij are integrals

of motion in the absence of perturbation. This is correct for the unper-

turbed sytstem, where N = 1 because all time-independent systems

91
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with one degree of freedom are integrable. The non-degeneracy condi-

tion (4.1.2) takes the form for N = 1 as

d
2
H0(I)

dI2
=

dω(I)

dI
6= 0 , (4.1.4)

where the nonlinear frequency

ω(I) =
dH0(I)

dI
(4.1.5)

is introduced for the unperturbed motion. Condition (4.1.4) therefore

concludes that the unperturbed system should be nonlinear for the

results of the KAM-theory to be applicable.

From the physical point of view, condition (4.1.1) means that ε

should be fairly small, or ε < ε0. However, condition (4.1.2) has no

meaning since it does not indicate a critical value, α0, for the dimen-

sionless nonlinear parameter

α =

∣

∣

∣

∣

dω

dI

∣

∣

∣

∣

I

ω
, (ω 6= 0) , (4.1.6)

such that fairly small α < α0 should be considered as a violation of

condition (4.1.2). It would be more accurate to write the condition

of validity in the KAM-theory as

ε < Cα
δ
, (ε, α → 0) (4.1.7)

with some δ > 0 and constant C independent (or slightly dependent

on) of ε. A situation which differs from that in the KAM-theory occurs

when the inequality (4.1.7) is not valid. This is the subject of discussion

in this chapter.

This problem can be described more specifically by using the

models of perturbed pendulum and perturbed oscillator introduced in

Sections 1.4 and 1.5. In considering the Hamiltonians

H =
1

2
ẋ

2 − ω
2
0 cos x + ε

ω
2
0

k2
cos(kx − νt) (4.1.8)
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for the perturbed pendulum and

H =
1

2
ẋ

2 +
1

2
ω

2
0x

2 + ε
ω

2
0

k2
cos(kx − νt) (4.1.9)

for the perturbed oscillator, their equations of motion are, respectively,

ẍ + ω
2
0 sinx = ε

ω
2
0

k
sin(kx − νt) (4.1.10)

and

ẍ + ω
2
0x = ε

ω
2
0

k
sin(kx − νt) . (4.1.11)

The effect of the perturbation for a linear oscillator is at its strongest

in the resonant case

ν = n0ω0 , (4.1.12)

which has an integer n0. Unless another condition is mentioned, this

assumption is used below. The amplitude of a linear oscillator grows

linearly with time until it is interrupted by nonlinearity. The latter is

induced by the same perturbation.

It is evident that system (4.1.8), but not (4.1.9), satisfies the condi-

tion of non-degeneracy in (4.1.4). At the same time, the expansion

cos x = 1 − x
2
/2 + x

4
/24 · · · (4.1.13)

endows (4.1.8) with the same Hamiltonian as (4.1.9) for a fairly small

nonlinear term x
4. This gives rise to the following questions: how small

should ε be so that the KAM-theory can be applied in (4.1.8)? And

how should one consider (4.1.9) which is a non-KAM case? The answer

is found in the following sections.

4.2 Web-Tori

When considering the perturbed oscillators (4.1.9) and (4.1.11), the

polar co-ordinates are

x = ρ sinφ ; ẋ = ω0ρ cos φ . (4.2.1)
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The following expansion,

cos(kx − νt) = cos(kρ sinφ − νt) =
∑

m

Jm(kρ) cos(mφ − νt) , (4.2.2)

is also used, where Jm is the Bessel function. With the new variables

described in (4.2.1), the Hamiltonian (4.1.9) becomes

H =
1

2
ω

2
0ρ

2 +
1

k2
εω

2
0

∑

m

Jm(kρ) cos(mφ − νt) . (4.2.3)

A term with m = n0 is then singled out:

H =
1

2
ω

2
0ρ

2 +
1

k2
εω

2
0Jn0

(kρ) cos(mφ − νt)

+
1

k2
εω

2
0

∑

m6=n0

Jm(kρ) cos(mφ − νt) . (4.2.4)

This is followed by the introduction of new action-angle variables:

I = ω0ρ
2
/2n0 , θ = n0φ − νt . (4.2.5)

A new Hamiltonian is then written as

H̃ = H − νI , (4.2.6)

where H is expressed as a function of (I, θ). The use of a direct calcu-

lation ensures that the equations

İ = −
∂H̃

∂θ
, θ̇ =

∂H̃

∂I
(4.2.7)

are equivalent to the equation of motion (4.1.11). By substituting (4.2.5)

in (4.2.4) and (4.2.6), this yields

H̃ = (n0ω0 − ν)I +
1

k2
εω

2
0Jn0

(kρ) cos θ

+
1

k2
εω

2
0

∑

m6=n0

Jm(kρ) cos

[

m

n0

θ −

(

1 −
m

n0

)

νt

]

,

(4.2.8)
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where ρ is introduced to obtain a more compact notation. According to

(4.2.5), ρ is

ρ = (2n0I/ω0)
1/2

. (4.2.9)

Thus, the expression H̃ = H̃(I, θ; t) is the Hamiltonian with respect

to the new canonical variables (I, θ). It can also be written as

H̃ = H̃0(I, θ) + Ṽ (I, θ; t) , (4.2.10)

where in accordance with (4.2.8),

H̃0(I, θ) = (n0ω0 − ν)I +
1

k2
εω

2
0Jn0

(kρ) cos θ ,

(4.2.11)

Ṽ (I, θ; t) =
1

k2
εω

2
0

∑

m6=n0

Jm(kρ) cos

[

m

n0

θ −

(

1 −
m

n0

)

νt

]

and expression (4.2.9) is used for ρ.

Turning now to the resonance case (4.1.12), the expression (4.2.11)

for the Hamiltonian part H̃0 takes the following form:

H̃0 =
1

k2
εω

2
0Jn0

(kρ) cos θ =
1

k2
εω

2
0Jn0

[

k

(

2n0I

ω0

)1/2
]

cos θ . (4.2.12)

In performing a preliminary analysis of the dynamic system that

emerges in a resonance case, it is noted that the two terms in the Hamil-

tonian (4.2.10), H̃0 and Ṽ , are proportional to ε. Hence, the sta-

tionary part of the Hamiltonian, which is time-independent, is affected

by the time-dependent part which is considered a perturbation. The

fully transformed Hamiltonian H̃ vanishes at ε → 0. This is a new

feature of the problem which has not yet been discussed.

It is possible to let H̃0(I, θ) be an unperturbed part of the Hamil-

tonian H̃ and Ṽ (I, θ, t) for a perturbation. The phase portrait for the

Hamiltonian (4.2.12), presented in Fig. 4.2.1, corresponds to the (x, ẋ)

plane if a time instant is fixed. Separatrices form a net on the plane

(x, ẋ) in the form of a spider-web with the number of rays being 2n0 and
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Fig. 4.2.1. Phase portrait of system with the separatrix net in the form of a web

(n0 = 4).

the rotational symmetry at an angle of α = π/n0. The singular points

of the system can be found from the following equations:

∂H̃0

∂I
= 0 ,

∂H̃0

∂θ
= 0 . (4.2.13)

If H̃0 is substituted by expression (4.2.12), a set of hyperbolic points

(ρh, θh)

Jn(kρh) = 0 , θh = ±π/2 (4.2.14)

and elliptic points (ρe, θe)

J
′

n0
(kρe) = 0 , θe = 0, π (4.2.15)

is derived.
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A family of separatrices is formed by 2n0 rays and circumferences

with the radii ρ
(s)
h crossing the rays at points which are solutions to the

equations in (4.2.14). Inside the cells of the web, motion occurs along

the closed orbits around the elliptic points located at the centre of the

cells.

There is a principal difference between the motion described by the

Hamiltonian (4.2.12) and the motion of a nonlinear pendulum. In the

former, the web of separatrices covers the entire space with a regular

set of finite meshes and the particle motion along the web can occur

in a radial direction. In the latter, however, any motion in the radial

direction is ruled out. This is a typical property in nonlinear cases where

the non-degeneracy condition (4.1.2) or (4.1.4) holds.

However, radial motion, which is non-zero on average, is only possible

along separatrices. In the vicinity of hyperbolic points, the radial mo-

tion is frozen. Hence there is no progress along the radius for the Hamil-

tonian H̃0 (4.2.12) unless the perturbation Ṽ in (4.2.11) is taken into

account. As a result, the separatrices in the unperturbed form would

disappear and be replaced by channels with finite width and stochastic

dynamics in them. Before discussing this phenomenon in greater detail,

a consideration of the structure of the unperturbed web-tori is given.1

For the sake of simplicity, the regions which are sufficiently far from the

centre of the web are considered, that is, with

kρ � 1 (4.2.16)

and the use of the asymptotics of the Bessel function:

Jn(kρ) ∼

(

2

πkρ

)1/2

cos(kρ −
1

2
πn −

1

4
π) . (4.2.17)

A cell in the web is singled out for a description of the family of un-

perturbed trajectories found inside it (Fig. 4.2.2). When ρ0 is an elliptic

1
The notion of tori (or web-tori) was used even though the Poincaré map consists

of invariant curves and not tori. This is because the motion along the z axis, that

is, along the applied magnetic field, is not taken into consideration. When we do

allow for the motion along z, the closed curves inside the cells of the web represent

sections of the corresponding invariant tori. Also, a time axis can be used instead of

the z axis.
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Fig. 4.2.2. Cell of the web.

point in the centre of the cell, then, according to (4.2.15) and (4.2.17),

there are two possibilities:

kρ0 −
1

2
πn0 −

1

4
π = 0 , kρ0 −

1

2
πn0 −

1

4
π = π . (4.2.18)

Using the expansion (4.2.17) and the condition (4.2.18), (4.2.12) is

rewritten as

H̃0 = −σε
ω

2
0

k2

(

2

πkρ0

)1/2

cos kρ̃ cos θ , σ = ±1 , (4.2.19)

where ρ̃ = ρ − ρ0. The different signs also correspond to the different

directions of rotations around the elliptic point as well as the different

co-ordinates of the elliptic points. This depends on the value found on

the right-hand side of (4.2.18).

An analysis of the trajectories determined by the Hamiltonian

(4.2.19) shows that the radial size of the separatrix cell is of the order

2π/k. Therefore, max∆ρ = 2π/k and according to the inequality

(4.2.16),

|ρ̃| = |ρ − ρ0| � ρ0 . (4.2.20)
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The definition of action (4.2.5) yields

I =
1

2n0

ω0ρ
2 ≈

1

2n0

ω0ρ
2
0 +

ω0ρ0

n0

ρ̃ . (4.2.21)

The change in the variable

Ĩ = I −
1

2n0

ω0ρ
2
0 =

ω0ρ0

n0

ρ̃ (4.2.22)

is canonical (shift by a constant). Within the same approximation and,

as in the case of the Hamiltonian H̃, the pair of variables (ρ̃, θ) is canoni-

cal. Thus, the Hamiltonian equations of motion have the following form:

˙̃ρ = −
n0

ρ0ω0

∂H̃0

∂θ
, θ̇ =

n0

ρ0ω0

∂H̃0

∂ρ̃
. (4.2.23)

In fact, they coincide with those derived from (4.2.7) under the condition

(4.2.20).

After denoting

ωw = −σ

(

2

π

)1/2
εn0ω0

(kρ0)3/2
(4.2.24)

and defining a new Hamiltonian,

Hw = ωw cos ξ cos θ , (4.2.25)

where ξ = kρ̃, the equations

ξ̇ =
∂Hw

∂θ
, θ̇ = −

∂Hw

∂ξ
(4.2.26)

are equivalent to (4.2.23). The Hamiltonian Hw can be called the Hamil-

tonian of the web-tori [see footnote (1)] and ωw the frequency of the

small oscillations.

Rewriting (4.2.26) in an explicit form as

ξ̇ = −ωw cos ξ sin θ , θ̇ = ωw sin ξ cos θ (4.2.27)

and using (4.2.25) and integrating (4.2.27), one obtains

sin θ = κ sn(ωw(t − t0);κ) , (4.2.28)
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where sn is the Jacobian elliptic function, t0 is the time instant at which

θ = 0, and κ is the modulus of the elliptic function

κ = (1 − H
2
w/ω

2
w)1/2

. (4.2.29)

Using solution (4.2.28) and expressions (4.2.25) and (4.2.29), one derives

sin ξ = κ
cn(ωw(t − t0);κ)

dn(ωw(t − t0);κ)
. (4.2.30)

Both solutions (4.2.28) and (4.2.30) are periodic functions of time.

The period of nonlinear oscillations is

T (Hw) =
1

|ωw|
4K(κ) , (4.2.31)

where K(κ) is a full elliptic integral of the first kind. When κ → 1,

Tw = 2π/|ωw| , (4.2.32)

that is, the frequency of small oscillations coincides with frequency

(4.2.24). Near the separatrix, κ → 0 and it follows from Eq. (4.2.31)

that

T (Hw) =
4

|ωw|
ln

4

(1 − κ2)1/2
=

4

|ωw|
ln

4|ωw|

|Hw|

=

(

π

2

)1/2 4

εn0ω0

(kρ0)
3/2 ln

[

4ε
ω

2
0

k2

(

2

πkρ0

)1/2 1

|H̃0|

]

.

(4.2.33)

On the separatrices, Hw = 0. From (4.2.25), it follows that the four

separatrices in Fig. 4.2.2 are defined by the equations

cos ξ = 0 , ξ = ±π/2 (4.2.34)

and

cos θ = 0 , θ = ±π/2 . (4.2.35)

They correspond to the four sides of the square (under the approxima-

tion ρ̃ � ρ0) in Fig. 4.2.2. The solution for (4.2.34),

sin θ = ± tanh[2|ωw|(t − t0)] , ξ = ±π/2 , (4.2.36)
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corresponds to two horizontal separatrices and for (4.2.35), to two ver-

tical ones:

sin θ = ∓ tanh[2|ωw|(t − t0)] , ξ = ∓π/2 . (4.2.37)

The closed trajectories defined by the Hamiltonians (4.2.19) and

(4.2.25) become the cross-sections of the invariant tori if one comple-

ments the phase space (I, θ) with the “time” variable [see also footnote

(1)] in the usual way (that is, by taking into account the perturbation

Ṽ which is periodic in time). The invariant tori lying inside a web is

referred to as web-tori and they differ from the KAM-tori in that their

period Tw is dependent on ε. In the case of KAM-tori, T ∼ 1/ε1/2 while

for the web-tori, Tw ∼ 1/ε.

Another important difference between KAM-tori and web-tori is the

angle at which their separatrices cross. It can be arbitrarily small for

KAM-tori and for the web-tori, it is a constant [π/2 in the case of

(4.2.25)], depending on the web’s structure.

One can state that in the case of the web-tori, the degeneracy

condition
d
2
H0(I)

dI2
= 0 (4.2.38)

allows radial infinite diffusion while condition (4.1.4) does not allow it

to take place in the KAM-case and 1 1/2 degrees of freedom.

4.3 Width of the Stochastic Web

For the perturbed oscillator model (4.1.9), the Hamiltonian was rewrit-

ten as (4.2.11) which transforms into

Hn0
(Ĩ , θ) = ε

ω
2
0

k2
Jn0

(kρ̃) cos θ

+ ε
ω

2
0

k2

∑

m6=n0

Jm(kρ̃) cos

[

m

n0

θn −

(

1 −
m

n0

)

νt

]

(4.3.1)

for the resonance (4.1.12) with

ρ̃ = (2n0Ĩ/ω0)
1/2 (4.3.2)
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[see (4.2.9)]. Unperturbed motion is defined by the first term in (4.3.1)

which corresponds to the Hamiltonian (4.2.12) (it was considered in

Section 4.2). Its phase plane is covered with a web-like net of separa-

trices (Fig. 4.2.1). The second term in (4.3.1) defines a perturbation,

Vn0
= ε

ω
2
0

k2

∑

m6=n0

Jm[(k(2n0 Ĩ/ω0)
1/2] cos

[

m

n0

θ −

(

1 −
m

n0

)

νt

]

(4.3.3)

whose presence destroys the separatrices and replaces them with sto-

chastic layers. The width of the stochastic layers can be obtained using

the same scheme described in Chapter 2.

To simplify the estimation, the inequality (4.2.16), that is,

kρ0 = k(2n0Ĩ/ω0)
1/2 � 1 (4.3.4)

and the two terms with m = n0 ± 1 in the sum (4.3.3) are retained. It

yields

Vn0
≈ 2ε

ω
2
0

k2

(

2

πkρ0

)1/2

σ sin kρ̃ sin θ sin

[

m

n0

(θ + νt)

]

(4.3.5)

for the perturbation (4.3.3) where the sign function, σ, is similar to that

found in (4.2.19) and indicates what type of cells is being considered.

Thus, the entire problem is described by the following Hamiltonian:

Hn0
= σε

ω
2
0

k2

(

2

πkρ0

)1/2{

− cos kρ̃ cos θ + 2 sin kρ̃ sin θ sin

[

1

n0

(θ + νt)

]}

.

(4.3.6)

The calculations, similar to those found in Chapter 2, are omitted

and the final results are written down. The width of the separatrix

splitting, or Melnikov integral [see (2.3.5) and (2.3.20)], is

∆Hn0
= 2π2 ω

2
0

k2
exp

{

−
1

ε

(

π

2

)5/2

(kρ0)
1/2

}

sinφ0 , (4.3.7)
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where φ0 is a phase that depends on the separatrix being considered and

on an initial time instant. The corresponding width of the stochastic

web is

∆Hs = 21/2
π

7/2 1

ε
(kρ0)

1/2 ω
2
0

k2
exp

{

−
1

ε

(

π

2

)5/2

(kρ0)
1/2

}

. (4.3.8)

Expression (4.3.8) indicates that the width of the web decreases quickly

as the radius ρ0 grows, that is, the width of the web for fairly distant

cells is exponentially small.2

4.4 Transition from the KAM-Tori to Web-Tori

One now turns to a comparison of the equations for the perturbed pen-

dulum and oscillator, (4.1.10) and (4.1.11), respectively, by using the

expansion (4.1.13). The Hamiltonian (4.2.11) for the perturbed oscilla-

tor can be rewritten as:

H = (n0ω0 − ν)I −
n

2
0

6
I
2 sin4

θ + ε
ω

2
0

k2
Jn0

(kρ) cos θ + ε
ω

2
0

k2

∑

m6=n0

Jm(kρ)

· cos

[

m

n0

θ −

(

1 −
m

n0

)

νt

]

. (4.4.1)

For the purpose of estimation:

1. Consider only the part which includes the first three terms and

keep as a perturbation only the term with m = n0 ± 1 in the

sum.

2. Ignore the non-resonant detuning arising from the first term in

H, that is, put nω0 = ν.

3. Replace sin4
θ by its average value 3/8.

Elliptic and hyperbolic points of the unperturbed Hamiltonian satisfy

Eqs. (4.2.13), (4.2.14) and (4.2.15). Non-trivial solutions exist for these

equations if
n

2
0

8
I < ε

ω
2
0

k2

dJn0
(kρ)

dI
. (4.4.2)

2
The width, ∆Hs, of the stochastic web was obtained in [FMIT 77]. See also

[ZSUC 91].
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Without sacrificing generality, when n0 = 1 and the “effective” pertur-

bation

ε̄ = εω
2
0/k

2 (4.4.3)

is introduced, condition (4.4.2) becomes

ε̄k
4 · 16J ′

n0
(ξ)/ξ3

> 1 , (4.4.4)

where ξ = kρ is a dimensionless parameter required for the determi-

nation of the stationary point radius. The criterion for its existence

follows immedately from (4.4.4):

ε̄k
4

> ξ
3
/16J ′

n0
(ξ) , (4.4.5)

where ξ is proportional to I
1/2 and characterises a level of nonlinearity,

that is, expression (4.4.5) possesses perturbation on its left-hand side

and nonlinearity on its right-hand side.

If condition (4.4.5) is valid, then the solutions for (4.2.14) and (4.2.15)

exist. The stochastic web can also be implemented in the separatrix loop

of the perturbed pendulum. Numerical examples on this phenomena are

presented in Fig. 4.4.1. Figure 4.4.1(a) shows the separatrix loop of the

perturbed pendulum with a thin stochastic layer instead of a destroyed

separatrix. At the same time, fragments of the web-tori with stochastic

web between them, instead of the regular KAM-tori, were implanted

around the central elliptic point. The corresponding web-structure is

magnified in Figs. 4.4.1(b) and (c).

It follows from (4.4.5) that for an appropriate vicinity in the reso-

nance condition and arbitrarily small perturbation ε̄ → 0, it is possible

to derive k such that the KAM-tori structure does not exist in the vici-

nity of the origin.

A deviation from the resonance δω = ν −nω0 6= 0 can be considered

in the same way as small nonlinearity.3

3
The described web-structure and transition between web-tori and KAM-tori follow

[CNPSZ 87, 88]. The phenomenon of radial transport arising from the stochastic

web has various applications in plasma physics [LiL 92, HI 96].
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(a)

(b)

Fig. 4.4.1. Implantation of part of the web in the separatrix loop of the perturbed

pendulum problem with ω0 = 1, ν = 4, k = 75 and ε/k = 3/200: (a) separatrix loop

with implemented web; (b) magnification of the central part of (a); (c) the same as

(b) but with k = 300 and ε/k = 1/400.
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(c)

Fig. 4.4.1. (Continued)

Conclusions

1. A typical physical situation arises when the degeneracy condition

∣

∣

∣

∣

∣

∂
2
H0

∂Ik∂I`

∣

∣

∣

∣

∣

= 0

occurs for a non-perturbed Hamiltonian, H0 = H0(I1, . . . , IN ), and

the KAM theory cannot be used (at least with immediate effect). In
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2. For the finite values of the nonlinear parameter, αn`, and perturba-

tion parameter, ε, the phase space pattern and properties of chaotic

dynamics depend on the relationship between αn` and ε. This is in

spite of the fact that both of them are fairly small.



Chapter 5

FRACTALS AND CHAOS

5.1 Fractal Dynamics

The structures generated by chaotic dynamics in the phase space are

so complex that they cannot be described in a conventional way. One

is therefore reduced to dealing with objects that are unusual, “wild”

and “strange”. One can use the notion of fractal objects in chaotic

dynamics but, as will be seen below, even this proves insufficient in

describing chaos.

The main feature of a fractal object is its self-similarity. A discus-

sion of the strict definition for fractals, which probably does not exist,

is omitted here and one shall dwell upon the specific properties of a set

of elements {uj} distributed in the phase space. One can imagine

a set of points on the Poincaré map in the phase space. {uj} is then a

set of functions for the co-ordinates rj in the map with the subscript j

indicating the iteration number of the map. There are many different

ways to characterise the distribution of the points on the map in the

phase space. The normal physical approach is to either introduce a dis-

tribution function, F (rj , pj; t), or to measure them in the phase space.

This measure should be smoothed over or coarse-grained in some way to

simplify the description of the dynamics by reducing the information on

the trajectories. Nevertheless, even a typical coarse-graining of the dis-

tribution function does not remove some underlying “wild” structures

of the space, which are a support for chaotic trajectories. A brief glance

at Fig. 3.1.1 warns that the object of consideration, the phase space of

108
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chaos, is highly complex and can be analysed, in part, via its fractal

properties.1

One begins with some simple definitions. Consider a set of elements,

say points, embedded in an arbitrary dimension space confining these

elements. Cover the elements by using a set of balls with the same

diameter ε and consider only minimal sets of balls, {uj(ε)}, where uj(ε)

refers to a ball with the diameter ε and j is its number. After letting

Nε be the number of balls in the minimal set, there are two ways to

proceed:

(i) Box dimension. Consider the limit

dC = lim
ε→0

lnNε

ln(1/ε)
. (5.1.1)

dC is called a box dimension because of the relation

ε
dC · Nε ∼ const (5.1.2)

in the limit ε → 0, that is, dC is an “effective” dimension of

small boxes that cover the set of points.

(ii) Hausdorff dimension. Consider the sum

S = lim
ε→0

∑

j

ε
d
j , (5.1.3)

where j labels a ball and the summation is performed over a

minimal set of balls with diameter εj , which is assumed to be

in the interval εj ∈ (ε, ε + δε). For ε → 0, the number of terms

in (5.1.3) tends toward infinity and the result is

S =















∞ , d < dH

const. > 0 , d = dH

0 , d > dH

, (5.1.4)

1
For more information on fractals, the reader is referred to the book by B. Mandelbrot

[Ma 82]. For a list of rigorous definitions on topics related to fractals and fractal

dimensions, the reader can refer to the article by Y. Pesin [Pe 88].
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where dH is some number called the Hausdorff dimension. If

all the εj are the same, expression (5.1.3) yields

S = lim
ε→0

N(ε)εdH (5.1.5)

and dC will coincide with dH . In fact, there are some exceptions

which will not be discussed here.

An example of a fractal object is shown in Fig. 5.1.1 where the proli-

feration of balls will continue till it reaches infinity. This object is called

the Serpinsky carpet. When

Sn+1 = λSSn , (5.1.6)

Fig. 5.1.1. Serpinsky carpet as a fractal object.
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where Sn is the area in a circle of the n-th generation and λS is a

constant, each generation gives birth to q circles (q = 8 in Fig. 5.1.1).

Thus, for the n-th generation,

Nn = q
n

, Sn = λ
n
S (5.1.7)

and

dH = lim
n→∞

ln q
n

| lnλ
n/2

S |
=

ln q

| ln λ
1/2

S |
. (5.1.8)

Since q = 8 and λS ≤ 1/9, one has dH ≤ ln 8/ ln 3 < 2.

5.2 Generalised Fractal Dimension

As will be seen later, the different scaling properties of dynamical sys-

tems can be formulated in precisely the same way as (5.1.4). However,

they do not have a specific relation with dimensions. Such a situation

can be described by a dimension-like characteristic introduced by Ya.

Pesin (see footnote [1]). Here it is called a generalised dimension.

A partition, {uj}, is made in the space by using the element uj ,

and ξ(uj) and η(uj) are some “good” functions defined on the partition

element uj. One can select the elements of the partition in any conve-

nient shapes such that its effective diameter satisfies the condition diam

uj ≤ ε. Consider a limit of the minimal sum,

S = lim
ε→0

∑

j

ξ(uj)η
d(uj) , (5.2.1)

where the minimal sum refers to the attempt to cover the set of points

with co-ordinates rj by using a minimum number of the partition ele-

ment uj = uj(r, ε). Hence a constant dg similar to dH in (5.1.4), for

which the sum 0 < S < ∞, exists. The number dg is the Pesin gene-

ralised dimension. The following examples illustrate the use of dg in

different situations:

1. ξ = 1, η(uj) = εj . This yields the Hausdorff dimension [see

(5.1.3)].

2. ξ = 1, η(uj) = η(εj). This yields the so-called Carathéodory

dimension.
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3. The example that follows is more sophisticated. First, ξ = 1 and

a large integer, n, is introduced. A small number, ε, and a point

x in the phase space are then introduced. The image of the point

x along the trajectory after time interval T is also denoted as T̂x,

that is, T̂ is simply a time-shift (Liouvillian) operator.

Finally, one considers all the points y for which the distance ρ satisfies

the condition of a finite points separation during time nT :

ρ(T̂ n
x, T̂

n
y) = ρ(x(t0 + nT ), y(t0 + nT )) ≤ ε . (5.2.2)

After stipulating that

η(yj) = e
−n

, (5.2.3)

where the points yj satisfy the condition (5.2.2), the non-trivial part of

expression (5.2.3) is seen in the fact that although η is a constant, the

summation in (5.2.1) should be performed over all points yj which do

not have a trivial definition. After substituting (5.2.3) in (5.2.1), one

derives either

S = const ∼ lim
ε→0

Nε(n)e−ndKS (5.2.4)

or

Nε(n) ∼ e
ndKS , (5.2.5)

where Nε(n) is the number of points yj separated from x on a distance ε

during the dimensionless time n. A dimension-like characteristic, dKS >

0, which provides the condition (5.2.5) for the exponential growth in the

number of partition elements uj , is the Kolmogorov–Sinai entropy:

dKS = hKS . (5.2.6)

Indeed, the condition (5.2.5) corresponds to the exponential growth of

the enveloped volume or (which is the same) the number of points with

their distance bounded by ε from the central one.

Definition (5.2.1) and the existence of the limit provide a broad view

of the notion of fractal dimension which is not only related to the
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geometrical characteristic of an object. An example in the next section

confirms the truth of this statement.

5.3 Renormalisation Group and Generalised Fractal
Dimension

Consider an object, A0, and its subsequent transformations:

A1 = T̂A0 , An = T̂An−1 = · · · = T̂
nA0 . (5.3.1)

For example, Aj may be a domain in the phase space and T̂ is either

a time-shift operator at interval T or any other transformation in the

domain Aj. Let Aj = Aj(r) and r be a characteristic diameter of Aj .

Consider also the transformation of r by a factor λ:

ŜAj(r) = Aj(λr) . (5.3.2)

After introducing a function, V (An), defined for the domains Aj

and assuming, for example, that V (An) is the volume of An, one then

considers the transform

R̂ = ŜT̂ (5.3.3)

after assuming that the existence of self-similarity for volume V is

V (R̂An) = λ
dRV (An) , (5.3.4)

where dR is an exponent that characterises the self-similarity of {Aj}

under the renormalisation transform R̂. In general, condition (5.3.4) is

only valid for the limit

dR = lim
n→∞

ln[V (ŜAn+1)/[V (An)]

lnλ

= lim
n→∞

ln[V̂ (R̂An)/V (An)]

lnλ
, (5.3.5)

where the definitions (5.3.1) to (5.3.3) have been used. If the sequence

{A0,A1, . . .} has a fixed point A∗, it follows from (5.3.5) that

dR = ln[V (ŜA∗)/V (A∗)]/ ln λ , (5.3.6)
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or the equivalent equation

V (ŜA∗) = λ
dRV (A∗) , (5.3.7)

can be used to define A∗ and dR.

One can see that the definition of dR coincides with that of dC in

(5.1.1). Indeed, as a result of (5.3.2),

V (ŜA∗(r)) = V (A∗(λr)) (5.3.8)

and one should take into account the fact that V (A∗) in (5.3.6) does

not depend on λ while V [ŜA∗(r)] does. One thus derives from (5.3.6)

dR = lim
λ→∞

ln V̂ (A∗(λr))

lnλ
= dC . (5.3.9)

If r is not a diameter and V is not the volume, the definition of (5.3.6)

for dR then has the same structure as (5.2.1). It is written as

S ∼ N(uj) · η
d(uj) ∼ const. (5.3.10)

The condition for the existence of a limit when N → ∞, η → 0 yields

d = lim
N→∞

lnN(uj)

ln(1/η(uj))
, (5.3.11)

which is the same formula for (5.3.9). The crucial reason for consider-

ing dR as a particular case of dg is due to the existence of both the

Renormalisation Group and the fixed point.

5.4 Multi-Fractal Spectra

In this section, one describes a very strong generalisation of the notion

of fractals. A situation may occur when the set of objects, {uj(rj)} and

stuck to points with co-ordinates rj , cannot be described using only

the self-similarity exponent, dg, and more of such exponents is therefore

needed to do so. One tries to be more specific and again partitions the

space by using a set of elements, {uj}, and the same condition mentioned

in Section 5.1:

`j ≡ diamuj ≤ ε . (5.4.1)
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Assuming that for a fairly small ε, the probability of finding a particle

in the cell uj is

Pj = const · `
γj

j , (5.4.2)

where γj is a characteristic exponent defined locally for the j-th cell, a

generating sum is constructed:

Z`(q) =
∑

j

P
q
j = const

∑

j

`
γjq
j . (5.4.3)

On the right-hand side, the summation over j runs throughout the entire

set {uj}. The aim is to rewrite the sum (5.4.3) in a way that takes into

account the existence of different cells with the same value γ. When

∆N(γ) is the number of cells with the same value γ, instead of (5.4.3),

one can then stipulate that

Z`(q) = const
∑

γ

∆N(γ)`qγ
, (5.4.4)

where a desired change of the variables from j to γ is performed. The

same condition in (5.4.2) can be applied to ∆N(γ), that is,

∆N(γ) = `
−f(γ)

, (5.4.5)

where a new important exponent, f(γ), is introduced. It is called a

dimension spectral function.2

The calculations that follow are very formal. The sum of (5.4.4) and

(5.4.5) is

Z`(q) = const
∑

γ

`
qγ−f(γ)

. (5.4.6)

There are two ways to proceed. First, one can apply the same con-

sideration in (5.2.1) where the generalised dimension was introduced.

Second, which is more typical in physical consideration, the sum (5.4.6)

is replaced by integration. The expression

∆N(γ) → dN(γ) = ρ(γ)`−f(γ)
dγ (5.4.7)

2
Fractal and multi-fractal analysis of dynamical systems with chaotic motion became

a routine method after the publication of a series of pioneering works: [HP 83],

[HP 84], [FP 85], [JKLPS 85] and [HJKPS 86]. The rigorous consideration provided

in [Pe 88] confirmed the basic physical concepts. For a review of the different topics

related to fractals and multi-fractals, see [PV 87].
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is used instead of (5.4.5). Here ρ(γ) is a density function which does

not depend on ` or if it is, it does so slowly. Hence

Z`(q) =

∫

dγ ρ(γ) exp

{

−

(

ln
1

`

)

[qγ − f(γ)]

}

, (5.4.8)

where the const. in (5.4.6) is included in ρ(γ). Consider the limit

Z(q) = lim
`→0

Z`(q) . (5.4.9)

Without any special comments, one can state that

n ≡ ln
1

`
(5.4.10)

and consider a limit n → ∞ instead of ` → 0. After applying the

saddle-point method, one arrives at

Z(q) ∼ exp {−n[qγ0 − f(γ0)]} , (n → ∞) (5.4.11)

where the saddle-point, γ0, satisfies the equation

df(γ0)

dγ0

= q . (5.4.12)

The final expression, (5.4.11), can also be rewritten as

Z(q) = exp(−nD(q)) , (n → ∞) (5.4.13)

where

D(q) = γ0q − f(γ0) . (5.4.14)

The new variable, D(q), is a new dimension type characteristic of the

system. D(q) and f(γ0) form a Legendre transform pair.3

It is also convenient to introduce the so-called Rényi dimension Dq,

D(q) = (q − 1)Dq , (5.4.15)

3
Rényi’s dimension was introduced in [Re 70].
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and consider its meaning for different values of q. For q = 0, one derives

Dq = −D(q) (5.4.16)

and (5.4.13) yields

Z(0) = e
nD0 = 1/`D0 = N(`) , (n → ∞, ` → 0) (5.4.17)

which corresponds to (5.1.2). Hence D0 is similar to dC , that is, the

box dimension.

To obtain D1, one considers the definition (5.4.3),

Z`(1 + δq) =
∑

j

P
1+δq

j = 1 + δq

∑

j

Pj lnPj , (5.4.18)

where δq = q − 1 � 1. From (5.4.13) and (5.4.15), one arrives at

Z`(1 + δq) = `
δq ·Dq

, (l → 0) . (5.4.19)

A comparison of (5.4.18) and (5.4.19) yields

D1 = lim

[

−
∑

j

Pj lnPj/ ln(1/`)

]

= lim
`→0

lnN(`)

ln 1/`
, (5.4.20)

where Pj = 1/N(`) with the number of cells N(`) is used. [Compare

this to (5.1.1) and (5.1.2)]. The magnitude

Sinf(`) = −
∑

j

Pj lnPj = lnN(`) (5.4.21)

is also known as information entropy. It follows from (5.4.20) and

(5.4.10) that

N(`) ∼ `
−D1

, (5.4.22)

and in correspondence to (5.4.17),

D1 = D0 . (5.4.23)
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One more dimension, D2, is of especial interest since it defines the

Grassberger-Hentschel-Procaccia correlation dimension.4 Consider the

pair correlation function between points rj and rk:

Ccor(`) =
1

N
2
`

∑

j,k

θ(` − |rj − rk|) (5.4.24)

where

θ(ξ) =

{

1 , ξ ≥ 0

0 , ξ < 0
.

In the sum (5.4.24), Ccor(0) ≡ Ccor is obtained when rj and rk belong

to the same cell. If Pj is the probability for a particle to exist in the

j-th cell, then the probability of two particles existing in the same cell

is simply P
2
j and

Ccor =
∑

j

P
2
j = Z`(2) ∼ `

D2 (5.4.25)

based on definition (5.4.3). Hence

D2 = lim
`→0

lnCcor(`)

ln `
. (5.4.26)

For the limit cases q = ±∞, one derives from definition (5.4.3) the

following:

Z`(q → ∞) ∼ P
q
max ∼ `

γminq ∼ `
qD∞

Z`(q → −∞) ∼ P
q
min

∼ `
γmaxq ∼ `

qD−∞

. (5.4.27)

Therefore,

D∞ = γmin , D−∞ = γmax . (5.4.28)

A typical behaviour of the dimension Dq as a function of q and,

correspondingly, of the spectral function f(γ) is shown in Fig. 5.4.1. In

the following chapter, a generalisation of the multi-fractal notions with

regards to the time events of dynamical systems is presented.

4
See [GHP 83] for the original publication and [PW 97] for the discussions and

rigorous results. The correlation dimension is very convenient for different practical

estimations.
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Fig. 5.4.1. A typical behaviour of the fractal dimension Dq .

Conclusions

1. Chaotic trajectories represent a typical fractal or multi-fractal object.

The simplest definitions, such as the Hausdorff or box dimensions, are

inadequate in describing a chaotic object. The generalised dimension

d, introduced by Y. Pesin, provides a more adequate description of

chaotic dynamics. The dimension d is such that the minimal sum,

S = lim
ε→∞

∑

j

ξ(uj)η
d(uj) ,

is finite and non-zero and the functions ξ(u) and η(u) are properly

chosen.

2. A powerful tool in fractal theory of dynamical systems is the

multi-fractal spectral function, f(γ), introduced by Hentchel and

Procaccia.

3. The renormalisation group property of a system can be related to

the system’s fractal properties.



Chapter 6

POINCARÉ RECURRENCES

AND FRACTAL TIME

6.1 Poincaré Recurrences

When considering a Hamiltonian system that performs a finite motion

in the phase space domain Γ, one uses a small area A with phase volume

ΓA < Γ and introduce a set of time instants, {tj}, when the trajectory

crosses the boundary of A on the way from inside to outside. The

intervals

τj = tj+1 − tj , j = 0, 1, . . . (6.1.1)

are Poincaré cycles and tj are Poincaré recurrence times (see Fig. 6.1.1).

Poincaré proved that for a finite and area-preserving motion, any

Fig. 6.1.1. Poincaré recurrence (cycle).

120
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trajectory should return to an arbitrarily taken domain A in a finite

time and it should do so repeatedly for an infinite number of times.

Exceptions exist only for zero measure orbits. This theorem has a long

history in the problem of understanding the origin of statistical physics

and thermodynamics.

Zermelo was the first to put the Poincaré recurrence theorem to

sound use. In his critical comments on the Boltzmann kinetic theory,

Zermelo assumed that recurrences occurred quasi-periodically. This

appears to contradict Boltzmann’s H-theorem on the entropy increase.

Boltzmann had rightly argued that for a large number of particles, this

time would be astronomically long. Unfortunately, his argument cannot

be used for systems with dynamical chaos which can occur for as little

as two interacting particles. For that reason, one is compelled to make

a more thorough analysis of the problem of Poincaré recurrences.1

In fact, neither quasi-periodical recurrences nor any information on

the nature of the {τj} sequence (6.1.1) follows from the Poincaré

recurrences theorem. Under the conditions of dynamical chaos, sequence

(6.1.1) is random and it is possible to raise the question of probability

distribution for the recurrence time, PR(τ), which has to be normalised

as
∫

∞

0

PR(τ)dτ = 1 . (6.1.2)

To derive PR(τ), one can introduce the distribution PR(τ ;∆Γ) of

recurrences for a small domain ∆Γ,

1

∆Γ

∫

∞

0

PR(τ ;∆Γ)dτ = 1 , (6.1.3)

and then consider a limit,

PR(τ) = lim
∆Γ→0

PR(τ ;∆Γ)/∆Γ . (6.1.4)

The importance of the existence of the limit (6.1.4) was proven by

M. Kac which implies the presence of a finite mean recurrence time τR,

that is,

1
For more discussion on the role of Poincaré recurrences in statistical physics, see

[Za 85]. See [Ze 86] for the original publication by Zermelo.
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τR ≡

∫

∞

0

τPR(τ)dτ <∞ (6.1.5)

if the system’s dynamics satisfy the conditions of compactness, ergo-

dicity, and the existence of a non-zero measure M(r) > 0.2 Although

these conditions are sometimes easy to accept in different physical

models, they cannot be applied a priori to real Hamiltonian systems

with chaotic dynamics since the motion is definitely non-ergodic and

the existence of positive measure is unclear thus far. Assuming that the

properties (6.1.4) and (6.1.5) exist in Hamiltonian chaotic dynamics, it

follows immediately follows from (6.1.5) that PR(τ) has an asymptotic

behaviour

PR(τ) ∼ τ
−γ
, (τ → ∞) (6.1.6)

with the exponent

γ > 2 . (6.1.7)

For all known examples of simulation, condition (6.1.7) is valid although

the motion is not ergodic.

6.2 Poissonian Distribution of Recurrences

In this section, a simplified view on the possible nature of the distri-

bution function of recurrences for a system with fairly “good” chaotic

properties is presented. As an example of such a good system, one can

consider a two-dimensional map on the torus

(

xn+1

yn+1

)(

K + 1 1

K 1

)(

xn

yn

)

, (x, y = mod 1) (6.2.1)

where for the sake of simplicity, K > 0. Such system is also known as

system with uniform hyperbolicity, or Anosov type system (see more in

2
As mentioned by Boltzmann, the Poincaré recurrences theorem does not reveal any-

thing about the properties of recurrence cycles. Recurrence cycles can be distributed

in a random way without any contradictions in entropy growth. This is exactly what

happens in systems with chaotic dynamics. However, dynamical chaos reveals several

rich possibilities that one could not have possibly imagined not so long ago. They are

discussed later in this chapter. The result for the finiteness of the mean recurrence

time was obtained by M. Kac [Ka 58].
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[*CFS82]). It is area-preserving and has the constant Lyapunov expo-

nents

λ1,2 = 1 +K/2 ± [(1 +K/2)2 − 1]1/2

or, for large values of K,

λ1 = K , λ2 = 1/K . (6.2.2)

The envelope phase volume in system (6.2.1) grows as

Γ̄(t) ∼ exphKSt (6.2.3)

with the Kolmogorov-Sinai entropy

hKS = lnK (6.2.4)

in the case of (6.2.2) with large K.

This information is sufficient to obtain an estimation of the recur-

rences distribution PR(t) which should be proportional to the inverse

phase volume filled by a trajectory during time t. This is in accordance

with (6.2.3),

PR(t) ∼ exp(−hKSt) (6.2.5)

or in the normalised form,

PR(t) = hKS exp(−hKSt) =
1

τR
exp(−t/τR) , (6.2.6)

with the mean recurrence time being

τR = 1/hKS = 1/ lnK , (6.2.7)

where (6.2.4) is used in the model.

The Poissonian distribution for the first recurrences can be inter-

preted in another way. Consider a one-dimensional analog of (6.2.1),

xn+1 = T̂ xn = Kxn , (x,mod 1) , K > 1 (6.2.8)

where the period-m orbit satisfies the condition

T
m
xn = xn , (x,mod 1) . (6.2.9)
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Fig. 6.2.1. Map T̂ called Arnold Cat.

For example, for K = 2, the number of solutions for Eq. (6.2.9) can be

derived from Fig. 6.2.1 where T̂ x and T̂
2
x are plotted versus x. The

number of solutions equals the number of crossings of the saw-type curve

by the square diagonal. For integer K, this number is

N(m) = K
m = e

m lnK = e
mhKS . (6.2.10)

Actually, the formula (6.2.10) for the number of periodic orbits can

be extended to chaotic systems with good mixing properties. Namely,

the number of periodic orbits with period within an interval (T, T +dT )

is

N(T ) ∼ exp(hKST ) .3 (6.2.11)

This result can be compared with the Bowen theorem on the asymp-

totic equivalence of averaging over the phase space and periodical orbits

for a chaotic system. By letting B(p, q) be a physical variable dependent

on a point (p, q) in the phase space and ρ(p, q) the distribution function

for the chaotic motion in the phase space, it follows that

3
Rigorous proof of the result (6.2.11) was published in [Mar 69] and [Mar 70].
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〈B(p, q)〉 =

∫

B(p, q)ρ(p, q)dpdq

= lim
T→∞

1

ΓA

∑

C(T )∈A

∫

C(T )

B(pC , yC)dpCdqC ,

(6.2.12)

where a small box, A, of the volume ΓA in the phase space and all

periodic orbits, C(T ), of the period T that cross box A are considered.

The co-ordinates pC , qC belong to a periodic orbit C that crosses box

A. Equation (6.2.12) is an analog of the ergodic theorem. It means that

instead of averaging B over the phase space, the same can be carried

out along a fairly long (T → ∞) periodic orbit.4

Equations (6.2.11) and (6.2.12) can be used to obtain a qualitative

estimate of the probability density PR(T ) for the first recurrence time T .

For sufficiently large T and small A, the set of recurrences in A is similar

to the set of periodic orbits that cross A. This allows us to consider the

distribution of periodic orbits rather than the quasi-periodic ones, which

form the set of recurrences in A. In other words, it is suggested that

not only does an equivalence exists between the averaging over periodic

orbits and over stochastic orbits [as stated in (6.2.12)], but a similar

equivalence is also present between the distributions of periodic orbits

and returns to A. Thus, the probability distribution PR(T ) of returns

should be proportional to the inverse number of periodic orbits with

period T (similar to the micro-canonical Gibbs distribution), that is,

PR(T ) ∼ 1/N(T ) ∼ exp(−hKST ) , (6.2.13)

in correspondence to (6.2.5).

6.3 Non-Ergodicity, Stickiness and Quasi-Traps

It was mentioned above that the Poincaré recurrence theorem does not

impose any serious restrictions on the distribution function of cycles

PR(τ) except for the finiteness of the mean time, τR (6.1.5), and corres-

ponding asymptotics, (6.1.6) and (6.1.7). This restriction is fairly weak

since all higher moments

4
This remarkable result is found in R. Bowen [Bo 72].
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(a)

(b)

Fig. 6.3.1. Distribution of Poincaré recurrences for the standard map with K =

6.908745: (a) log
10

P versus t plot shows crossover from the Poisson law to the power-

like distribution; and (b) the power-like tail in log-log plot gives the slope −3.4.
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〈τn〉 =

∫

∞

0

dτ τ
n
PR(τ) (6.3.1)

can diverge, beginning with n0 > 1. In this case, one has a situation

which is rather unusual for typical thermodynamic-like systems. A dis-

cussion of this situation here will be continued in Chapter 7. For the

sake of simplicity, one will consider the case when PR(τ) has power-like

tails in the asymptotics defined by (6.1.6). Many instances of this phe-

nomenon were observed and a demonstration was given in Fig. 6.3.1

for a special case (3.5.16) of the standard map described in Section 3.5.

In this case, there exists a hierarchy of islands and sub-islands having

the self-similarity property displayed in Table 3.5.2 and characterised

by scaling constants (3.5.17). It follows from Fig. 6.3.1 that the charac-

teristic exponent γ is the distribution of recurrences PR(τ) of (6.1.6)

which is equal to

γ = 3.1 ± 0.2 . (6.3.2)

This value means that the second moment of τ in (6.3.1) can diverge or

is approaching divergence.5

One now introduces the qualitative notion of a singular, or trapping,

zone as an area consisting of the boundary layer around the main is-

land and all hierarchical structures of islands found in the surroundings

of the main island. The singular zone can be considered the Hamil-

tonian analog of a trap or, better to say, quasi-trap (see Fig. 6.3.2)

Fig. 6.3.2. A sketch of an orbit that gets stuck (quasi-trap).

5
The result in Fig. 6.3.1 is taken from [ZEN 97]. Power-like tails in the distribution

of recurrence times were previously observed in [CS 84]. See also [C 91] and [ZT 91].
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since absolute traps are forbidden in area-preserving dynamics. Consi-

dering the returns of a trajectory to the domain ∆Γ, one also introduces

the escape or exit time from domain ∆Γ which does not exceed the

return time.

If

Pe(t;∆Γ) =

∫ t

0

ψ(τ ;∆Γ)dτ (6.3.3)

is the probability of exit from domain ∆Γ during time interval t and

ψ(t;∆Γ) is the corresponding probability density for escaping from the

∆Γ in time t within the interval dt, the survival probability is then

Ψ(t;∆Γ) = 1 − Pe(t;∆Γ) = 1 −

∫ t

0

ψ(τ ;∆Γ)dτ =

∫

∞

t
ψ(τ ;∆Γ)dτ ,

(6.3.4)

where the following normalised condition is used:

Pe(t→ ∞;∆Γ) = 1 . (6.3.5)

One can also consider the function ψ(τ ;∆Γ) as the probability density

of particles to be trapped in the domain ∆Γ for a time span of not less

than τ . The mean time of trapping is

ts(∆Γ) =

∫

∞

0

τψ(τ ;∆Γ)dτ . (6.3.6)

It is important to stress that all the introduced functions of ψ,Ψ and Pe

and magnitude ts are local characteristics of motion, that is, they are

defined for an infinitesimal domain ∆Γ and can depend on the shape

and location of ∆Γ. In other words, ψ,Ψ, Pe and ts depend only on the

properties of the system’s trajectories inside ∆Γ. The reverse situation

is one where the distribution of Poincaré cycles P (τ) depends on full,

infinitely long trajectories and does not depend on ∆Γ for sufficiently

small ∆Γ. This means that P (τ) is a global characteristic of the sys-

tem. Nevertheless, a connection between P (τ) and Pe(τ ;∆Γ) can be

established for some special cases.
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When ψ(t;∆Γ) possesses the asymptotic property

ψ(t;∆Γ) ∼ t
−(1+β′)

, t→ ∞ , β
′
> 0 , (6.3.7)

one derives from definition (6.3.4)

Ψ(t;∆Γ) ∼ t
−β′

, t→ ∞ , β
′
> 0 (6.3.8)

and from (6.3.6),

ts(∆Γ) ∼

∫

∞

const

τ
−β′

dτ =



















〈τ〉 <∞ , β
′
> 1

lim
t→∞

ln t = ∞ , β
′ = 1

∞ β
′
< 1

. (6.3.9)

It follows from (6.3.9) that the mean trapping time is finite only for

β
′
> 1, while for β ′ ≤ 1 the mean trapping time is infinite and the

domain ∆Γ works like a real trap in the sense of the time average. It is

a trivial condition that

ts < τR <∞ (6.3.10)

in the case where the Kac theorem is valid.

Assuming that the phase space is uniform and has good mixing pro-

perties, one can then expect the Poissonian distribution (6.2.5) when the

recurrences are PR(τ). In the case of non-uniform phase space, there

are domains ∆Γs of halt in the phase space with islands-around-islands

which impose power-like laws for ψ(τ ;∆Γs) and Ψ(τ ;∆Γs). These

domains, ∆Γs, will be called sticky. As can be seen in Table 3.5.2,

the closer a trajectory is to a high-order generation island, the longer it

sticks to the island, boundary.

One now considers the case of the small domain ∆Γ which is fairly

far from the domain ∆Γs. After departing from ∆Γ, a trajectory will

occasionally reach the domain ∆Γs and then return to ∆Γ repeatedly.

For fairly short periods of time, P (τ) resembles the Poissonian distri-

bution and for fairly long periods τ � τ0, the stickiness of the domain

∆Γs imposes the anomalous asymptotics of the kind found in (6.3.7)

and (6.3.8). It follows that

PR(τ) ∼ τ
−(1+β′)

, τ � τ0 (6.3.11)
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where τ0 is the estimated time required for a particle to reach ∆Γs if

it starts at ∆Γ. In (6.3.8), the exponent β ′ depends on the choice of

∆Γs. The exponent γ in (6.1.6) does not depend on the choice of ∆Γ

for the Poincaré recurrences. Thus, the existence of a singular sticky

domain imposes its own dominant asymptotics that reveal themselves in

the expression (6.3.11) for the anomalous, non-Poissonian distribution.

These comments lead to the following conjecture: when the only singular

zone with the characteristic exponent β ′ [see (6.3.8)] for the survival

probability exists, the asymptotic relation

ψ(t,∆Γ) ∼ PR(t) ∼ t
−γ
, t→ ∞ (6.3.12)

with

γ = 1 + β
′ (6.3.13)

and ∆Γ is taken in the singular zone. In the case of several singular

zones, one can expect different intermediate asymptotics such that the

larger the time period, the smaller the γ. These situations urge one to

introduce fractal, or even multi-fractal, descriptions of properties such

as the time of escapes and returns, which are considered in this chapter.

Special consideration should be given to the ergodicity property in

the presence of singular zones ∆Γs. Consider the entire phase volume

of the system extracting the part which belongs to the islands. In this

remaining part, the ergodic motion with finite measure of chaotic orbits

is assumed.

The fact that the distribution functions (6.3.12) have self-similarity

properties has led to an unusually slow convergence in the condition

associated with the ergodic property or the existence of the limit

f̄(x(t)) ≡ lim
t→∞

1

t

∫ t

0

f(x(τ))dτ = 〈f(x(t))〉 = 〈f(x(0))〉 = f0 , (6.3.14)

where f is an integrable function of the dynamical variables x.

The usual way of observing the property (6.3.14) is to find the cor-

responding values f̄ and 〈f〉 and to compare them. For example, phase

averaging 〈f〉 can be performed by observing N orbits at time span tN
each. One can expect that if

NtN = t (6.3.15)
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and tN and N are sufficiently large, the results for f̄ and 〈f〉 in (6.3.14)

will be approximately the same. The self-similarity of the random pro-

cess of chaotic dynamics and the existence of quasi-traps in the phase

space of a system can give rise to new problems. The most typical

questions asked are: what is the time scale t0 and what is the number

of orbits N0 required such that for tN > t0 and N > N0 the value of

f̄ is close to 〈f〉. If the pair (t0, N0) exists, then one can use condi-

tion (6.3.15) in various ways. It is only for systems with good mixing

properties that one can prove the fast convergence of f̄ to 〈f〉 and the

existence of the characteristic values of (t0, N0). In fact, this is generally

not the case in Hamiltonian systems and slow convergence in (6.3.14)

for dynamical chaos can create serious difficulties for chaos theory.6

6.4 Renormalisation Formulas for the Exit
Time Distribution

It was mentioned above that the exit time probability distribution

Pe(t;∆Γ) depends on the location of the domain ∆Γ. If, for exam-

ple, ∆Γ is taken in the domain ∆Γs of a singular zone around an island,

then due to (6.3.3) and (6.3.12), one obtains

Ṗe(t;∆Γs) = ψ(t;∆Γs) ∼ PR(t) , (t→ ∞) (6.4.1)

where the last relation is valid only asymptotically and does not depend

on ∆Γs. Equation (6.3.12) has two advantages:

1. It presents the possibility of finding the asymptotics for the

distribution function of recurrences PR(t) using the local infor-

mation of singular zone properties.

2. Due to the space-time similarity of domain ∆Γs in the phase

space (as discussed in detail in Section 3.5), it enables the appli-

cation of renormalisation methods to ψ(t;∆Γs).

Assuming that a singular zone, ∆Γs, is an annulus surrounding the

island (as shown in Fig. 6.4.1) and q islands of the first generation are

6
For more discussion on this topic, see [ASZ 91] and [ZEN 97]. The origin and

properties of some dynamical traps are discussed in more detail in [*Z02].



132 G. M. Zaslavsky

(a) (b)

Fig. 6.4.1. A model of the singular zone near the island boundary: (a) boundary

layer as an annulus and its partition; and (b) self-similar rescaling.

present in the annulus (q = 6 in Fig. 6.4.1), one then divides the annulus

into q equal parts with each containing a sub-island and performs the

same type of partitioning on each part (this is the transition from a to

b in Fig. 6.4.1). This process can be continued. The result resembles

Fig. 5.1.1. Recall that the self-similarity properties for the islands in

the vicinity of the boundary layers (annuluses) are

δSk+1 = λSδSk , (6.4.2)

and for periods of rotation around the islands,

Tk+1 = λTTk , (6.4.3)

as mentioned in Section 3.5 [see (3.5.11)].

After transferring the properties of self-similarity, (6.4.2) and (6.4.3),

to the exit time probability density ψ(t,∆Γs), one turns to a considera-

tion of the different domains, ∆Γk, and the partition shown in Fig. 6.4.1

which correspond to a generation of order k. This means that

∆Γk+1 ∼ λs∆Γk . (6.4.4)

Thus, the exit time distribution, Pe(t;∆Γk), and the corresponding sur-

vival distribution, Ψ(t;∆Γk), satisfy the scaling equation which follows

from a renormalisation of time:
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Ψ(t− tk+1;∆Γk+1) = 1 − Pe(t− tk;∆Γk+1) = Ψ(t− tk;∆Γk)

= [1 − Pe(t− tk;∆Γk)] (6.4.5)

where each of the functions, Pe(t− tj;∆Γj), is normalised for each cor-

responding domain, ∆Γj and tk ∼ λ
k
T . A similar equation can also be

written for the density distribution:

ψ(t− tk+1;∆Γk+1) = ψ(t− tk;∆Γk) . (6.4.6)

Equations (6.4.5) and (6.4.6) are valid only for the tail part of the dis-

tribution functions. Using (6.3.7), we obtain the following shift formula

in the logarithmic scale:

ln[ψ(ln(t− tk) − lnλT ;∆Γk+1)] = ln[ψ(ln(t− tk);∆Γk)] . (6.4.7)

The formula (6.4.7) should be interpreted in the following way: the do-

main ∆Γk is in the annulus of the k-th generation in Fig. 6.4.1 and the

asymptotic behaviour of the exit time density distribution function is

ψ(t;∆Γk), or more precisely, lnψ versus ln t. The same type of depen-

dence exists in domain ∆Γk+1 with substracted ∆Γk, and the corre-

sponding power-like dependences should be the same up to a time shift

by lnλT . Such a shift can be observed in simulations (see Fig. 6.4.2)

where the value of the shift is of the order lnλT = ln 8 ≈ 2.2.

One now presents a demonstration on how to obtain the exponent

β
′ for the distributions (6.3.7) and (6.3.8) by using Eq. (6.4.5). For the

sake of simplicity, the interval

δtk = ((1 + δ
−)λk−1

T , (1 + δ
+)λk

T ) (6.4.8)

is introduced where |δ±| < λT are some numbers. One also considers

t− tk ∈ δtk (6.4.9)

together with tk ∼ λ
k−1

T in order to specify the area of consideration

for functions Ψ(t− tk;∆Γk). From the definitions of Ψ(t− tk;∆Γk) and

Ψ(t− tk+1;∆Γk+1), it follows that
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Fig. 6.4.2. Exit time distributions for domains taken in the boundary layers for the

first, second and third generations (curves 1, 2 and 3, respectively).

Ψ(t− tk+1;∆Γk+1) =
const.

(t− tk+1)β
′

= Ψ

(

λT

(

t

λT
− tk

)

;∆Γk ·
∆Γk+1

∆Γk

)

= Ψ

(

λT

(

t

λT
− tk

)

;λS∆Γk

)

=
λT

λS

1

λ
β′

T

Ψ(t− tk;∆Γk) , (6.4.10)
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where the argument in Ψ in the last expression satisfies t − tk ∈ δtk.

Applying (6.4.5) to (6.4.10), one derives the equation λSλ
β′
−1

T = 1 or

β
′ = 1 + | lnλS |/ ln λT = 1 + µ , (6.4.11)

where the important exponent µ has been introduced:

µ = | lnλS |/ lnλT . (6.4.12)

µ is called a transport exponent for reasons that will soon become clear.

From the formulas (6.4.11) and (6.3.13), one also obtains an important

relation,

γ = 2 + µ , (6.4.13)

which defines the recurrences distribution exponent γ [see (6.3.12)].

The results (6.4.11) and (6.4.13) express the characteristic exponents

of exit time and recurrences distributions using the two space-time scal-

ing parameters, λS and λT , which describe the intrinsic self-similarity

of the singular zone, that is, stickiness of islands.

6.5 Fractal Time

One is now ready to introduce the notion of fractal time in the same

manner as what M. Shlesinger and his co-authors have done.7 A trivial

and quick way is to consider a set of events ordered in time and to

apply a notion of fractal dimension to the set of time instants, say

{tj}. However, this method is too formal and not representative enough.

In the previous section, it was shown that for chaotic trajectories the

distribution of exit time and Poincaré recurrences possesses the self-

similarity property in large time asymptotics, and that corresponding

power-like tails occur in (6.3.12). It also was mentioned that a power-like

tail in the time events distribution leads to the divergence in moments.

The idea of considering the random processes of infinite moments is

historically related to the so-called St. Petersburg Paradox of Nicolas

7
For a detailed description and applications to different statistical problems, including

the material problem, see [MS 84], [Sh 88] and [SSB 91]. The application to dynamical

chaos can be found in [Za 94–2] and [Za 95].
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Bernoulli. It is based on a special scaling known as the “Bernoulli

scaling”.8 When the events {τj} are scaled as

{τj} = {τ, bτ, b2τ, . . .} , (6.5.1)

the probability of having an event τj = bτ is scaled as

pj(τ) = c
j
p(bjτ) , (6.5.2)

with some scale parameters b, c. Expressions (6.5.1) and (6.5.2) can

be interpreted as follows: there are different ways to escape from the

domain ∆Γ and each j-th way is described by the probability density

Pj(τ). Hence the probability density of escaping in time t ≥ τ is

ψ(τ) =
∞
∑

j=1

pj(τ) =
∞
∑

j=1

c
j
p(bjτ) (6.5.3)

with the normalisation condition being
∫

∞

0

ψ(τ)dτ = 1 . (6.5.4)

In the St. Petersburg Paradox, Bernoulli had considered the tossing

of a coin. The j-th event is a set of j unsuccessful tail flips until the

first head is tossed and the corresponding probability is pj = (1/2)j+1.

The winning award was dj so that the mean winning is

〈d〉 =
∞
∑

j=1

d
j
pj =

1

2

∞
∑

j=1

(d/2)j
, (6.5.5)

which diverges if d ≥ 2. Similarly, it is possible that 〈d〉 < ∞ but

〈d2〉 = ∞ if d ≥ 21/2.

Fractal properties of the exit time distribution can be demonstrated

using a model for (6.5.3) in the form of

ψ(t) =
1 − a

a

∞
∑

j=1

(ab)j exp(−bjt) (6.5.6)

8
For more information on the St. Petersburg Paradox and Bernoulli scaling, see

[MS 84].
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which incorporates the Bernoulli scaling. The expression (6.5.6) repre-

sents a superposition of Poissonian distributions with different time

scales. It is easy to derive from (6.5.3) that

ψ(t) = cψ(bt) + p(t) , (6.5.7)

which can be considered as an equation to determine the behaviour

of ψ(t) as a function of t. The same type of equation occurs in the

renormalisation group theory of phase transitions. It shows that the

notion of fractal time can be considered by applying the general scheme

of genera-lised fractal variable and the corresponding renormalisation

equation.

It is possible to find that asymptotically

ψ(t) ∼ 1/t1+β′′

, (t→ ∞) (6.5.8)

with

β
′′ = ln a/ ln b (6.5.9)

where a and b are the same as in (6.5.6) (see Appendix 2). The result

is similar to (6.4.11), but it is too formal and its relation to dynami-

cal models is not yet established. In the next section, a more general

approach will be introduced.

6.6 Fractal and Multi-Fractal Recurrences

For Hamiltonian systems with chaotic dynamics, the motion is not

ergodic in the full phase space and one therefore needs to subtract

a (multi-) fractal set of islands to obtain a domain with ergodic tra-

jectories. The islands form a singular part of the phase space. The

behaviour of the trajectories near an island boundary layer was dis-

cussed in Chapter 3. It was shown that for some values of the control

parameter, the set of islands is a fractal object which imposes a power-

ful distribution of different time-dependent characteristics in large time

asymptotics. More specifically, the boundary of the island is sticky, with

that of the sub-island being more sticky and so forth. Consequently, the

fractal space-time properties of the trajectories should be examined.

One encounters a new situation in which: (i) fractal properties exist
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simultaneously in space and time; and (ii) the multiplicity of the

resonance sets that generate islands corresponds to a multi-fractal

construction of the trajectories rather than to a fractal one.

This section describes the multi-fractal time and the corresponding

spectral function of dimensions. In general, for chaotic dynamics, the

fractal time cannot be introduced without a consideration of the space

structure. For that reason, space-time coupling is non-trivial and the

same is true of the spectral function of the fractal dimensions. One needs

to extend the methods described in Section 5.4 in such a way that they

permit a consideration of the phase space and time instants of the events

related to a chaotic trajectory as a (multi-) fractal object. As an event,

one can again take the particle trajectory that enters a cell, which is

a part of the annulus in Fig. 6.4.1, and spends some time there before

escaping from the cell. This process was described in Section 6.4. Also,

for some values of the control parameter K in the standard map and

the web-map, the self-similarities of the islands’ area and the periods of

their last invariant curves were demonstrated in Tables 3.5.1 and 3.5.2.

However, a more general way of considering the hierarchical structures

is needed.

Using space-time partitioning, which was introduced in Fig. 6.4.1

and resembles the Serpinsky carpet (Fig. 5.1.1), the central square is

assumed to be an island of zero-generation. The island is then sur-

rounded by an annulus which represents the boundary island layer. It

consists of g1 (g1 = 8 in Fig. 5.1.1) sub-islands of the first generation

(dashed smaller islands in Fig. 5.1.1). One can partition the annulus by

g1 domains in the same manner as in Fig. 6.4.1 so that each of them

includes exactly one island of the first generation. Each of the first-

generation island is then surrounded by an annulus of the second genera-

tion. The process is repeated, after which the segments are squared

before arriving at Fig. 5.1.1. On the n-th step, the structure is de-

scribed by a “word”:

wn = w(g1, g2, . . . , gn) . (6.6.1)

The full number of islands on the n-th step is

Nn = g1 . . . gn (6.6.2)
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and any island from the n-th generation can be labelled as

u
(n)

i = u(i1, i2, . . . , in) 1 ≤ ij ≤ gj , ∀ n . (6.6.3)

The time that a particle spends in the boundary layer of an island

is then introduced. This time,

T
(n)

i = T (u
(n)

i ) , (6.6.4)

carries all the information on the n-th generation islands (6.6.1) to

(6.6.3). By introducing a residence time for each island boundary layer,

a new situation, compared to the plain Sierpinsky carpet or a plain frac-

tal situation, arises because of the non-triviality of space-time coupling.

In fact, an additional parameter responsible for the temporal behaviour

is attached to a simple geometric construction similar to the Cantor-set.

A simplified situation corresponds to the exact self-similarity of the

construction described above, that is,

S
(n)

i = S
(n) = λ

n
S · S(0)

, (∀ i)

T
(n)

i = T
(n) = λ

n
T · T (0)

, (∀ i)
, (6.6.5)

where S
(n)

i is the area of an island u
(n)

i and T
(n)

i is introduced in (6.6.4).

The expressions (6.6.5) correspond to equal areas and residence times

for all islands of the same generation. Two scaling parameters, λS

and λT , represent the existence of the exact self-similarity in space and

time, respectively. Such a situation was described in Section 3.5 for the

standard map and the web-map with

λS < 1 , λT > 1 . (6.6.6)

In addition to (6.6.6), there is a self-similarity in the islands’ prolifera-

tion, that is,

gn = λ
n
g g0 , λg ≥ 3 . (6.6.7)

It follows from (6.6.2) and (6.6.7) that

Nn = λ
n
g g0 = λ

n
g (6.6.8)
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if one begins with a single island (g0 = 1). It is useful to introduce a

“residence frequency”,

ω
(n)

i = 1/T
(n)

i , (6.6.9)

with the self-similarity property

ω
(n)

i = ω
(n) = λ

−n
T ω

(0)
. (6.6.10)

Turning now to a consideration of the partition which corresponds

to conditions (6.6.1) to (6.6.4) with a simplification of (6.6.7), the n-th

level of the partition corresponds to that of the islands’ hierarchy. This

means that each space bin has an area S
(n)

i and a co-joint residence time

T
(n)

i [both are defined in (6.6.5)] whose values do not depend on i. The

elementary probability of spending time T
(n)

i in the domain S
(n)

i can be

presented in a simple form as

P
(n)

i ≡ Pi1,i2,...,in = Cnω
(n)

i S
(n)

i , ∀ n, 1 ≤ ij ≤ g (6.6.11)

where Cn is a normalisation constant. Calling P
(n)

i an elementary bin-

probability and using (6.6.5), (6.6.6) and (6.6.9), one can rewrite (6.6.11)

as

P
(n)

i = Cn(λS/λT )n , (∀ i) . (6.6.12)

Having derived (6.6.12), one can consider different sums and parti-

tion functions. For example, in the sum

Z
(n) =

∑

i1,...,in

P
(n)

i = Cn

∑

i1,...,in

exp[−n(| ln λS| + lnλT )]

=
∑

i1,...,in

exp[−n(| lnλS | + lnλT ) + nψn] = 1 ,
(6.6.13)

where the “free energy” density

ψn =
1

n
lnCn (6.6.14)

is introduced, the number of terms in (6.6.13) follows from (6.6.8).

Therefore, in the limit n→ ∞, one obtains

lim
n→∞

ψn = ψ = | lnλS | + lnλT − lnλg . (6.6.15)
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A more precise formulation of the result in (6.6.15) is that the sum in

(6.6.13) diverges if ψn > ψ, converges to zero if ψn < ψ, and converges

to one if ψn = ψ.

The goal of these manipulations is to describe the method of parti-

tioning and how to operate using a corresponding sum, such as Z (n),

in the case where a bin of the partition has two features related to the

phase space location and volume, and to the residence time. On the

basis of this information, one can introduce a multi-fractal spectrum for

the recurrence time set.

6.7 Multi-Fractal Space-Time and Its Dimension
Spectrum

It was mentioned in Section 3.5 that chaotic dynamical systems with

rich sets of islands have a multi-fractal rather than fractal space-time

structure. This section introduces a spectral function of dimensions

which is analogous to Section 5.4.9

Following a method common in statistical mechanics, a partition

function in the form of

Z
(n)

discr
{λT , λS ; q} =

∑

i1,i2,...,in

(

ω
(n)

i S
(n)

i

)γq
(6.7.1)

is introduced.

Here one uses the space-time partitioning probability ω
(n)

i S
(n)

i de-

rived in (6.6.11). Though similar to (6.6.13), it has a more general

character. Considering a multi-scaling situation, it is assumed that the

real elementary probability of occupying a bin has the same scaling de-

pendence as (6.6.11) of up to a power of γ, and that there are different

values of γ in the sum. With the exponent q, one can consider the

different moments of the elementary bin probability. In particular, for

q = 0, one can simply obtain the number of bins. Replacing summation

by integration and having

Z
(n){λT , λS ; q} =

∫

dγρ(γ)
[

ω
(n)
S

(n)
]

−f(γ)+γq
, (6.7.2)

9
For more information on the multi-fractal spectrum and the corresponding properties

of the Poincaré recurrences see [Af97], [*AfZ97], and [*AUU06].
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the density of the space-time bins is introduced:

dN
(n)(γ) = dγ ρ(γ)

[

ω
(n)
S

(n)
]

−f(γ)

. (6.7.3)

The function f(γ) is a spectral function of the space-time dimension-like

characteristics or, simply, dimensions. The distribution density ρ(γ) is

a slow function of γ. To be more accurate, it is also assumed that the

bin-probability ω
(n) · S(n) depends on γ. This is because for different

island-sets, the bins have different structures. Nevertheless, the depen-

dence of ω(n) ·S(n) on γ is dependence when compared to the exponential

dependence in (6.7.3).

When (6.6.5) and (6.6.10) are used, (6.7.2) is transformed into

Z
(n){λT , λS ; q} =

∫

dγρ(γ) exp{−n[γq − f(γ)](| ln λS | + lnλT )} ,

(6.7.4)

where λS and λT are slow functions of γ. For n → ∞, the standard

steepest descent procedure yields

Z
(n){λT , λS ; q} ∼ exp{−n[γ0q − f(γ0)] · (| ln λS | + lnλT )} , (6.7.5)

where γ0 = γ0(q, λS , λT ) and it satisfies the equation

q = f
′(γ0) . (6.7.6)

On the other hand, recall that for q = 0, expression (6.7.1) defines

Z
(n)

discr
{λT , λS ; 0} as the number of bins. For the one-scale situation, this

number can be derived from (6.6.8) as λn
g . In the case of the multi-

fractal, a power of λn
g can be written by introducing a generalised

dimension, Dq, which was carried out in Section 5.4:

Z
(n){λS , λT ; q} ∼ λ

−n(q−1)Dq

g ∼ exp{−n lnλg · (q − 1)Dq} . (6.7.7)

The scaling parameter λg defines a coefficient of the proliferation of

space-time bins and one can therefore consider

λg = λg(λT , λS) , (6.7.8)
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that is, dynamical systems with only two independent scaling para-

meters will be examined. This restriction is not important and, if

necessary, it can be very easily lifted.

A comparison of (6.7.7) and (6.7.5) yields

(q − 1)Dq · lnλg = [γ0q − f(γ0)](ln λT + | lnλS |) . (6.7.9)

In some limit cases, λg in (6.7.8) should satisfy the fullowing conditions:

λg =

{

|λS | , if λT = 1

λT , if λS = 1 .
(6.7.10)

One then arrives at the standard situation of one-parametric scaling.

For a general situation λg, λT , λS 6= 1, (6.7.9) is rewritten in its final

form as

(q − 1)Dq =
lnλT

ln λg
(1 + µ)[γ0q − f(γ0)] , (6.7.11)

where the parameter

µ = | lnλS |/ ln λT (6.7.12)

was introduced in (6.4.12) and termed a transport exponent.

It follows from (6.7.11) that for q = 0,

D0 =
lnλT

ln λg
(1 + µ) · f(γ0) . (6.7.13)

This means that there is now no simple connection between the dimen-

sion D0 and the spectral function. The regular formula

D0 = f(γ0) (6.7.14)

appears only in the case of (6.7.10) when a multi-fractal structure exists

only in space or in time. For q = 1, the use of (6.7.6) and (6.7.11) yields

D1 = γ0(1) ·
lnλT

ln λg
(1 + µ) , (6.7.15)

where the value γ0(1) = γ0(q = 1) can be obtained from Eq. (6.7.6):

f
′(γ0(q = 1)) = 1 .
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In (6.7.9), the generalised dimension Dq was expressed through the

spectral function f(γ) (which was the case in Section 5.4). Nevertheless,

the formulas (6.7.9), (6.7.11), (6.7.13) and (6.7.15) have shown that a

knowledge of the spectral function is not sufficient to describe a typical

dynamical system, and additional information on the system’s structure

in space and time is therefore necessary. A simplification can be made

in cases where λg, λS and λT for some special values of the control

parameter are known.

6.8 Critical Exponent for the Poincaré Recurrences

This section examines the partitioning introduced in Section 6.6 (see

Fig. 5.1.1) and the recurrences or escapes from the boundary island

layer of the n-th generation. When normalised to the unit of the prob-

ability (6.6.11) for a bin to be occupied by a particle, the corresponding

“number of states” can be written as

Z
(n)
r =

∑

i1,...,in

1

S
(n)

i ω
(n)

i

=
∑

i1,...,in

(λT /λS)n . (6.8.1)

Instead of (6.8.1), one considers a more general expression:

Z
(n)
r (q) =

∑

i1,...,in

1

S
(n)

i

[

ω
(n)

i

]q =
∑

i1,...,in

λ
nq
T /λ

n
S . (6.8.2)

Using (6.6.8), the following estimation is derived:

Z
(n)
r (q) ∼ exp{n(q lnλT + | lnλS | + lnλg)} . (6.8.3)

The expression can be simplified if λg = λT and the proliferation coef-

ficient for the number of islands coincides with that of the increase in

the circulating period around the islands. Hence

Z
(n)
r (q) ∼ exp{n[(q + 1) ln λT + | ln λS |]} . (6.8.4)

This expression is finite if

q ≤ qc = −(| lnλS | + lnλT )/ ln λT = −(1 + µ) . (6.8.5)

The result thus obtained has a remarkable interpretation.
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From the definition (6.8.2), Z
(n)
r (q) can be considered time-moments

of order q for the escape or recurrence sum of the states Z
(n)
r . It is only

finite if q ≤ qc. This means that the probability density for recurrences

[see (6.1.6)] should possess the asymptotics

PR(t) ∼ t
−1+qc = t

−1−(1+µ) = t
−2−µ = t

−γ (6.8.6)

in order to have finite moments of order q > 0. The result in (6.8.6)

gives rise to recurrence exponent

γ = 2 + µ (6.8.7)

and coincides with the expression (6.4.13) in Section 6.4 from a different

consideration.

6.9 Rhombic Billiard

In this section we consider an example of a dynamical system with ex-

ceptional properties of Poincaré recurrences, trapping of trajectories,

and mixing in phase space. The system is a rhombic billiard, i.e. the

billiard table is made by a rhombus in a square (Fig. 6.9.1). We assume

irrational ratio of the rhombus diagonals. The trajectories are not in-

tegrable although the Lyapunov exponent is zero, and dynamics is not

chaotic in the usual meaning of this notion. The billiard is symmetric

Fig. 6.9.1. Rhombic billiard.
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(a) (b)

(c) (d)

Fig. 6.9.2. Four presentations of a trajectory in the rhombic billiard: in a quarter of

the elementary cell (a) in lifted space (c, d), and on the phase plane (b).

and one can consider a quarter of it as in Fig. 6.9.2(a) [*ZE04]. A dark

part of the only trajectory in this figure corresponds to a special value of

an angle, for which trajectories are sticky. The trajectory was calculated

in [*ZE04] for t = 107 (velocity and the length of the square’s side

equal one).
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Fig. 6.9.3. Distribution of the Poincaré recurrences for the Sinai billiard (circles)

and the rhombic billiard (crosses).

The same trajectory part, as in Fig. 6.9.2(a), can be considered in

the lifted space formed by a double-periodic continuation of the billiard

table. The appearance of the trajectory is shown in Fig. 6.9.2(c) and its

zoom in Fig. 6.9.2(d). Extremely long flights of the order |x|, |y| ∼ 107

prevent a strong mixing in the phase space. This is evident from plate

(b) in Fig. 6.9.2 where v` is the velocity along x, and ` is the coordinate

along x of the square side y = 1 (` = 1.2 corresponds to x = 1 and

` = 2.2 corresponds to x = 0). One cannot observe any significant

mixing during the time 107.

The most important part of this simulation is the distribution of

Poincaré recurrences P (t) shown in Fig. 6.9.3 (crosses). It corresponds

to the low

P (t) ∼ const./tγ , t� 1 (6.9.1)
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with γ = 2±0.1. Following the Kac theorem (6.1.5), it should be γ > 2,

and the obtained result shows that the rhombic billiard is a system that

corresponds (or very close) to the limit exponent value γ0 = 2. This

indicates the exceptional property of the rhombic scatterer that results,

most probably, in the slowest phase space mixing. For a comparison,

we present on the same figure distribution of Poincaré recurrences for

the Sinai billiard (circles) that has asymptotic value γ ∼ 3 up to the

logarithmic accuracy. We will return to the discussion of this model in

Section 7.6.

Conclusions

1. The distribution of Poincaré recurrences PR(τ) is a way of charac-

terising chaotic trajectories. For typical chaotic systems, PR(τ) is of

a Poissonian type:

PR(τ) =
1

〈τ〉
exp

(

−
τ

〈τ〉

)

.

It has a mean recurrence time 〈τ〉 reciprocal to Kolmogorov-Sinai

entropy.

2. M. Kac proved that for the Hamiltonian, finite dynamics with non-

zero measure 〈τ〉 <∞. Consequently, for the power-like asymptotics,

PR(τ) ∼ τ
−γ
, (τ → ∞)

should be

γ > 2 .

3. The case of the non-exponential behaviour of PR(τ) is related to

the anomalous transport with non-Gaussian time dependence of

moments. In some special cases, a connection can be found:

γ = 2 + µ

where µ is the transport exponent for the second moment.
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4. It is possible to find an expression for µ for certain situations which

have a scaling property:

µ = | lnλS |/ ln λT .

λS , λT are the scaling parameters for the area S and period T of

the last invariant curve of the islands hierarchy in the singular zone

(boundary layer).

5. The singular zone can be considered a quasi-trap in the phase space

and the fractal time concept can be applied to the quasi-trap.

6. The multi-fractal spectral function can be introduced for the Poincaré

recurrences set. The corresponding partition should be carried out

in space and time.



Chapter 7

CHAOS AND FOUNDATION

OF STATISTICAL PHYSICS

7.1 The Dynamical Foundation of Statistical Physics

An informal indication of the problem in explaining the meaning of the

foundation of statistical physics can be seen in the presence of two types

of processes: (i) time-irreversible macroscopic processes which obey the
thermodynamic, or kinetic, laws; and (ii) time-reversible microscopic

processes which obey, say, the Newton and Maxwell equations of mo-

tion. The great difference between both descriptions of the processes

in nature is not clearly understood and an acceptable explanation on
the origin of irreversibility is still lacking. The formal definition of the

problem is to derive a kinetic equation which describes an irreversible

evolution which begins with a reversible Hamiltonian equation. This

approach is considered as a derivation of the statistical and correspond-
ing thermodynamic laws from the first principles.

Boltzmann’s kinetic theory is considered the first successful attempt
to unite, in a formal way, the statistical and dynamical description of a

system. Boltzmann’s contemporaries failed to appreciate the fact that

his idea was essentially based on the existence of two different scales in

time and space: the smaller τc, which is applicable to a purely dynamical
process of collisions, and the larger τd � τc applicable to the statistical

process of a system’s evolution described by a kinetic equation. The

resulting equilibrium distribution, if it exists, would thus correspond to

the thermodynamical state. However, non-equilibrium states are also
possible.

150
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Boltzmann’s ideas and notions of the kinetic equation and H-theorem

were not well-received by his contemporaries and were heavily criti-

cised, in particular, by Zermelo. It was only after his death, when a

thorough statistical analysis of his theory had been made by P. Ehren-

fest and T. Ehrenfest and the first numerical analysis was performed

(the “urn model” by Ehrenfest), that the validity of Boltzmann’s ideas

was acknowledged. The critical comments by Zermelo, known as the

Zermelo’s paradox, were based on the Poincaré Recurrence Theorem

and contained many flawed statements (see Section 6.1 and footnotes

[1] and [2] in Chapter 6).

Subsequently, many scientists were concerned with the problem of

statistical physics foundation, defined above as the problem of obtain-

ing the system’s kinetic description based on the first principles, that

is, the system’s Hamiltonian, and possibly on some accurately formu-

lated supplementary conditions. This has been successfully achieved

in different ways and with varying degrees of generalisation. It was

shown that the random phase approximation and the Gaussian na-

ture of collision micro-processes or other equivalent conditions played

the role of statistical element. This had to be added to the Hamil-

tonian dynamical equations in order to obtain a kinetic equation. The

averaging over micro-random variables resulted in a reduced description

of the system in the space of generalised actions or moments.1

Despite the formal success of the derivation of the kinetic equa-

tion from a Hamiltonian, this approach is unsatisfactory since a very

strong assumption, the randomness of some variables, that is, to put

“by hands”, needs to be introduced. The theory of dynamical chaos has

altered the perception of the possibility of statistical laws foundation

since the dynamical trajectories, being solutions of the deterministic

equations of motion, may resemble the curves which represent a random

process. When he was analysing the foundations of quantum mechanics,

1
The literature on kinetic equations derived in the random phase approximation is

fairly extensive. The books by I. Prigogine [Pr 62] and R. Balescu [Ba 75] are highly

recommended. Many original discussions can be found in the book by M. Kac [Ka 58].

The role of chaos in the derivation of the kinetic equation is discussed in great detail

in [Za 85].
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Einstein made a well-known remark: “God doesn’t play dice with the

world” (see [Kl 70]). These words can be further amplified from

the standpoint of classical physics: God does not have to play dice since

dynamical equations can in themselves give rise to stochastic processes

if certain simple restrictions for the parameters and initial conditions

are applied. The use of the phenomenon of dynamical chaos in sta-

tistical physics foundation began with Krylov and has since been used

in classical and quantum physics.2 Strictly speaking, the presence of

dynamical chaos in a system is not sufficient for the foundation of sta-

tistical physics laws, or more accurately, this foundation has not been

built so far. The major obstacle in substantiating statistical laws lies

in the way dynamical chaos is structured in real Hamiltonian systems

and how the real kinetics look like in such systems. It was shown in

Chapter 6 that the distribution of the Poincaré recurrences is time-

and space-fractal. In the phase space, one encounters domains such as

quasi-traps. This chapter discusses the difficulties of using the proper-

ties of dynamical chaos as a source of randomness to derive an accurate

kinetic equation. The difference between real Hamiltonian chaos and

a conventional understanding of the laws of statistical physics can be

demonstrated using the concept of Maxwell’s Demon. It will be demon-

strated that the Maxwell’s Demon, or its equivalent, can be realised

under conditions of dynamical chaos for an at least arbitrarily long

period of time.

7.2 Fractal Traps and Maxwell’s Demon

In Section 6.3, the notion of quasi-traps for Hamiltonian dynamics was

introduced. It is based on the existence of singular zones in the phase

space, where trajectories can be entangled for an arbitrarily long pe-

riod of time without any specific characteristic time scales. The latter

property indicates a possible fractal structure of the zone. The process

of quasi-trapping is described in a more general way in the following

paragraphs.

2
For more information on the publications by N. Krylov, see [Kr 50]. More discussions

are found in [C 79] and [Za 81].
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Fig. 7.2.1. A sketch of the recurrent quasi-trap (time-wrinkle in the phase space).

When considering the trajectory of a particle in the phase space, one

allows the trajectory to correspond to a finite area of chaotic motion.

This area is a hypercube Γ0 with side R0 and volume Γ0 = R
d
0, where

d is the phase space dimension (see Fig. 7.2.1). It is assumed that the

mixing and wandering in the phase space are almost uniform everywhere

except for an area inside Γ0. Within Γ0, a sub-area, Γ1 ⊂ Γ0 with

volume Γ1 = R
d
1, is then isolated. The fine structure of the process

of wandering inside Γ1 is again uniform everywhere except for the area

Γ2 ⊂ Γ1 with volume Rd
2. This process of iteration can be continued

until it reaches infinity. The characteristic time T0 that the particle

spends in the domain Γ0 and time T1 in the domain Γ1 can be considered

simultaneously. In the case when
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Γn = λ
n
Γ
Γ0 , (λΓ < 1)

Tn = λ
n
TT0 , (λT > 1)

(7.2.1)

with scaling constants λΓ, λT , it will be called a fractal trap. A corre-

sponding multi-fractal generalisation is possible if a distribution of the

different values of λΓ and a corresponding distribution of ρT (λT ) exist.

Hence

Γn = (λ
(1)

Γ
λ

(2)

Γ
· · · λ

(n)

Γ
)Γ0 = λ̄

n
Γ
Γ0 , (n→ ∞)

Tn = λ
(1)

T λ
(2)

T · · · λ
(n)

T T0 = λ̄
n
TT0 , (n→ ∞)

(7.2.2)

with

λ̄Γ,T =

∫

λΓ,TρΓ,T (λΓ,T )dλΓ,T . (7.2.3)

With Fig. 7.2.1 as a model of the fractal trap, a surprisingly sim-

ple qualitative description of its working can be provided. When the

condition (7.2.1) is valid, one can express

n =
ln(Tn/T0)

lnλT
(7.2.4)

from the equation for T and put (7.2.4) into Eq. (7.2.1) for Γn,

Γn

Γ0

= exp(−n| lnλΓ|) =

(

T0

Tn

)µΓ

, (7.2.5)

with the following notation:

µΓ = | lnλΓ|/ lnλT . (7.2.6)

The construction of the trap is such that the trajectories, which spend

an interval of trap time t > Tn, would cross the phase volume Γn:

Γn ∼ 1/T µΓ

n . (7.2.7)

From the general expression (6.3.12), the probability density for the

trajectory to exit from the trap is derived as

PR(t) ∼ ψ(t;∆Γ) ∼ 1/tγ = 1/t2+µ
, (7.2.8)

where (6.4.13) and (6.4.12) are used for γ and the definition of µ,

respectively:

µ = | lnλs|/ lnλT . (7.2.9)
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From the other side, the same trajectories filling the phase volume can

be expressed through the escape probability ψ(t;∆Γ) if ∆Γ is replaced

by Γn:
∫

∞

Tn

tψ(t; Γn)dt ∼ 1/T γ−2
n . (7.2.10)

A comparison of (7.2.7) and (7.2.10) yields

γ = 2 + µΓ = 2 + | lnλΓ/ ln λT . (7.2.11)

This expression coincides with (6.4.13) if λΓ is replaced by λs, which is

true if one takes into account that s in λs is the just area in the phase

space. In a new way, one arrives at the expression

γ = 2 + | lnλs|/ lnλT , (7.2.12)

which defines the important exponent for the exit time and recurrences

distribution (7.2.8).

The fractal trap can be considered a time-wrinkle in the phase space.

This system of islands, with a hierarchy of sub-islands described in

Section 3.5, is an example of a fractal trap. The existence of fractal traps

is a remarkable property of Hamiltonian chaos and a typical feature of

the phase space in real systems. Sometimes, the scaling constant λT can

be immensely large and immensely small for λT so that one is not able to

observe the phenomenon of trapping within a feasible time. But if it can

be carried out in real time, as demonstrated in Section 3.5, the question

arises: what kind of statistics, or even thermodynamics, are compatible

with systems possessing fractal traps in the phase space? To have a clear

answer to this question, one needs to consider the Maxwell’s Demon.

In the Theory of Heat (1871), Maxwell proposed a conceptual device

which enables the molecules to enter one of two equal chambers con-

nected through a hole (Fig. 7.2.2). This device (Demon), located at the

hole, should work against the thermodynamic law which causes the gas

of molecules in two contacting volumes to be in equilibrium. The pro-

blem, however, gives rise to an ambiguity in its precise definition since it

involves a non-physical element as part of the system. In contemporary
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Fig. 7.2.2. A sketch of the original Maxwell’s Demon design. D is the location of the

Demon.

physics, this element is specified which enables the Maxwell’s Demon to

acquire a different and realistic visualisation:

(i) The Demon is able to work with information and transform the

information into action (thinking device).

(ii) The Demon is a measuring device which acts upon the result

of the measurement.

Both concepts give rise to fruitful physical discussions on the pos-

sibilities of computing devices, the irreversibility of computations, the

natural limitations of the measurement process, and the role of quantum

effects and quantum uncertainty.3

It is possible to propose a direction for studying the Maxwell’s Demon

problem based on its complete dynamical formulation and by avoiding

any type of elements that cannot be formulated as equations of motion.

Dynamical chaos makes it possible to formulate a new version of the

Maxwell’s Demon problem. In his original publication, Maxwell wrote

that in statistical consideration, “. . . we are compelled to adopt . . . the

3
There is an excellent collection of publications [LR 90] on the Maxwell’s Demon

problem accompanied by comprehensive reviews.
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statistical method of calculations and to abandon the strict dynamical

method in which we follow every motion by calculus”. Here one shall

just adhere to strict dynamics.4

The general idea of the proposed approach to the problem can be for-

mulated in a simple way by considering two separate dynamical systems

whose trajectories have mixing properties due to the dynamical chaos.

This is so that statistical equilibrium can be achieved in each system.

A weak contact is then made between the two systems. A new equi-

librium state is established in the coupled systems and a question thus

arises: does the new equilibrium correspond to what we have commonly

defined as thermodynamical equilibrium (such as equal pressures and

temperatures)? The answer appears to be very problematic if elements

such as fractal traps exist in at least one subsystem.

A prototype of the dynamical model can be introduced which con-

sists of two billiard-like systems with mixing motion inside each of them

and with contact being made through a hole. A point particle bounces

inside the billiard with absolute elastic reflections from the billiard’s

walls. An example of such a system with coupled Sinai’s billiards is

shown in Fig. 7.2.3. Since both billiards have mixing properties, one

can expect to find a stationary distribution function, such as the proba-

bility of finding a particle in one or another part of the system in the

infinite time limit. For ergodic motion, the infinite time limit can be

replaced by an ensemble average in the phase space of a system. Is

the equilibrium in the described billiard-like system the same as ther-

modynamic equilibrium? In other words, can the Hamiltonian chaotic

dynamics explain the origin of the laws of thermodynamics, or are some

additional restrictions needed? It will be demonstrated that a nega-

tive answer will be provided to the first question using an appropriate

“design” of the billiard-like system with chaotic dynamics and a fractal

trap.

Actually, the main subject of this discussion is to find out what

kind of random process corresponds to the dynamical chaotic motion.

4
The dynamical approach to the Maxwell’s Demon problem was formulated in [Za 95]

and [ZE 97] based on the idea of fractal traps. They are analysed in this section.
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Fig. 7.2.3. Two contacting through a hole in the Sinai billiards.

It is well-known that there are serious difficulties in answering this ques-

tion. For Hamiltonian systems of the general type, the motion is not

ergodic. This is due to a (multi-) fractal structure of islands with reg-

ular motion. If this structure is removed from the entire phase space,

the remaining phase space will correspond to the area of ergodic motion.

Nevertheless, as mentioned several times before, the boundaries between

the islands and the stochastic sea create singular zones that prevent the

typical Hamiltonian chaotic dynamics from following a typical kinetics

or regular thermodynamics.

7.3 Coupled Billiards

As mentioned above, in a system with two different contacting billiards

having a hole in the dividing wall, a particle in a billiard is reflected

elastically from the walls and scatterers. It can also pass through the

hole from one billiard to another. The goal is to determine the equili-

brium distributions and their moments for different characteristics of the

particle trajectory. In the example given here, the system to be studied
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Fig. 7.3.1. Coupled Cassini-Sinai billiards. A small hole is in the centre of the

partition.

consists of two subsystems: Sinai billiard (S) and Cassini billiard (C),

since both have, respectively, a circle and Cassini’s oval (1.6.4) as the

scatterers (Fig. 7.3.1). This two-billiard system is called a CS-billiard.

After a “while”, one can expect a stationary distribution in the CS-

billiard. It is also possible to define the distribution functions in the

left and right halves of the CS-billiard to normalise these distributions

and to calculate their left and right moments. The question then is: are

both left and right moments similar? If the answer is negative, the result

can be attributed to an absence of a thermodynamic-type equilibrium

between the left and right subsystems.

Both the Sinai and Cassini billiards were introduced in Section 1.6

(see also Figs. 1.6.1 and 1.6.2). Here, more information is provided on

them.5

The inner scatterer for the Cassini billiard has the form of a Cassini’s

oval (1.6.4):

(x2 + y
2)2 − 2c2(x2 − y

2) − (a4 − c
4) = 0 .

5
The results follow [ZE 97].
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(a)

(b)

Fig. 7.3.2. Trajectories in the isolated Cassini billiard: (a) Poincaré section of the

(x, cos−1 vx) plane; (b) a sample of trajectory in real co-ordinate space; and (c) the

same as in (b) but on a larger scale.
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(c)

Fig. 7.3.2. (Continued)

The different regimes of scattering can also be created by changing the

parameters a and c. The phase space of the billiard belongs to a “regu-

lar”case, that is, islands exist in the stochastic sea if the curve y = y(x)

is not convex. The Poincaré section for trajectories consists of points

(x, vx) or (x, φ), where x is the intersection co-ordinate of a trajec-

tory and the bottom side of the billiard and vx = cosφ, that is, φ is

the angle between the velocity vector v and the x-axis. The invari-

ant Lebesgue measure (stationary distribution function) is non-zero on

the (x, vx)-plane except for the islands and zero-measure line segments

which correspond to the bouncing trajectories with vx = ±1 (φ = 0, π).

An example of the phase plane with islands and stochastic sea is

shown in Fig. 7.3.2(a). The set of islands belongs to the fourth-order

resonance and the dark strips around some islands correspond to the is-

lands’ stickiness when the trajectory spends a long time rotating around
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the island near its boundary. The stickiness observed in Fig. 7.3.2(a) in-

dicates a ballistic mode regime which is better considered in the infinite

phase space with periodically continued scatterers, that is, the Lorentz

gas model with Cassini’s oval scatterers (see Fig. 7.3.2(b)). The ballistic

mode corresponds to very long segments of a trajectory which bounces

between two (or more) arrays of scatterers. The same trajectory in

Fig. 7.3.2 is plotted in Fig. 7.3.2(c) in infinite co-ordinate space and

it reveals many flights which correspond to the trajectory stuck at the

boundaries of different islands.

As discussed in Chapter 3, the occurrence of ballistic modes is a

general property of Hamiltonian dynamics. They can be easily observed

for some special values of parameters when an ordered set of islands is

generated. In the case found in Fig. 7.3.2(a), the values are a = 4.030952

and c = 3. The corresponding alternating hierarchy of sub-islands

4-8-4-8-. . . is shown in Fig. 7.3.3. It was mentioned in Section 3.5 that

for special values of parameters, an ordered sequence of islands with the

scaling properties of the islands’ space-time characteristics exists. In

Section 3.5, only the value of the proliferation coefficient q was consi-

dered (see Tables 3.5.1 and 3.5.2 for the standard map and the web-

map) so that the number of islands for different generations follows the

sequence: q, q2
, q

3
, . . . . In the case shown in Fig. 7.3.3, the two values of

q = 4 and q = 8 alternate with each other in the proliferation coefficient

as shown in Table 7.3.1.

Table 7.3.1 displays the values of the proliferation coefficient qk for

the k-th generation, the period Tk of the last invariant curve inside an

island of the k-th generation, the area ∆Sk of an island of the k-th

generation, and the area

δSk = qk∆Sk (7.3.1)

of all islands of the k-th generation. In accordance with Section 3.5, two

scaling parameters can be introduced to describe a self-similarity in the

islands’ hierarchy:

λ
(k)

S = δSk/δSk−1

λ
(k)

T = Tk/Tk−1 .

(7.3.2)
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(a)

(b)

Fig. 7.3.3. An island and its vicinity for the Cassini billiard with a = 4.030952 and

c = 3: (a) Poincaré plot of the initial island taken from Fig. 7.3.2(a); (b) magnification

of the bottom island from (a); (c) magnification of the top left island from (b); and

(d) magnification of the right island from (c).



164 G. M. Zaslavsky

(c)

(d)

Fig. 7.3.3. (Continued)
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Table 7.3.1. Parameters of the islands hierarchy in the sequence 2-4-8-4-8.

k qk Tk Tk/Tk−1 ∆Sk ∆Sk/∆Sk−1 δSk δSk/δSk−1

0 2 16.36 — 1.47 × 10
−2

— 2.94 × 10
−2

—

1 4 118 7.21 3.96 × 10
−3

2.69 × 10
−2

3.17 × 10
−2

1.08

2 8 508.9 4.31 8.53 × 10
−6

2.15 × 10
−3

5.46 × 10
−4

0.017

3 4 3910 7.69 4.4 × 10
−7

5.2 × 10
−2

1.1 × 10
−4

0.21

4 8 15740 4.02 0.96 × 10
−10

2.2 × 10
−3

2.0 × 10
−6

0.018

For the constant value qk = q (∀k ≥ 1), a simulation confirms the

existence of constant values of scaling parameters

λ
(k)

S = λS , λ
(k)

T = λT , (∀k ≥ 1) (7.3.3)

for the web-map and standard map (see Section 3.5). In the case of

Fig. 7.3.3, the Cassini billiard is faced with a new situation. It has the

two values of λ
(1,2)
S and λ

(1,2)
T which are found in Table 7.3.1:

λ
(1)

T ∼ 7.4 , λ
(2)

T ∼ 4.2 ,

λ
(1)

S ∼ 0.017 , λ
(2)

S ∼ 0.21 ,
(7.3.4)

where the mean values are taken and δS1/δS0 is skipped since it does not

correspond to the set (q0 6= 8). These values of the scaling parameters

can be used to analyse the Poincaré recurrences distribution function in

kinetics which will be discussed in Chapter 11.

7.4 Contacted Cassini-Sinai Billiards

One now considers the model in Fig. 7.3 which consists of both the

Cassini (left chamber) and Sinai (right chamber) billiards contacting

through a hole in their dividing wall. Using a trajectory and the time

instants
{

t
(C)

j

}

and
{

t
(S)

j

}

when a particle leaves C (Cassini chamber)

or S (Sinai chamber), respectively, the sequences
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{

τ
(C)

j+1

}

=
{

t
(C)

j+1
− t

(S)

j

}

{

τ
(S)

j+1

}

=
{

t
(S)

j+1
− t

(C)

j

}

(7.4.1)

can be related to the residence times for C and S when the systems are
in contact. One can also say that sequences (7.4.1) are recurrence times

for the domain ∆ covered by the hole, and that
{

τ
(C)

j

}

and
{

τ
(S)

j

}

are sets of the left or right recurrences, respectively. When there is

no hole, t
(S)

j should be replaced by t
(C)

j and t
(C)

j by t
(S)

j in (7.4.1). The
Poincaré recurrences for the C and S billiards can therefore be obtained
independently.5

A corresponding simulation was performed for a single trajectory
during t ∼= 1011 which corresponds to about 1010 crossings of a billiard
(a chamber). The size of the hole was 0.2 and that of one side was 13.
The phase volumes of both billiards were the same, with an accuracy of
up to 10−3.

The results of the probability distribution densities, P (t,∆), for
Poincaré recurrences in the domain ∆ in the case of independent

Fig. 7.4.1. Distribution of the Poincaré recurrences for the isolated Cassini and Sinai

billiards. Crosses denote the Cassini billiard and circles the Sinai billiard.
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(isolated) C and S billiards are shown in Fig. 7.4.1. The probability

follows the Poissonian law (see Section 6.2) of up to t0 ∼ 2 · 104 at the

same mean time, 〈τ〉, which corresponds to the results mentioned in

Sections 6.1 and 6.2. The value of t0 corresponds to the chosen domain

∆. A check on the behaviour obtained in Fig. 7.4.1 shows that it does

not depend on the size and location of the domain ∆, but the crossover

time t0 does.

For t > 2 · 104, significant deviations from the Poissonian law occur

and long tales have been observed. The difference between these two

distributions is evident and can be expressed more clearly using the high

moments of P (t,∆):

〈τm〉 =

∫ tmax

0

t
m
P (t,∆)dt . (7.4.2)

Figure 7.4.2 presents the corresponding moments up to m = 10 nor-

malised to 〈t〉 for C and S with tmax ∼ 1011. Beginning with m = 5,

Fig. 7.4.2. Values of moments for the distributions are shown in Fig. 7.4.1 (using the

same notations).
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the difference approaches the value of about one order of a magnitude.

Nevertheless, what is important is not only the difference between the

recurrences distribution functions and their high moments, but also the

existence of a difference between the first moments which are

〈t(C)〉 = 1.97 · 103
, 〈t(S)〉 = 1.92 · 103

〈∆t(CS)〉 = 〈t(C)〉 − 〈t(S)〉 = 0.05 · 103
.

(7.4.3)

This is consistent with the level of resolution in computations, that is,

〈∆t(CS)〉 is larger than the value 10−3〈t(C,S)〉 which is the accuracy of the

phase volume evaluation. The difference 〈∆t(CS)〉 6= 0 occurs because

the distribution of recurrences is still not stationary despite the very

long computation time. Moreover, the tail influence is still sensitive to

the value 〈t(C,S)〉.

The exponent γ of the power-tail in the recurrences distribution

P (t) ∼ const/tγ (7.4.4)

can be obtained with a longer computation of tmax = 2·1011 (Fig. 7.4.3).

Hence one derives γ = 3.02 for the Sinai billiard and γ = 3.15 for

the Cassini billiard. These values are consistent with the theoretical

prediction γ = 3.6

The origin of the value γ = 3 is due to the presence of non-scattered

bouncing trajectories and the corresponding singularity of the phase

space. The same type of singularity exists on the surface of a scatterer

independently, and one can expect a low universality of γ = 3. In fact,

for the Cassini billiard, a small excess (γ = 3.15) can be explained by

the influence of the ballistic mode which imposes the value γ > 3. It

requires a longer time for the Cassini billiard to achieve the asymptotics

γ = 3.

A description of the contact between two chambers containing a

Cassini oval and a circle as scatterers is shown in Fig. 7.3.1. The size

of the hole is 0.2 and the same parameters are used in the Cassini oval,

shown in Fig. 7.3.2, in order to increase its anomalous (non-Gaussian)

6
For the value γ = 3 in the Sinai billiard with infinite horizon, see [Bl 92].



Chapter 7. Chaos and Foundation of Statistical Physics 169

(a)

(b)

Fig. 7.4.3. The same as in Fig. 7.4.1 for isolated (a) Cassini and (b) Sinai billiards

but for a longer computational time.
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(a)

(b)

Fig. 7.4.4. Coupled Cassini-Sinai billiards: (a) distribution of Poincaré recurrences

in Cassini (crosses) and Sinai (circles) parts; and (b) moments of the distributions

shown in (a).
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kinetics. The parameters of the Sinai billiard were adjusted so that both

chambers have equal phase volumes. The corresponding distributions,

PC(t) and PS(t), for the residence times defined in (7.4.1) for both the

left (Cassini billiard) and right (Sinai billiard) chambers are presented

in Fig. 7.4.4(a). The corresponding moments, 〈tmC 〉 and 〈tmS 〉, for the

distributions, PC(t) and PS(t), are displayed in Fig. 7.4.4(b).

One can conclude from the results presented in Fig. 7.4.4 that there

is no equilibrium in the usual thermodynamic sense, at least during the

observation time tmax ∼ 1011 or ∼ 1010 characteristic periods. It was

mentioned above that the distributions PC(t) and PS(t) are actually

the Poincaré cycle distributions and they should not depend on the

location of a volume, ∆Γ, of the observation in the case of macroscopic

equilibrium. In this sense, the situation described does not correspond

to an equlibrium since the distribution functions and their moments

are significantly different for both chambers. One can also clarify the

absence of a fast relaxation process which can establish equilibrium in

a finite time.

The absence of the equilibrium in the usual thermodynamic sense

during an astronomical time can also be obtained for the non-equal Sinai

contact of two billiards (Fig. 7.2.3). Although the phase volumes are

equal, a difference in geometry leads to a difference in the distribution

functions of the recurrences. In the absence of power-like tails, one can

expect a relaxation in the equilibrium distribution after a certain time

interval. It has not happened in the cases considered so far, even for a

contact between two different Sinai billiards, because the tails of their

distribution functions produce extremely long-lived fluctuations that do

not dissipate over a finite time.

The models of a two-billiard contact are very demonstrative and are

fairly easy to simulate. At the same time, they do not possess too strong

an effect on the absence of the thermodynamic equilibrium. This is

because free-bouncing ballistic trajectories do not induce a strong sin-

gularity in the phase space. One can expect a stronger effect in the

presence of a singular zone related to the accelerator mode described in

Section 3.2. There could be a much stronger difference in the distribu-

tion function depending on where and how far from the singular zone the
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domain of observation is taken. The difference will, of course, dissipate

over time. However, the time required exceeds any reasonable value and

cannot be included in any physical considerations. Hence there is a need

for another type of thermodynamics which would include a possibility

of long-lasting fluctuations. The dynamical model described, that is,

the Maxwell’s Demon, works because the equilibrium conditions cannot

be formulated on the basis of the canonical laws of thermodynamics.

7.5. Weak Mixing and Stickiness

In this and the next sections we consider some fundamental features

of chaotic dynamics, or better called “nonintegrable dynamics”, that

prevents its utilisation for the foundation of statistical physics.

Let us recall [S94] that the ergodicity of the system, described by

canonical variables x(t′), means the equality

〈f(x)〉 = f(x) (7.5.1)

where f(x) is an arbitrarily fairly good function of observables x (see

also (6.3.14)),

f(x) = lim
t→∞

1

t

∫ t

0

f(x(t′))dt′ (7.5.2)

is the mean time average, and

〈f(x)〉 =

∫

f(x)dµ(x) =

∫

f(x)ρ(x)dx (7.5.3)

means ensemble average over a stationary measure dµ = ρdx, defined by

a distribution function ρ(x). A typical required condition in statistical

mechanics is mixing, or strong mixing,

lim
t→∞

Rt(x(t);x(0) = lim
t→∞

(〈x(t)x(0)〉 − 〈x〉2) = 0 (7.5.4)

defined through the correlation function Rt.

Condition (7.5.4) is known as decay of correlation, and the limits in

(7.5.2) and (7.5.4) are applied in a standard sense. The last statement

seems to be violated in chaotic dynamics because of the stickiness, and
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the ergodicity is violated because of the existence of islands. The cru-

cial property of islands imbedded in the stochastic sea is that they are

irremovable due to the stickiness of their borders.

It seems that the dynamics of realistic systems can be characterized

by a more adequate property known as weak mixing

R
2
t (x(t);x(0)) = lim

t→∞

1

t

∫ t

0

R
2
t′(x(t

′);x(0))dt′ = 0 (7.5.5)

As it follows from (7.5.5), the magnitude of |Rt| can be arbitrary large

and these large values of |Rt| can last arbitrarily long, although such

events should be fairly rare. As we will see in the next section, this is

what one can observe in the chaotic dynamics due to the stickiness of

trajectories.

7.6. Persistent Fluctuations

Let us introduce a fluctuation ξ(t) as a deviation of the system’s ob-

servable x(t) from its equilibrium stationary value

ξ(t) = x(t) − 〈x〉, 〈ξ(t)〉 = 0 (7.6.1)

Distribution function of fluctuations F (ξ) satisfies the normalisation

condition
∫

∞

−∞

F (ξ)dξ = 1. (7.6.2)

Fluctuation is persistent if

〈ξ2〉 = ∞ (7.6.3)

and super-persistent if there exists such νc > 0 that

〈|ξ|ν〉 = ∞ for ν > νc > 0 (7.6.4)

Distribution of persistent fluctuations has asymptotics

F (|ξ|) ∼ 1/|ξ|ν∞ , ξ → ∞ (7.6.5)
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y

xFig 7.6.1. An example of persistent fluctuation in a dynamical model for the Maxwell’s

Demon.

with an appropriate ν∞, and the thermodynamics of such type of fluc-

tuations should be very different from the usual one.

As a good illustration of persistent fluctuations, let us return to

the dynamical model of the Maxwell’s Demon considered in Section

7.3, Fig. 7.3.1. Let us modify the billiard model that consists of two

chambers, contacted through a gap, and replace the Cassini billiard

by the rhomic one. The corresponding model is shown in Fig. 7.6.1

[*ZE04]. The sizes of the scatterers are selected in order to have equal

phase volumes for the dynamics in both chambers separately. Another

advantage of this model is the absence of islands in phase space for both

billiards. A sampling trajectory presented in Fig. 7.6.1 displays a strong

stickiness similar to that shown in Fig. 6.9.2(a).

While a trajectory stays in the same chamber, its number of hits of

the separation side leads to a pressure

Pr(t) =
1

τ

N(t;τ)
∑

i=1

∆pi (7.6.6)

where ∆pi is a change of the particle momentum perpendicular to the

side at the ith kick, N(t; τ) is the number of kicks during time t� τ �

1; τ is an averaging interval located on the time axis at (t − τ/2, t +

τ/2). Evidently, Pr(t) is simply related to the number of recurrences
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to the separation side of the chambers. As it was shown in Fig. 6.9.3,

distribution of the recurrences is different for the Sinai billiard and the

rhombic one, and so should be for the mean recurrence time.
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Fig. 7.6.2. Fluctuations of pressure in the Sinai-rhombus linked billiards.

The corresponding dependence of pressures on the left and right sides

of the billiard’s partition is shown in Fig. 7.6.2 [*ZE04]. For a fairly long

time the pressures could differ slightly until a large fluctuation emerges,

that can last for 1011, and it is sufficient to claim nonequilibrum situ-

ation. In other words, the system exhibits for an arbitrary long time

a similarity to the state that the Maxwell’s Demon can prepare by so-

phisticated manipulations. Figure 7.6.2 simply explains the meaning of

the persistent fluctuations, although in other physical models such fluc-

tuations may not be so strongly exposed. We assume that this example
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opens up a new area of the physical world, where the dynamics bears

intermediate properties between regularity and “normal” randomness.

Some other related examples will be considered in Chapter 12.

Conclusions

1. The problem of the foundation of statistical physics lies in the lack of

a clear formulation of the conditions which make it possible to derive

statistical laws and irreversibility from the first principles, that is,

from the reversible Hamiltonian equations. The theory of chaotic

dynamics plays an important role in solving the problem which can be

reformulated in the following way: is the condition of the occurrence

of chaos sufficient to obtain a typical statistical irreversibility?

2. The distribution of the Poincaré recurrences plays a crucial role in an

understanding of the general properties of chaotic dynamics. Hamil-

tonian systems do not have traps or sources. Nevertheless, Hamilto-

nian dynamics permit the existence of quasi-traps with an asymptotic

power-wise distribution at recurrence time τ :

PR(τ) ∼ 1/τγ
.

In some cases of space-time self-similarity, the exponent γ can be

expressed as

γ = 2 + | lnλΓ|/ lnλT ,

where λΓ and λT are the scaling characteristics of the fractal phase

space-time properties in the quasi-trap.

3. The existence of quasi-traps creates a situation similar to the

Maxwell’s Demon. This means that chaotic dynamics exhibit some

memory-type features which have to be suppressed in order to derive

the laws of thermodynamics.

4. The main difference between “normally” chaotic dynamics and the

“realistic” chaos with sticky trajectories can be formulated using a

notion of persistent fluctuations ξ(t). Their distribution function



Chapter 7. Chaos and Foundation of Statistical Physics 177

F (ξ) has power-type tails and it results in the divergence of moments

〈|ξ|ν〉 for some ν > νc > 0.

5. Persistent fluctuations are closely linked to the property of weak

mixing defined in the ergodic theory of dynamical systems.

6. Persistent fluctuations, as a deviation from the equilibrium state, can

be arbitrary large and can last arbitrary long time with no exponen-

tially small probability.

7. Persistent fluctuations can be considered as the main obstruction for

a direct extension of regular statistical or thermodynamical theory

on the realistic chaotic dynamics.



Chapter 8

CHAOS AND SYMMETRY

8.1 Stochastic Webs

A system is close to an integrable one if its Hamiltonian can be presented

as

H = H0(I) + εV (I, ϑ) , (8.1.1)

where I = (I1, . . . , IN ) and ϑ = (ϑ1, . . . , ϑN ) are the N -dimensional

vectors of action and angle, respectively, and ε is a small parameter of

perturbation. For ε = 0, the system is described by its Hamiltonian

H0 and possesses N first commuting integrals of motion (actions). The

motion is performed along an N -dimensional torus defined by a specific

value of I. In the set of tori, some of them are singular and correspond to

separatrices or hypersurfaces with self-intersections. In two-dimensional

phase space, separatrices are special trajectories that pass through the

saddle point(s). The set of separatrices can form a connected net in

the phase space (see Fig. 8.1.1) where a particle can move along. In

fact, the likelihood of a particle moving along a separatrix is minimal

since the time taken to reach a saddle point is infinite and it is not

able to pass through the first saddle. Inside the meshes of the net, the

motion is finite. This leads one to conclude that the general type of

integrable motion is partitioned by a net of separatrices in an integrable

case, in addition to the Liouville-Arnold theorem on integrability.1

1
A rigorous formulation of the integrability conditions is very important. This can be

found in [A 89]. A non-trivial example of the violation of the conditions formulated

in [A 89] is found in [RB 81].

178
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Fig. 8.1.1. Stochastic web formation.

The influence of a small perturbation in (8.1.1) does not change sig-

nificantly the motion inside the meshes of the net. However, it causes

a crucial replacement of the separatrices by stochastic layers. A con-

nected net of channels of finite width along which an effective particle

transport can be performed is therefore created. The set of channels is

called a stochastic web (see Fig. 8.1.1).

Different kinds of finite or infinite stochastic webs are possible, in-

cluding those with or without a symmetry. It is convenient to introduce

a notion of the web’s skeleton since the width of the web tends to zero if

ε → 0. It is possible for the skeleton of the web not to coincide with the

separatrices net for ε = 0, and the web can only occur when there is per-

turbation. Such a case takes place for the periodically kicked oscillator

problem (1.3.1),

H =
1

2
(ẋ2 + ω

2
0x

2) −
ω0

T
K cos x

∞
∑

m=−∞

δ

(

t

T
− n

)

, (8.1.2)
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where the oscillator’s mass is equal to one. The unperturbed part of the

Hamiltonian is the free oscillator motion,

H0 =
1

2
(ẋ2 + ω

2
0x

2) , (8.1.3)

either with a degenerate rotational symmetry or without any separa-

trices or saddle points. The perturbation has an amplitude K and a

translational symmetry along x: x → x + 2πm with integer m. As

demonstrated in Section 1.3, when K 6= 0, stochastic webs occur if the

resonant condition

α = ω0T = 2π/q (8.1.4)

is valid, where q is an integer. Although this is not the only case claiming

the existence of stochastic webs, (8.1.4) is nevertheless adhered to for

the sake of simplicity.

The general comments on the web problem are:

(i) The existence of stochastic webs is an important physical phe-

nomenon since infinite particle transport is performed along the

channels of the web.

(ii) The skeleton of the web tiles the phase plane (or volume) and

imposes a dynamical origin on symmetry groups.

For example, the Arnold diffusion occurs for the number of degrees

of freedom N > 2. It requires the non-degeneracy condition

∣

∣

∣

∣

∣

∂
2
H0

∂Ij∂Ik

∣

∣

∣

∣

∣

6= 0 . (8.1.5)

The diffusion rate is very low. Stochastic webs that occur in the model

(8.1.2) correspond to the case when (8.1.5) is not valid and N < 2. The

diffusion rate along the channels of the web is much faster than in the

case of Arnold diffusion. Many other possibilities also exist for higher

dimensions (N > 2). Some of them will be considered in this chapter.2

2
The Arnold diffusion was introduced in [A 64]. Some proofs were published in

[Ne 77]. The different physical applications of the Arnold diffusion can be found

in [C 79] and [LiL 92].
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8.2 Stochastic Web with Quasi-Crystalline Symmetry

The stochastic webs considered below occur when the condition of non-

degeneracy (8.1.5) is violated. When the Hamiltonian (8.1.2) is rewrit-

ten using the more convenient variables (1.3.6) u = ẋ/ω0 and v = −x,

H is renormalised by a constant,

H =
α

2
(u2 + v

2) − K cos v

∞
∑

n=−∞

δ(τ − n) , (8.2.1)

with equation of motion

u̇ =
∂H

∂v
, v̇ = −

∂H

∂u
(8.2.2)

where the dot denotes a derivative with respect to the dimensionless

time τ = t/T . The equations of motion (8.2.2) can be partially

integrated (as it was done in Section 1.3) in order to replace them by

the discrete map (1.3.5):

M̂α:
un+1 = (un + K sin vn) cos α + vn sinα

vn+1 = −(un + K sin vn) sinα + vn cos α

. (8.2.3)

Here, one considers the resonance case (8.1.4) which defines the web-

map

M̂q:

un+1 = (un + K sin vn) cos
2π

q
+ vn sin

2π

q

vn+1 = −(un + K sin vn) sin
2π

q
+ vn sin

2π

q

. (8.2.4)

The map M̂α has a central elliptic fix point (0,0). The eigenvalues,

λα, of the tangent matrix, M̂
′

α, at this point satisfy the equation

λ
2
α − 2SpM̂

′

α · λα + 1 = 0 , (8.2.5)

where SpM̂
′

α refers to the sum of the digaonal elements of M̂
′

α. The

solution of (8.2.5) gives rise to the condition

K > 2|cotan(α/2)| ≡ K
(0)
α (8.2.6)
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when the origin (0,0) becomes unstable and the elliptic point is trans-

ferred to the hyperbolic one.

In Section 1.3, a few cases of the stochastic web with a crystalline

symmetry, that is, when q = 3, 4, 6 and belonging to the set

{qc} ≡ {1, 2, 3, 4, 6} , (8.2.7)

are demonstrated. The set {qc} corresponds only to cases when the

rotational and translational symmetries coexist together on the plane.

The cases where q = 1, 2 are trivial and their corresponding motion is

therefore regular. Figures 1.3.1 and 1.3.2 showed stochastic webs with

the crystal-type symmetry of orders 4, 3 and 6. Some of their properties

are formulated as follows:

(i) Crystal-type stochastic webs exist for arbitrarily small K. It

does not change the size of the meshes since K → 0 (up to the

higher order terms in K, and it disappears when K = 0). Proof

of this statement is found in Section 8.4.

(a)

Fig. 8.2.1. Three different samples of the five-fold symmetric stochastic web.
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(b)

(c)

Fig. 8.2.1. (Continued)



184 G. M. Zaslavsky

(ii) Diffusion along the webs is proportional to K
2 unless an

anomalous transport takes place. This statement is proven in

Chapter 9.

A stochastic web will still exist for q 6≡ {qc} if 1 > K > Kc, where Kc

is a small critical value. Examples of the corresponding webs for q = 5

are shown in Fig. 8.2.1 and in Fig. 8.2.2 when q = 7 and 8. In all these

figures, the webs are infinite and their finite sizes correspond to a finite

computing time. All the webs have the quasi-crystal type symmetry

which will be explained in the next section. It can be assumed that

(a)

Fig. 8.2.2. Stochastic webs of the (a) seven-fold and (b) eight-fold symmetry.
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(b)

Fig. 8.2.2. (Continued)

Kc = 0, that is, unlimited stochastic webs of the quasi-crystal type exist

for arbitrarily small K. However, the characteristic sizes of their meshes

increase as K decreases. This point is taken up again in Section 8.4.3

8.3 Stochastic Web Skeleton

A Hamiltonian in the form of (8.2.1) with the resonance condition (8.14)

is time-dependent. Nevertheless, the maps of the trajectories shown in

Figs. 8.2.1, 8.2.2 and others reveal the existence of invariant structures.

3
For further reading on stochastic webs, the reader is referred to [ZSUC 91]. Several

interesting topics related to the properties of maps which generate webs can be found

in [Lo 91], [Lo 92], [Lo 94], [YP 92], [YP 93], [PR 97], [D 95], [DA 95] and [DK 96].

The symmetries of the webs are considered in [A 88], [Lo 92], [Lo 93], [La 93] and

[LQ 94].
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By applying an appropriate method of averaging, an effective Hamilto-

nian, Hq(u, v), which describes the structures, is obtained and it should

be time-independent and integrable.

When the polar co-ordinates (ρ, φ) are introduced,

u = ρ cos φ , v = −ρ sinφ . (8.3.1)

The generating function

F = (φ − ατ)I , I =
1

2
ρ
2 (8.3.2)

corresponds to the transformation of a co-ordinate system rotating at

a frequency of α. In terms of the new variables, the new Hamiltonian

becomes

H̃ = H +
∂F

∂τ
= −K cos[ρ cos(φ − ατ)]

∞
∑

n=−∞

δ(τ − n) , (8.3.3)

where the first term of the Hamiltonian (8.2.1), which represents linear

oscillations, disappears. This is a typical feature of the transformation

into a rotating frame of reference.

A simple transformation of the sum of the δ functions in Eq. (8.3.3)

is performed:

∞
∑

n=−∞

δ(τ − n) =
q
∑

j=1

∞
∑

m=−∞

δ[τ − (mq + j)] (8.3.4)

and the representation for the δ-functions sum is used:

∞
∑

m=−∞

δ(τ − j − mq) =
1

q

∞
∑

m=−∞

exp

(

2πim
τ − j

q

)

. (8.3.5)

The substitution of (8.3.4) and (8.3.5) into (8.3.3) and a regrouping of

terms yield
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H̃ = Hq + Vq

Hq = −
1

q
K

q
∑

j=1

cos ξj (8.3.6)

Vq = −
2

q
K

q
∑

j=1

cos ξj

q
∑

m=1

cos

(

2πm

q
(τ − j)

)

,

where

ξj = −ρ sin

(

φ +
2π

q
j

)

= v cos

(

2π

q
j

)

+ u sin

(

2π

q
j

)

. (8.3.7)

Expression (8.3.7) can also be written in the compact form of

ξj = ρ · ej (8.3.8)

using a unit vector definition

ej = [cos(2πj/q),− sin(2πj/q)] (8.3.9)

and

ρ = (v, u) .

Equation (8.3.9) defines a regular star formed by q unit vectors ej and

Eq. (8.3.8) defines the projection of the unit star onto a two-dimensional

plane.

Expressions (8.3.6) and (8.3.8) define the stationary Hamiltonian

Hq ≡ Hq(u, v) = −
1

2
Ωq

q
∑

j=1

cos(ρ · ej) , Ωq ≡
2K

q
(8.3.10)

which is termed the skeleton Hamiltonian. Another part of H̃ is Vq,

which defines the non-stationary part of the Hamiltonian H̃. The ex-

pression Hq = Hq(u, v) defines a surface. The isolines of a constant

energy,

E = −
1

2
Ωq

q
∑

j=1

cos(ρ · ej) , (8.3.11)
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correspond to the invariant curves of the initial perturbed Hamiltonian

(8.2.1) up to higher order terms. For example, if q = 4,

H4 = −Ω4(cos u + cos v) (8.3.12)

and the corresponding isolines are shown in Fig. 8.3.1. The values of

E > 0 define sections of humps on the surface of E = H4(u, v), the

values of E = H4(u, v) < 0 define sections of wells, and the value

E = H4(u, v) = Es = 0 defines an infinite net of separatrices that tile

the plane with a four-fold symmetry. This net is the skeleton of the

stochastic web for q = 4.

Fig. 8.3.1. The phase portrait for the four-fold symmetric skeleton Hamiltonian.

Similarly, one can obtain expressions when q = 3 and 6:

H6 = 2H3 = −
1

2
Ω6

[

cos v + cos

(

1

2
v +

√
3

2
u

)

+ cos

(

1

2
v −

√
3

2
u

)]

.

(8.3.13)
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Fig. 8.3.2. The phase portrait for the 3(6)-fold symmetric skeleton Hamiltonian.

The structure of isolines is shown in Fig. 8.3.2. The net of separatrices

can be obtained from the equation

E = Es =
1

2
Ω6 = H6(vs, us) (8.3.14)

and all solutions are

vs = π(2n1 + 1) , vs =
√

3us + 2π(2n2 + 1) ,

vs = −
√

3us + 2π(2n3 + 1) , (n1,2,3 = 0,±1, . . .) .

(8.3.15)

The net of separatrices at the skeleton of the stochastic web forms the

so-called kagome lattice with hexagonal symmetry.

The general features of the skeletons for the crystalline symmetry

(q = 3, 4, 6) are:
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(i-c) All saddle points of the Hamiltonian Hq(u, v) have the same value

of energy Es.

(ii-c) All separatrices are isolines of the same energy surface Hq(us, vs)

= Es.

(iii-c) Skeletons are unbounded and tile the plane with the correspond-

ing symmetry square or hexagon.

In the case of q 6≡ {qc}, the saddle points of the Hamiltonian Hq(u, v)

do not belong to some unique value of energy anymore. They are distri-

buted in a complicated manner although some values of energy do exist

Fig. 8.3.3. Distribution of saddles for H5.
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where a higher concentration of saddle points is found. For example,

when q = 5, the maximum number of saddle points corresponds to

Em ≈ −1

2
Ω5 (see Fig. 8.3.3). In fact, not much is known about the

distribution of saddles and elliptic points for the values of q 6≡ {qc}.
4

Consider, for example, the isolines for the values of energy E which

belong to a layer E ∈ (Em − ∆E,Em + ∆E). They form a “thick” line

structure. The corresponding pattern is shown in Fig. 8.3.4(a) and is

related to the so-called quasi-crystal symmetry of the fifth order. The

Hamiltonian Hq in (8.3.10) is a general expression which generates quasi-

crystal symmetry of isolines. The examples of isolines for q = 7, 8 and 12

are shown in Figs. 8.3.4(b), (c) and (d). They are obtained in the same

(a)

Fig. 8.3.4. Isolines of the skeleton Hamiltonian of different quasi-crystal type sym-

metries: (a) q = 5; (b) q = 7; (c) q = 8; and (d) q = 12.

4
More information on the distribution of elliptic and hyperbolic points is found in

[ZSUC 91], [Lo 91] and [Lo 94]. In particular, the distribution of saddles is important

to the problem of percolation in the quasi-symmetric potential. For a discussion of

the percolation problem along the webs, see [CZ 91] and [Is 92].



192 G. M. Zaslavsky

(b)

(c)

Fig. 8.3.4. (Continued)
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(d)

Fig. 8.3.4. (Continued)

way as for q = 5. Some features of the Hamiltonian Hq(u, v) for q 6∈ {qc}

are formulated as follows:

(i-qc) Any constant energy plane Hq = E consists of separatrices of

finite sizes. No connected net exists to tile the entire plane in the

same sense as it was for q ∈ {qc}. In other words, a connected

infinite net with a finite size of meshes is absent.

(ii-qc) For a thin layer (E,E + ∆E) with width ∆E and two saddle

points connected through it when the corresponding energy for

these points is Eh ∈ (E,E + ∆E), a net connected through the

layer ∆Ec exists for a finite ∆E > ∆Ec. Hence a skeleton of

the stochastic web with q-fold symmetry is formed. In other

words, a connected “thick” net with the thickness ∆Ec exists.

An example of “thick isolines” for q = 5 is shown in Fig. 8.3.5.
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The connected net is easily visualised and it forms the so-called

Ammann lattice.5 ,6

(iii-qc) It is assumed that the property (ii-qc) can be strengthened such

that ∆Ec = 0 and any finite thickness, ∆E > 0, of the energy

layer induces an infinitely connected net with a finite size for its

meshes. The larger the meshes, the smaller the ∆E becomes.

Fig. 8.3.5. “Thick isolines” for q = 5 in the energy layer E ∈ (0, 2).

5
The Ammann Lattice is a one-dimensional analog in the quasi-crystal with a five-fold

symmetry. It is simply a one-dimensional “grid” of points with co-ordinates

xn = n + β1 +
1

τ0

[

n

τ0

+ β2

]

,

where n is an integer, β1 and β2 are any constants, [a] is the integer part of a, and

τ0 is the golden mean:

τ0 = (1 +

√

5)/2 = 2 cos(π/5) .

Information on the Ammann lattice is found in [GS 87].
6
More information on the symmetries is found in [ZSUC 91], [La 93] and [LQ 94].
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(iv-qc) The Hamiltonian Hq has q-fold rotational symmetry for even q

and 2q-fold rotational symmetry for odd q. The symmetry of Hq

does not coincide with the symmetry of the original Hamiltonian

H because of the averaging procedure. Up to the corresponding

correction, the symmetries of H and Hq are similar for small K,

and the symmetry properties of Hq can be used to describe the

real trajectories of the original Hamiltonian H(x, ẋ, t).

(v-qc) The Hamiltonian Hq defines an integrable system but there is

no description of its solutions which follows from the equation

[compare to (8.2.2)]:

u̇ =
∂Hq

∂v
, v̇ = −

∂Hq

∂u
. (8.3.16)

From all the properties described above, one can deduce the existence

of the dynamical generator(s) of symmetry. It means that a Hamiltonian

such as H(u, v, t) in (8.2.1) is associated with a specific composition

of orbits and singular points in the phase space (phase plane) which

partitions or tiles the space with approximate q-fold symmetry (better

known as quasi-symmetry). The accuracy of the quasi-symmetry can

be enhanced by applying the averaging procedure to obtain a skeleton

Hamiltonian, Hq, in (8.3.10). The smaller the parameter K in (8.2.1),

the closer to symmetry the generalised quasi-symmetry becomes.7

8.4 Symmetries and Their Dynamical Generation

This section demonstrates how one can obtain some non-trivial symme-

tries from dynamics. It also shows how symmetries can be modified by

using methods of dynamics. In considering how a five-fold symmetry

can arise in dynamics, one resorts to using Hamiltonian (8.2.1) for q = 5,

or its equivalent, and the map M̂q=5 from (8.2.4) as an example. This

constitutes the first step. In the second step, the averaged Hamiltonian

7
The problem of dynamical generation of symmetries was formulated by A. Weyl

[We 52]. The web-map can be considered a solution to the problem of crystal and

quasi-crystal symmetries in a two-dimensional case.
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Ĥq=5 in (8.3.10) is obtained. Next, the maximum saddle point distri-

bution, as a function of energy and the corresponding value Emax, is

derived. Fourth, the “thick isolines” portrait which belongs to the finite

energy layer, (Emax −∆E/2, Emax + ∆E/2), with an appropriate small

∆E is found. Fifth, using the thick isolines portrait (see Fig. 8.3.4(a)) as

a stencil and an algorithm to connect the different points on the stencil,

a tiling is created. As an example, Fig. 8.4.1 demonstrates the famous

Penrose tiling by connecting the centres of small five-stars with those of

the small pentagons. A deliberate attempt was made to show a slightly

asymmetrical tiling by using two kinds of rhombuses to illustrates dif-

ferent possibilities. A more sophisticated seven-fold symmetric tiling

Fig. 8.4.1. Formation of the Penrose tiling using Fig. 8.3.5 as a stencil.
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Fig. 8.4.2. Seven-fold symmetric tiling using three types of rhombuses.

with three kinds of rhombuses is shown in Fig. 8.4.2. Figure 8.3.4(b)

has been used as a seven-fold symmetric stencil to produce the tiling in

Fig. 8.4.2.8

The above comments suggest a new and unique opportunity of in-

vestigating a complex symmetry such as the quasi-crystalline symmetry

by using methods of Hamiltonian dynamics. To demonstrate the re-

lationship between symmetry breaking and bifurcation in a dynamic

system, for q = 3, the invariant curves of the map M̂3 form a tiling of

the hexagonal type if K < K
(0)
α with α = 2π/3, where K

(0)
α is defined

in (8.2.6). The tiling is shown in Fig. 8.4.3(a). From the same map M̂3,

one can obtain a tiling of the brickwall type (Fig. 8.4.3(b)) if K > K
(0)
α .

8
For more information on the Penrose and other tilings, see [P 74], [Se 95] and

[ZSUC 91].
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(a)

(b)

Fig. 8.4.3. Invariant curves for q = 3 form hexagonal tiling when (a) K = 0.5 and

(b) brickwall tiling when K = 1.3.
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The quantity K > K
(0)
α corresponds to the value of K where the elliptic

points at the centre of the hexagons lose their stability. For q = 3 or α =

2π/3, K
(0)
α = 2

√
3 = 1.1547 . . . . If certain “fine” details of the figure

are ignored, the hexagons are modified to become rectangles and there

is a corresponding change in the symmetry of the stochastic web, which

occupies very narrow regions between the rectangles, if K > K
(0)
α . An

example of a web with the brickwall symmetry is shown in Fig. 1.3.2(b).

The examples described in this section enable one to formulate the

following statement: the web-map M̂q is considered a dynamic generator

for tiling a plane which has either a symmetry of the arbitrary order q

of the crystalline type when q ∈ {qc}, or of the quasi-crystalline type

when q 6∈ {qc}. One of the tiling methods is related to obtaining a

skeleton prior to performing an algorithm for the tiling (this method

was described above). Another method uses the phase portrait of the

system directly and it is simplified by removing some of the details or

smoothing over some special orbits (for example, the stochastic web).

It should be noted that part of the phase portrait lying inside a cell of

the web may have a completely different symmetry from that of the web

itself and, in particular, it may not have any special symmetry. Inside

the central cell of the web, there are various stochastic layers which are

separated from one another and from the stochastic web by invariant

curves.

One can also say that a 2D tiling with a q-fold symmetry is the

result of the decoration of the phase portrait. Decoration refers to the

rule used to select and/or alter some elements of the phase portrait. A

decoration of the skeleton in Fig. 8.4.1 (q = 5) results in its conversion

into the Penrose tiling.

8.5 The Width of the Stochastic Web

To calculate the width of the stochastic web, the representation (8.3.6)

for the Hamiltonian H̃ in the rotating frame of reference is used. The

case of q = 4 provides a good illustration of the method described in

Section 2.4.
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Using Eq. (8.3.6), one obtains

H̃ ≈ H4 + V4

H4 = −Ω4(cos u + cos v) (8.5.1)

V4 = −2Ω4(cos v − cos u) cos πτ

by neglecting the other terms in V4 which are proportional to cos(mπτ)

with m > 1. The small influence they exert will become apparent at

the end of the calculations. Due to the degeneracy of the unperturbed

Hamiltonian in (8.2.1), no small parameter is found in the perturbation

V4 in (8.5.1) and the influence of the perturbation is small via a different

mechanism (as it was, for example, in Section 2.7).

For the unperturbed Hamiltonian H4 defined in (8.3.11), the energy

value on the separatrices is H4 = 0 and the corresponding separatrices

are defined by the equations

vs = ±(us + π) + 2πm , (m = 0,±1, . . .) . (8.5.2)

From the equation of motion (8.3.16), one derives

u̇ = Ω4 sin v , v̇ = −Ω4 sinu . (8.5.3)

On the separatrices

u̇s = ∓Ω4 sinus , v̇s = ±Ω4 sin vs (8.5.4)

or
tan(us/2) = e

∓Ω4(τ−τn)

tan(vs/2) = e
∓Ω4(τ−τn)

,

(8.5.5)

where τn is the point of reference in time, (8.5.5) can give rise to

sinus = − sin vs = −1/cosh[Ω4(τ − τn)] . (8.5.6)

Adopting the same scheme used in Sections 2.3 and 2.4, Eq. (8.5.1)

yields

Ḣ4 = 4Ω2
4 sinu · sin v · cos πτ . (8.5.7)
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Replacing u, v on the right-hand side with us, vs and substituting

(8.5.6) in (8.5.7) as well as performing the integration, one obtains a

change in the energy due to the perturbation in the particle motion in

the vicinity for the separatrix:

∆H4 = −4Ω2
4

∫ τn+∞

τn−∞

dτ
cos πτ

cosh2 Ω4(τ − τn)
= −4π2 cos πτn

sinh(π2/2Ω4)
.

(8.5.8)

Since Ω4 = K/2 � 1, this expression takes the form of

∆H4 = −8π2 cosπτn exp(−π
2
/K) . (8.5.9)

The period of oscillations in the vicinity of the separatrix is

T (H4) =
4

Ω4

ln(8Ω4/|H4|) =
8

K
ln

4K

|H4|
. (8.5.10)

The time needed to pass near the separatrix is equivalent to one-quarter

of the period, that is,

τn+1 − τn ≈ T (H4)/4 =
1

Ω4

ln(8Ω4/|H4|) =
2

K
ln

4K

|H4|
. (8.5.11)

Setting H4 in the formula as being equivalent to H
(n+1)

4 , and taking the

expression (8.5.8) into account, a separatrix map in the form of

H
(n+1)

4 = H
(n)

4 − 8π2 exp(−π
2)/K) cos πτn

τn+1 = τn +
2

K
ln(4K/|H

(n+1)

4 |)
(8.5.12)

is derived. This procedure was described in Sections 2.3 and 2.4. Using

the same procedure, the boundary of the stochastic layer from the

condition

max

∣

∣

∣

∣

δτn+1

δτn
− 1

∣

∣

∣

∣

> 1 (8.5.13)
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is found. Hence for the border Hs,

Hs =
16π3

K
exp(−π

2
/K) (8.5.14)

is obtained.9

The quantity 2Hs defines the width of the layer. Since all separatrices

are connected, hence forming a single network, the quantity 2Hs

is also the width of the stochastic web. It is exponentially small since

K � 1. The neglected terms arising from V4 in (8.5.1) give the correc-

tions for the order O[exp(−2π2
/K)], which are too small.

The same considerations can be applied in the case of an arbitrary

value of q. The width of a stochastic web can be written as

Hs ∼ exp(−const/K) , (8.5.15)

where the value of const. increases somewhat with the growth of q.

However, for all q 6∈ {qc}, there is a peculiarity which needs to be

addressed.

It was mentioned in Section 8.3 that all hyperbolic points are found

on the same plane of the energy level E for q ∈ {qc}. In the case

of q 6∈ {qc}, this property is absent. Saddles and separatrices are dis-

tributed among different planes of the energy level and there is no single

infinite net of separatrices. An example of isolines for H5 is presented in

Fig. 8.5.1 for q = 5. The figure shows saddles forming a pattern resem-

bling a family of parallel straight lines (a). However, in Fig. 8.5.1(b),

it can be seen that near the value Em = −Ω5/2 (see Fig. 8.3.3), the

separatrix loops approach each other very closely. Nevertheless, the

intersections of the loops are located on different planes of constant en-

ergy. The gaps between some separatrices can be so small that even a

small perturbation can create stochastic layers to cover these gaps. This

is how a single stochastic web is formed. In the case of quasi-symmetry,

the mechanism for the web’s formation is quite different from that for

crystal symmetry since there is no single separatrix for the web-skeleton

Hamiltonian Hq.

9
The results described were obtained in [ACSZ 90].
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(a)

(b)

Fig. 8.5.1. Example of isolines for H5: (a) the “thick lines” belong to the range of

energy E ∈ (0.8, 1.2); (b) an enlarged image of isolines from the marked square in

(a) with E ∈ (0.9, 1.1).
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Conclusions

1. The topological properties of the phase plane are defined by a set

of singular points and curves. These properties can be imposed by

an unperturbed Hamiltonian and a perturbation. The symmetry of

the Poincaré map is the result of a complex interplay between the

symmetries of the unperturbed Hamiltonian and the perturbation.

2. Thin filaments (channels) of chaotic dynamics are called stochastic

web. They can form a net using symmetry or quasi-symmetry. The

web-map discussed in Chapter 1 can tile the phase space with a

symmetry of the quasi-crystal type.

3. Tiling can be characterised by a web skeleton. The web-map is a

generator of the q-fold symmetric tiling of an arbitrary order q. The

effective Hamiltonian for obtaining the web skeleton is

Hq(u, v) =
q
∑

j=1

cos(r · ej)

with

r = (u, v) , ej =

(

cos
2π

q
j, sin

2π

q
j

)

.

The periodic tiling corresponds to q = 1, 2, 3, 4, 6. The rest are

aperiodic and are equivalent to the two-dimensional quasi-crystal

structure.

4. It is significant that the connected net with q-fold symmetry appears

as a structure consisting of finite width channels in the phase plane.

The width of the channels is exponentially small.
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In all the colour plates, except for C.4, there is one trajectory plot (per plate)
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related to the fivefold symmetry stochastic web with different time length.

Plate C.4 represents a skeleton for the fivefold symmetric stochastic web.

Different colours correspond to different energy intervals. Plates C.5–C.8 are

related to the (u, v)-projection for a trajectory of the four-dimensional map

(9.2.13). They correspond to small K (of order 0.1) and very small β2 (of order

10−4 ÷ 10−5) and different symmetries. One can observe very rapid diffusion

and flights as well as a quasi-trap (C.8) for a time of order 106.
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Chapter 9

MORE DEGREES OF FREEDOM

9.1 General Remarks

The previous chapters have considered systems with N = 1 1/2 de-

grees of freedom, that is, systems with one degree of freedom perturbed

by a periodic in time force since the time is considered an additional

“half” degree of freedom (phase). When one more degree of freedom

is added, N = 21/2 is obtained. It follows from the KAM theory that

there should be a qualitative change in the dynamics if the condition of

non-degeneracy

J ≡

∣

∣

∣

∣

∣

∂
2
H0

∂Ij∂Ik

∣

∣

∣

∣

∣

6= 0 (9.1.1)

is valid. This statement is related to the Arnold diffusion which exists

if N > 2. Nevertheless, typical of many physical systems, the opposite

condition J = 0, or J is very close to zero, is present. This possibi-

lity has been discussed in detail in Sections 4.1 and 4.4. The condition

(9.1.1) is violated in all systems similar to the linear oscillator without

perturbation or in systems for which the nonlinear frequency

ωk = ∂H0/∂Ik (9.1.2)

is a non-monotonic function. For systems with the lifted (9.1.1) condi-

tion, or with J close to zero described in Section 4.4, there are significant

new properties of diffusion along the thin channels of the phase space

where the dynamics are chaotic, that is, along the stochastic webs. The

205



206 G. M. Zaslavsky

difference is characterised by two features. For J = 0, an infinite diffu-

sion exists even for N = 1 1/2 while the Arnold diffusion occurs only

for N > 2. The diffusion rate is also much higher for N > 2 than in the

case of the Arnold diffusion if, for at least one degree of freedom, there

is degeneracy or the corresponding frequency ωj(I) is non-monotonic.

This feature will be elaborated further when common physical models

are introduced.

9.2 Four-Dimensional Map for the Motion in
Magnetic Field

In this section, a four-dimensional map corresponding to a coupled web-

map and a standard map is introduced. The map is considered a typical

problem of dynamics in 4D phase space since both the web-map and

the standard map correspond to two complimentary cases in 2D phase

space.

For particle dynamics in a constant magnetic field, B0, oriented along

the z-axis and in a wave packet, E(r, t), that propagates obliquely to

B0, the corresponding equation of motion is

r̈ =
e

m0

E(r, t) +
e

m0c
[ṙ,B0] , (9.2.1)

where B0 lies along the z-axis. The electric field, E(r, t), is found on

the xz-plane and is chosen as

E(r, t) = −E0

∞
∑

n=−∞

sin(kr − n∆ωt)

= −E0T sin(kxx + kzz)
∞
∑

n=−∞

δ(t − nT ) . (9.2.2)

This means that the wave packet has spectral uniformity with suffi-

ciently large spectral width. The time interval, T = 2π/∆ω, is deter-

mined by the frequency interval of the harmonics in the packet. For the

longitudinal electric field, the wave vector k, as well as the amplitude

vector E0, has only two components, kx and kz. They are related by

kz/kx = E0z/E0x = β = const. (9.2.3)
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Rewriting Eq. (9.2.1) in components and taking into account the

representation (9.2.2) for the electric field, one derives

ẍ = −
e

m0

TE0x sin(kxx + kzz)
∞
∑

n=−∞

δ(t − nT ) + ω0ẏ ,

ÿ = −ω0ẋ , (9.2.4)

z̈ = −
e

m0

TE0z sin(kxx + kzz)
∞
∑

n=−∞

δ(t − nT ) ,

where ω0 = eB0/mc is the cyclotron frequency. The second equation in

system (9.2.4) can only be integrated once, thus yielding

ẏ + ω0x = const. (9.2.5)

Using the constant of this motion, the order of the equations of motion

(9.2.4) can be reduced and a system of two equations is obtained:

ẍ + ω
2
0x = −

e

m0

TE0x sin(kxx + kzz)
∞
∑

n=−∞

δ(t − nT )

z̈ = −
e

m0

TE0x sin(kxx + kzz)
∞
∑

n=−∞

δ(t − nT )

(9.2.6)

where the constant zero is placed in Eq. (9.2.5). In the case of the

oblique propagation of the wave packet (kx, kz 6= 0), it follows from

the equations of motion (9.2.6) that both the longitudinal and transverse

degrees of freedom are coupled. The Hamiltonian of system (9.2.6) has

the following form:

H =
1

2m0

(p2
x + p

2
z) +

m0

2
ω

2
0x

2 − eφ0T cos(kxx + kzz)
∞
∑

n=−∞

δ(t − nT )

(9.2.7)

where φ0 = E0x/kx = E0z/kz is the amplitude of the potential of

the electric field, and px and pz are components of the particle mo-

mentum:

px = m0ẋ , pz = m0ż . (9.2.8)
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One can replace the system of differential equations in (9.2.6) with a

finite-difference system. Between two successive actions of the delta-

functions, the trajectory of the particle satisfies the equation

ẍ + ω
2
0x = 0 , z̈ = 0 . (9.2.9)

As they pass through the delta function at time tn = nT , the solutions

(9.2.9) must satisfy the boundary conditions

x(tn + 0) = x(tn − 0) , z(tn + 0) = z(tn − 0) ,

ẋ(tn + 0) = ẋ(tn − 0) −
e

m0

TE0x sin[kxx(tn) + kzz(tn)] ,

ż(tn + 0) = ż(tn − 0) −
e

m0

TE0x sin[kxx(tn) + kzz(tn)] .

(9.2.10)

Using these equations, one derives from (9.2.6)

ẋn+1 = −ω0xn sinω0T +

[

ẋn −
eE0x

m0

T sin(kxxn + kzzn)

]

cos ω0T ,

ẋn+1 = xn cosω0T +

[

ẋn −
eE0x

m0

T sin(kxxn + kzzn)

]

sinω0T , (9.2.11)

żn+1 = żn −
eE0x

m0

T sin(kxxn + kzzn) , zn+1 = zn + T żn+1 ,

where the following has been denoted:

ẋn = ẋ(nT −0) , xn = x(nT −0) , żn = ż(nT −0) , zn = z(nT −0) .

By introducing the more convenient dimensionless variables of

un = kxẋn/ω0 , vn = −kxxn , wn = kz żn/ω0 , Zn = kzzn ,

(9.2.12)

(9.2.11) is rewritten as

un+1 = vn sinα + [un + K sin(vn − Zn)] cos α ,

vn+1 = vn cos α − [un + K sin(vn − Zn)] sin α ,

wn+1 = wn + Kβ
2 sin(vn − Zn) , Zn+1 = Zn + αwn+1

(9.2.13)
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using the notation

α = ω0T , K =
eE0xkx

m0ω0

T . (9.2.14)

The 4D-map (9.2.13) obtained corresponds to the coupled web-map

and the standard map. To view this, some extreme situations can be

considered. If the wave packet propagates along the magnetic field

(E0x = kx = 0), the electric field of the packet will not influence the

Larmor rotation of the particles in a plane perpendicular to the mag-

netic field. This means that the longitudinal and transverse degrees of

freedom decouple. The system (9.2.13) is reduced to two independent

maps. The first of these,

un+1 = vn sinα + un cos α , vn+1 = vn cosα − un sinα

describes the simple rotation of a particle in the magnetic field. The

second has the form

wn+1 = wn − Kβ
2 sinZn , Zn+1 = Zn + αwn+1 (9.2.15)

and describes only the longitudinal motion along the magnetic field.

After substituting αw = I, it is reduced to the standard map

In+1 = In − K0 sinZn , Zn+1 = Zn + In+1 (9.2.16)

with the nonlinearity parameter being

K0 = αβ
2
K =

eE0zkz

m0

T
2
. (9.2.17)

On the other extreme, when the wave packet propagates in a manner

that is strictly perpendicular to the magnetic field (E0z = kz = 0),

the longitudinal motion is free (β = 0) while the transverse motion is

described by the web-map

un+1 = vn sinα + (un + K sin vn) cos α ,

vn+1 = vn cos α − (un + K sin vn) sinα .

(9.2.18)
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This map is the generator of the stochastic web with a symmetry of

order q if the resonance condition α = αq is satisfied, where

αq = 2π/q (9.2.19)

and q is an integer. As mentioned in Section 1.3, condition (9.2.13)

refers to the fact that over a full rotation in the magnetic field, a particle

experiences exactly q kicks from the wave field. If (9.2.19) is satisfied

and the wave packet propagation is strictly transverse to the magnetic

field, the phase plane (u, v) in map (9.2.18) is covered by the stochastic

web for an arbitrarily small K. For the non-orthogonal propagation of

the wave packet, different metamorphoses of the phase portrait occur

as the parameters of the system change.

Using the dimensionless variables (u, v;Z,w) defined in Eq. (9.2.12),

the Hamiltonian (9.2.7) is represented as

H = H(u, v;Z,w)

=
1

2
(v2 + u

2) +
1

2β2
w

2 − K cos(v − Z)
∞
∑

n=−∞

δ(τ − nα) ,

(9.2.20)

where the dimensionless time

τ = ω0t (9.2.21)

is introduced. The corresponding Hamiltonian equations of motion are

dv

dτ
= −

∂H

∂u
,

du

dτ
=

∂H

∂v
,

dw

dτ
= −β

2 ∂H

∂Z
,

dZ

dτ
= β

2 ∂H

∂w
.

(9.2.22)

One can easily verify that system (9.2.22) leads to the map (9.2.13).1

9.3 Multi-Web Structures in the Phase Space

The conditions for applying the KAM-theory and the Arnold diffusion

lead one to conclude that if the unperturbed motion does not have

1
The material in this section is based on the results of [ZZNSUC 89].
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any domain of chaotic motion, or if the domains are very small, a small

perturbation therefore guarantees the smallness of the domains of chaos

but can change their topology by transferring them into a connected net.

A pragmatic formulation of this result can be proposed for the KAM-

theory. How difficult is it to find the initial condition for a chaotic orbit?

The answer is extremely difficult. In the case where the condition (9.1.1)

of the applicability of the KAM-theory is abandoned and the resonant

condition (9.2.19) is valid, the answer to the same question is strongly

different: it is very easy to find a chaotic orbit in, say, 4D phase space

even though the perturbation is very small. The interaction among the

different degrees of freedom is strongly enhanced despite the smallness

of the coupling constant, a property which will be demonstrated in this

section using the 4D-map (9.2.13).2

Adopting the same procedure as in Section 8.3, that is, by introduc-

ing the rotating frame of reference using the variables

u = ρ cos φ , v = −ρ sinφ , I =
1

2
ρ
2 (9.3.1)

and the generating function

F = (φ − τ)I (9.3.2)

[compare to (8.3.1) and (8.3.2)], the Hamiltonian (9.2.20) is transformed

into

H̃ = H +
∂F

∂τ
=

1

2β2
w

2 − K cos[ρ sin(φ + τ) − Z]
∞
∑

n=−∞

δ(τ − nα) .

(9.3.3)

Using the same representation of Eqs. (8.3.4) and (8.3.5) for the sum of

δ-functions, Eq. (9.3.3) is transformed into

2
See footnote on page 199. More results on the same model are found in [NCC 91]

and [Ro 97].
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H̃ = Hq + Vq

Hq =
1

2β2
w

2 −
2K

πq

q
∑

j=1

cos

(

v cos
2π

q
j − u sin

2π

q
j − Z

)

, (9.3.4)

Vq = −
4

πq
K

q
∑

j=1

cos

(

v cos
2π

q
j − u sin

2π

q
j − Z

) ∞
∑

m=1

cos(mτ − αmj) .

The part Hq of the Hamiltonian does not depend on time. Instead,

it corresponds to two coupled degrees of freedom. The cases where

q = 1, 2, 4 are integrable. For example, when q = 4:

H4 =
1

2β2
w

2 −
1

π
K cosZ(cos u + cos v) . (9.3.5)

The equations of motion (9.2.22) are

dv

dτ
= −

1

π
K cos Z sinu ,

du

dτ
=

1

π
K cos Z sin v ,

dw

dτ
= −

1

π
β

2
K sinZ(cosu + cos v)

dZ

dτ
= w .

(9.3.6)

One can conclude from the first pair of equations in (9.3.6) that the

quantity

(cos u + cos v) = const. = C0 (9.3.7)

is an integral of motion. This motion was described in Section 8.3 [see

(8.3.12)]. Therefore, the second pair of Eq. (9.3.6) takes the form

d
2
Z

dτ2
+

1

π
β

2
KC0 sinZ = 0 , (9.3.8)

which describes a pendulum with the characteristic frequency of

Ωz = (β2
KC0/π)1/2

. (9.3.9)
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The perturbation Vq in (9.3.4) depends periodically on time. It destroys

the separatrices of the pendulum (9.3.8) and the (u, v) motion and

creates stochastic webs in the 4D-space. The topology of the web is

a product of the square lattice in the (u, v)-plane and layers in the

(w,Z)-plane.

In general, C0 is not an integral of motion due to the perturbation Vq.

Even for a small value of the parameter β, a slow drift of a particle in the

plane (u, v) leads to repeated crossings of the unperturbed separatrices

in the (u, v)-plane. Such behaviour effectively increases the width of

the stochastic web, the diffusion rate along the web, and complicates

its topology. The channels of chaotic dynamics for small β is called a

multi-web.

Fig. 9.3.1. Example of fast diffusion in the (u, v) plane for q = 4: K = 0.132,

β2
= 0.0001; w0 = 1; the size of the square is (16π)

2
.
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Fig. 9.3.2. Another example with long flights for q = 4 and K = 0.2, β2
= 0.004;

w0 = 1; the size of the square is (40π)
2
.

Examples of fast diffusion for very small values of K and β are shown

in Fig. 9.3.1. Here one can easily observe phenomena such as the trap-

pings of the square web in a cell, escapes from the cell, and “flights”

along the web. Sometimes the flights can be enormously long. This is

shown in Fig. 9.3.2 and they are called Lévy flights. Further discussion

of the flights is found in Chapters 10 and 11.

In cases where q = 3 and q 6≡ {qc}, they do not have an integrable

Hamiltonian Hq and the diffusion is therefore much faster. At the same

time, the diffusion process is highly intermittent due to the presence of

different structural elements in the phase space. Examples of chaotic

trajectories for q 6≡ {qc} are presented in the color plates.
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9.4 Equilibrium of the Atomic Chains

It was mentioned in Section 9.2 that the 4D map (9.2.13) has features

resembling some typical physical problems. It was derived for a practical

motion in electromagnetic field. This section will demonstrate that the

same map describes the equilibrium of an atomic chain with the nearest

and next nearest interactions.

When xj is the co-ordinate of the j-th atom and Φ(x1, x2, . . .) is the

potential energy of the atomic chain, the equilibrium conditions are

∂Φ

∂xj
= 0 , (∀j) . (9.4.1)

Usually, the chain potential can be presented in a form that indicates

the potential energy for each atom:

Φ =
∞
∑

j=1

φj(xj , xj±1, . . . , xj±k) (9.4.2)

where φj is the j-th atom’s local potential dependent on the displace-

ment of a finite number, k, of the atoms nearest the j-th atom. The

simplest situation is one where the interaction taking place is with only

the nearest particle when φj has the form

φj = Ψ(xj − xj−1) + V (xj) . (9.4.3)

Here, Ψ represents the potential energy of interaction with neighbours

and V corresponds to a general crystalline field potential at site j. In

this case, system (9.4.1) is equivalent to a two-dimensional map. Indeed,

applying (9.4.1) to (9.4.3), one derives

Ψ′

j+1 = Ψ′

j + V
′(xj) (9.4.4)

Ψj = Ψ(xj − xj−1) , (9.4.5)

where prime means the derivative with respect to the argument. Using

definition (9.4.5) and a new variable,

Pj = xj − xj−1 , (9.4.6)



216 G. M. Zaslavsky

it follows from (9.4.4) to (9.4.6) that

Pj+1 = (Ψ′)−1[Ψ′

j(Pj) + V
′(xj)]

xj+1 = xj + Pj+1 ,

(9.4.7)

where it is assumed that Ψ′ 6= 0 anywhere in the domain under consi-

deration and (Ψ′)−1 refers to the inverse function of Ψ′. The iteration

Eq. (9.4.7) is equivalent to the initial set of (9.4.1) and correspond to

the area-preserving two-dimensional map, which possesses chaotic orbits

for some domains of the phase space and some parameter values. In

particular, when

Ψj =
1

2
(xj − xj−1 − a)2 , (9.4.8)

(9.4.7) and (9.4.8) yield the map

Pj+1 = Pj + V
′(xj) , xj+1 = xj + Pj+1 (9.4.9)

which corresponds to the standard map if V
′ = K sinxj. Map (9.4.7)

shows that the equilibrium conditions (9.4.1) for the atom’s chain can be

reformulated as a dynamical system problem. It leads to an increase in

the number of degrees of freedom for the equivalent dynamical system if

the particles in the chain interact with their next-to-nearest neighbours.3

In examining the potential function, Φ, in the form of

Φ =
1

2
γ

∑

n

(xn+1 − xn − a)2 −
1

2
β

∑

n

(xn+2 − xn − 2a)2

+ V0

∑

(1 − cos xn) , (9.4.10)

the first term represents the nearest typical neighbour in the interaction.

The second term represents the next-to-nearest neighbour interaction.

The last term describes a local potential which can be determined by

3
The idea of studying the equilibrium of atomic chains by reducing the corresponding

conditions to a map and using the methods of dynamical systems was proposed by

S. Aubry [Au 79]. Spin-chains were considered in [BTZ 94]. The material in this

section was published in [BBZT 84].
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a support lattice. Here γ, β and V0 are some constants of interaction.

The equilibrium Eq. (9.4.1) yields

−γ(xn+1 − 2xn − xn−1) + β(xn+2 − 2xn + xn−2) + V0 sinxn = 0 .

(9.4.11)

Equation (9.4.11) can be reduced to a four-dimensional map similar to

(9.2.13). To do so, one introduces the new variables of

In+1 = xn+1 − xn , ξn+1 = ηn+1 − ηn , ηn = In+1 − In

(9.4.12)

and put some restrictions on the constants β and γ, namely, γ < 0,

β < 0 and |γ| < 4|β|. Denote

ω
2
0 = 4(1 − γ/4β) ≡ 4 sin2

α/2 . (9.4.13)

Using Eqs. (9.4.12) and (9.4.13), the main equilibrium Eq. (9.4.11) can

be rewritten as

ξn+1 = ξn − ω
2
0ηn − (V0/β) sin xn . (9.4.14)

The next transform of the variables

wn = In + ξ̄n , zn = xn + η̄n

ξ̄ = ξ/ω
2
0 , η̄ = η/ω

2
0

(9.4.15)

and Eqs. (9.4.14) and (9.4.12) lead to the map

ξ̄n+1 = ξ̄n − ω
2
0 η̄n − (V0/ω

2
0β) sin(zn − η̄n)

η̄n+1 = η̄n + ξ̄n+1

wn+1 = wn − (V0/ω
2
0β) sin(zn − η̄n)

zn+1 = zn + wn+1 .

(9.4.16)

When a rotational transform for the (ξ̄, η̄) variables is performed:

ξ̄ = v(1 − cos α) − u sinα , η̄ = v (9.4.17)
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which gives

un+1 = (un + K sin(vn − zn)) cos α + vn sinα

vn+1 = −(un + K sin(vn − zn)) sin α + vn cos α

wn+1 = wn − K sinα · sin(vn − zn)

zn+1 = zn + wn+1

(9.4.18)

with the potential parameter being

K ≡
|V0|

|β|ω2
0 sinα

, V0 < 0 . (9.4.19)

The parameter K is a combination of the one-site potential ampli-

tude |V0| and next-to-nearest interaction constant β. The new system,

(9.4.18), coincides with map (9.2.13) which describes a particle motion

in a constant magnetic field and in a wave packet. Certain formal rea-

sons exist to account for the coincidence which is a result of the choice

of the potential energy φ in the form (9.4.10).

Hence the problem of atomic chain equilibrium is reduced to a known

problem and one can now describe some of its properties. The first pair

of equations, (9.4.18), is known as the web-map. The second pair is

known as the standard map. The most interesting cases correspond to

the resonance situation when

α = αq = 2π/q (9.4.20)

and q is an integer (a more general resonance case is when α/2π is ratio-

nal). The resonance condition (9.4.20) means that a special relationship

exists between parameters γ and β [see Eq. (9.4.13)]. In particular, for

q = 4, one has ω
2
0 = 1/2 and γ = 2β. For large q, the parameter α is

small and γ ≈ 4β(1 − π
2
/q

2). The infinite diffusion growth of u and v

occurs if an initial condition, (u0, v0, w0, z0), is taken inside the web. At

the same time, no growth in w is found for small K. From the defini-

tions (9.4.12) and (9.4.15), such instability leads to a disordering of the

particle chain as a whole. In spite of the diffusion disordering process,
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there is a non-trival possibility that order may exist in some parts of

the chain. As shown in Section 9.3 for the map (9.2.13), sporadic and

intermittent, almost regular parts of orbits generated by the map exist.

These parts are called “flights” and can be extremely long. They occur

as a result of a non-trivial topology in the phase space of the system

(9.4.18). The flights correspond to almost ordered parts of the chain.

The case of K & 1, where there is strong chaos and strong particle

disordering, will not be discussed here.

9.5 Discretisation

Sometimes, a differential equation is replaced by a corresponding dif-

ference equation or vice versa. In contrast to the initial differential

equation, difference equations have an additional half degree of freedom

and consist of a time-dependent force. It is generally stated that the

discretisation procedure creates stochastic layers or webs in the phase

space of the system. This statement is borne out by the following ex-

amples.

When a pendulum equation such as

ẍ + ω
2
0 sinx = 0 (9.5.1)

is replaced by its discrete version,

xn+1 − 2xn + xn−1 + ω
2
0(∆t)2 sinxn = 0 , (9.5.2)

where ∆t is the time-step of discretisation and

xn = x(n∆t) , (9.5.3)

the step is usually small and the following inequality is required:

K ≡ (ω0∆t)2 � 1 . (9.5.4)

Using the notation

In = xn − xn−1 = ∆t · pn , (9.5.5)
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Eqs. (9.5.2) and (9.5.5) are rewritten as

In+1 = In − K sinxn

xn+1 = xn + In+1

, (9.5.6)

which coincides with the standard map. The standard map has a dif-

ferent topology from the pendulum (9.5.1). Even for an arbitrarily

small K, stochastic layers and resonance island chains exist (see Sec-

tions 1.2 and 2.7).

The Hamiltonian of the pendulum is

H0 =
1

2
p
2 − ω

2
0 cosx (9.5.7)

(see Section 1.4) whereas that for the standard map (9.5.6) is

H =
1

2
p
2 − ω

2
0 cos x

∞
∑

m=−∞

cos mνt , ν =
2π

∆t
(9.5.8)

(see Section 1.2). One can write

H = H0 + Vdiscr (9.5.9)

and, comparing (9.5.7) and (9.5.8), derive

Vdiscr = −2ω2
0 cosx · cos νt (9.5.10)

up to the higher order terms in frequency ν. The potential Vdiscr

corresponds to the force originating from the discretisation procedure.

It has high frequency oscillations,

ν � ω0 , (9.5.11)

due to the condition (9.5.4). After averaging over high frequency oscil-

lations, the corrections to the original (unperturbed) solutions will be

of the order K, that is, small. Nevertheless, when the averaging method

is applied, the effects of the topological modification of the phase space

and the appearance of stochastic layers are missing.
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Turning now to a more complicated example of a perturbed

oscillator,

ẍ + ω
2
0x = ε sin(kx + νt) (9.5.12)

(see Sections 1.5 and 4.2), the difference equation is

xn+1 − 2xn + xn−1 + ω
2
0∆t

2
xn = ε(∆t)2 sin(kxn + nν∆t) . (9.5.13)

Using notation (9.5.5), (9.5.13) is rewritten as a map:

In+1 = In − (ω0∆t)2xn + ε(∆t)2 sin(kxn + nν∆t)

xn+1 = xn + In+1 .

(9.5.14)

If ω0 = ν = 0, (9.5.14) is reduced to the standard map (9.5.6). Replacing

the variables

xn = vn , In = − sinα · un + (1 − cos α)vn (9.5.15)

where

(ω0∆t)2 = 4 sin2
α/2 (9.5.16)

is placed, map (9.5.14) in (u, v)-variables is

un+1 = (un − K0 sin(kvn + nν∆t)) cos α + vn sinα

vn+1 = −(un − K0 sin(kvn + nν∆t)) sinα + vn cos α

(9.5.17)

with

K0 = ε(∆t)2/ sin α . (9.5.18)

For ν = 0 and k = 1, map (9.5.17) coincides with the web-map (see

Section 1.5) and generates a stochastic web in the phase space when α

is close to the resonant condition

αq = 2π/q (9.5.19)

with integer q. At the same time, Eq. (9.5.12) is integrable for ν = 0.
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The discretisation version of Eq. (9.5.12) can be formulated as a

problem of the atomic chain equilibrium. For this purpose, consider the

potential function of atoms in the form of

Φ =
1

2
γ

∑

n

(xn+1 − xn)2 +
1

2
ω

2
0

∑

n

x
2
n + V0

∑

n

cos k(xn + na) ,

(9.5.20)

which is somewhat different from (9.4.10). Expression (9.5.20) does not

include next-to-nearest term of the potential at the site of the atom.

The equilibrium conditions (9.4.1) lead to the map

In+1 = In − (ω2
0/γ)xn + (V0k/γ) sin(kxn + na)

xn+1 = xn + In+1 .

(9.5.21)

Map (9.5.21) coincides with (9.5.14) up to the notations of the constants.

Therefore, map (9.5.21) can be rewritten in the same form as (9.5.17)

if the notations

K0 = kV0/γ sinα , ν∆t = ka , ω
2
0/γ = 4 sin2

α/2 (9.5.22)

are used.

The results obtained show that the time discretisation of the initial

differential equation(s) adds an additional 1/2 degree of freedom to the

original system. The new and different type of equations can coincide

with the equations of equilibrium of the particle chain.4

Conclusions

1. The coupled web-map and the standard map describe a charged par-

ticle motion in a constant magnetic field and oblique electromagnetic

wave packet. A four-dimensional map corresponds to a system with

2 1/2 degrees of freedom in order that the Arnold diffusion can take

place. In fact, a much faster diffusion exists in a non-exponentially

4
More information on the analogy between discretised differential equations and the

equilibrium of atomic chains can be found in [BTZ 94].
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small domain because of the presence of degeneracy. One can always

expect fast non-Arnold diffusion to take place for at least one degree

of freedom which corresponds to a linear oscillator in the absence of

coupling.

2. The equilibrium condition for a one-dimensional atomic chain can be

written in the form of a map. The order of the map is the same as

the number of nearest interacting atoms.



Chapter 10

NORMAL AND

ANOMALOUS KINETICS

10.1 Fokker-Planck-Kolmogorov (FPK) Equation

The idea of using a so-called kinetic equation is based on a simplifed

description of dynamics at the expense of loss of information about

trajectories. A typical approach is to consider the distribution function

F = F (I, ϑ, t) in the 2N -dimensional phase space and to apply the tech-

nique of coarse-graining which means averaging over some fast variables

such as phases ϑ:

P (I, t) ≡ 〈〈F (I, ϑ, t)〉〉 =
1

2π

∫

2π

0

dϑF (I, ϑ, t) (10.1.1)

where dϑ = dϑ1 . . . dϑN . One reason for using coarse-graining is due to

the existence of at least two different time scales: tc, which is a scale for

the averaging (10.1.1) and td, a scale of slow evolution of P (I, t), and

tc � td . (10.1.2)

An equation that describes the slow evolution of P (I, t) is called a kinetic

equation and an equation of evolution of moments of P (I, t), that is,

〈In〉 =

∫

dI I
n

P (I, t) , (10.1.3)

is called a transport equation. Chaotic dynamics provide a possibility

of introducing appropriate coarse-graining. The main thrust of this

chapter and the next is to find the corresponding kinetic and transport

224
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equations. Towards that end, one begins with a consideration of Fokker-

Planck-Kolmogorov (FPK) equation modified from the original idea by

A. Kolmogorov.1

When x is a characteristic variable of the wandering process, such as

a particle co-ordinate, and P (x, t) is the probability density of having

the particle co-ordinate x at an instant t, the Chapman-Kolmogorov

equation is

W (x3, t3|x1, t1) =

∫

dx2W (x3, t3|x2, t2) · W (x2t2|x1, t1) , (10.1.4)

where W (x, t|x′
, t

′) is the probability density of having the particle at

position x and at time t if it was at point x
′ at time t

′ ≤ t. The

connection between P and W is given below. A typical assumption,

W (x, t|x′
, t

′) = W (x, x
′; t − t

′) , (10.1.5)

corresponds to the regular kinetic equation derivation scheme. For small

∆t = t − t
′, one has an expansion,

W (x, x0; t + ∆t) = W (x, x0; t) + ∆t
∂W (x, x0; t)

∂t
, (10.1.6)

where the higher order terms are neglected. Equation (10.1.6) provides

the existence of the limit

lim
∆t→0

1

∆t
{W (x, x0; t + ∆t) − W (x, x0; t)} =

∂W (x, x0; t)

∂t
. (10.1.7)

Equation (10.1.4) consists of only one function, W , with different argu-

ments. The main idea of the kinetic equation derivation is to distinguish

1
In his original publication [K 38], A. Kolmogorov formulated the formal conditions

leading to the FPK-equation of a general type. The main condition is the existence

of the second moment, 〈〈(∆x)
2
〉〉/∆t, for the mean local change per unit time of

the square displacement, ∆x, in the limit, ∆t → 0, and the vanishing of all higher

moments of ∆x. L. Landau [L 37] also derived the diffusion-type equation which

indicates that the detailed balance principle leads to a special type of the FPK-

equation that preserves the number of particles. In the derivation presented here (see

also [Za 94-3]), a modified Kolmogorov’s scheme giving directly the FPK equation in

the Landau form is used.
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those functions W that correspond to different time scales. One now

uses

t3 = t + ∆t , t1 = t , t2 = t3 − t1 = ∆t (10.1.8)

and the notation

P (x, t) ≡ W (x, x0; t) . (10.1.9)

Equations (10.1.8) and (10.1.9) reinforce the typical assumption that

only large time-scale asymptotics,

t � tc , (10.1.10)

should be considered, that is, large deviations |x−x0| are expected. The

value tc in (10.1.10) is the characteristic time taken for “interaction”,

“phase mixing” or something else which defines the short time scale of

the process. This is usually a characteristic time over which coarse-

graining should be performed. Using (10.1.4), (10.1.8) and (10.1.9),

Eq. (10.1.7) is rewritten as

∂P (x, t)

∂t
= lim

∆t→0

1

∆t

∫

dy{W (x, y;∆t) − δ(x − y)}P (y, t) . (10.1.11)

It is the existence of tc that makes a difference between P = W (x, y; t)

in (10.1.9) and the kernel function W (x, y;∆t) since t → ∞ and ∆t ∼ tc

are finite. In other words, the limit (∆t → 0, t-finite) is considered in

the same sense as the limit (∆t-finite, t → ∞). The initial condition for

W (x, y,∆t) can be taken in an obvious form as

lim
∆t→0

W (x, y;∆t) = δ(x − y) . (10.1.12)

For a small but non-zero ∆t, one can write the expansion, over deriva-

tives, of the δ-function as

W (x, y;∆t) = δ(x − y) + A(y;∆t)δ′(x − y) +
1

2
B(y;∆t)δ′′(x − y) ,

(10.1.13)
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where A and B are some functions and prime means derivative with

respect to the argument. The functions A,B can be expressed through

the moments of the transition probability W (x, y;∆t):

A(y;∆t) =

∫

∞

−∞

dx(y − x)W (x, y;∆t) ≡ 〈〈∆y〉〉

B(y;∆t) =

∫

∞

−∞

dx(y − x)2W (x, y;∆t) ≡ 〈〈(∆y)2〉〉 .

(10.1.14)

That is how coarse-graining is performed.

The transition probability, W (x, y;∆t), should satisfy the normali-

sation conditions:
∫

dxW (x, y;∆t) = 1

∫

dyW (x, y;∆t) = 1

. (10.1.15)

After substituting (10.1.13) and (10.1.14) in (10.1.15), one obtains either

A(y;∆t) =
1

2

∂B(y;∆t)

∂y
(10.1.16)

or

〈〈∆y〉〉 =
1

2

∂

∂y
〈〈(∆y)2〉〉 . (10.1.17)

Equations (10.1.16) and (10.1.17) were obtained by Landau using the

detailed balance principle but in the scheme of this book, they come

about automatically (see footnote [1]).

Assuming that the limits

lim
∆t→0

1

∆t
〈〈(∆x)〉〉 ≡ A(x)

lim
∆t→0

1

∆t
〈〈(∆x)2〉〉 ≡ B(x)

(10.1.18)

exist, the FPK equation is obtained by substituting (10.1.13) in

(10.1.11):

∂P (x, t)

∂t
= −

∂

∂x
(A(x)P (x, t)) +

1

2

∂
2

∂x2
(B(x)P (x, t)) . (10.1.19)
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It can be rewritten in a divergence-like form,

∂P

∂t
=

1

2

∂

∂x

(

B
∂P

∂x

)

(10.1.20)

after applying the relation,

A(x) =
1

2

∂B(x)

∂x
, (10.1.21)

which follows from (10.1.17) and (10.1.18).

The existence of limits (10.1.18) is crucial to the derivation of the

FPK equation. These limits define the local structure of the trajectories’

behaviour in small time and space domains. It has already been shown

that fractal local properties can be an alternative to regular expansions

such as (10.1.6) or (10.1.13). An example is considered in Chapter 11.

The generalisation of the FPK equation in the case of a vector varia-

ble x is fairly simple:

∂P

∂t
=

1

2

∑

j,k

∂

∂xj
Bjk

∂P

∂xk
. (10.1.22)

Here the relation

Aj(x) =
1

2

∑

k

∂Bjk

∂xk
(10.1.23)

and notations

Aj(x) = lim
∆t→0

1

∆t
〈〈∆xj〉〉

Bjk(x) = lim
∆t→0

1

∆t
〈〈∆xj∆xk〉〉

(10.1.24)

are used.

For a simplified situation where B = const., Eq. (10.1.20) yields

∂P

∂t
=

1

2
B

∂
2
P

∂x2
(10.1.25)

and the constant B is termed a diffusion coefficient. The simple result,
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〈x2〉 = Bt , t → ∞ (10.1.26)

defines the asymptotic behaviour of the second moment of P as time

becomes fairly large. The behaviour (10.1.25) and (10.1.26) is called by

one of three names: diffusion, normal diffusion and normal transport.

10.2 Transport for the Standard Map and Web-Map

The FPK equation can be applied to some typical maps. For the stan-

dard map (1.2.8),

pn+1 = pn − K sinxn , xn+1 = xn + pn+1 (10.2.1)

and x is the fast variable. For K � 1, there is a strong mixing process

consisting of phases and their distribution is close to being uniform.

Therefore,

〈〈sinx〉〉 = 0 , 〈〈sin2
x〉〉 = 1/2 (10.2.2)

where 〈〈· · · 〉〉 means averaging over the phase. Thus, the simplest con-

sideration yields

〈〈∆p〉〉 ≡ 〈〈pn+1 − pn〉〉 = −K〈〈sinx〉〉 = 0

〈〈∆p
2〉〉 ≡ 〈〈(pn+1 − pn)2〉〉 = K

2〈〈sin2
x〉〉 =

1

2
K

2
,

(10.2.3)

where (10.2.2) is used. Turning now to P = P (p, t), where T is the

interval between two adjacent steps, it follows from definition (10.1.18)

that

B(p) = const. = K
2
/2T , (10.2.4)

and that from (10.1.26) the transport is defined by the asymptotic law:

〈p2〉 = Bt =
1

2
K

2 t

T
. (10.2.5)

A necessary condition for the FPK equation to become valid is the

smallness of the change for each step:

〈〈(∆p)2〉〉 � 〈p2〉 . (10.2.6)
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It is clear from (10.2.3) and (10.2.5) that this simply means a fairly

large time, that is,

t � T . (10.2.7)

In the limit ∆t → 0, ∆t = T and is fixed. Instead of ∆t → 0, t/∆t →

∞ is considered which coincides with (10.2.7). In this way, the FPK

equation can be applied to a discrete map.

The case of K � 1 is again considered in the diffusion of the web-

map (1.3.5),

M̂α:
un+1 = (un + K sin vn) cos α + vn sinα

vn+1 = −(un + K sin vn) sinα + vn cos α

. (10.2.8)

The same result, (10.2.5), is obtained for the map M̂α:

〈R2〉 =
1

2
K

2 t

T
(10.2.9)

where the slow variable is the distance in the phase space,

R = (u2 + v
2)1/2

, (10.2.10)

and the diffusion coefficient B(R) = const. and coincides with (10.2.4).

What is the behaviour of the moments really like? The answer to this

question follows from Fig. 10.2.1 for the standard map and Fig. 10.2.2

for the web-map of the four-fold symmetry, that is,

un+1 = vn , vn+1 = −un − K sin vn . (10.2.11)

There are very strong oscillations near the value (10.2.4), and even for

some values of K, a behaviour resembling singularity takes place. The

oscillations of the diffusion constant as a function of K have been known

for some time, and some analytical expressions were even derived via a

partial inclusion of the phase correlations for adjacent steps.2

2
The oscillations in the coefficient of diffusion as a function of the parameter K for

the standard map were discovered in numerical simulation [C 79]. The theoretical

explanation was developed in [RW 80] and then improved by including the influence of

the so-called cantori [CM 81, DMP 89]. The corresponding formula for the diffusion

oscillation of the web-map was derived in [ACSZ 90] and [DA 95].
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(a)

(b)

Fig. 10.2.1. Normalised diffusion coefficient for the standard map versus parameter

K: (a) low resolution plot; (b) a magnified part of (a); and (c) higher resolution plot

for the same interval as in (b).
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(c)

Fig. 10.2.1. (Continued)

Fig. 10.2.2. Normalised diffusion coefficient for the web-map versus the parameter k.



Chapter 10. Normal and Anomalous Kinetics 233

The peaks in Figs. 10.2.1 and 10.2.2 are the result of a non-diffusional

character in the evolution of the moments and, strictly speaking, of the

absence of the FPK-type equation. The simulation shows that

〈R2〉 ∼ t
µR , 〈p2〉 ∼ t

µp (10.2.12)

with exponents µR, µp satisfying the conditions

1 ≤ µR, µp < 2 , (10.2.13)

which depend on the values of the parameter K. The behaviour of

the second moments, defined by (10.2.12) and (10.2.13), is called either

anomalous transport, superdiffusion, or anomalous diffusion. In some

situations, it is possible that the corresponding exponent µ < 1, that

is, a subdiffusion, exists. Sometimes the process of mixing in the phase

space is less strong or uniform than is assumed during the derivation

of the kinetic equation of the FPK-type. One has already seen that in

the phase space, fractal quasi-traps and other types of singularities can

occur which either enhance or suppress the diffusional process. In the

next chapter, this issue is discussed in greater detail. This chapter will

restrict itself to illustrating a few examples.

When the parameter K < 1, the kinetics along the stochastic layer

for the standard map (along x) or along the stochastic web are derived.

Again, the character of the diffusional process depends strongly on the

value of K as it displays both normal and abnormal diffusion.3

10.3 Dynamics in the Potential with q-Fold Symmetry

In Section 8.3, a Hamiltonian having a q-fold symmetry in the phase

space is introduced. The potential for a particle motion in 2D space

can have the same kind of symmetry. Such motion has two degrees of

freedom and the corresponding Hamiltonian is

H =
1

2
(p2

x + p
2
y) + Vq(x, y) (10.3.1)

3
The different aspects of the anomalous transport in the stochastic layer were studied

in [Ka 83], [BZ 83], [CS 84] and [Ba 97]. Comments on the high rate of diffusion

through a stochastic web as compared to the Arnold diffusion are found in [LW 89].
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with the potential

Vq =
q
∑

j=1

cos(kr · ej) , (10.3.2)

where k = 2π/` defines a characteristic length scale ` and r = (x, y)
and ej are unit vectors that form a regular star:

ej = [cos(2πj/q), sin(2πj/q)] . (10.3.3)

For q = 4, the potential

V4 = 2(cos kx + cos ky) (10.3.4)

defines the square lattice symmetry and the corresponding dynamical
problem,

ṗx = −
∂H

∂x
, ṗy = −

∂H

∂y
, ẋ =

∂H

∂px
, ẏ =

∂H

∂py
, (10.3.5)

is integrable.

Fig. 10.3.1. Poincaré section of the chaotic random walk in the hexagonal potential

with long flights: E = 2.0; square size is (1400π)
2
.
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The problem (10.3.5) becomes non-integrable if one considers a per-

turbation in (10.3.4) which destroys the symmetry or when q 6= 1, 2, 4.

The potential for q = 3 is still periodic. However, all the other poten-

tials with q 6≡ {qc} possess a quasi-crystal type of symmetry. A particle

performs a kind of random walk in space which can be characterised by

the transport exponent µ:

〈R2〉 ∼ t
µ (10.3.6)

where t → ∞ and R
2 = x

2 + y
2. At some intervals of energy E = H,

stochastic webs are found where the random walk process can occur and,

generally speaking, the processes correspond to the anomalous transport

rather than the normal one. Some examples of a random walk trajectory

are shown in Fig. 10.3.1 for the kagome-lattice potential

V3 = cos x + cos

(

1

2
x +

31/2

2
y

)

+ cos

(

1

2
x +

31/2

2
y

)

, (10.3.7)

Fig. 10.3.2. The same as in Fig. 10.3.1 but for the perturbed square potential and

E = 1.5.
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and in Fig. 10.3.2 for the perturbed square-symmetry potential

V (x, y) = cos x + cos y + ε cos x cos y . (10.3.8)

In both examples, µ > 1 and extremely long flights are observed which

indicate the existence of memory in a fairly large part of the trajectories

in spite of their random behaviour.4

10.4 More Examples of the Anomalous Transport

Like the previous section, this section aims to demonstrate an unusual

random walk performance for a system with dynamical chaos.

The first example is related to the standard map. The trajectory is

shown in Fig. 10.4.1 for

K = 6.908745 , (10.4.1)

which is in the vicinity of the accelerator mode threshold Kc = 2π =

6.28 . . . . One can observe enormously long flights which lead to the

anomalous transport with exponents

µp = 1.25 , µx = 3.3 . (10.4.2)

The definitions of the exponents are from

〈p2〉 ∼ t
µp

, 〈x2〉 ∼ t
µx (10.4.3)

and the trivial connection between µx and µp is

µx = µp + 2 . (10.4.4)

The data in (10.4.3) are in agreement with (10.4.4). (Compare (10.4.1)

to (3.5.16) and Fig. 3.5.2).5

The second example pertains to the web-map with a four-fold sym-

metry (10.2.11) and

K = 6.349972 . (10.4.5)

4
For more information on the anomalous diffusion in two-dimensional lattice poten-

tial, see [GNZ 84], [GZR 87], [ZSCC 89] and [CZ 91]. Figures 10.3.1 and 10.3.2 are

taken from the last two references.
5
The data for Figs. 10.4.1 and 10.4.2 are taken from [ZEN 97] and [ZN 97].
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Fig. 10.4.1. A typical trajectory with parabolic flights for the standard map and

K = 6.908745 near the threshold of the accelerator mode.

(Compare this to (3.5.8) and Fig. 3.5.1). A typical trajectory with

long flights is presented in Fig. 10.4.2. The corresponding value of µ in

(10.3.6) is

µ = 1.26 . (10.4.6)

In summary, one should note that the stickiness in the islands’

boundary induces anomalous transport. In fact, it can be attributed to

many other causes resulting from a non-uniformity in the phase space.
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(a)

(b)

Fig. 10.4.2. A typical trajectory with anomalously long flights for the web-map with

(a) K = 6.349972 and (b) a magnification of its central part.
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The persistence for a “fast” variable by memory results in a change from

normal kinetics, as described by the FPK equation, to an anomalous one

(which will be discussed in Chapter 11). Prior to such a description,

some pre-requisite information related to Lévy processes is introduced.

10.5 Lévy Processes

The Lévy stable distribution of random variables was proposed as a

possible alternative to the Large Numbers Law, where P (x) is the nor-

malised distribution density of a random variable x, that is,

∫

P (x)dx = 1 . (10.5.1)

The Fourier transform of P (x) is the characteristic function

P (q) =

∫

e
iqx

P (x)dx . (10.5.2)

Given two different random variables, x1 and x2, and a third which is

a linear combination,

cx3 = c1x1 + c2x2 , (10.5.3)

where c, c1, c2 are constants, and assuming that the distribution func-

tions of x1 and x2 are the same, that is, P (x1) and P (x2), the distribu-

tion P (x) is termed stable if the random variable x3 defined by (10.5.3)

is distributed by the same law as P (x3).

When the condition for the distribution P (x) is written as stable,

from (10.5.3) one obtains

P (cx3)d(cx3) =

∫

d(c1x1)d(c2x2)P (c1x1)P (c2x2)δ(cx3 − c1x1 − c2x2)

(10.5.4)

or for the characteristic functions (10.5.2),

P (cq) = P (c1q) · P (c2q) . (10.5.5)
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Using the logarithm of (10.5.5), one arrives at the functional equation

lnP (cq) = lnP (c1q) + lnP (c2q) (10.5.6)

which has the solution

lnP (cq) = c
q

|q|
|q|α , c

α = c
α
1 + c

α
2 . (10.5.7)

It should be Re lnP (q) < 0. For α = 2, the solution (10.5.7) corresponds

to the normal (Gaussian) distribution and for α = 1, to the Cauchy

distribution. The condition P (x) > 0 gives restrictions

0 < α ≤ 2 . (10.5.8)

Thus,

P (q) = const. exp(−c|q|α) , (c > 0) . (10.5.9)

Using the Tauber theorem, the following asymptotics are obtained:

P (x) =

∫

∞

−∞

e
−iqx

P (q)dq

= const.

∫

∞

−∞

dq exp(−iqx + c|q|α) ∼
αcΓ(α)

π|x|α+1
sin(πα/2) ,

|x| → ∞ (10.5.10)

Expressions (10.5.9) and (10.5.10) are Lévy distributions.6

There are many different ways to derive the time-dependent Lévy dis-

tribution P (x, t) from (10.5.9). One method is outlined in Chapter 11.

Here one shall consider a heuristic derivation. In considering the tran-

sition probability density, P (x′
t
′|x′′

t
′′), and the Chapman-Kolmogorov

equation,

P (x0t0|xN tN ) =

∫

dx1 · · · dxN−1P (x0t0|x1t1)

× P (x1t1|x2t2) · · ·P (xN−1tN−1|xN tN ) , (10.5.11)

6
For more information on the Lévy distributions and their applications, see [Le 37],

[MS 84], [SZF 95] and [Ka 95].
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the expression can be simplified by setting

tj+1 − tj = ∆t (∀j) , tN − t0 = N∆t . (10.5.12)

It is also assumed that

P (xjtj|xj+1tj+1) = P (xj+1 − xj, tj+1 − tj) (10.5.13)

and expression (10.5.11) is rewritten with the help of (10.5.12) and

(10.5.13):

P (xN −x0, tN −t0) =

∫

dy1 · · · dyNP (y1,∆t) · · ·P (yN ,∆t) (10.5.14)

where the variables yj = xj −xj−1 are replaced. Expression (10.5.14) is

the N -fold generalisation of (10.5.4) and one can immediately write its

Fourier transform as being similar to (10.5.5):

P (cq) = P (c1q) · · ·P (cNq) (10.5.15)

with the condition

c
α =

N
∑

j=1

c
α
j = Nc0 =

(tN − t0)

∆t
c0 . (10.5.16)

Putting x0 = 0, xn = x, t0 = 0, tN = t, the solutions of (10.5.15), which

are similar to (10.5.7) and (10.5.9), can be written as

P (q, t) = const. exp(−at|q|α) , (10.5.17)

where

a = c0/∆t . (10.5.18)

The only thing required at this point in time is a consideration of a

limit c0 → 0, ∆t → 0, a = const. which does not change the form of

the solution (10.5.17). The idea employed here is known as an infinitely

divisible process.7

7
For more information on the infinitely divisible processes, see [Le 37], [Gn 63] and

[Fe 66].
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It follows from (10.5.17) through the inverse Fourier transform that

P (x, t) ∼
αatΓ(α)

π|x|α+1
sin(πα/2) , |x| → ∞ , (10.5.19)

which is analogous to (10.5.10). A general property of the Lévy dis-

tributions (10.5.10) and (10.5.19) is a power-like decrease as |x| → ∞.

Under the condition α < 2, it yields

〈x2〉 = ∞ , (10.5.20)

which is a crucial feature of the distributions. One is therefore able to

understand why the Lévy distribution (or process) can be considered

an alternative to the Gaussian one, which has a finite second moment.

The specific behaviour of P (x, t) in (10.5.19) does not define any

characteristic space scale. This leads to the appearance of very long

pieces of trajectories with almost regular behaviour, that is, flights.8

10.6 The Weierstrass Random Walk

The Weierstrass random walk is a good illustration of the Lévy distribu-

tion function.9 When the random variable x has only values x ∈ {xn =

±a
n} with a constant a and the probability of x having a value xn is

b
−n, the normalised probability of having a value x is then

P (x) =
b − 1

2b

∞
∑

n=0

b
−n(δx,an + δx,−an) , (b > 1) (10.6.1)

where δx,xn
are the Kronecker symbols. The characteristic function,

8
Flights, or Lévy flights, were discussed intensively in [Ma 82] in connection with

Lévy distribution and fractal Brownian motion. The resultant theory is found in

[MS 84] on the basis of random walk models. See also [SKZ 96] where the fractal

Brownian motion is related to different physical models and to fractal time. For more

information on the applications of Lévy flights to dynamical systems, see [ASZ 91],

[CZ 91] and [ZEN 97].
9
Weierstrass random walks were introduced and analysed in [HSM 81], [MHS 82] and

[MS 84], and are examined below.
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P (k) =
∑

x

e
ikx

P (x) =
b − 1

b

∞
∑

n=0

b
−n cos(an

k) , (10.6.2)

has the form of the Weierstrass function.

In considering the Bernoulli scaling, expression (10.6.2) is similar to

(6.5.6). Function P (k) satisfies the functional equation,

P (k) =
1

b
P (ak) +

b − 1

b
cos k , (10.6.3)

which is analogous to (6.5.7). To derive the asymptotics x → ∞, one

needs to consider k → 0. If the expression (10.6.2) is not singular, then

for small k

P (k) = 1 −
1

2
〈x2〉k2 + · · · (10.6.4)

and the Gaussian distributions arise for the variable x with finite 〈x2〉.

The Weierstrass function is known to be continuous everywhere but not

differentiable anywhere else if

µW = ln a/ ln b > 1 . (10.6.5)

In the same way, as in Section 6.5, P (k) can be considered a sum of

the normal and singular parts,

P (k) = Pn(k) + Ps(k) , (10.6.6)

and derive for k → 0,

Pn(k) = 1 + const. · k2 + · · ·

Ps(k) = |k|1/µW Q(k) + · · ·
, (10.6.7)

where Q(k) is periodic in ln k with period ln a. Expressions (10.6.6) and

(10.6.7) correspond to the Lévy distribution with α = 1/µW < 1.

A more general approach to such phenomena is presented in

Chapter 11. Here, however, one should note that the main features

of the process (10.6.1) are the scaling properties of the support (that is,

the possible values of x are scaled) and the corresponding probabilities.

These features match the scaling properties of the chaotic dynamics

near the islands’ boundary, which were presented in Tables 3.5.1 and

3.5.2 in Section 3.5.
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Conclusions

1. In a very simplified form, the chaotic dynamics can be described by

a kinetic equation of the FPK-type (normal diffusion equation). A

more careful analysis leads to the anomalous diffusion process for

which

〈R2〉 ∼ t
µ

with µ 6= 1.

2. The existence of an accelerator mode in the standard map and web-

map induces superdiffusion with µ > 1.

3. Diffusion along the channels of webs with symmetry is, generally

speaking, anomalous.

4. Anomalous diffusion in the phase space can be induced by the

presence of singular zones with a hierarchical structure of islands.



Chapter 11

FRACTIONAL KINETICS

11.1 Fractional Generalisation of the
Fokker-Planck-Kolmogorov Equation (FFPK)

The previous chapters have demonstrated that a number of typical

systems with chaotic dynamics do not obey the FPK equation and

that some generalisation has to be included in the kinetic description of

the fractal properties of motion. The need for such generalisation results

from a new property of chaos which is described as the incompleteness

of chaos due to the existence of islands in the phase space. In fact, the

specific hierarchical structure of resonances provides the physical basis

for replacing regular space-time with redefined fractional space-time.

This section will consider the applications of the elements of fractional

calculus. The requisite information on fractional integration and dif-

ferentiation is found in Appendices 3 and 4.1

1
The use of fractional derivatives is a compact way to write an integral representation

of functions with power-like kernels. Another simplified way to consider fractional

derivative is to make a Fourier-transform and obtain the fractional powers of the

corresponding variables. For information on fractional calculus, the following books

are recommended: [GS 64], [SKM 87] and [MR 93]. The key information is provided

in Appendix 3. Typically, fractional derivatives surface in different problems where a

renormalisation has been used. Mention is made only on kinetics appearing near the

phase transition point [HH 77] and particle advection in convective flows [YPP 89].

Dynamical chaos generates numerous applications of fractional calculus to describe

the processes taking place in the phase space and time simultaneously. In [SZK 93],

the notion of “strange kinetics” has been used.

245
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Adopting the same scheme in Section 10.1, the expansion

W (x, y; t+ ∆t) = W (x, y; t) + ∆tβ
∂

β
W (x, y; t)

∂tβ
(11.1.1)

is assumed to exist for ∆t → 0 with β being some constant, 0 < β ≤ 1

(see Appendix 3 for the fractional derivative definition). In fact, the

existence of the limit is assumed to be

lim
∆t→0

W (x, y; t+ ∆t) −W (x, y; t)

∆tβ
=
∂

β
W (x, y; t)

∂tβ
. (11.1.2)

Equation (11.1.1) replaces the regular definition (10.1.6) when β = 1.

Rewriting (11.1.1) using the notation (10.1.9) yields

P (x, t+ ∆t) = P (x, t) + ∆tβ
∂

β
P (x, t)

∂tβ
. (11.1.3)

The function P (x, t) describes the large time-scale asymptotics. Analo-

gous to (10.1.13), an expansion for the transfer probability, W (x, y;∆t),

is written for the infinitesimal ∆t which imposes the infinitesimal

changes of the co-ordinate |x− y|:

W (x, y;∆t) = δ(x− y) +A(y;∆t)δ(α)(x− y) +B(y;∆t)δ(α1)(x− y) .

(11.1.4)

The superscripts (α) and (α1) refer to the fractional derivatives for

order α and α1 with an appropriate α as the fractal space dimension

characteristic, 0 < α ≤ 1. The definition of the fractional derivative

for δ-function is given in Appendix 3. A specific feature of fractional

expansions is that it is not uniquely defined and the real order of the

third term on the right-hand side of (11.1.4) is not known. With some

approximation, one can neglect the term with B. In particular, it is

correct if A = const. and α1 > α. Hence the normalisation condition,
∫

W (x, y;∆t)dy = 1 , (11.1.5)

is automatically satisfied.
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In the approximation to be used, (11.1.4) is rewritten without the

term with B as

W (x, y;∆t) = δ(x− y) +A(∆t)δ(α)(x− y) . (11.1.6)

It is then multiplied by |x − y|α and integrated, which yields (see

Appendix 3)

Γ(1 + α)A(∆t) =

∫

∞

−∞

dx|x− y|αW (x, y;∆t) ≡ 〈〈|x− y|α〉〉 . (11.1.7)

Assuming that the limit

A ≡ Γ(1 + α) lim
∆t→0

A(∆t)/∆tβ = lim
∆t→0

〈〈|x− y|α〉〉

∆tβ
, (11.1.8)

which is similar to (10.1.18), exists and coincides with (10.1.18) if β = 1

and α = 2, the local properties of the transitional process are then

represented in the existence of the limit (11.1.8) for appropriate values

of α and β. The latter values are not supposed to have the trivial values

of two and one, respectively.

Turning now to (11.1.1) and using Eq. (10.1.4) with the same nota-

tions of (10.1.8) and (10.1.9), one now has, (instead of (10.1.11),)

∂
β
P (x, t)

∂tβ
= lim

∆t→0

1

(∆t)β

{
∫

dy[W (x, y;∆t) − δ(x− y)]P (y, t)

}

(11.1.9)

or, after substituting (11.1.6)–(11.1.8),

∂
β
P (x, t)

∂tβ
= A

∫

dyδ
(α)(x− y)P (y, t) . (11.1.10)

The right-hand side can be integrated by parts using the formula

∫

d
α
g(x)

dxα
f(x)dx =

∫

g(x)
d

α
f(x)

d(−x)α
dx (11.1.11)
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(see Appendix 3 for its derivation and definitions). From (11.1.10) and

(11.1.11), one then obtains

∂
β
P (x, t)

∂tβ
= A

∂
α
P (x, t)

∂(−x)α
. (11.1.12)

This is a form of fractional kinetic equation known as FFPK. Neverthe-

less, it is not the final form. Therefore, one needs to further discuss the

process underlying Eq. (11.1.12) in order to find its solutions with an

appropriate boundary and initial conditions.

It was specified that t > 0 in (11.1.12) and −∞ < x < ∞. The

latter means that flights can occur in both the directions of positive and

negative x. Hence all the integrals from (11.1.9) to (11.1.11) are taken

at interval (−∞,∞). The definition of A(∆t) and the corresponding A

in (11.1.8) should be along both the positive and negative “phases” of

flights with equal probabilities. To make it possible, definition (11.1.6)

is changed to a symmetrical form,

W (x, y;∆t) = δ(x − y) +A
∂

α

∂|x|α
δ(x − y) , (11.1.13)

where the symmetrical derivative of order α has been introduced,

∂
α

∂|x|α
=
cα

2

(

∂
α

∂xα
+

∂
α

∂(−x)α

)

, (11.1.14)

with a constant cα that regulates a special case such as α = 1. For

example, if cα = 1, ∂α
/∂|x|α disappears for α = 1 and

cα = 1/ cos
πα

2
, (11.1.15)

(11.1.14) is finite for α = 1. Equation (11.1.12) is then transformed into

a symmetrical equation:

∂
β
P (x, t)

∂tβ
= A

∂
α
P (x, t)

∂|x|α
, (β ≤ 1, 0 < α ≤ 2) (11.1.16)

with the same definition (11.1.8) of A.
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The problem of the kinetic description of dynamics is reduced to the

phenomenological Eq. (11.1.16) where α and β should be defined from

the dynamics. This is carried out in Section 11.3.

Insofar as there is a refusal to use a regular expansion of series and

consider fractional derivatives like in (11.1.3) and (11.1.6), more specific

definitions and explanations of what kind of problem is to be considered

are needed. It can be said that some level of analytical universality is lost

and that one should determine all the limit procedures. For example,

for Eqs. (11.1.6) and (11.1.3), it can be seen from Appendix 3 that

the fractional derivatives are defined for the signed-fixed domain of a

variable. This means that instead of using a derivative, say, ∂α
/∂x

α,

one can introduce a combination of c+∂α
/∂x

α + c
−
∂

α
/∂(−x)α with the

freedom to manipulate via c+ and c
− as coefficients or even functions

of α. This was done in a symmetrical form from (11.1.13) to (11.1.15).

The reason for introducing expansion (11.1.13) can be explained in the

following way. Defining fractional derivatives with the help of Fourier

transform, one derives

∂
α

∂xα
→ (iq)α = exp(iπα/2) · |q|α

∂
α

∂(−x)α
→ (−iq)α = exp(−iπα/2) · |q|α

. (11.1.17)

Introducing the Fourier transform of P (x, t), one has

P (x, t) =
1

2π

∫

∞

−∞

dq e
−iqx

P (q, t) . (11.1.18)

Equation (11.1.16), together with definitions (11.1.14) of the symme-

trical derivative and (11.1.15) of cα, gives

∂
β
P (q, t)

∂tβ
= A|q|αP (q, t) , (11.1.19)

which for β = 1 has the solution

P (q, t) = const. · exp(At|q|α) . (11.1.20)
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This is the Lévy process (10.5.17), which means that the choice of the

derivative (11.1.14) is dictated by the necessity to satisfy the condition of

coincidence of the FFPK Eq. (11.1.16) with the Lévy process for β = 1.

However, this is not necessary in a general case and one must permit

a reasonable amount of freedom in the use of fractional derivatives in

expansion (11.1.6) where both signs of the variable are admissible.2

11.2 Evolution of Moments

Without the aid of any additional information, the FFPK Eq. (11.1.16)

enables one to find the time-dependence of moments for the distribution

P (x, t). By definition, a moment of order η is

〈|x|η〉 =

∫

∞

−∞

dx|x|ηP (x, t) . (11.2.1)

After multiplying (11.1.15) by |x|α and integrating it with respect to x

and t as well as applying (11.1.11), one derives

〈|x|α〉 = const tβ . (11.2.2)

At this stage we make an important comment. As it was discussed in

Sec. (10.5), the Lévy process has infinite second moment (see (10.5.20)).

In a more general situation of the FFPK (11.1.12), as shown in

[*SaZ97] the moments 〈|x|ν〉 are infinite for ν ≥ α and α ≤ 2, β ≤ 1.

At the same time, any kind of experimental data or data from sim-

ulation have finite time scale and cannot show the infinite moments.

We even cannot approach this situation with moments since for larger

time t of the data collection, the larger is the dispersion of the data

of the distribution tail. To resolve this difficulty, it was proposed to

consider truncated moments 〈|x|ν〉 (see detailed discussion in [*Z02]).

This means that the data collected for the time interval (0, t) should

be truncated up to the interval (0, tmax), tmax < t in such a way that

2
FFPK-equation was introduced in [Za 92] and developed in [Za 94] and [Za 95]

using the renormalisation group method. The solutions to the FFPK can be found

in [SZ 97].
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the data dispersion close to tmax can be neglected, and the same trun-

cation should be for theoretically obtained moments. This procedure

eliminated the problem of making all considered truncated moments to

be finite, but at the same time, put a constraint that ν < νmax (tmax).

In all following estimates, we assume the finite truncated moments and

the subscript “tr” will be omitted.

In the same way, one can find

∂
β

∂tβ
〈|x|2α〉 = const〈|x|α〉 = const tβ (11.2.3)

or

〈|x|2α〉 = const t2β
. (11.2.4)

Similarly, the iteration of (11.2.2) to (11.2.4) yields

〈|x|mα〉 = const tmβ (11.2.5)

with integer m, or approximately

〈x2m〉 ∼ t
mµ (11.2.6)

with

µ = 2β/α . (11.2.7)

Speaking about m > 1, one ought to remember that the power-like

tails of the distribution function can lead to infinite moments 〈|x|mα〉

starting from an appropriate m. At the same time, if the initial distri-

bution function P (x, 0) is localised, that is, P (x, 0) = 0 for |x| > x0,

then for any t all moments 〈|x|mα〉 are finite because of the finite propa-

gation velocity of particles and the boundary x0 which simply moves

with time. In particular, expression

〈x2〉 ∼ t
µ (11.2.8)

defines the exponent µ which is equal to one for normal diffusion. At

the same time, one should be careful to remember that (11.2.8) is an

asymptotic expression and it is only valid for a limited period of time.3

3
For more information on moments and time restrictions, see [SZ 97].
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11.3 Method of the Renormalisation Group for
Kinetics (RGK)

A general space-time renormalisation procedure can be introduced for

the kinetic equation of either (11.1.12) or (11.1.15) type without speci-

fying the variable x. In a sense, the proposed procedure has an analog in

condensed matter physics for kinetics near a phase transition point (see

footnote [1]). Another example is the Weierstrass random walk which

has been suggested as a model for Lévy processes (see Section 10.6).

The main difference in the procedure proposed here is that the simul-

taneous space and time renormalisation is only qualitatively different

from that in time (fractal time processes) or space.

Numerous examples have shown that a self-similarity of chaotic tra-

jectories exists in those parts of trajectories which belong to the sticky

motion near islands. In introducing the renormalisation group trans-

form R̂k for area sk and the last invariant curve period Tk of the k-th

generation island,

R̂k: sk+1 = λssk ; Tk+1 = λtTk , (11.3.1)

where λs, λt are the scaling constants to be discussed later (see also

Section 3.5). More flexibility in the definition of (11.3.1) is needed if

dynamical systems are considered. Specifically,

λs ≤ 1 , λt ≥ 1 (11.3.2)

with the cut-off values of smax and tmin, which can be attributed to the

initial (largest) island area and the island’s last invariant curve period,

respectively:

smax = s0 , Tmin = T0 . (11.3.3)

The inequalities in (11.3.2), together with the definitions of (11.3.3),

indicate the direction of the R̂k-transformation process which proceeds

to an arbitrarily small area, sn, and then to an arbitrarily big value,

∆Tn, of the last invariant curve period for a small island with area sn.

The analysis of dynamical systems is different from the renormali-

sation approach to non-stationary critical phenomena in statistical
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physics. For that reason, one prefers not to use the conventional (ω, k)

representation for kinetics. The main differences lie in the way the renor-

malisation of time and the replacement of the configurational space by

the phase space is performed. The same difference would arise if the

techniques presented here are compared to the Weierstrass random walk

or with the anomalous transport phenomena in disordered systems.

As mentioned above, the self-similarity of the wandering process

takes place as a result of the entanglement of trajectories in the singular

zone of islands-around-islands. More self-similar relations can be intro-

duced to reflect the phenomenon of entangling:

σn+1 = λσσn , λσ ≤ 1

`n+1 = λ``n , λ` ≥ 1

qn+1 = λqqn , λq ≥ 1

(11.3.4)

where σ is the Lyapunov exponent, ` is the length of a flight, q is

the number of islands from the same generation, and λσ, λ`, λq are the

corresponding scaling parameters.

The meaning of (11.3.4) can be gathered from Fig. 6.4.1 which

presents a boundary layer near an island. The boundary layer involves

a boundary islands chain (BIC) with q islands (q = 6 in Fig. 6.4.1).

Dividing the annulus by segments with an island in each of them, and

taking into consideration the magnification of each segment, one ob-

tains a similar annulus structure which represents BIC of the next, say,

(n+ 1)-th generation if the initial BIC was of the n-th generation. All

the sets {λs, σn, Tn, `n, qn} belong to the domain BICn\BICn+1.

As mentioned in Section 3.5, not all the scaling parameters are in-

dependent. In a typical situation, the estimation

λ` = 1/λ1/2
s (11.3.5)

can be used, because of the area-preserving property of a cylindric layer

along the flight with a cross-section of area S. Moreover, one can put

λT = 1/λσ (11.3.6)



254 G. M. Zaslavsky

and for some simplified situation,

λT = λq , (11.3.7)

as demonstrated in the tables in Section 3.5.

For all the scaling parameters of λs, λσ, λT , λ`, λq, their correspond-

ing scaling exponents are introduced:

αs = α0/| ln λs| , ασ = α0/| lnλσ| , αT = α0/ lnλT ,

α` = α0/ ln λ` , αq = α0/ ln λq . (11.3.8)

The constant α0 is introduced to characterise the space in which the

fractal set of islands is embedded. All the exponents can be connected

to the generalised fractal dimensions of Section 5.3.

It was shown in Section 11.2 that the exponents α and β of the space-

time derivatives define the anomalous transport exponent µ. Since the

anomalous transport is a result of the critical hierarchical structure in

the phase space and critical dynamics in the BIC zone (singular zone), α

and β are therefore described as critical exponents. They will be defined

in this section through the application of the RGK transform (11.3.1).

One now turns to a consideration of an infinitesimal time-deviation

of the distribution function

δtP (`, t) ≡W (`, `0, t+ ∆t) −W (`, `0; t) , (11.3.9)

where the notation (10.1.9) is used and the co-ordinate x is replaced by

the length, `, of a flight. This deviation can be expressed in accordance

with the basic Eq. (10.1.4) through all the available paths and their

probabilities. Thus,

δtP (`, t) =
∑

∆`

{P (`+ ∆`, t) − P (`, t)} ≡ δ`P (`, t) , (11.3.10)

where the sum over ∆` refers to the summation over all such paths

within the infinitesimal interval ∆`, which gives the infinitesimal

evolutional change δtP , and the bar means averaging over the paths.

In particular, the direction of both flights are included. One can
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take the conventional averaging over the phases as an example.

Equation (11.3.10) can be rewritten as

(∆t)β ∂
β
P

∂tβ
=
∑

∆`

((∆`)αD)
∂

α
P

∂`α
, (11.3.11)

where D is some expansion constant.

Applying the RGK transform (11.3.1) in Eq. (11.3.10), one has

R̂
n
K(δtP ) = R̂

n
K(δ`P ) . (11.3.12)

Using (11.3.11), the following is derived:

[R̂n
K(∆t)β]

∂
β
P

∂tβ
=
∑

∆t

[R̂n
K(∆`)α]D

∂
α
P

∂`α
. (11.3.13)

Bearing in mind that the characteristic time scaling for the wander-

ing of a particle in the singular zone of islands-around-islands (BIC of

all generations) is simply the escape time scaling, one can put λt = λT .

This is in accordance with (11.3.6) because the Lyapunov exponent

scaling defines the escape time scaling. For the space (length of a

flight) transform, one can use the scaling parameter λ` after taking into

account the relation (11.3.5). The RGK transform is now

R̂K : ∆`k+1 = λ`∆`k ; ∆tk+1 = λT ∆tk . (11.3.14)

After substituting (11.3.14) in (11.3.13), one has

(∆t)β ∂
β
P

∂tβ
=

(

λ
α
`

λ
β
t

)n
∑

∆`

(∆`)αD
∂

α
P

∂`α
(11.3.15)

or, in a more convenient form,

∂
β
P

∂tβ
=

(

λ
α
`

λ
β
t

)n
∑

∆`

(∆`)α

(∆t)β
D
∂

α
P

∂`α
. (11.3.16)

The formula (11.3.16) is the renormalisation group equation for anoma-

lous kinetics.
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Beginning with `min = `0 = 1/S2
0 and tmin = T0 [see (11.3.3)], one

has (λα
` /λ

β
t )n → 0 or → ∞ unless

λ
α
` = λ

β
T . (11.3.17)

Equation (11.3.17) defines a non-trivial “fixed point” for (11.3.16). It

yields

µ0 ≡ β/α = lnλ`/ lnλT (11.3.18)

and the “fixed-point-kinetic-equation”

∂
β
P

∂tβ
=
∑

∆`

(∆`)α

(∆t)β
D
∂

α
P

∂`α
, (11.3.19)

which coincides with (11.1.16) if one identifies ∂α
/∂|x|α with ∂

α
/∂`

α

and puts

A =
∑

∆`

(∆`)α

(∆t)β
D . (11.3.20)

There are a few important consequences of (11.3.19) and (11.3.20).

The kinetic equation in the form of

∂
β
P

∂tβ
= A

∂
α
P

∂`α
(11.3.21)

[see also (11.1.16)] now appears as a fixed point of the RGK. The

condition for the existence of the fixed point leads to a connection

between the space-time fractional exponents, α and β, and the space-

time scales, λ` and λT . Expression (11.3.18) defines only the ratio β/α.

Therefore, using (11.3.8), one can write

α = α` · α0 = α0/ lnλ` , β = αT · α0 = α0/ lnλT (11.3.22)

with some constant α0 chosen in such a way that in the absence of the

fractal support (due to a singular zone in the phase space), the trivial

values of α = 2 and β = 1 can be reached.

Equation (11.3.21) leads straight to the moment equation

〈`α〉 ∼ Atβ , (t→ ∞) , (11.3.23)
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which gives the asymptotic law (t is finite, ` < `max):

〈`2〉 ∼ t
2β/α = t

µ
. (11.3.24)

Comparing (11.3.24) to (11.2.8) and (1.3.18) to `2 = x
2, one derives

µ = 2µ0 = 2β/α = 2 ln λ`/ lnλT = | ln λs|/ ln λT . (11.3.25)

This is the final formula that expresses the transport exponent µ through

the scaling properties of the singular zone of islands-around-islands. In

fact, the scaling parameters λs and λT can be derived directly from the

equations of motion or can be found from experiment or simulation.4

11.4. Complex Exponents and Log-Periodicity

In the previous section, the obtained fractional kinetic equation (11.3.19)

or (11.3.21) satisfies the RGK, i.e. the kinetic equation is invariant un-

der the transform (11.3.14) R̂K . The condition is equivalent to the

existence of a nontrivial limit

lim
n→∞

(λα
` /λ

β
t )n = 1 . (11.4.1)

For the Gaussian process the corresponding diffusion process is obtained

in the limit

lim
∆t→0

(∆`)2/∆t = const. = D (11.4.2)

with a diffusion constant D. It follows from (11.4.2) that Gaussian type

of diffusion is invariant under the renormalisation transform

R̂λ : ∆t→ λ∆t, ∆`→ λ
1/2∆` (11.4.3)

with arbitrary λ. The transform R̂λ is continuous contrary to the trans-

form R̂K in (11.3.14) where λ` and λt are fixed.

The discreteness of the RGK leads to the property, known as log-

periodicity, which does not exist in the continuous renormalisation group.

The fixed point equation (11.4.1) has a solution (11.3.17) that makes

4
The RGK method is described in [Za 94-2], [Za 94-3] and [ZEN 97].
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a connection (11.3.18) between exponents α and β. At the same time,

Eq. (11.4.1) has complex solutions, for example

βk = α lnλ`/ lnλT +2πik/ ln λT =
1

2
αµ+2πik/ ln λT , (k = 0,±1, . . .)

(11.4.4)

satisfies (11.4.1) and the expression (11.3.18) gives a particular solution

only for k = 0. The fractional kinetic equation (11.3.21) is linear and

a sum of its solutions is also a solution. Since the fixed-point equation

(11.4.1) has an infinite number of solutions, one can present its solution

P (x, t) in the form of a superposition

P (x, t) =
∞
∑

k=−∞

P (x, t;α, βk) (11.4.5)

where P (x, t;α, βk) are particular solutions for fixed (α, βk). Then in-

stead of (11.3.23) we obtain a real expression for the moments

〈`α〉 =
∞
∑

k=0

D
(k)

αβ t
βk = D

(0)

αβ t
β







1 + 2
∞
∑

k=1





D
(k)

αβ

D
(0)

αβ



· cos

(

2πk

lnλT
ln t+ ψk

)







,

(t→ ∞) (11.4.6)

where ψk are some phases and new coefficients D
(k)

αβ (k > 0) are unknown

and are typically small. The term in braces is periodic with respect to

ln t and the log-period is

Tlog = lnλT . (11.4.7)

This type of solution has the property of log-periodicity, i.e. periodicity

in ln t instead of t. As it was shown in [SZ97], 〈`α〉 are infinite, i.e.

one should consider expression (11.4.6) either truncated in the sense of

Section 11.2 or the moments 〈`α−δ〉 with very small δ.

Figure 11.4.1 provides an example of the onset of log-periodicity

when the dynamics exhibits superdiffusion due to the hierarchy of is-

lands around the accelerator mode island of the web map [ZN97].

For the cases when the initial kinetic equation has a discrete renor-

malisation invariance in an explicit form, the coefficients D
(k)

αβ can be
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Fig. 11.4.1. Log-log plots of the even moments M2m =< R2m > of the trajectories’

displacement R vs. number of iterations (time) N for the web map with four-fold

symmetry where K = 6.25, top, with normal diffusion, and K = 6.349972, bottom,

with superdiffusion.

explicitly calculated ([*HCM85], [MS84]; see also Section 10.6 on the

Weierstrass Random Walk). Some other applications of the log-periodicity

can be found in [*SW91], and a general discussion and review are in

[*So98].
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(a) Until now, knowledge of the transport exponent µ did not permit

us to obtain α and β, but only their ratio (see (11.3.18)). Observ-

ing log-periodicity and its period (11.4.7), one can obtain β for

some simplified situations as

β = 1/Tlog . (11.4.8)

(b) It can happen that the amplitudes D
(k)

αβ have a “noisy” character

and the term in braces of (11.4.6) vanishes after averaging. Then

the only exponent µ defines the transport. In the general case,

there is no mono-fractality for the anomalous transport.

Conclusions

1. Fractional kinetics is designated to describe a random walk with scal-

ing properties in space and time simultaneously. The corresponding

FFPK equation for some situations is

∂
β
P (x, t)

∂tβ
= A

∂
α
P (x, t)

∂|x|α

with the fractional values of α and β.

2. The evolution of moments can be obtained from

〈|x|α〉 ∼ t
β

or

〈|x|2〉 ∼ t
µ

with the transport exponent

µ = 2β/α .

3. The FFPK equation can be applied to chaotic dynamics when a

hierarchical structure of islands is present. The method of the

Renormalisation Group yields

µ = | lnλS |/ ln λT

with the area scaling exponent being λS and the time scaling expo-

nent, λT .
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4. Considered fractional kinetics is invariant under discrete transform

of time-phase space variables. This imposes a specific behavior of

moments of the probability distribution function for displacements

versus time, and for Poincaré recurrences known as log-periodicity.

5. Existence of log-periodicity permits to obtain separately the expo-

nents β and α. It is also used for forecasting events of strongly

intermittent time series [*So02].



Chapter 12 ∗

WEAK CHAOS AND PSEUDOCHAOS

12.1 Definitions

In the literature, weak chaos is a fairly common notion that has varied

meanings: it describes systems that have very small phase space do-

mains of chaotic dynamics compared to the domains of regular dynam-

ics; systems with very small and almost negligible Lyapunov exponent;

systems with quantum chaos; random dynamics with zero Lyapunov

exponent; and others. Since chaotic dynamics is usually considered as

alternative to the regular one, there is a possibility to provide a defini-

tion of weak chaos through a mixture of regular and chaotic components.

There exists already a useful notion that can be used for this goal.

Let us recall a notion of weak mixing dynamics in phase space (7.5.5)

that can be written in a more general form [*CFS82]. Consider two

arbitrary square integrable functions f(x) and g(x) with x = x(t) as a

trajectory in phase space. The correlation function, or simply correlator,

with respect to (f, g) is:

R(f, g; t) = 〈f(x(t + τ))g(x(τ))〉 − 〈f(x)〉〈g(x)〉 (12.1.1)

where 〈f(x)〉 and 〈g(x)〉 do not depend on time if the dynamics is er-

godic. Then the dynamics is mixing if

lim
t→∞

R(f, g; t) = 0, (12.1.2)

and weak mixing if

R2(f, g; t) ≡ lim
t→∞

1

t

∫ t

0

dτ R
2[f(x(t + τ)), g(x(τ))] = 0 . (12.1.3)

262
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The difference between (12.1.2), (12.1.3) and (7.5.4) and (7.5.5) is that

the properties of correlation decay should be valid for any good func-

tions f(x), g(x). This is a very strong condition that can be invalid

for systems with a mixture of regular and chaotic dynamics. Particu-

larly, expression (12.1.3) permits the existence of large and long-lasting

fluctuations δR
2 such that

lim
t→∞

1

t

∫ t

0

dτ |δR2(f, g; τ)| = 0 (12.1.4)

and which means very slow accumulation and decay of correlations.

Chaos is called weak if the dynamics is weakly mixing and fluctua-

tions δx = x(t) − 〈x〉 are persistent in the sense of (7.6.3) or (7.6.4).

It is not clear if persistence of fluctuations follows automatically from

(12.1.4) and this is why we need both properties. This definition sug-

gests the existence of fairly strong regularity of motion despite the

stochasticity of dynamics.

Pseudochaos is a particular case of weak chaos when the dynamics

is random in some sense and can be equally mapped to some random

process, but at the same time, it is not chaotic, i.e. the Lyapunov

exponent is zero.

Formulas (12.1.1)–(12.1.4) can be generalized for the discrete dy-

namics. Let the dynamics be given by a map T̂ of time shift by T ,

i.e.

x(t + T ) = T̂ x(t) . (12.1.5)

Then the correlator Rn can be defined as

Rn(f, g) ≡ 〈f((T̂ n
x)g(x)〉 − 〈f(x)〉〈g(x)〉 (12.1.6)

and the mixing means

lim
n→∞

Rn(f, g) = 0 (12.1.7)

while the weak mixing corresponds to

Rk(f, g) ≡ lim
n→∞

1

n

n−1
∑

k=0

Rk(f, g) = 0 (12.1.8)
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The next section provides some examples of pseudochaos (see more

in [*LEZ03], [*Z02], [*Z05], and references therein).

12.2 Billiards with Pseudochaotic Dynamics

The goal of this section is to provide a few simple examples of pseu-

dochaotic dynamics and to demonstrate numerically some possibilities

and difficulties in application of statistical laws to the dynamics. The

study of the systems with zero Lyapunov exponent is interesting not

only due to the applications.1 Pseudochaotic dynamics fills a gap be-

tween chaotic and regular dynamics and shows new features of the origin

of statistical and thermodynamical laws.

In Fig. 12.2.1 we present some polygonal billiards with different types

of scatterers. In all, the dynamics are sensitive and, in some sense, ran-

dom although the dispersion of initially close trajectories is polynomial.

For these billiards the Lyapunov exponent is zero and the mixing is weak

[*Gu86], [*Gu96]. One can consider these billiards in the lifted space,

i.e. periodically continued scatterers in both directions (Fig. 12.2.2).

Such systems will be called “generalized Lorentz gas”. Statistical prop-

erties of such systems can be studied in a two-fold way: firstly, we can

study properties of trajectories in an elementary cell, as in Fig. 12.2.1,

for example, distribution of Poincaré recurrences to a small phase vol-

ume; secondly, we can study particles diffusion in the lifted space as in

Fig. 12.2.2.

An important issue for systems in Fig. 12.2.1 is the structure of

an ensemble for which we would like to know its statistical properties.

For example, for the square-in-square billiard (Fig. 12.2.1(b)) rational

trajectories (with rational tangent) are periodic and they cannot form

1
Examples in this section are from [*LEZ03], [*ZE01]. Random dynamics with

zero Lyapunov exponent appears in particle motion in polygonal billiards [*Gu86],

[*Gu96], [*RB81], vibrations of drums with fractal boundaries [*SGM91], interval ex-

change transformation [*Ka80], [*Ka87], [*Zo97], round-off error dynamics [*LV98],

[*LV00], [*KLV02], overflow in digital filters [*CL88], [*AKT01], [*As97], [*AcCP97],

[*Da95], quantum dynamics in polygonal billiards [*ACG97], [*CP99], [*Wi00], and

others.
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Fig. 12.2.1. Examples of billiards with different scatterers.

� � �

� � �

Fig. 12.2.2. Periodically continued scatterers form a “generalized Lorentz gas”.
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a statistical ensemble in contrast to the irrational trajectories (with

irrational tanϑ, ϑ is the angle between trajectory and horizontal side).

In the following, we consider statistical ensemble as a set of large number

of irrational trajectories. Strong intermittent character of dynamics

requires this number to be fairly large.

In Fig. 12.2.3 we present some results for the dynamics in the square-

in-square billiard of Fig. 12.2.1(b) and the corresponding transport

properties in the lifted space (Fig. 12.2.2(c)). In Fig. 12.2.3(a) the dis-

tribution of Poincaré recurrences

P (t) ∼ 1/tγ , t → ∞ (12.2.1)

shows a power-law tail with γ ≈ 2.7. The moments 〈x2m〉, 〈y2m〉, (m =

1, 2, 3, 4) versus time are indicated in Fig. 12.2.3(b). The transport

exponent µ

〈x2〉 ∼ 〈y2〉 ∼ t
µ (12.2.2)

satisfies the condition

µ = γ − 1 . (12.2.3)

There are small fluctuations of the behavior (12.2.2). For example,

∆(x2) = 〈x2〉 − const. t
µ (12.2.4)

is shown in Fig. 12.2.3(c). The fluctuations look random, but their

Fourier spectrum |Ψ(kx)|2,

Ψ(kx) =

∫

dt exp(2πikx log t)∆(x2), (12.2.5)

in the logarithmic scale is of a finite width with a cut at kx ∼ 2

(Fig. 12.2.3(d)) in correspondence with a theory [ZE01].2

2
All figures of this section are from [*LEZ03].



Chapter 12. Weak Chaos and Pseudochaos 267

2 3 4 5 6 7
−16

−14

−12

−10

−8

−6

−4

−2
 lo

g 10
P

(t
)  

  log
10

t 
3 4 5 6 7 8 9

0

10

30

50

60

70

 lo
g 10

<y
2m

>,
 lo

g 10
<x

2m
> 

 

 log
10

t 

3 4 5 6 7 8 9
−0.025

−0.02

−0.015

−0.01

−0.005

0

0.005

0.01

0.015

0.02

 ∆
 (x

2 )  

 log
10

t 
0 1 2 3 4 5 6

0

0.5

1

1.5
 

 |Ψ
(k

x)|2  

k
x

�

�

�

�

Fig. 12.2.3. Statistical properties of the square-in-square billiard: (a) density dis-

tribution of recurrences; (b) moments of x (full lines) and y (point-dash lines) for

m =1,2,3,4 starting from the bottom; (c) fluctuations of the second moment of x

versus time, and (d) their Fourier spectrum. The data are from 4,048 trajectories

with time 10
8

for each.

Strongly intermittent dynamics creates very whimsical patterns be-

ing considered at different time and space scales. In Fig. 12.2.4 we

show different examples of one trajectory in the Lorentz gas scattering

problem in Fig. 12.2.2(c) (each square scatterers). More complicated

behavior is in a billiard with the boundary in the form of 3d genera-

tion of the Koch fractal (Fig. 12.2.5). There are evident quasi-traps for

trajectories, which influence the transport properties of the model.
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Fig. 12.2.4. Samples of trajectories for the square scatterer billiard.



Chapter 12. Weak Chaos and Pseudochaos 269

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7

0

1

2

4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

4.7 4.72 4.74 4.76 4.78 4.8 4.82

−0.14

−0.12

−0.1

−0.08

−0.06

−0.04

−0.02

3 4 5 6 7 8
0

10

20

30

40

50

60

70

lo
g 10

<x
2m

> 
 

 log
10

t 

> 
 

 log
10

t 

m=4, slope=7.3 

m=3, slope=5.4 

m=2, slope=3.4 

m=1, slope=1.54 

1 3 5 7−16

−12

−4

0
 lo

g 10
P

(t
) 

 

slope=−2.96 

� �

� �

Fig. 12.2.5. A sample trajectory with two zooms for a billiard with third generation

Koch fractal boundary, and the moments versus time for the boundary as first gen-

eration Koch fractal. Insertion shows the Poincaré recurrences distribution versus

time for 3276 trajectories.

The last example is related to a map with discontinuities.3 Let us

modify the web map of the four-fold symmetry

un+1 = vn, vn+1 = −un − K sin vn, (u, v) modd 1 (12.2.6)

3
Such maps appear in the description of overflow in digital filters [*CL88], [*As97],

[*AsCP97], [*Da95] and in some problems of round-off [*LV98], [*LV00], [*KLV02].

See also [*FZ06] and [*LPV05].
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u
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v

Fig. 12.2.6. A trajectory for the four-fold symmetry web-map on the torus and three

zooms demonstrate the riddling. K = −1.0192.

replacing sin v by a sawtooth function

un+1 = vn, vn+1 = −un − Kvn,

(un1
, vn) ∈ (−1/2, 1/2),

vn+1 → vn+1 − 1, if vn+1 > 1/2

vn+1 → vn+1 + 1, if vn+1 < −1/2 (12.2.7)
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Positive Lyapunov exponent exists for |K| > 2 and the Lyapunov expo-

nent is zero for |K| < 2. An example of orbit in the latter case is shown

in Fig. 12.2.6. Such orbit behavior is called riddling. The phenomenon

of riddling is not well studied yet but its existence shows the richness

of the pseudochaotic area-preserving dynamics. In the case |K| > 2 the

system (12.1.15) is of the Anosov type, i.e. it is uniformly hyperbolic

without islands.

12.3 Filamented Surfaces

The billiard type dynamics can be considered as a simplified model

of more general type of motion. A way to do it is to construct such

a compact surface that the trajectories of the billiard can be put on

the surface with one-to-one correspondence providing the surface has

corresponding metrics. It is not always possible to do so. In Fig. 12.3.1,

we show a few examples of the rectangular billiards and the topologically

equivalent surfaces winded by the billiard trajectories. Trajectories of

the billiards are different from the geodesics on the surfaces except for

the case (a), i.e. the equivalent surfaces should be supplied by a metrics

in order to have a full equivalence. Dynamics of a ball in the square

billiard in Fig. 12.3.1(a), is isomorphic to dynamics on the torus. In

all other examples the topologically equivalent surfaces have topologial

genus g(S) > 1 (respectively g = 2 in (b), g = 5 in (c) and g = 4 in (d).

dcba

a b
c

1

1

1

d1

Fig. 12.3.1. Examples of rectangular billiards and topologically equivalent surfaces.
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Compact surfaces with g(S) > 1 will be called filamented surfaces.

There exists a simple formula that defines g(S) and the properties of

some billiards. Let P be a rational polygon, i.e. a polygon with angles

πmi/ni (i = 1, . . . , p) and integers mi, ni are co-prime. Then the billiard

flow (dynamics of a small ball in the polygonal billiard) is topologically

isomorphic to the geodesics flow on an oriented invariant surface S with

a topology determined by the only integer g(S) ≥ 1, which is a topo-

logical genus

g(S) = 1 +
1

2
N

p
∑

i=1

mi − 1

ni
(12.3.1)

where N is the least common multiple of ni [*Gu86].

Dynamics of geodesics along the filamented surfaces is not integrable

[*Ko79], [*Ko96], [*AKN87]. Similar property can be conjectured for

the billliard flows if transformation of the metric for real trajectories into

the geodesics of the equivalent surfaces is not singular. An example

in Fig. 12.3.1(b) demonstrates the origin of sensitivity of trajectories

when g(S) > 1. Since the Lyapunov exponents of the trajectories in

billiards in Fig. 12.3.1(b),(c),(d) are zero, the dynamics is random but

not chaotic, called pseudochaotic.4 For a summarizing purpose a general

sketch of a filamented surface and the topologically equivalent multi-bar

billiard are shown in Fig. 12.3.2. A trajectory may move over the sphere

fairly randomly until it meets a filament and winds it regularly for an

arbitrary time depending on the pitch angle and then, after having run

over the filament, it covers the sphere again until the next jump on a

filament. Such a behavior leads to the onset of a new type of problems

of transport of particles. Some simplified situations will be considered

in the next section.5

4
It can be found in the literature, the motion “pseudointegrable” for non-integrable

systems with the number of integrals of motion equal to the number of degrees of

freedom.
5
Filamented surfaces and transport of particles along them appear in many phys-

ical situations related to fluid dynamics and magneto-fluid dynamics. Specifically,

let us mention tokamak plasma [*ZE01], [*CLG03], [*ZCL05] and the laboratory

simulations of solar prominence eruptions [*YYB05], [*SLW03], [*BH98].
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Fig. 12.3.2. Filamented surface and the corresponding multi-bar-billiard.

12.4 Bar-in-Square Billiard

This billiard and its periodical continuation were shown in

Figs. 12.2.1(a) and 12.2.2(a). Its equivalent filamented surface was

shown in Fig. 12.3.1(b)1. Trajectories in such billiard can be stud-

ied by mapping the interval that coincides with the bar into itself. Let

x
± ∈ (0, 1) be a coordinate of the bar where a trajectory hits the bar

and +/− are for upper/lower sides. Figure 12.4.1 shows a transform of

intervals from x
+
n to x

−

n+1. Another presentation of the same transform

is in Fig. 12.4.2 where we omit the signatures for different sides of the

bar. This type of mapping is known as interval exchange transforma-

tion (IET) since each map step adds here two breaking points and a

permutation of intervals. To obtain the results for the particle trans-

port, the information from IET is not sufficient since points of different

subintervals travel at different times as it is evident from Fig. 12.4.1.

Here we briefly present the approach based on applying renormalisa-

tion group and fractional kinetics.6 Any rational trajectory has a slope

with

tanϑ = p/q (12.4.1)

and co-prime integers (p, q). Evidently, the trajectories are periodic

with period q. For any rational or irrational trajectory vx = const.

6
For more details see [*ZE01] and [*Z05].



274 G. M. Zaslavsky

Fig. 12.4.1. Mapping the interval into itself as a way to present the dynamics in the

billiard square-with-slit: (1,2,3) → (3
′, 2′, 1′

).

Fig. 12.4.2. The same mapping as in Fig. 12.4.1 shows the breaking of the unit

interval into three parts (a) and their permutation (b). The signature (x−

n+1
, x+

n ) is

omitted.

the coordinate x in the lifted space has equal time, up to a const. vx. In

the lifted space diffusion of irrational trajectories is along the coordinate

y. For the following, let us recall some properties of continued fraction

[*Kh64]. Denote for any irrational trajectory

tanϑ = a0 + ξ (12.4.2)
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where

ξ = 1/(a1 + 1/(a2 + . . .)) ≡ [a1, a2, . . .] (12.4.3)

and the sequence [a1, a2, . . .] is infinite. A finite convergent, or approx-

imate, of ξ can be written as

ξn ≡ [a1, . . . , an] = pn/qn (12.4.4)

with co-prime (pn, qn).

The well known properties of the continued fractions are:

(a) Estimate for the accuracy of the nth convergent

|ξ − pn/qn| ≤ 1/qnqn+1 (12.4.5)

(b) Asymptotics for {an} (in measure)

lim
n→∞

(a1 . . . an)1/n = 2.685 . . . (12.4.6)

(c) Asymptotics for {qn} (in measure)

lim
n→∞

(

1

n
ln qn

)

= π
2
/12 ln 2 = 1.186 . . . (12.4.7)

The properties (12.4.6) and (12.4.7) can be presented as

a1 . . . an ≡ [an] ∼ λ
n
aga(n), (n → ∞) (12.4.8)

qn ∼ λ
n
q gq(n), (n → ∞) (12.4.9)

(here and hereafter all such relations are in measure) where ga(n), gq(n)

are slow varying functions of n, and for the scaling parameters λa, λq

lnλa = 0.967 . . . , lnλq = 1.186 . . . (12.4.10)

The denominators qn monotonically increase with n, i.e.

qn+m ∼ λ
m
q qngq(n + m) , n � m > 1 (12.4.11)

for sufficiently large n and up to a sub-exponential factor gnm. It fol-

lows from (12.4.11) and (12.4.5) that for larger n, the closer is ξ to its
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rational approximant. For the trajectories in bar-billiard that means

that they are “sticky” to rational trajectories, i.e. the majority of irra-

tional trajectories can be presented as a set of large pieces of rational

trajectories with different periods

Tn = qn, (12.4.12)

and the majority of the pieces follow in hierarchy (12.4.11) for suffi-

ciently large n. This property of “stickiness” of trajectories can be

expressed in the following conjecture

q(n+1)m ∼ λ
m
q qnm, (m � 1, ∀n) (12.4.13)

neglecting sub-exponential factor. Expression (12.4.13) permits to con-

struct a renormalisation group (RG) equation for the destribution func-

tion of Poincaré recurrences.

12.5 Renormalisation Group Equation for Recurrences

Typically, the RG application suggests the existence of a space of vari-

ables and a function(al) in the space where the invariance exists under

the renormalisation transform. It is known that for chaotic systems,

that satisfy some condition of uniform hyperbolicity and have posi-

tive topological entropy, the averaging over natural measure coincides

asymptotically with averaging over a periodic orbit with period T → ∞

(see (6.2.12) and the corresponding comments). This averaging also is

equivalent to the averaging over a distribution of Poincaré cycles as in

Section 6.2. Such results were applied to the systems with good mixing

properties. Dynamics in the bar-in-square billiard has zero Lyapunov

exponent and weak mixing. Nevertheless, different numerical simula-

tions [*Z02] show that one can introduce an ensemble of trajectories

with different initial conditions and obtain the invariant density mea-

sure (distribution function) for the Poincaré recurrence cycles τ , P (τ),

with the normalisation condition

P(T ) =

∫ T

0

P (τ)dτ, P(∞) = 1. (12.5.1)
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The averaging of any function g(p, q) in phase space (p, q) should be

performed over ensemble rather than in time since convergence of time

average to the ensemble average is very slow and not time-uniform (see

Section 7.6). The corresponding measure

dmP ≡ P (T )dΓ(T ), (12.5.2)

where dΓ(T ) is the elementary phase space volume, can be considered

as invariant under the renormalisation transform

R̂m(Tn, an) = (Tn+m, an+m) (12.5.3)

that should be applied to dmP .

Equation (12.5.3) can be rewritten as

R̂m : Tn+m = λ
m
T Tn, [an+m] = λ

m
a [an] (12.5.4)

where the slow varying functions gT (n), ga(n) are neglected, and λT =

λq as it follows from (12.4.12). The main RG equation applied to

(12.5.2) is

R̂
m

mP (T ) = mP (T ) (12.5.5)

or, using (12.5.2) and (12.5.3),

P(Tn+m) = An,n+mP(Tn) + Bm(Tn) = An,n+mP(Tn+m/λ
m
T ) + Bm(Tn)

(12.5.6)

where Bm(Tn) is not singular, Bm(0) can be obtained from the initial

condition

Bm(0) = (1 − A0,m)P(0) , (12.5.7)

and

A
−1
n,n+m =

dtn+m

dtn

d[an+m]

d[an]
(12.5.8)

From (12.4.9)–(12.4.13) one can receive

An,n+m =
1

λm
a λ

m
T

ga(n)gq(n)

ga(n + m)gq(n + m)
+ O

(

dga(n)

dn
,

dgq(n)

dn

)

.

(12.5.9)
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Since ga(n) and gq(n) are slow functions of n, we can simplify (12.5.9):

An,n+m ≈ const = 1/(λT λa)
m

, (12.5.10)

which brings the RG equation (12.5.6) to the form

P(T ) =
1

λ
m
T λm

a

P(T/λ
m
T ) + Bm (12.5.11)

that typically occurs in statistical physics [*NL76] (see also its discus-

sion and solutions for the Weierstrass random walk in [*SH81] and in

Appendix 2.

Let us explain why we consider m � 1. The self-similarity properties

(12.4.6) and (12.4.7) exist in measure and the same should be for the

renormalisation transforms (12.4.8) and (12.4.9). In other words, the

properties

Tn+m ∼ λ
m
T Tn; [an+m] ∼ λ

m
a [an] (12.5.12)

exist in measure, and this means that m should not be small. Never-

theless, as we will see below, the singular part of the solution of (12.5.6)

does not depend on the specific value of m. Indeed, up to logarithmic

terms

P(T ) ∼ 1/T κ (12.5.13)

with

κ = 1 + lnλa/ lnλT (12.5.14)

which does not depend on m and coincides with the estimated value in

[*ZE01]. From the definition (12.5.1) we obtain distribution function

for the Poincaré cycles

P (T ) ∼ const./T γ
, γ = 1 + κ = 2 +

lnλa

lnλT
(12.5.15)

This expression can be improved since denominators for tan ϑ define the

value of y and one can use a mean value of the denominators rather than

the maximal value to equal [an]. This is equivalent to the replacement

lnλa → lnλa = (1/2)(min lnλa + max lnλa) = (1/2)(ln λT + lnλa) ≈

1.087. Then the expression (12.5.15) is transformed into

γ = 1 + κ̄ ≡ 2 + lnλa/ lnλT (12.5.16)
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which gives γ ≈ 2.83 . . . if we use the values (12.4.6) and (12.4.7).

The obtained result (12.5.15) can be used for transport properties

in the lifted space. The length of a trajectory along x is x(t) = const.t

while the length along y, i.e. y(t) is random. We are interested in the

transport exponent µ:

〈|y(t)|〉 ∼ t
µ/2 (12.5.17)

While we can assume the existence of relations between µ and γ, there

is no general rigorous results on this issue and detailed discussions can

be found in [*Z02]. Here, we present some very rough estimate for this

connection.

Consider a small phase volume Γ(t = 0) 6= 0 and its evolution with

time. While there is a preservation of the phase volume, i.e. Γ(t) =

Γ(0), the enveloped phase volume Γ̄(t) grows due to the trajectories

dispersion. The enveloped phase volume flow can be estimated as

tΓ̄(t) = t(yẏ) ∼ t(y2/t) ∼ |y|2 ∼ 〈|y|〉2 ∼ t
µ (12.5.18)

where we use (12.5.17). The recurrence probability at time ≤ t is

P(t) ∼ 1/tΓ̄(t) ∼ 1/tµ, (12.5.19)

i.e. for the probability density of the recurrence at t we obtain

P (t) = dP(t)/dt ∼ 1/tµ+1 (12.5.20)

Comparison of (12.5.20) with (12.5.15) and (12.5.14) gives

µ = γ − 1 = κ̄ = lnλa/ lnλT . (12.5.20)

This result, as well as (12.5.15), are in agreement with the numerical

simulations in [*ZE01].

12.6 Recurrences in the Multi-Bar-Billiard

Let M be a number of equidistant bars in the multi-bar-billiard (MBB)

(see Fig. 12.3.2). We can consider a distribution function of Poincaré

recurrences cycles similar to Eq. (12.5.15)

P (t;M) ∼ const./tγ(M) (12.6.1)
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where the recurrence exponent γ(M) depends now on M . It was shown

in [*ZCL05] that γ(M) can be presented in the form

γ(M) = const./M δ + γ(∞) (12.6.2)

for large M , and simulations provide δ ∼ 0.6 − 0.8, γ(∞) ∼ 2.15. The

expression (12.6.2) shows that there exists some value M0 such that for

M > M0 the recurrence exponent γ(M) is saturated:

γ(M) ∼ const. = γ(∞) , M > M0 (12.6.3)

The condition (12.6.3) can be simply understood since for fairly large

M the number of possible paths becomes too large to arrive back to

a selected domain A of a small volume Γ(A), i.e. the return to A is

defined mainly by the diffusion type process rather than by a mixing.

For sufficiently small tan ϑ the jumps from one filament to another are

of the order of a distance between the neighbor filaments. A probability

of the paths with |y| � 〈|y|〉 should be much less than the probability

to select a path with |y|
<
∼ 〈|y|〉. This yields the estimate condition

P (t;M0) ≥ const./t
γ(M0)

0 (12.6.4)

and

M0 = const.〈|y|〉 = const. · t
µ/2

0 (12.6.5)

where t0 = min t is a minimal recurrence time for a typical trajectory

to return to A.

Assuming the self-similarity of the dynamics in MBB, we use the

presentation for the probability to return to A:

P (t;M) = C[P (t)]M0 (12.6.6)

where C is a normalisation constant. Using the expressions (12.5.15)

and (12.6.1) and t � t0 we obtain from (12.6.6)

γ(M) = M0γ = const.t
µ/2

0 γ + const. (12.6.7)
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or

γ(M) = γ(M/`)
(t0/`)

µ/2

t
µ/2

0

+ const. = γ(M/`)`−µ/2 + const. (12.6.8)

where ` is an integer multiple of M . Equation (12.6.8) is the RG equa-

tion for γ(M) or P (t;M) with respect to M , and it shows self-similarity

of the dynamics with respect to the transform (y → `y, x → `x). The

transform over x is also equivalent to the transform t0 → `t0.

It follows from (12.6.8) that

γ(M) = 1/Mµ/2 + const. = 1/Mµ/2 + γ(∞) (12.6.9)

The obtained formula (12.6.9) finalizes the derivation of (12.6.1),

(12.6.2) with δ = µ/2 (see also [*ZCL05]). The presented results demon-

strate a simplified form of how transport exponents can be estimated

for filamented surfaces.

The considered situation of MBB is an idealized case since no geomet-

ric structure was involved in the calculations. In the absence of strong

mixing the transport exponent can be more sensitive to the details of

the sticky set (rational trajectories in the MBB) and less sensitive to

the geometric details of the billiard.

Conclusions

1. Weak mixing dynamics has time-decay of correlation in average. This

permits large and long-lasting deviations of the correlator from its

mean value.

2. Persistent fluctuations can be a typical feature of weak mixing

dynamics in compact phase space.

3. Weak chaos is defined as weak mixing dynamics with persistent

fluctuations.

4. Pseudochaos is defined as weak chaos with zero Lyapunov exponent.

A typical example of pseudochaos is dynamics in non-integrable rect-

angular billiards. Pseudochaotic dynamics fills a gap between chaotic
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and regular dynamics and shows new features of the origin of statis-

tical and thermodynamical laws.

5. Dynamics in rectangular billiards can be mapped onto the dynam-

ics along topologically equivalent surfaces. The dynamics is non-

integrable if the equivalent surface has topological genus g > 1, de-

spite the corresponding Lyapunov exponent being zero. Compact

surfaces with g > 1 are called filamented surfaces.

6. Random walk along the filamented surfaces can be described by frac-

tional kinetics and the corresponding exponents can be obtained us-

ing renormalisation group (RG) equation.



Appendix 1

THE NONLINEAR PENDULUM

In considering the many problems associated with oscillations, the

model of the nonlinear pendulum is a good approximation. Its Hamil-

tonian is

H =
1

2
ẋ

2 − ω
2
0 cos x , (A.1.1)

where a unit mass is assumed, that is, p = ẋ and ω0 is the frequency of

weak oscillations. The equation of motion for a nonlinear pendulum is

written as

ẍ + ω
2
0 sinx = 0 (A.1.2)

and its phase portrait is shown in Fig. 1.4.2. The singularities are of

the elliptic type (ẋ = 0, x = 2πn) and saddles [ẋ = 0, x = π(2n + 1)]

and n = 0,±1, . . . . When H < ω
2
0 , the trajectories correspond to

the pendulum’s oscillations (finite motion). However, when H > ω
2
0 ,

they correspond to the pendulum’s rotation (infinite motion because the

phase x grows infinitely). Trajectories with H = ω
2
0 are separatrices.

The solution on the separatrix can be obtained if

H = Hs = ω
2
0 (A.1.3)

is substituted in Eq. (A.1.1). This yields the following equation:

ẋ = ±2ω0 cos(x/2) . (A.1.4)

For the initial condition t = 0, x = 0, the solution takes the form of

x = 4arctan exp(±ω0t) − π , (A.1.5)

283
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which is called a kink. Two whiskers of a separatrix (one entering the

saddle and another leaving it) correspond to different signs of t. With

the help of (A.1.4), the following is obtained from (A.1.5):

v = ẋ = ±
2ω0

coshω0t
. (A.1.6)

This solution is called a soliton.

In finding a solution for Eq. (A.1.1), a new parameter,

κ
2 =

ω
2
0 + H

2ω2
0

=
H + Hs

2Hs
, (A.1.7)

is introduced which defines the dimensionless energy with another initial

value. The action can be obtained using formula (1.4.7):

I = I(H) =
8

π
ω0

{

E(π/2;κ) − (1 − κ
2)F (π/2;κ) , (κ ≤ 1)

κE(π/2; 1/κ) , (κ ≥ 1)
, (A.1.8)

where F (π/2;κ) and E(π/2;κ) are the complete elliptic integrals of the

first and second kind, respectively. From the definition of the frequency

of oscillations provided in (1.4.9) and (A.1.8), it follows that

ω(H) =
dH(I)

dI
=

[

dI(H)

dH

]−1

=
π

2
ω0







1/F (π/2;κ) , (κ ≤ 1)

κ/F (π/2; 1/κ) , (κ ≥ 1)
.

(A.1.9)

The solution of the equation of motion (1.4.2) for velocity ẋ is

ẋ = 2κω0

{

cn(t;κ) , (κ ≤ 1)

dn(t;κ) , (κ ≥ 1)
, (A.1.10)

where cn and dn are the Jacobian elliptic functions. When κ = 1,

the expressions in (A.1.10) take the form of (A.1.6). An expansion of

(A.1.10) into a Fourier series yields
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ẋ = 8ω
∞
∑

n=1

a
n−1/2

1 + a2n−1
cos[(2n − 1)ωt] , (κ ≤ 1)

(A.1.11)

ẋ = 8ω

{

∞
∑

n=1

a
n

1 + a2n
cos nωt +

1

4

}

, (κ ≥ 1) ,

where

a = exp(−πF
′
/F )

ω = ω(H)

F = F (π/2; κ̄) (A.1.12)

F
′ = F [π/2; (1 − κ̄

2)1/2]

κ̄ =

{

κ (κ ≤ 1)

1/κ (κ ≥ 1) .

Using the asymptotic expansions of the elliptic integrals, one derives

F (π/2;κ) ∼















π/2 , (κ � 1)

1

2
ln

32Hs

Hs − H
, (1 − κ

2 � 1)
. (A.1.13)

The asymptotics for the parameter of expansion a can be obtained from

(A.1.12) and (A.1.13):

a ∼







κ
2
/32 , (κ � 1)

exp(−π/N0) , (1 − κ
2 � 1)

, (A.1.14)

where a new parameter, N0, is introduced:

N0 =
ω0

ω(Ho)
=

2

π
F (π/2;κ) , (A.1.15)

which determines the ratio of the frequency ω0 of the pendulum’s small

oscillations to its frequency at a given energy H0. According to (A.1.13),

its asymptotic expansions are
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N0 ∼















1 , (κ � 1)

1

π
ln

32Hs

Hs − H0

, (1 − κ
2 � 1)

. (A.1.16)

From (A.1.14), it follows that the number N0 determines the effective

number of harmonics in the Fourier spectrum. If n > N0, the amplitudes

decrease exponentially. Otherwise, if n < N0, all the coefficients in the

Fourier transform would be of the same order of magnitude.

The foregoing has provided a full description of the character of the

pendulum’s oscillations. The case of κ � 1 corresponds to small ampli-

tudes of oscillations when H0 is close to −Hs (that is, oscillations occur

near the bottom of the potential well (see Fig. 1.4.1)). In accordance

with (A.1.14) and (A.1.16), ω(H0) ≈ N0 ∼ 1 and the amplitude a is

small. Consequently, in the equations in (A.1.11), one needs only retain

the first term (which corresponds to linear oscillations),

v = ẋ ≈ (δH)1/2 cos ω0t ,

where

δH = Hs + H0 = ω
2
0 − |H0| .

In the case of κ
2 → 1, that is, H0 → Hs, the frequency ω(H0) → 0

and the period of oscillation diverges logarithmically in the vicinity of

the separatrix. As a function of time, the pendulum’s velocity ẋ consists

of an approximate periodic sequence of soliton-like pulses (Fig. 1.4.3).

The interval between two adjacent bumps in the same phase hardly

differs from the period of oscillation 2π/ω(H0), and the width of each

pulse is close to 2π/ω0. Thus, the number N0 also determines the ratio

of the distance between the soliton-like pulses to their width when the

oscillations in the neighbourhood of the separatrix are being considered.

The properties of the oscillations described above are true not only

when one approaches the separatrix from below, that is, (H0 → ω
2
0 −0),

but also for (H0 → ω
2
0+0) when it is approached from the side of infinite

trajectories.



Appendix 2

SOLUTION TO THE

RENORMALISATION TRANSFORM

EQUATION

The definition of (6.5.6) for the waiting function (exit time distribution)

ψ(t) is

ψ(t) =
1 − a

a

∞
∑

j=1

(ab)j exp(−bjt) . (A.2.1)

In deriving its asymptotic representation, one follows [MS 84].

The Laplace transform

ψ(u) =

∫

∞

0

e
−ut

ψ(t)dt (A.2.2)

transforms (A.2.1) into

ψ(u) =
1 − a

a

∞
∑

j=1

(ab)j

u+ bj
=

1 − a

2πia

∞
∑

j=1

(ab)j
∫ σ+i∞

σ−i∞

π

sinπξ
u
−ξ
b
j(ξ−1)

dξ ,

(A.2.3)

where the Mellin transform,

f(ξ) ≡ [Mf(t)] =

∫

∞

0

f(t)tξ−1
dt , (A.2.4)
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has been applied to 1/(u+bj). Replacing the summation and integration

in (A.2.3) yields

ψ(u) =
1 − a

a

1

2πi

∫ σ+i∞

σ−i∞
dξ
πu

−ξ

sinπξ
·

1

1 − abξ
. (A.2.5)

The simple poles of the under-integral expression are in points

ξ = 0,±1, . . . , ξ = − ln a/ ln b± 2πin/ ln b , (n = 0, 1, . . .) . (A.2.6)

Taking the residues from all the poles in (A.2.6), one derives

ψ(u) = 1 + u
lna/ ln b

Q(u) +
1 − a

a

∞
∑

j=1

(−1)n
au

n

bn − a

Q(u) =
1 − a

n ln b

∞
∑

n=−∞

πab
δn

sinπδ
exp(−2πin lnu/ ln b)

(A.2.7)

with

δn = − ln a/ ln b+ 2πin/ ln b . (A.2.8)

The singular behaviour of ψ(u) is caused only by the second term in

(A.2.7),

ψ(u) ∼ u
β′′

Q(u) , (u→ 0) , (A.2.9)

which defines the asymptotics

ψ(t) ∼ t
−1−β′′

, (t→ ∞) (A.2.10)

with

β
′′ = ln a/ ln b . (A.2.11)

The idea of deriving the exponent β ′′ for the function ψ(t) can be used

on other equations possessing the same renormalisation property as

Eq. (A.2.1).



Appendix 3 ∗

FRACTIONAL

INTEGRO-DIFFERENTIATION

In this and in the following appendices we collect some useful formu-

las related to the fractional calculus. The detailed information can be

obtained from [GS64], [SKM87], [MR93], and [*P99]. Different applica-

tions are collected in [*H00].

The idea of a fractional integral can be formulated by using the

Cauchy formula,

gn(x) =

∫ x

a

∫ xn−1

x
. . .

∫ x1

a
g(ξ)dξdx1 . . . dxn−1 =

1

(n − 1)!

∫ x

a
g(ξ)(x − ξ)n−1

dξ , (A3.1)

and in its shortened form,

gn(x) = g(x) ?
x

n−1
+

Γ(n)
, (A3.2)

where the sign ? means convolution and x+ is a generalised function

defined on the semi-axis x > 0. Hence fractional integration is a gener-

alisation of the definition of (A3.2) for an arbitrary value of β instead

of the integer n:

gβ(x) = g(x) ? x
β−1

+ /Γ(α) . (A3.3)

Expression (A3.3) defines the fractional integration of order β if β > 0,

289
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or in a more explicit form

I
β
a+f(t) =

1

Γ(β)

∫ t

a
f(τ)(t − τ)β−1

dτ , (β > 0)

I
β
b−f(t) =

1

Γ(β)

∫ b

t
f(τ)(τ − t)β−1

, (β > 0)

(A3.4)

There is no constraint on the limits (a, b) and one can use different types

of definitions. The first and second definitions are also called left and

right integration. Any of them can be used for applications, and choice

of a specific definition is only a matter of boundary, or initial conditions,

or convenience. For special cases a = −∞, b = ∞ we simplify the

notations (A3.4):

Iβf(t) ≡
1

Γ(β)

∫ t

−∞

f(τ)(t − τ)β−1
dτ , (β > 0)

Iβf(−t) ≡
1

Γ(β)

∫

∞

t
f(τ)(τ − t)β−1

dτ , (β > 0)

(A3.5)

By extending the definitions (A3.4) from β > 0 to β < 0 one can ar-

rive to the fractional differentiation. For example, the fractional deriva-

tive could be defined as an inverse operator to Iβ, i.e.

d
β

dtβ
= I−β , Iβ =

d
−β

dt−β
. (A3.6)

or in explicit form:

d
β
f(t)

dtβ
=

1

Γ(1 − β)

d

dt

∫ t

−∞

f(τ)dτ

(t − τ)β
,

d
β
f(t)

d(−t)β
=

−1

Γ(1 − β)

d

dt

∫

∞

t

f(τ)dτ

(τ − t)β
, (0 < β < 1) (A3.7)

The derivative before the integral appears to avoid divergence because

of singularity of the kernel under the integral. The expressions (A3.7)
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are called left and right Riemann–Liouville derivatives correspondingly.

Their generalisation for arbitrary β > 0 is:

d
β

dtβ
f(t) =

1

Γ(n − β)

d
n

dtn

∫ t

−∞

f(τ)dτ

(t − τ)β−n+1
,

d
β

d(−t)β
f(t) =

−1

Γ(n − β)

d
b

d(−t)n

∫

∞

t

f(τ)dτ

(τ − t)β−n+1
, (A3.8)

where n = [β] + 1 is an integer part of β > 0.

Notations for the general case of the Riemann–Liouville derivatives

are:

aD
β
t f(t) =

1

Γ(n − β)

(

d

dt

)n ∫ t

a
(t− τ)n−β−1

f(τ)dτ , (n− 1 < β < n)

(A3.9)

for the left derivative and

tD
β
b f(t) =

1

Γ(n − β)

(

−
d

dt

)n ∫ b

a
(τ−t)n−β−1

f(τ)dτ , (n−1 < β < n)

(A3.10)

for the right derivative.

Definitions (A3.9) and (A3.10) are not the only possible ones. Other

definitions may be necessary or more convenient when solving initial-

boundary problems. Here we provide definitions that appear most often

in the physical literature.

Riesz derivative often appears as a symmetrised fractional gener-

alisation of Laplacian in coordinate space:

(−∆)α/2 ≡
d

d|x|α
= −

1

2 cos(πα/2)

[

d
α

dxα
+

d
α

d(−x)α

]

, (α 6= 1)

(A3.11)

which in a regularised form reads:

d
α

d|x|α
f(x) = −

1

K(α)

∫

∞

0+

dy

yα+1
[f(x−y)−2f(x)+f(x+y)] , 0 < α < 2

K(α) =

{

2Γ(−α) cos(πα/2), α 6= 1
−π, α = 1

(A3.12)
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Using the notations (A3.7) for the Riemann–Liouville derivatives we can

rewrite (A.3.11) as

d
α

d|x|α
f(x) = −

1

2 cos(πα/2)
(aD

α
x + xD

α
b )f(x) , (α 6= 1, 0 < α < 2)

(A3.13)

Caputo fractional derivative is convenient when we have to satisfy

boundary or initial conditions given as values of integer derivatives at

some point [*Ca67], [*P99]. The Caputo fractional derivative can be

defined through the Riemann–Liouville derivative as

aD
α
xf(x) = aD

α
x

(

f(x) −
n−1
∑

k=0

x
k

k!
f

(k)(a)

)

,

xD
α
b f(x) = xD

α
b

(

f(x) −
n−1
∑

k=0

x
k

k!
f

(k)(b)

)

,

(A3.14)

where 0 < n − 1 < α < n. Therefore (see Appendix 4),

aD
α
xf(x) = aD

α
xf(x) +

n−1
∑

k=0

x
k−α

Γ(k − α + 1)
f

(k)(a)

xD
α
b f(x) = xD

α
b f(x) +

n−1
∑

k=0

x
k−α

Γ(k − α + 1)
f

(k)(b)

(A3.15)

For n = 2,

aD
α
xf(x) = aD

α
xf(x) +

x
−α

Γ(1 − α)
f(a) +

x
1−α

Γ(2 − α)
f
′(a)

xD
α
b f(x) = xD

α
b f(x) +

x
−α

Γ(1 − α)
f(b) +

x
1−α

Γ(2 − α)
f
′(b)

(A3.16)

As a result, the Riesz derivative (A3.9) can be expressed through the
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Caputo derivative

α

d|x|α
f(x) = −

1

2 cos(πα/2)
(aD

α
xf(x) + xD

α
b f(x))

−
1

2 cos(πα/2)

n−1
∑

k=0

x
k−α

Γ(k − α + 1)
[f (k)(a) + f

(k)(b)] .

(A3.17)

Grünwald–Letnikov derivative. The main idea of this derivative

is to obtain it as a limit of finite difference (see more in [SKM87], and

[*P99]). The quantity

a∆
β
∆tf(t) =

[(t−a)/∆t]
∑

k=0

(−1)k

(

β

k

)

f(t − k∆t) , t ∈ [a, b] (A3.18)

where [. . .] means the integer part, is a fractional generalisation of finite

difference of the order (∆t)β. We also use a notation:

(

n

r

)

=
n(n − 1) . . . (n − r + 1)

r!
=

Γ(n + 1)

Γ(n − r + 1)Γ(r + 1)
.

The expression (A3.18) can be generalised by replacing n with a non-

integer number. Then the number of terms in (A3.18) goes to infinity

as ∆t → 0. For integer β the expression (A3.18) gives:

a∆
1
∆tf(t) = f(t) − f(t − ∆t)

a∆
2
∆tf(t) = f(t) − 2f(t − ∆t) + f(t − 2∆t), etc.

The following limit defines the Grünwald–Letnikov derivative

aD
β
t f(t) = lim

∆t→0

1

(∆t)β a∆
β
∆tf(t) (A3.19)

which coincides with Riemann–Liouville derivative for a wide class of

functions. The formula (A3.18) is important for numerical integrators.

More information about the generalisation of finite differences can be

found in [*Lu86], [*Go97], [*GoMa97].
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Sequential fractional derivative was proposed in [MR93]:

Dα
f(t) = Dα1Dα2 . . .Dαn

f(t) (A3.20)

where

α = α1 + . . . + αn , α ∈ (0, 1) , αj ∈ (0, 1) , (∀j) (A3.21)

and Dα is sequential derivative, while Dαj can be any (Riemann–Liouville,

Caputo, Grünwald–Letnikov, and others) derivative.



Appendix 4∗

FORMULAS OF

FRACTIONAL CALCULUS

The aim of this Appendix is to provide some useful formulas of opera-

tions with fractional derivatives. The following formulas

aD
α
x · aD

β
x = aD

α+β
x , xD

α
b · xD

β
b = xD

α+β
b (A4.1)

can be applied for semi-axis or for infinite axis.

For the power function [GS94]

d
α

dxα
x

β
+ =

Γ(1 + β)

Γ(1 + β − α)
x

β−α
+ , (A4.2)

where x+ = x for x > 0 and x+ = 0 for x ≤ 0. Particularly

d
α

dxα
θ(x) =

x
−α
+

Γ(1 − α)
, (A4.3)

where θ(x) = 1 for x > 0 and θ(x) = 0 for x ≤ 0, and

d
α

dxα
(θ(k)(x)) =

x
−k−α−1
+

Γ(−k − α)
. (A4.4)

It follows from (A4.4) that for k integer or zero

d
α

dxα

x
α−k−1
+

Γ(α − k)
= δ

(k)(x) (A4.5)
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For α = 1 and k = 0 we obtain from (A5.5) well known expression

dθ(x)

dx
= δ(x) (A4.6)

Let us denote:

[g(x) · f(x)] =

∫

∞

−∞

g(x)f(x)dx (A4.7)

as the scalar product of g(x) and f(x). The following formula is equiv-

alent to integration by parts:

[

g(x) ·
d

α

dxα
f(x)

]

=

[

f(x) ·
d

α

d(−x)α
g(x)

]

. (A4.8)

It can be used to prove that

∫

∞

−∞

dx
d

α

dxα
f(x) =

∫

∞

−∞

dx
d

α

d(−x)α
f(x) =

∫

∞

−∞

dx
d

α

d|x|α
f(x) ≡ 0 .

(A4.9)

Fourier transform. The Fourier transform will be defined as

g(q) =

∫

∞

−∞

g(x)eiqx
dx (A4.10)

with a notation

g(x)
F
→ g(q) . (A4.11)

Then
d

α

dxα
g(x)

F
→ (−iq)α

g(q) ,

d
α

d(−x)α
g(x)

F
→ (iq)α

g(q) . (A4.12)

and for the Riesz derivative

d
α

d|x|α
g(x)

F
→ −|q|αg(q) . (A4.13)

if f(q = 0) 6= 0. The usual convolution formula is also valid, that is, if

f(t) ∗ g(t) =

∫

∞

−∞

f(t − τ)(g(τ)dτ (A4.14)
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then

f(t) ∗
d

β

dtβ
g(t)

F
→ (iω)β

f(ω)g(ω) (A4.15)

The same formulas (A4.11)–(A4.15) are valid for the Grünwald–Letnikov

and Caputo derivatives with a condition to have a = −∞ as the lower

limit of the integrand.

For the Riesz derivative

(−∆)α/2 F
→ |k|α , (A4.16)

which has a correct sign for α = 2.

Laplace transform of f(t) is defined as

f(t)
L
→ f(p) =

∫

∞

0

e
−pt

f(t)dt (A4.17)

with the inverse formula

f(t) =

∫ c+i∞

c−i∞
e
pt

f(p)dp (A4.18)

A difference between the lower limit of integrand in Fourier and Laplace

transforms makes differences for different fractional derivatives.

For the Riemann–Liouville derivative

0D
β
t f(t)

L
→ p

β
f(p) −

n−1
∑

m=0

p
m[0D

β−m−1

t f(t)]t=0 , (n − 1 < β < n)

(A4.19)

the second term of (A4.19) has a problem on practical use due to the

absence of physical interpretation of initial or boundary conditions for

fractional derivatives [*Po99].

For the Caputo derivative

0D
β
t f(t)

L
→ p

β
f(p)−

n−1
∑

m=0

p
β−m−1

f
(m)(0) , (n− 1 < β < n) (A4.20)

This derivative does not have the problem of initial or boundary condi-

tions since all values f
(m)(0) can be given a physical meaning.
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For the Grünwald–Letnikov derivative the Laplace transform is sim-

ilar to the Fourier transform.

Differentiation of a product f(t)g(t) is given by the Leibniz for-

mula. Its generalisation for the fractional derivative case is

aD
β
t (f(t)g(t)) =

∞
∑

m=0

(

β

m

)

f
(m)(t)aD

β−m
t g(t) (A4.21)

Mittag–Leffler function is important for fractional calculus since

it appears in solutions of fractional differential equations (see more in

[SKM87], [*Po99], [*GoMa97]). Its definition is

Eα(z) =
∞
∑

k=0

z
k

Γ(αk + 1)
(A4.22)

Particularly

E1(z) = e
z
,

E1/2(−z) = e
z2

erfc(z) =
2

π1/2
e
z2

∫

∞

z
e
−y2

dy . (A4.23)

The two-parameter function of the Mittag–Leffler type is defined as

Eα,β(z) =
∞
∑

k=0

z
k

Γ(αz + β)
, (α, β > 0 (A4.24)

Particularly

Eα,1(z) = Eα(z) , E1,1(z) = E1(z) = e
z (A4.25)

The functions Eα(z) and Eα,β(z) can be used to solve some sim-

ple equations with fractional derivatives using a formal expansion into

series. As an example, consider equation

0D
β
t y(t) − sy(t) = f(t) (A4.26)

and initial conditions

[0D
β−k
t y(t)]t=0 = bk , (k = 1, 2, . . . , n), n − 1 < β < n (A4.27)
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The solution of (A4.26) that satisfies the conditions (A4.27) is

y(t) =
n
∑

k=1

bkt
β−k

Eβ,β−k+1(st
β) +

∫ t

0

(t − τ)β−1
Eβ,β(s(t − τ)β)f(τ)dτ

(A4.28)
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