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Preface

This AISC volume contains the papers presented at the International Conference
on Artificial Intelligence and Evolutionary Algorithms in Engineering Systems
(ICAEES) held on 22 and 23 April, 2014 at Noorul Islam Centre for Higher
Education, Noorul Islam University, Kumaracoil. ICAEES 2014 received 526 paper
submissions from various countries across the globe. After a rigorous peer-review
process, 235 full length articles were accepted for oral presentation at the confer-
ence. This corresponds to an acceptance rate of 45 % and is intended for main-
taining the high standards of the conference proceedings. The papers included in
this LNAICS volume cover a wide range of topics on Genetic Algorithms, Evo-
lutionary Programming, and Evolution Strategies such as AIS, DE, PSO, ACO,
BFA, HS, SFLA, Artificial Bees and Fireflies Algorithm, Parallel Computation,
Membrane, Grid, Cloud, DNA, Mobile computing, Computer Networks and
Security, Data Structures and Algorithms, Data Compression, Data Encryption,
Data Mining, Digital Signal Processing, Digital Image Processing, Watermarking,
Security and Cryptography, Al methods in Telemedicine and eHealth, Document
Classification and Information Retrieval, Optimization Techniques, and their
applications for solving problems in these areas.

In the conference, separate sessions were arranged for delivering the keynote
address by eminent members from various academic institutions and industries.
Eight keynote lectures were given in two different venues as parallel sessions on 22
and 23 April, 2014. In the first session, Dr. Shivashankar B. Nair, Professor and
Head, Department of Computer Science and Engineering, Indian Institute of
Technology, Guwahati gave a talk on “Emulating Bio-Inspired Mechanisms Using
Mobile Agents” in Venue 1 and Dr. D. Deva Raj, Professor, Department of
Electrical and Electronics Engineering, Kalasalingam University gave his lecture on
“Multi Objective Evolutionary Algorithms” and covered various evolutionary
algorithms and its applications to Power Systems in Venue 2. In the second session,
Dr. Rusli Haji Abdullah, Software Engineering and Information System Depart-
ment Faculty of Computer Science and Information Technology, Universiti Putra
Malaysia gave his talk on “Artificial Intelligent in Knowledge Engineering: A Case
of Knowledge Management System with Agent Technology Environment”



vi Preface

at Venue 1 and Dr. S.S. Dash, Professor, SRM University, Chennai gave his lecture
on “Intelligence Computing Toward Renewable Energy Applications” and clarified
the queries raised by the participants at Venue 2. He has explained the importance
of soft computing in solar plant, wind mills, etc. Similarly on the second day in the
first session, Dr. Ramachandran Kaimal, Professor and Chairperson, Department of
Computer Science and Engineering, Amirta School of Engineering delivered his
keynote address on “High Dimensional Data Analysis” at Venue 1 and the lecture
by Prof. B.K. Panigrahi of IIT Delhi, India, on “Recent Advances in Bio Inspired
Computing” gave an overall idea about the need for bio-inspired computing
applications to the society at Venue 2. Dr. P. Karuppanan, Associate Professor,
from National Institute of Technology, Allahabad gave a talk on “Artificial Intel-
ligence Applications in Embedded Systems” at Venue 1 and Dr. Swagatam Das,
from Indian Statistical Institute, Kolkata gave his lecture on “Computational Swarm
Intelligence in Engineering Systems” and discussed the applications of Intelligent
Systems in real-life problems at Venue 2. All these lectures generated great interest
among the participants of ICAEES 2014 in paying more attention to these important
topics in their research work.

We take this opportunity to thank the authors of all the submitted papers for their
hard work, adherence to the deadlines, and suitably incorporating the changes
suggested by the reviewers. The quality of a refereed volume depends mainly on the
expertise and dedication of the reviewers. We are indebted to the Program
Committee members for their guidance and coordination in organizing the review
process.

We would also like to thank our sponsors for providing all the support and
financial assistance. We are indebted to the Chairman, Vice-Chancellor, Advisors,
Pro-Vice-Chancellor, Registrar, Faculty members, and Administrative Personnel of
Noorul Islam Centre for Higher Education, Noorul Islam University, Kumaracoil
for supporting our cause and encouraging us to organize the conference on a grand
scale. We would also like to thank all the participants for their interest and
enthusiastic involvement. Finally, we would like to thank all the volunteers whose
tireless efforts in meeting the deadlines and arranging every detail meticulously
made sure that the conference could run smoothly. We hope the readers of these
proceedings find the papers useful, inspiring, and enjoyable.

April 2014 L Padma Suresh
Subhransu Sekhar Dash
Bijaya Ketan Panigrahi
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Improvement in Hungarian Algorithm
for Assignment Problem

Kartik Shah, Praveenkumar Reddy and S. Vairamuthu

Abstract Hungarian method for assignment problem is generally used in parallel
environment for the assignment of job to a processor. If the number of processors and
number of jobs are same, then we can assign each processor 1 job with less cost using
Hungarian method. If the number of jobs is larger compared to number of processors,
then this method does not work (another approach is using dummy processors, but it
is not implementable). In this paper, we proposed an alternate approach same as
Hungarian method for assignment of more jobs to lesser processors.

Keywords Assignment problem - Hungarian method - Improvement

1 Introduction

The assignment problem can be applied in real-time examples where the assignment
of jobs to processors is needed. Consider the n tasks with benefits aij such that i task
associates with j processor. We want to assign task to processor on one-to-one basis,
which minimizes the total cost. The method for solving such problem is called as
Kuhn’s Hungarian method [1]. There are a lot of implementation and discussion
about the Hungarian algorithm, and some of them are sequential shortest path
methods [2—-12]. It can be applied to the assignment of objects to the person. In each
iteration, an unassigned person is assigned with the object. The basic method of
Hungarian is serial in nature. It can be parallelized to achieve faster computation [13].
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1.1 Assignment Problem

Suppose we have ‘n’ resources and we have to assign ‘n’ tasks to those resources on
one-to-one basis. Also, we know the cost of assigning a resource to a processor. We
have interest in finding an optimal assignment which minimizes the total cost.

Theorem If a number is added or subtracted from all the entry of any I row or 1
column of a cost matrix, then an optimal assignment for the resulting cost matrix is
also an optimal assignment for the original cost matrix.

Based upon the above discussion, we will consider the classical Hungarian
method for problem solving and also we will introduce another approach which will
be variant of the original one. It is discussed in the below sections.

2 Existing Work

Hungarian method can be used to solve the assignment problems. General algo-
rithm for assignment problem is as follows:
Steps:

1. Obtain the cost matrix from the past history.

2. Find the row minimum of each row and subtract it from the other elements of
the corresponding row.

3. Find the column minimum of the reduced matrix and subtract it from the other
elements of the corresponding column.

4. Write the 0’s and draw the minimum number of lines either horizontal or
vertical to cover all the 0’s. If the number of lines is equal to the order of cost
matrix, then go to Step 6. Else go to Step 5.

5. Find the minimum cost from the uncrossed cross and edit the junction points,
whereas subtract it from the uncrossed cost. Go to Step 4.

6. Write 0’s obtained and allocate the task to the processors evenly.

Algorithm 1 There are 3 possible cases where the assignment problem can be
used. These 3 cases are as follows:

Case I The number of processors and number of tasks are same.

If the number of processors and number of tasks are same, then each processor is
allocated with 1 task based upon the Algorithm 1. Consider the example for the
case.

Example 1 A programmer wishes to assign 3 tasks to 3 processors in such a way
that each task is assigned to more than 1 task. The cost of assigning task to
processor is given by the following matrix:
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Step 1:
Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

8 7 6 P1
5 7 8 P2
6 8 7 P3
Tl T2 T3

After Step 1, the cost matrix will look like the one shown above.
After second step of evaluation, it will look like

210
0 2 3
0 21

Find the column minimum and subtract it from the other elements of the
corresponding column. The reduced matrix is given below:

S O

0 0]
1 3
L 11_

Write the 0’s and draw the minimum number of lines to cover all the 0’s.

Gf\
O 3
11

Find the minimum cost from the uncrossed costs, sum it with the
junction point, and subtract it from the uncrossed costs. The reduced
matrix is as follows:

300
0 0 2
0 0 O

Write all zeros and draw the minimum number of lines.

----- 3704
--tf-- - 24-
--to--0--04-
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Number of lines = 3 = Order of cost matrix
Final Process:

0 0PI ® (o] 71 ® o 71 % Pl
00 |P2 00 (P2 = [O® |2 = | P2
00 0|P3 0 0 (§)|P3 ® o ® P ® [o] @)~
T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3

Final Allocation 1

Processor Task
Pl T3
P2 Tl
P3 T2

Total cost: 6 + 5 + 8 = 19 units

Final Allocation 2 (another possibility)

Processor Task
Pl T2
P2 Tl
P3 T3

Total cost: 7 + 5 + 7 = 19 units

Here, we have 2 possibilities of allocation. It can be more than 2 also, and we
can have the same final cost.

Case II The number of processors is greater than the number of tasks.

In Case I, we can see that if the number of processors is equal to the number of
tasks, then we can have 1 processor with the single task. But if the number of
processors and number of tasks are not the same, then we need to go for some
modification in algorithm 1. If the number of processors is greater than the number
of tasks, then we have to add a dummy task (i.e., do nothing). In such case, 1
processor will remain idle. Consider the following example.

Example 2 A programmer wishes to process 3 tasks to 4 processors in such a way
that each task must be allocated to some processor. The cost matrix is as follows:

8 6 7 P1
3 8 4 P2
8§ 9 8 P3
9 6 4 P4
TT T2 T3

It can be rewritten as follows:



Improvement in Hungarian Algorithm for Assignment Problem 5

8 6 7 0 Pl

38 4 0 P2

8 9 8 0 P3

9 6 4 0 P4
TYL T2 T3 dT4

where d74 represents the dummy task. Now, we can apply Algorithm 1 as shown in
Example 1.

Case Il The number of processors is less than the number of tasks.

Like in case II, the number of processors is greater than the number of tasks. So,
we added a new dummy task. Similarly, in this case, we will add a dummy pro-
cessor which can be assigned to a task. Consider the following example.

Example 3 A programmer wishes to process 4 tasks to 3 processors in such a way
that each task must be allocated to some processor. The cost matrix is as follows:

8 6 7 9 Pl
3 8 4 5 P2
8 9 8 4 P3
TlT T2 T3 T4
It can be rewritten as:
8 6 7 9 P1
3 8 4 5 P2
8 9 8 4 P3
0O 0 0 O drP4
Tl T2 T3 T4

where dP4 represents the dummy processor. Now, we can apply Algorithm 1 as
shown in Example 1.

3 Methodology

Section 2 shows the existing approach which is available to work with the different
cases. Now, consider Case III. Here, we are finally assigning a task to a processor
which is just a dummy processor. It is not a realistic approach. We cannot assign a
task to a processor which actually does not exist. We can improve the performance
of the above-mentioned algorithm by giving 1 processor to more than 1 task with
least final cost. So, if there are 4 tasks and 3 processors, then we can have each
processor 1 task and out of 3 and 1 processor will have 2 tasks. This can be done in
such a way that the final cost will be reduced. Consider the Algorithm 1 and
compare it with modified Algorithm 2 shown below:
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1. Obtain the cost matrix from the past history.

2. Find the row minimum of each row and subtract it from the other elements of
the corresponding row.

3. Find the column minimum of the reduced matrix and subtract it from the other
element of the corresponding column.

4. Write 0’s obtained and assign the tasks to processors till each processor is
assigned with 1 task

5. Now, for the remaining tasks, consider the processor which is having less work
from cost matrix and assign the remaining tasks to those processors evenly.

Algorithm 2 This algorithm will work for the condition when the number of
processors will be very less compared to the number of tasks. It can be more
understood by the following example:

Example 4 Consider the Example 3 in given Case IIL

8 7 9 P1

3 8 4 5 P2
&8 9 8 4 P3
1

Applying the Algorithm 2,

After Step 1, it will look like the one shown above.
After Step 2, it will look like,

2 01 3
05 1 2
4 5 0
After Step 3, it will look like,
2 0 0 3
05 0 2
4 5 4 0
After Step 4, it will look like,
0o 0 -—
o — 0 -
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Finally, assignment is as shown below:
- 00 - -©@o - 0

0
0 -0~ = O-0-= |0 ©
- - -0 - - -0 0

Final allocation is shown in the following table:

Task Processor
T1 P2
T2 P1
T3 P2
T4 P3

Final cost can be given as follows: 3 + 6 + 4 + 4 = 17 units. Here, final cost for
processor 2 will be 7 units.

4 Conclusions and Future Work

From the above Algorithm 2 and Example 4, we can conclude that we can assign
more number of tasks to less number of processors using the Hungarian algorithm
with some modification mentioned in Algorithm 2. Also, we can have very less
amount of cost. We can utilize processors more efficiently. It can work for all types
of assignment problems where we can apply Hungarian algorithm. The complexity
of the algorithm will be same as the complexity of Hungarian algorithm. The
benefit of using modified Hungarian algorithm is that in case of less number of
processors with more number of jobs are present. In reality, the situation is like the
same as more number of jobs are assigned to less number of processors. Due to that
reason, the algorithm mentioned above will be more useful.

4.1 Comparison

As per existing methodology, if we go for computing cost with dummy processor,
we can get the minimum cost using Hungarian method. But the problem with the
algorithm is that the approach is not practical (i.e., ideally dummy processors are
not possible). The more realistic approach is that we can use modified algorithm for
job distribution. The modified algorithm is more practical compared to existing
approach by means of not introducing any dummy processors. Here, we can assign
jobs based on the load given to each processor. Depending upon load, the final cost
will be calculated and the cost will be minimum.
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4.2 Future Work

Job assignment problem is problem of assigning jobs to processors appropriately,
so that the jobs can be assigned properly and cost will be minimum. We can extend
this method for large number of jobs with very less number of processors. As the
number of jobs increases compared to number of processors, the calculation
becomes trickier and requires more calculations. Also, the steps of assignment
increase as the number of jobs increases. The work can be extended by finding such
techniques which have less processors and more number of jobs.

Acknowledgments The authors would like to thank the School of Computer Science and
Engineering, VIT University, for giving them the opportunity to carry out this project and also for
providing them with the requisite resources and infrastructure for carrying out the research.
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Vertex Cover Problem—Revised
Approximation Algorithm

Kartik Shah, Praveenkumar Reddy and R. Selvakumar

Abstract This paper is aimed to present the solution to vertex cover problem by
means of an approximation solution. As it is NP complete problem, we can have an
approximate time algorithm to solve the vertex cover problem. We will modify the
algorithm to have an algorithm which can be solved in polynomial time and which
will give near to optimum solution. It is a simple algorithm which will be based on
articulation point. Articulation point can be found using the Depth First Search
algorithm.

Keywords Articulation point - Vertex covering problem - Optimization
Approximation algorithm

1 Introduction

A problem (P) is called NP complete if P is in class NP and every problem P’ is
polynomially reducible to P. Vertex cover problem is that problem in which we
take an undirected graph (G = (V, E)) with ‘V’ vertices and ‘E’ edges and will have
a set which contains the vertices which can cover all the edges of the graph.
According to Garey and Johnson, vertex cover problem is one of the six basic NP
complete problems [1].

It is observed that sometimes, there exist some problems for which we do not
have an optimal solutions. However, we can have an approximate solution which
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will be closer to the optimal solution. The algorithm which provides closer solution
to the optimal solution is known as approximation algorithms.

Let G = (V, E) be a graph where V is number of vertices and E be number of
edges. The set of vertices V' C V is said to be cover if for each edge (u,v) € E,
either u € V' or v € V' or both. The number of vertices in V' is known as the size of
the cover V'. The problem of finding minimum size is known as vertex cover
problem.

2 Related Work

For vertex cover problems, we have many real-life problems in which vertex cover
problem solution can be applied. Like, to find population growths taken into
polynomial time and for that we can take bi-parted graph and also take articulation
points [2]. Also, vertex cover problem for network base routing delays in tolerance
network [3], for network traffic measurement [4]. Polynomial space parameterized
vertex cover can be solved in 0(1.2738k + kn) time [5]. F. Delbot and C. Laforest
had proposed an algorithm in which vertexes are scanned from left to right. Con-
dition is as follows: “u is added to vertex cover if and only if it has at least one
neighbor not in the cover” [6]. This algorithm is called as LIST LEFT which is
given as follows [7]:

Labeled graph L(G) = (L(V), E)

C—¢

. For each vertex, u € L(V) do

. If u has at least one right neighbor, then
. C—CcU{u}

. Return C

Sorted LL is another technique of finding vertex cover. It takes decision as “if
there is at least one v € N(u) with lower degree, select u; otherwise, if u has only
neighbor with higher degree, u is not selected.” Algorithm can be represented as
follows [7]:

Labeled graph L(G) = (L(V), E)

. C— ¢

2. For each vertex, u € L(V) do

3. If u has at least one right neighbor with a lower degree or a right neighbor with
the same degree, then

4. C — Ccu{u}

5. Return C

One more approach is to use ANTI SORTED LL. In this algorithm, degree of
vertex’s neighbor is taken into consider. Below is the algorithm shown [7]:
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Labeled graph L(G) = (L(V), E)

.C— ¢

2. For each vertex, u € L(V) do

3. If u has at least one right neighbor with a larger degree or a left neighbor with
the same degree, then

4. C — CU{u}

5. Return C

—_

These all algorithms can be used for finding vertex cover set of a graph.

It is possible to approximate the weight of the vertices which results in local
approximation and called as local-ratio theorem and is so called local-ratio theorem for
weighted vertex cover problem [8]. Further, it states that it is possible to put together the
Nembhauser—Trotter algorithm (local optimization algorithm) and local-ratio theorem to
get new approximation techniques that improve performance [8]. Kernelization is the
process of applying polynomial time preprocessing to the instance of graph G(V, E)
and obtaining other instance G'(V', E') where V' < Vand G’ will have vertices of vertex
cover V' [9]. Itis observed that we can find up to 3/2 vertices of minimum vertex covers
using collection of graph transformations. The algorithm guarantees an approximation
ratio of 3/2, for finding large number of randomly created graphs. The reductions are
extremely fast. The problem has best-case and worst-case approximation ratio as 2-O
(1) [10]. The random graphs that we generally use are simple random graph model
proposed by y Erdos and Renyi [11]. Chromatic number is defined as minimum number
of colors used for vertex to cover all with distance 1. Chromatic number can be used to
find the vertex over of the graph. Kuhn and Mastrolilli [12] investigated weighted
vertex cover problem for graphs when a locally bounded coloring is given.

3 Approach

There are many approaches to solve vertex cover problem.

3.1 Classical Approach

The approximation algorithm which is available to solve the vertex cover problem
is a polynomial time algorithm, and it can be solved in O (V + E) time complexity
where V is number of vertices and E is number of edges. The approximation vertex
cover is a polynomial time 2 approximation algorithm.

That is, let V be a vertex cover and V' be the optimal cover to that problem.
Then, we can prove that

VI<2|V'|
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So, in this case, if number of vertices increases, the solution to vertex cover may
also diverse far from optimal solution.

Algorithm 1.1 Approximation Algorithm [13]

APPROX VERTEX COVER(G)

1.C— ¢

. E' = E[G]

. While E' — ¢

. Let (u, v) be an arbitrary edge of E’

. C— CU{u,v}

. Remove from E’ every edge incident on either u# or v
. Return C

N[N | AW

3.2 Our Approach

As we noted above that approximate vertex cover problem solution is less than or
equal to 2 times the optimal solution. We proposed the algorithm which will take
near to optimal solution.

In our approach, we will find the articulation point of that particular graph and
then add those vertices in the vertex cover. From remaining edges, we will take the
common vertex which can cover 2 or more edges. After that if some more edges are
not covered, then we will take 1 of the vertex from the edge. In order to find the
articulation point, we can go for Depth First Search (DFS) algorithm, which takes
O (V + E) time to find the articulation points. There are many more algorithms
available for finding articulation points. DFS is one of the simplest algorithms.

Proposed algorithm to find the vertex cover of graph is shown below.

Algorithm 1.2 Proposed Vertex Cover Algorithm

1.C— ¢

2. C'" = ArticPointDFS (vertex);

3.C=<CUC

4. Repeat Step 2 and Step 3 until all the Articulation Point is found;
5. E' = E [G];

6. E' = E' — {set of edges covered by C'}

7. While E' # ¢

Let (a, b) be an arbitrary edge, check (a, b) N {take each edge of E'} # ¢ Then,
add any of vertices ‘@’ or ‘b’ in C.

Remove edge (a, b) from E’

Else add the common vertex.

Remove edges containing that vertices from E’

8. Return C.
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4 Analysis

Now comparing both the algorithms, let us take 1 case of finding vertex cover.
Consider the following example. It contains 10 vertices and 13 edges. All vertices
are connected with edges as shown in Fig. 1. Now, we will apply the vertex cover
algorithms to the following example with both the approaches (i.e., existing
approach and proposed approach). After that result will be compared for example,
and output from each algorithm will be compared. The algorithm is computed step
by step as per the algorithms discussed above.
Using existing algorithm:

C—¢

E'={(1,2),2,3),3,4),,4),2,7),2,9), 2, 10), (3, 5), (3, 6), (7, 8), (7, 9),
(7, 10), (9, 10)}

Let us take an arbitrary edge (9, 10)

C = {9, 10}

E'={(1,2),(2,3),3,4), (1,4, (2,7), 2,9), (2, 10), 3, 5), 3, 6), (7, 8)}
Let us take another arbitrary edge (1, 4)

Cc=1{1,4,09, 10}

E'={(2,3),2,7),(29), 2, 10), 3, 5), (3, 6), (7, 8)}

N o=

NN AW

Fig. 1 Vertices are connected
with each other, and a
complex graph is formed
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9. Let us take another arbitrary edge (3, 5)
10. C=1{1,3,4,5,9, 10}

11. E'={@2,7), (7, 8)}

12. Let us take another arbitrary edge (7, 8)
13. C={1,3,4,5,7,8,9, 10}

Finally, vertex cover contains § elements.
Using proposed algorithm:

C—¢

E'={(1,2),(2,3),3,4),(1,4),2,7),(2,9), (2, 10), (3, 5), (3, 6), (7, 8), (7, 9),
(7, 10), (9, 10)}

N o=

3. Find articulation points, C' = {2, 3, 7}
4. C=1{2,3,7}

5. E' = E' — {set of edges covered by C'}
6. E'={(1,4), (9, 10)}

7. Take (1, 4) as an arbitrary edge.

8. C={1,2,3,7}

9. E'={(9, 10)}

10. Take (9, 10) as an arbitrary edge.

1. EE=¢

12. C=1{1,2,3,7,9}

Finally, vertex cover contains 5 elements.

As we can see the result from existing approach and from proposed approach, it
is clear that the existing approach can give us the true result but that will not be
minimal. Some vertices that are not needed will also be included in the vertex cover
list, while the proposed approach will have less number of vertices in the vertex
cover list and which covers all the edges. Using this approach, first we will collect
all the articulation point details and will include that vertices into vertex cover list.
After that we will go with normal approach for remaining vertices, and the result
will be as shown in above example. The implementation of the above approach is
discussed in following section.

5 Implementation

Implementation of proposed algorithm can be done in 2 steps:

Step 1: Find the articulation points of the graph given using articulation point
algorithm (Using DFS algorithm). Add articulation points in the set of
vertex cover. For example, given above, after applying algorithm, we can
get following output (Fig. 2).
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Fig. 2 Step 1 of Enter Number of vertices and Edges Respectively
implementation
nter edges{e.g vertexl vertex2)

4
2
4
2 3
5
6
9
1
z ¢
9

Airticulation Points are:2 3 7

Step 2: Remove the edges which are adjacent to all the vertices listed in Step 1.
Apply approx vertex cover algorithm on remaining graph (Disconnected
Graph). For example, given above, we have 4 choices {(1, 9) or (1, 10) or
4, 9) or (4, 10)}. We can choose any combination.

Step 3: Take union of vertices found in Steps 1 and 2.

6 Conclusion

From above example, we can see that using existing algorithm, we are getting 8
elements in vertex cover set. While using proposed algorithm, we are getting 5
elements. Also, it is same as minimal vertex cover.

If Vis a vertex cover set derived from Algorithm 1.1 and V" is an optimal vertex
cover set, then

Vi<2|v'|

If C is a vertex cover set derived from Algorithm 1.3 and C” is an optimal vertex
cover set, then

ICl~[C]

Proposed algorithm takes O (2 (V + E)) time complexity. O (V + E) for DFS and
O (V + E) for finding vertex cover. So, total O (V + E) time to compute vertex cover
is same as the available algorithm, but our algorithm provides much nearer solution
to optimal solution.
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7 Future Work

In this proposed algorithm, we are using DFS algorithm to find the articulation
points of the graph. This algorithm takes O (V + E) time to compute the articulation
points. We can go for some other techniques to find the articulation points which
can take less time compared to DFS. Also, we can find some other techniques
which always provide the exact solution to optimal solution. Also, some more
techniques can be used to provide nearer solution. There is also possible to find
algorithm which runs faster than this algorithm.
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A Simple Control Strategy Technique
for a Single-phase Bridgeless Active
Rectifier with High Power Factor

and Voltage Stabilization Using Partial
Digital Implementation

Rahul Ganpat Mapari and D.G. Wakde

Abstract A partial digital implementation approach to improve the power factor of
single-phase rectifiers and to regulate the output voltage against the change in line
voltage and load is presented in this paper. A two-leg configuration, which has
single IGBT in each leg, is adopted to reduce the number of switching devices
compared with conventional AC-DC converter. This converter topology is evalu-
ated on the basis of performance, and its salient features such as simplicity, low
cost, and high performance are discussed to analyze its applicability. The proposed
control strategy using continuous switching pulse width modulation (CSPWM) is
bridgeless and transformer-less. A control technique and operational procedure are
also developed, both theoretically and experimentally. The experimental results
clearly verify the theoretical analysis from the prototype connected to grid unity.

Keywords Active rectifier (AC-DC) - Boost rectifiers - Continuous switching
pulse width modulation (CSPWM) - Power factor - Single phase - Voltage
regulation

1 Introduction

In this paper, a proposed approach to improve the power factor of single-phase
rectifiers and to regulate the output voltage against the change in grid voltage and
load is presented. This converter topology is evaluated on the basis of performance,
and its salient features such as simplicity, low cost, and high performance are
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discussed to analyze its applicability. The proposed control strategy is bridgeless,
transformer-less, and output current sensor-less and consists of only two bi-direc-
tional IGBTs and two diodes. The voltage regulation is achieved by a simple
voltage divider to communicate to a controller to control the duty cycles of PWM.
A control technique and operational procedure are also developed, both theoreti-
cally and experimentally. The experimental results clearly verify the theoretical
analysis from the prototype connected to grid unity.

The single-switch rectifier has one of the simplest circuit structures. Typical
voltage and current waveforms for the circuit, using hysteresis current control, are
represented in [5-7]. Hysteresis band is made large in the figure for illustrative
purposes. The two-switch rectifier [8, 9] performs the same switching action as the
single-switch rectifier but has the advantage of higher efficiency.

Conventionally, AC-DC converters, which are also called rectifiers, are devel-
oped using diodes and thyristors to provide controlled and uncontrolled DC power
with unidirectional and bi-directional power flow [10]. They have the demerits of
poor power quality in terms of injected current harmonics, caused voltage distor-
tion, and poor power factor at input AC mains and slow varying rippled DC output
at load end, low efficiency, and large size of AC and DC filters [11]. The simplest
line-commutated converters use diodes to transform the electrical energy from AC
to DC. The use of thyristors allows for the control of energy flow. The main
disadvantage of these naturally commutated converters is the generation of har-
monics and reactive power.

Vienna rectifier is a three-switch, unity power factor boost rectifier. This rectifier
operates by having the input stage creating a DC voltage across the two switches
connected to the primary transformer [12—14]. The Vienna rectifier, even though it
operates with only three switches, endures higher stresses than that of six-switch
converter. This type of converter, however, has issues with start-up over current, as
well as lack of current limiting during overload conditions.

Generally, the control structure of a three-phase six-switth PWM boost con-
verter consists of an inner current control loop and outer voltage control loop [15].
The current controller senses the input current and compares it with a sinusoidal
current reference. To obtain the current reference, the phase information of the
utility voltage or current is required. This information is obtained by employing a
phase lock loop (PLL), which creates transients if the frequency ratio changes [16].
To simplify the control structure, one-cycle-control (OCC)-based AC-to-DC con-
verter has been proposed [17-19]. However, the scheme based on OCC exhibits
instability in operation when magnitude of the load current falls below a certain
level or when the converter is operating in the inverting mode of operation. To
avoid it a modified OCC, bi-directional high-power factor AC-to-DC converter is
proposed in [20]. This scheme uses saw-tooth wave to generate PWM pulses which
incorporate low-frequency harmonics [21].

OCC presents some drawbacks intrinsic with its physical realization: the con-
troller and its parameters cannot be modified without hardware re-design; moreover,
they are influenced by temperature drifts, typical of analog systems. Another dis-
advantage is the need of both voltage and current measurements [22]. To overcome
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these limitations, the OCC technique is implemented digitally using field pro-
grammable gate array (FPGA) [23]. This system uses PLL to find phase information
of utility voltage and current. Another drawback of this system is that controller
takes integer numbers only. The split operation is limited only to dividing number
by a power of two.

This paper presents a simple control strategy which removes most of the
drawbacks present in the classical methods for a single-phase active rectifier con-
sists of only two bi-directional switches and two diodes. The grid voltage is directly
delivered to the switches without using bridge and transformer.

The use of bridge and transformer created losses which reduces the efficiency of
total system. Also in most of the paper, output voltage regulation is achieved using
output current sensor; in this prototype without using current sensor, results are
achieved. The prototype model is validating for 0.1, 0.3, 0.5, 0.7, and 1 kW
experimentally. The voltage regulation is achieved for 250 VDC output voltage.

2 Circuit Configuration

The circuit shown in Fig. 1 consists of a prototype AC-DC converter with two
bi-directional switches and two diodes. The bi-directional switches are connected at
the lower side of the legs.

It is assumed that the anode-to-cathode voltage of each diode of the rectifier as
well as the voltage drop through bi-directional switches is of negligible quantity.
Figure 2 shows the waveforms of the considered power circuit. The bi-directional
switches, T1 and 72, are turned on at an appropriate interval, conducting a partial
line current. As a result, the input voltages, VAo, VBo—the voltages between each
input terminal (A, B) and the zero point of the main source—become the staircase
waveforms, and the input current waveforms become similar to the sinusoidal input
voltages; in this case, it is clear that the power factor is improved.

Fig. 1 Circuit of prototype ZS
AC-DC converter with two CT L
bi-directional switches (}
1-directional switches VINAGC me ;:C
PRECESION _Iz % _J #“
RECTIFIER - E
IGATE PULSES ,
J CONTROL
L4
VIN AC VDC-FB
& ALGORITHM P
7| DSPIC33£j16g5504
PRECESION Iin AC

RECTIFIER
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Fig. 2 Configuration of PFC
technique when 7'l is ON | L
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The characteristics of the rectifier can be controlled by adjusting the duty cycle D,
where D is a constant value between 0 and 1 which determines the pulse width for
Q1 and Q2. The phase angle between the supply voltage and the fundamental
component of the rectifier input voltage is also controlled by the duty ratio.
Therefore, we can improve the characteristics of the considered rectifier by selecting
a suitable D and the phase angle.

3 Operation Sequence

Based on line frequency, period of each half cycle of line voltage is 10 ms. To
achieve more accurate results and high switching frequency, each half cycle is
divided into 200 parts. Each part is of 50-us period. Four different configurations
describing the sequence of operation to achieve high power factor and regulating
the output voltage are as follows.

3.1 Case 1: Positive Half Cycle, Tl is ON

When T1 switch is turned on, the configuration is shown in Fig. 2. In this case,
during the ON period of 200 parts, current /L is flowing through the inductor to
charge it. The voltage across the inductor (Ldi/df) is less than the DC output
voltage.

3.2 Case 2: Positive Half Cycle, T1 is OFF

The configuration is shown in Fig. 3. During the OFF period of 200 parts, 71 is
turned OFF. Maximum peak voltage across the inductor is greater than the DC
output voltage. This voltage is moved toward the load through diode D3. The
inductor acts as a boost inductor.
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Fig. 3 Configuration of PFC B
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3.3 Case 3: Negative Half Cycle, T2 is ON

When T2 switch is turned on and 71 is turned OFF, the configuration is shown in
Fig. 4. In this case, during the ON period of 200 parts, current / is flowing from
positive terminal through switch 72 toward the inductor to charge it. The voltage
across the inductor (Ldi/dr) is less than the DC output voltage.

3.4 Case 4: Negative Half Cycle, T2 is OFF

The configuration is shown in Fig. 5. During the OFF period of 200 parts, 72 is
turned OFF. Maximum peak voltage across the inductor is greater than the DC
output voltage. This voltage is move toward the load through diode D4. The
inductor acts as a boost inductor.

The output DC voltage is controlled using a continuous switching digital tech-
nique. By taking the feedback of actual DC output voltage, the controller takes the
action to regulate it. Here, we perform a simple program to adjust the duty ratio
D according to the actual DC voltage. The DSPIC33fj16gs504 controller is used to
generate the switching signals. A 10-bit ADC is used; hence, total count is 1,024.
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Fig. 5 Configuration of PFC —
technique when 72 is OFF
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For the safe margin, we consider it is 70 % as 700. The regulated voltage we
consider is 200 V. The threshold of 10 V is provided. The feedback voltage
VDCEFB can be mathematically represented as,

Al

ADC result count

DCFB = 1
vbC ADC full scale count X300 ( )

The duty ratio D is directly proportional to the VDCFB. The ON time of the duty
cycle is scaled by VDCFB factor.

TON =K x D )

According to the ZCD status (positive or negative half cycle), controller decides
switching of IGBTs. By default, duty cycle is 10 %. As per VDCFB, the duty cycle
increases step by step in each 50 ps to achieve desired VDC.

4 Experimental Results

The following are details of the experimental laboratory prototype: The rated output
power (Pout) = 1 kW, Vsrms = 90 V, L = 2 mH, C = 440 pF, and utility grid
frequency f = 50 Hz.
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Fig. 6 The input voltage V
and current waveforms I
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4.1 Input Power Factor and Current Waveforms

The prototype is implemented at different levels of loads 0.2, 0.4, 0.7, and 1.0 kW.
In Fig. 6, the input current is and the input voltage V; is depicted. Notice that the
experimental waveforms are similar to the ones obtained with the simulation.

Figure 7 shows that the line current is becoming a more sinusoidal, and it
follows the line voltage at any load. Figure 8 describes the power factor remains
approximately same for all loads.

4.2 Regulating the Output Voltage at Load Variance

The proposed control method keeps the output voltage stable even though the load
is suddenly changed to different levels during operation. This is evaluated by the
settling time in Fig. 9, where the settling time at the load variance from 100 to
300 W is approximately 55 ms. The experimental results illustrate that the proposed
approach has been accurately analyzed with respect to efficiency and stability.
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Fig. 7 The input voltage V
and current waveforms I with
different loads, a 400 W,

b 700 W, ¢ 1,000 W
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5 Conclusion

In this paper, a proposed approach to improve the power factor of single-phase
rectifiers and to regulate the output voltage is presented. The proposed control
strategy is bridgeless, transformer-less, and output current sensor-less, and consists
of only two bi-directional IGBTs and two diodes. As a result, the proposed control
method is able to improve the power factor of the single-phase rectifier connected
with grid unity, increase the quality of the harmonics of the input current, and
stabilize the output voltage.
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Ensemble Neural Network Algorithm
for Detecting Cardiac Arrhythmia

S. Aruna and L.V. Nandakishore

Abstract Cardiac arrhythmias are electrical malfunctions in rhythmic beating of
the heart. Sometimes, they cause life-threatening conditions. Hence, they need to be
diagnosed quickly and accurately to save life and prevent further complications and
effective management of the disease. In this paper, we propose an ensemble neural
network algorithm to detect arrhythmia. Bagging approach with multilayer per-
ceptron and radial basis neural networks is used to classify the standard 12-lead
Electrocardiogram (ECG) recordings in the cardiac arrhythmia database available in
UCI Machine Learning Repository. The classification performance of the diag-
nostic model was analyzed using the following performance metrics, namely pre-
cision, recall, F-measure, accuracy, mean absolute error, root mean square error,
and area under the receiver-operating curve. The classifier accuracy obtained for the
ensemble neural network (ENN) model is 93.9 and 94.9 % for ENN-RBFN and
ENN-MLP, respectively.

Keywords Bagging - Cardiac arrhythmia - Correlated feature selection - Multi-
layer perceptron - Radial basis function neural networks

1 Introduction

Cardiac arrhythmias are abnormal rhythmic activity of heart. Arrhythmias are
categorized into two types, those starting in the upper two chambers (atria or
auricles) and those starting in the lower two chambers (ventricles). Arrhythmias
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starting at ventricles are more serious than those starting at auricles. The normal
resting heart rate is about 60—100 beats per minute (bpm). According to the speed of
the heart rate, arrhythmias can be further categorized into bradycardia, tachycardia,
premature contraction, and fibrillation. Arrhythmias represent a serious threat to the
patient recovering from acute myocardial infarction, especially ventricular
arrhythmias such as ventricular tachycardia (VT) and ventricular fibrillation (VF)
[1]. In the USA, more than 850,000 people are hospitalized every year for
arrhythmia [2]. Ventricular tachycardia kills an estimated 120,000 people in the UK
each year [3]. The detection of arrhythmia is an important task in clinical reasons
which can initiate life-saving operations [4]. Some patients do not have any
symptoms of arrthythmia. They are diagnosed during routine examination. Treat-
ment varies depending on the type of arrhythmia. Several methods for automated
arrhythmia detection have been developed in the past few decades to simplify the
monitoring task [5].

Electrocardiogram (ECG) records the electronic activities of the heart and has
been widely adopted for diagnosing cardiac arrhythmia [6]. The state of cardiac
health is generally reflected in the shape of the ECG waveform and heart rate and
contains important pointers to the nature of the disease attacking the heart [7].
Figure 1 shows the normal ECG signal. The normal ECG signal is described by
P-QRS-T waves. P wave records the atrial depolarization. QRS complex records
the ventricular depolarization. T wave records the repolarization of the ventricles.
PP interval records the atrial rate. RR interval records the ventricular rate. PR
interval measures the AV node function. ST interval is measured from the point at
which QRS complex finishes with the end of T wave. PR segment connects P and
QRS complex. ST segment represents the period of depolarization of the ventricles.

In this paper, we propose an ensemble neural network (ENN) algorithm based on
bagging to diagnose cardiac arrhythmia from 12-lead ECG recordings. The rest of
the paper is organized as follows. Section 2 gives details about the dataset used for
the experiment and ensemble neural network algorithm. Section 3 gives the results
obtained. Concluding remarks are given in Sect. 4 to address further research.

Fig. 1 Normal ECG signal R R

ER Interval

ST
Segment

PR
Segment




Ensemble Neural Network Algorithm ... 29

2 Materials and Methods

2.1 Dataset Description

The cardiac arrhythmia database used in this study was obtained from the UCI
Machine Learning Repository [8]. The dataset has 452 instances of 16 classes.
Class 01 is normal, classes 02—15 represent different types of cardiac arrhythmias,
and unclassified data come under class 16. Each instance has 279 attributes, of
which first four attributes, namely age, sex, height, and weight, give the general
description of the patient. Remaining attributes are extracted from the standard 12-
lead ECG recordings. There are 206 linear-valued attributes, and the rest is nom-
inal-valued attributes.

2.2 Ensemble Neural Network Algorithm

The ENN algorithm is based on the bagging approach of the ensemble classification
method. Bagging is a statistical resample and combine technique [9] based on
bootstrapping and aggregating techniques. Bootstrap resampling technique gener-
ates multiple versions of the predicting model. Then, the aggregating technique
combines those together [10]. Bagging reduces the variance for the classifier.
Artificial neural networks (ANN), namely multilayer perceptron (MLP) and radial
basis function neural networks (RBFN), were used as base classifiers for the
diagnostic model. ANN is mathematical models inspired by biological neural
networks where nodes represent neurons and arcs represent axons, dendrites, and
synapses. MLP is a feedforward neural network with three layers, the input layer,
one or more hidden layers, and output layer. The training and testing vectors
presented to the input layer are processed by hidden and output layers. The com-
putational capabilities of MLP are presented by Lippman [11]. RBF networks have
a static Gaussian function as the nonlinearity for the hidden layer processing ele-
ments and the Gaussian function, responds only to a small region of the input space
where the Gaussian is centered [12]. The key to a successful implementation of
these networks is to find suitable countries for the Gaussian functions [13]. Figure 2
shows the ENN diagnostic model.
The sequence of steps in the ENN algorithm is as follows:

Step 1: Calculation of mean and mode for all the attributes
in the training set.

Step 2: Replacement of missing values of the attributes
using the values obtained in Step 1.

Step 3: Calculation of correlation coefficients for all the
attributes.

Step 4: Removal of attributes with low-class correlation
coefficients.
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Fig. 2 ENN diagnostic model

Step 5: Selection of best feature subsets of the remaining
attributes using best first search criterion.

Step 6: Building predictor model from the feature subset
obtained in Step 5 using bootstrap resampling with aggre-
gation for MLP and RBFN classifiers.

Step 7: Prediction of class labels using the model built in
Step 6.

The ENN diagnostic model has two phases, data preprocessing phase and
classification phase. In the data preprocessing phase, two filters are used. The
arrhythmia database has noisy, redundant, and about 0.33 % of missing values
which may cause error in classification. Hence, attribute-based filter is first applied
to replace the missing values with the modes and means of the training data. Then,
to remove the redundant attributes from the dataset correlation feature selection
(CFS), redundancy filter is applied. Correlation coefficients for all the attributes
were computed using Eq. 1 where CL is the correlation between the summed
feature subsets and the class variable, N is the total number of subset attributes, Ac
is the average of the correlations between the class variable and the subset of
attributes, and Aj is the average intercorrelation between a subset of attributes.

CL =

NAc _ (1)

N+ N(N — DA
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Feature subsets having high class correlation and low intercorrelation are
selected using best first search criterion after removing features with low CL values.
Finally, the resultant feature subset is classified using the bagging-based ENN
approach with MLP and RBFN as base classifiers.

3 Results

WEKA [14], Java-based data mining tool, is used for conducting the experiments
with tenfold cross-validation. Tenfold cross-validation has been proven to be sta-
tistically good enough in evaluating the performance of the classifier [15].

3.1 Performance Metrics

The performance criterion for the diagnostic model is analyzed by computing
precision, recall, F-measure, accuracy, mean absolute error (MAE), root mean
square error (RMSE), and area under the ROC (AUC) from the confusion matrix.
The precision is the computational measure of predictive accuracy of a particular
class. Recall is the measure of positive samples predicted as positive. Accuracy is
the ratio of the predictions that are correct. F-Measure. MAE is the statistical
measure of how far is the estimated value from the actual value. RMSE measures
the difference between the actual values and the values predicted by the model.
Precision, recall, F-measure, accuracy, MAE, and RMSE are calculated using
Egs. 2-7.

TP
Precision = ——. (2)
TP + FP
TP
Recall = ———. (3)
TP + FN

precision — recall

F - Measure =2 ¥ ———F—.
precision + recall

R TP + TN
ccuracy = .
Y~ TP+FP+ 1IN + FN

1 N
MAE = NZ |Pi — Cyl. (6)

i=1
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RMSE — <(Mi - c,-)2>. (7)

TP is the true positives, FP is the false positives, TN is the true negatives, FN is
the false negatives, N is the number of instances, P; is the prediction value of the
instance i, C; is the class value of the instance i, and M is the measured value of the
instance i. AUC analyzes the variance independent of the decision’s sensitivity. The
AUC is obtained by the nonparametric method based on the Wilcoxon’s trapezoidal
rule to approximate the area [4].

3.2 Diagnosis of Cardiac Arrhythmia

Cardiac arrhythmia database is classified by both linear and ensemble classifiers for
neural networks. From 450 attributes after replacing the missing values, CFS
selected 14 attributes among 279 attributes. The total number of subsets examined
is 3,289. Merit of the best subset found is 0.592, and then, bagging-based ENN-
MLP and ENN-RBFN are used for classification of the dataset with 14 attributes.
Bag size percent used is 100. Five hundred epochs are used for ENN-MLP. For
ENN-RBFN, the ridge value for regression set is 1.0E—8, minimum standard
deviation is 0.1, and the number of k-means cluster is 2. Table 1 shows the com-
parison results for arrhythmia classification by MLP, RBFN, ENN-MLP, and ENN-
RBEN classifiers. Figure 3 shows the ROC for ENN-MLP and ENN-RBEN clas-
sifiers. A receiver-operating characteristic (ROC) curve is constructed by plotting
false-positive rate versus the true-positive rate for varying cutoff values.

ROC analysis originated in electrical engineering in the early 1950s where the
technique was developed to assess the performance of signal detection devices
(receivers) and later spread into other fields, finding useful applications in both
psychology and medical diagnosis [16]. From the results, apparently ENN-MLP
achieved better classification performance than all the other classifiers. The results
infer that ensemble approach improved the classification performance of both MLP
and RBFN classifiers.

Table 1 Cardiac arrhythmia classification results

Performance metrics Linear classifiers Ensemble classifiers
RBFN MLP ENN-RBFN ENN-MLP

Precision 0.89 0.71 0.94 0.95
Recall 0.88 0.62 0.94 0.95
F-measure 0.88 0.66 0.94 0.95
Accuracy (%) 88.14 62.03 93.9 94.9

MAE 0.15 0.45 0.11 0.06
RMSE 0.30 0.47 0.23 0.22
AUC 0.82 0.49 0.92 0.94
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Fig. 3 ROC for ENN-RBFN and ENN-MLP for ten iterations

3.3 Related Work

In [17], the authors used neural network with weighted fuzzy membership function
to classify cardiac arrhythmia with an accuracy of 81.32 %. In [18], Elsayad used
learning vector quantization neural networks and obtained the classification accu-
racy of 76.92 %. Zuo et al. [4] used kernel difference KNN to detect arrhythmia.
They achieved an accuracy of 70.66 %. In [20], authors used weighted fuzzy
artificial immune recognition system for medical diagnosis. They obtained an
accuracy of 80.71 % for ECG arrhythmia database. Uyar et al. [22] classified
arrhythmia using a serial fusion of support vector machines and logistic regression
with an accuracy of 76.1 %. In [23], authors used a novel pruning approach using
expert knowledge for data running for diagnosing the arrhythmia with an accuracy
of 68.47 %. Ozcan [24] used fuzzy support vector machines for ECG arrhythmia
classification. For adaptive neuro fuzzy inference system (ANFIS) and fuzzy

Table 2 Comparison of Model Accuracy (%)
classification accuracies of
our method and other NEWFM [17] 81.32
methods in the literature HLVQ [18] 76.92
KDFW-KNN [19] 70.66
Fuzzy weighted AIRS [20] 80.71
SVM with Gaussian kernel [22] 76.10
A novel pruning approach [23] 68.47
ANFIS 79.43
FSVM-DTCM [24] 83.33
MNN model 82.22
GFFNN model 82.35
MLP model [25] 86.67
Our method ENN-RBFN 93.90
ENN-MLP 94.91
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support vector machines distance to class mean method they got accuracy of 79.43
and 83.33 %, respectively. In [25], authors proposed an effective ANN-based
approach for cardiac arrhythmia classification. They got classification accuracy of
82.22, 82.35, and 86.67 % for modular neural network model, generalized feed-
forward neural network model, and multilayer perceptron model, respectively
(Table 2).

4 Conclusion

Cardiac arrhythmias are the irregular rthythm of the heart show a serious medical
problem sometimes threatening the life. Detection of arrhythmia is an important
task in effective management of the disease. Automated system for arrhythmia
detection helps the physicians in simplifying the task. In this paper, we propose an
ensemble neural network algorithm based on the bagging approach for detecting the
presence or absence of arrhythmia. Multilayer perceptron and radial basis function
neural networks are used as base classifiers for the proposed diagnostic model. The
performance of the model was evaluated using the following metrics, namely
precision, recall, F-measure, accuracy, mean absolute error, root mean square error,
and area under ROC. The experiments were conducted using the WEKA data
mining tool with tenfold cross-validation. Cardiac arrhythmia database from the
UCI Machine Learning Repository is used for the study. Ensemble methods
achieved a classification accuracy of 94.9 and 93.9 % for ENN-MLP and ENN-
RBFN, respectively. In the present work, the ensemble classifier is used for
detecting the presence or absence of arrhythmia. The future work will be concen-
trated in classifying different types of arrhythmias. Different types of ensemble
approaches with neural networks will be compared with the present model for a
broader experimental evaluation and further enhancement of the algorithm.
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An Efficient Invasive Weed Optimization
Algorithm for Distribution Feeder
Reconfiguration and Loss Minimization

K. Sathish Kumar, K. Rajalakhsmi, S. Prabhakar Karthikeyan
and R. Rajaram

Abstract The distribution network carries electricity from the transmission system
and delivers it to consumers. Distribution losses account for major part of power
system losses. The low-voltage operation in the distribution system is a major
reason for higher technical losses due to inherent properties of the network. In this
paper, a method based on invasive weed optimization algorithm (IWOA) is pro-
posed for distribution network reconfiguration with the objective of real power loss
minimization. The feeder reconfiguration problem is formulated as a nonlinear
optimization problem, and IWOA is used to find the optimal solution. The proposed
method is implemented on standard 16-bus test system [1]. Test results show that
the proposed feeder reconfiguration method can effectively ensure the loss mini-
mization [2].

Keywords Invasive weed optimization algorithm (IWOA) - Feeder reconfiguration

1 Introduction

The part of power system in which electric power is distributed among various
consumers for their local use is known as distribution system. Electricity distri-
bution is the final stage in the delivery of electricity to end users. The distribution
network includes medium-voltage power lines, substations and pole-mounted
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transformers, low-voltage distribution wiring, and sometimes meters. Distribution
network is designed with mesh structure but operated in a radial configuration.
Reconfiguration also relieves the overloading of the network components [3].
Switches in distribution network are categorized into sectionalizing switches
(normally closed) and tie switches (normally open). Reconfiguration of feeder
entails altering the topological structure of distribution feeders by changing the
open/close status of the switches under both normal and abnormal operating con-
ditions [4].

In this paper, invasive weed optimization algorithm (IWOA) [5] is suggested to
reconfigure the distribution system with the objective of reducing the real power
losses. IWOA is a recently developed evolutionary algorithm inspired from growth
of plant weeds in agricultural land. The algorithms include mathematical pro-
gramming and artificial intelligent methods, such as refined genetic algorithms
(RGA) [6], ant colony search algorithm (ASCA) and GA [7], heuristic approach
(HA) [8], adaptive genetic algorithms (AGAs) [9], bacterial foraging optimization
algorithm (BFOA) [10], honeybee mating optimization (HBMO) [11], and fuzzy
adaptive particle swarm optimization (FAPSO) [12], are proposed to reconfigure
the distribution feeders with the objective of minimizing real power losses while
avoiding transformer and feeder overloads and inadequate voltages.

A radial distribution load flow method [13] is used to compute voltage profile
and power flows under steady-state operating conditions for the chosen test sys-
tems. This procedure is followed by symmetrical fault analysis which yields fault
voltages along with angles at each bus in the corresponding bus systems. A post-
fault load flow solution is carried before the inception of IWO algorithm. After
implementation of IWOA, the losses are found to be reduced in both the systems.

2 Problem Formulation

The main aim of current optimization problem is real power loss minimization
which can be expressed in mathematical form [14] as follows:

AP =Re{2> Ii(Ew — E))"} + Rioop| Y _ LI’ (2.1)

i€D ieD
subject to the following constraints

1. No feeder section is left out of service.
2. Radial structure of system should always be retained.

$(i) =0 (22)

3. Bus voltage magnitude should be within the limits.
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Emin S E S Emax (23)

where D set of buses that are disconnected from feeder-II and connected to feeder- I
M tie bus of feeder-I through which loads from feeder-II will be connected n tie bus
of feeder-1I that will be connected to bus m through a tie switch I; complex bus
current at bus i. Ry, Series resistance connecting the two substation buses of
feeder-1 and feeder-II via closure of the specified tie switch.

E,, complex voltage at node m and E,, complex voltage at node n.

Equation (2.1) represents the objective function to be minimized using the
optimization technique. In Eq. (2.1), AP refers to net power loss, whereas E,, and E,,
correspond to voltages of nodes at higher and lower potential. Equation (2.2) gives
the voltage constraints of each node, and Eq. (2.3) preserves the radial character-
istics in 16-bus test systems.

3 Invasive Weed Optimization Algorithm

The IWO algorithm is a common phenomenon in agriculture that is colonization of
invasive weeds [15]. According to the common definition, a weed is a plant
growing where it is not wanted. Any tree, vine, shrub, or herb may qualify as a
weed, depending on the situation; generally, however, the term is reserved for those
plants whose vigorous, invasive habits of growth pose a serious threat to desirable,
cultivated plants. This is a simple and effective algorithm in converging to optimal
solution by employing basic properties, such as seeding, growth, and competition,
in a weed colony.

3.1 Steps Involved in IWO Algorithm

To simulate colonizing behavior of weeds, the basic properties of the process to be
considered are as follows: (1) initializing a population, (2) reproduction, (3) spatial
dispersal, and (4) competitive exclusion. The process is explained in detail as
follows:

3.1.1 Initialize a Population

A population of initial solutions is spread over the d-dimensional problem space in
random positions.
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3.1.2 Reproduction

A member of the population of plants is allowed to produce seeds on its own with
colony’s lowest and highest fitness: The number of seeds produced by each plant
increases linearly from minimum possible seed production to its maximum. In other
words, a plant will produce seeds based on its fitness, the colony’s lowest and
highest fitness with increase in linearity. Figure 1 illustrates this procedure.

3.1.3 Spatial Dispersal

Randomness and adaptation in the algorithm are given in this part. The generated
seeds are randomly distributed in d-dimensional search space by normally distrib-
uted random numbers with mean equal to zero, by varying the variance. This means
that seeds will be randomly distributed such that they abode near to the parent plant.
However, standard deviation (SD), o, of the random function will be minimized from
previously defined initial value, 6j,;,1, to a final value ogy,, in every step (genera-
tion). In simulations, a nonlinear alteration shows satisfactory performance, which is
given in Eq. (3.1) where iter,,x is the maximum number of iterations, oy, is the
standard deviation in the present time step, and n is the nonlinear modulation index.

(itermax — iter)”

(itermax)n (Giler - O-final) ~+ Ofinal (31)

Oiter =

3.1.4 Competitive Exclusion

If a plant leaves no offspring, then it would go extinct; otherwise, they would take
over the world. Thus, there is a need of some competition between plants for
limiting maximum number of plants in a colony. After passing some iterations, the
number of plants in a colony will reach its maximum by fast reproduction; however,
it is expected that the fitter plants will reproduce more-than-undesirable plants. By
reaching the maximum number of plants in the colony, P, a mechanism for
eliminating the plants of poor fitness in the generation activates. The elimination
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mechanism works as follows: When the maximum number of weeds in a colony is
reached, each weed is allowed to produce seeds according to the mechanism
mentioned in Sect. 3.1.2. The produced seeds are then allowed to spread over the
area according to Sect. 3.1.3. When all seeds are found in that search area, they are
ranked together with their parents (as a colony of weeds). Next, weeds with lower
fitness are eliminated to reach the maximum allowable population in a colony. In
this manner, plants and offspring are ranked together and the one having better
fitness survives, which then allowed to replicate. This mechanism gives a chance
for the plants with lower fitness to reproduce, and if their offspring has a good
fitness in the colony can survive. The population control mechanism is also applied
to their offspring at the end of a given run, realizing competitive exclusion.

4 Implementation of Invasive Weed Optimization
Algorithm to Reduce the Power Loss

The steps in IWO algorithm are implemented for loss minimization as follows:

Step 1: Initializing the parameters used in optimization process:
d is the dimensional search space represents the number of switching
configurations for 16-bus test systems. z is the nonlinear modulation index
and oy, 18 the initial standard deviation. ogn, is the final standard
deviation that is specified as [0.0000000000000001].

Ofinal K 0.016;pitial (4.1)

Smax 1S the maximum allowable seed population. S, is the minimum
allowable seed population. iter,,,x is the maximum number of iterations.
y is the initial size of seed matrix, i.e., number of busses and y = matrix
size [16] for 16-bus system.

Step 2: Obtain post-fault voltage values of each switching configuration from the
load flow program.

Step 3: Initialization of seed matrix containing voltage values from load flow
solution with the tolerance of 5 %.

Step 4: Check for voltage constraints, if V > Vj.x, and make V = Viu.

Step 5: After the adjustment of voltage magnitude, load flow is carried out to
determine bus currents /; at each bus in the test system.

Step 6: Calculation of initial fitness function (AP) from Eq. (2.1), which deter-
mines net power loss.

Step 7: Rank the AP values of the fitness matrix in descending order.

Step 8: Reproduction loop calculates the number of seeds for each fitness value
depending upon the rank.
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(APyest — AP(i))
S i = Sm x ¥
APG) ‘ (Apbest - APworst)

(4.2)

Step 9: Calculation of gy, from Eq. (3.1) for spatial dispersion of seeds produced
in the previous step.

(iterpmax — iter)”

(itermas)” (Ginitial — Ofinal) + Ofinal

Titer =

Step 10: Spatial dispersal loop from i = 1, 2,... ind where ind represents the final
seed of corresponding AP value in the fitness matrix.

Computer(i) = rand * ojer, (4.3)
where rand represents any value between 0 and 1 and also se = 1,2,...ind.
compute seed(se) = seed(se) + r(i) (4.4)

Step 11: Competitive exclusion for every value of Af in the fitness function and
check whether S > S, if true S = Spax.

Step 12: Colonization with the new reproduced seeds, colony of weeds along with
their parents, is formed as follows.

Vaew = V + seed (4.5)

Step 13: Perform Step 4 again.

Step 14: Perform Step 5 again.

Step 15: Calculate the final fitness value (AP) from Eq. (2.1). Also, search for
global best.

Step 16: Check for maximum number of iterations, and if exceeded, print global
best and stop; otherwise, go back to Step 3.

5 Test System

A standard 16-bus test system is chosen for the application of proposed method.
The system diagram is shown in Fig. 2. The system data for the chosen 16-bus test
system are tabulated in Table 1.

This system operates with tie switches that are open in normal conditions
[16-18]. The loads are energized by all the feeders, and changing the on/off status
of tie switches will cause transfer of loads from one feeder to the other [19-21].
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Table 1 System data for 16-bus distribution network

From To Resistance (Q) Reactance (Q) Load (MW) Load (Mvar)
1 4 0.075 0.1 2.0 1.6
4 5 0.08 0.11 3.0 1.5
4 6 0.09 0.18 2.0 0.8
6 7 0.04 0.04 1.5 1.2
2 8 0.11 0.11 4.0 2.7
8 9 0.08 0.11 5.0 3.0
8 10 0.11 0.11 1.0 0.9
9 11 0.11 0.11 0.6 0.1
9 12 0.08 0.11 4.5 2.0
3 13 0.11 0.11 1.0 0.9
13 14 0.09 0.12 1.0 0.7
13 15 0.08 0.11 1.0 0.9
15 16 0.04 0.04 2.1 1.0
5 11 0.04 0.04 - -
10 14 0.04 0.04 - -

7 16 0.09 0.12 -
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6 Results and Discussion

The proposed method is implemented on 16-bus test systems. The results in terms
of power loss with various switching positions are tabulated for 16-bus test system
in Table 2. In the 16-bus system, reconfiguration has been performed to reduce the
power loss without disturbing the radial structure of the system.

The results thus obtained are compared with various existing methods. For
effective understanding, the comparison is tabulated for 16-bus system in Table 3.

Figure 3 depicts the convergence graph of power loss in 16-bus system. The
computational time for each iteration is determined as 2.33 s in case of 16-bus test
system.

Table 2 Power loss results in 16-bus test system using INOA with various switch statuses

Switch status Power loss (kW)
Closed Open

1,2,3,4,6,8, 10, 11, 14, 12, 13, 15 5,7, 16 475.66
1,2,3,6,7,8, 10, 12, 13, 14, 15, 16 5,4, 11 445.14
1,2,3,6,8, 10, 11, 12, 13, 14, 15, 16 574 468.11

Table 3 Comparison with other methods using 16-bus network

Loss in base configuration—511.41 kW

Methods Switches open Power loss (kW)
Proposed method 54,11 445.14
ACSA [20] 6,9, 11 466.11
RGA [6] 6,9, 11 466.11
Fig. 3 Convergence 490
characteristics of power loss 485 1
in 16-bus test system 480 1
2 475} 1
c 470 B
@ 465 1
S 460f :
455 | 1
450 1
445
0 5 10 15 20 25

no of iterations
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7 Conclusion

In this paper, IWOA is proposed to reconfigure the distribution system with the
objective of loss reduction. The objective function is formulated with voltage and
security constraints. The two standard test systems have been chosen for imple-
mentation of IWOA and the obtained considerable minimization in power loss. The
results obtained are validated with existing methods. These test results conclude
that IWOA approach can be effectively used to reduce the power loss in a distri-
bution system by reconfiguration.

Acknowledgments The authors would like to thank the management of VIT University for their
encouragement and the support given during this work.

References

1. C. Lakshminarayana, M.R. Mohan, An improved technique for service restoration in
distribution systems using non-dominated sorting genetic algorithm. Int. J. Electr. Power
Energy. Syst 31(3), 162-170 (2011)

2. E.R. Sanseverino, Minimum losses reconfiguration of MV distribution networks through local
control of tie-switches. IEEE Trans. Power Deliv. 18(3), 762-771 (2003)

3. Q. Zhou, D. Shirmohammadi, W.-H.E. Liu, Distribution feeder reconfiguration for service
restoration and Load balancing. IEEE Trans. Power Syst. 12(2), 724-729 (1997)

4. D. Das, A fuzzy multiobjective approach for network reconfiguration of distribution systems.
IEEE Trans. Power Deliv. 21(1), 202-209 (2006)

5. A.R. Mehrabian, C. Lucas, A novel numerical optimization algorithm inspired from weed
colonization. Int. J Ecol. Inform. 1, 355-366 (2006)

6. J.Z. Zhu, Optimal reconfiguration of electric distribution network using refined genetic
algorithm. Electr. Power Syst. Res. 62, 37-42 (2002)

7. Y.K. Wu, C.Y. Lee, L.C. Liu, S.H. Tsai, Study of reconfiguration for the distribution system
with distributed generators. IEEE. Trans. Power Deliv. 25(3) (2010)

8. J.A. Martin, A.J. Gil, A new heuristic approach for distribution systems loss reduction. Electr.
Power Syst. Res. 78(11), 1953-1958 (2008)

9. A. Swarnkar, N. Gupta, K.R. Niazi, Minimal loss configuration for large scale radial
distribution systems using adaptive genetic algorithms, in 16th National Power Systems
Conference. (2010)

10. K. Sathish Kumar, T. Jayabarathi, Power system reconfiguration and loss minimization for an
distribution systems using bacterial foraging optimization algorithm. Int. J. Electr. Power
Energy Syst. (2011)

11. T. Niknam, An efficient multi-objective HBMO algorithm for distribution feeder
reconfiguration. Int. J. Expert Syst. Appl. 38, 2878-2887 (2011)

12. T. Niknam, E. Azadfarsani, M. Jabbari, A new hybrid evolutionary algorithm based on new
fuzzy adaptive PSO and NM algorithms for distribution feeder reconfiguration. Int. J. Energy
Convers. Manage. 54, 7-16 (2012)

13. T. Thakur, J. Dhiman, A new approach to load flow solutions for radial distribution system.
IEEE PES Transmission and Distribution Conference and Exposition Latin America (2006)

14. S. Civanlar, J.J. Grainger, H. Yin, S.S.H. Lee, Distribution feeder reconfiguration for loss
reduction. IEEE Trans. Power Deliv. 3(3), 1217-1223 (1988)



46

16.

17.

18.

19.

20.

21.

K. Sathish Kumar et al.

. D. Shirmohammadi, W.H. Hong, Reconfiguration of electric distribution networks for resistive
line loss reduction. IEEE Trans. Power Deliv. 4(1), 1492-1498 (1989)

F.V. Gomes, S. Carneiro, J.L.R. Pereira, M.P. Vinagre, P.A.N. Garcia, A new heuristic
reconfiguration algorithm for large distribution systems. IEEE Trans. Power Syst. 20(3),
1373-1378 (2005)

S.K. Goswami, S.K. Basu, A new algorithm for the reconfiguration of distribution feeders for
loss minimization. IEEE Trans. Power Deliv. 7(3), 1484-1491 (1992)

T.E. Mcdermott, I. Drezga, R.P. Broadwater, A heuristic nonlinear constructive method for
distribution system reconfiguration. IEEE Trans. Power Syst. 14(2), 478-483 (1999)

FV. Gomes, S. Carneiro Jr., JLR. Pereira, MP. Vinagre, PAN. Garcia, LR. De Araujo. A new
distribution system reconfiguration approach using optimum power flow and sensitivity
analysis for loss reduction. IEEE Trans. Power Syst 21(4) (2006)

C.T. Su, C.F. Chang, J.P. Chiou, Distribution network reconfiguration for loss reduction by
ant colony search algorithm. Int. J. Electr. Power Syst. Res. 75, 190-199 (2005)

DP. Kothari, R. Ranjan, KC. Singal, Renewable energy sources and technology (Prentice Hall
India 2011)



Implementation of Generative Crossover
Operator in Genetic Algorithm to Solve
Traveling Salesman Problem

Devasenathipathi N. Mudaliar and Nilesh K. Modi

Abstract The research work aims to solve symmetric traveling salesman problem
more efficiently. In this research paper, a different crossover operator is proposed,
which produces 18 valid offsprings from two parents. The performance of proposed
crossover operator is compared with three other existing crossover operators by
maintaining the selection technique, mutation technique, and fitness function
identical. This crossover operator is tested with data from TSP dataset. The intercity
distance table of cities in which distance is measured with L1 norm formed the
input to the coded C program that implemented the proposed crossover operator.
The same dataset was used to compare the performance of this crossover operator
with other three crossover operators. The comparative study indicates that proposed
crossover operator performs well compared to other crossover operators in solving
traveling salesman problem.

Keywords Symmetric traveling salesman problem - Multiple offspring producing
crossover operator - Performance of crossover operator - Intercity distance table -
Fitness function

1 Introduction

Traveling salesman problem is an NP hard, combinatorial optimization problem,
where a salesman must visit all the cities in his territory exactly once by covering
least total distance. The distance between any two given cities (to and fro) is same,
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and so the traveling direction is not a hindrance. There exist many problems such as
student group formation problem, genome sequencing, and vehicle routing that
have traveling salesman problem structure [1-3]. Efficiently solving traveling
salesman problem would solve many other problems related to it as no polynomial
time algorithm can be formulated for this. Considering a bruteforce approach to
solve this problem is infeasible.

Exact algorithms, tour construction, and tour improvement are some of the

approaches to solve traveling salesman problem. Linear programming and branch
and bound form the types of exact algorithms, while insertion heuristics, closest
neighbor heuristics, and greedy heuristics are types of tour construction approach.
Finally, tour improvement approach consists of genetic algorithms, ant colonization
algorithms, tabu search, etc. However, the above-mentioned approaches and their
types have their own set of opportunities and challenges.
Many researchers have applied genetic algorithm to solve the traveling salesman
problem or problems having traveling salesman problem structure. Three operators,
viz. selection, crossover, and mutation, are used in solving a problem by genetic
algorithm. As the first step, some defined number of random feasible solutions
(called population) is generated by the genetic algorithm. The selection operator in
the genetic algorithm then selects the most fittable solutions (of some defined
proportion from the randomly generated population using some fitness function)
through various selection techniques such as tournament selection and roulette
wheel selection. The filtered (or selected) solutions are now paired to produce new
breed of chromosomes. A pair of parent solutions cross over to produce another set
of offspring solutions. This process called crossover has various techniques to
achieve the task. In case of traveling salesman problem, famous crossover tech-
niques called partially mapped crossover, order crossover, cycle crossover, etc.,
exist. To bring variation in the offspring population (so that the solutions do not get
trapped in the local minima), mutation operator is executed, which randomly
changes a gene or two of offspring solutions. The above process from selection to
mutation is repeated till a definite number of times or for the time indicative
improvement occurs in the population set [4].

In this research work, the authors have tried to present a different crossover
operator in genetic algorithm that is able to solve traveling salesman problem. The
significance of this crossover operator is that it takes two valid parent solutions and
produces 18 valid offspring solutions. Even though published research work exists
for crossover work in genetic algorithm that produces more than two offspring
solutions, they did not focus to solve the traveling salesman problem. In addition to
this, it has to be brought to notice that traditional crossover operators cannot be
applied to solve traveling salesman problem as they may end up with invalid
solutions. The next section of the paper represents the work done by different
researchers in connection with solving traveling salesman problem or its variants
through different approaches. The third section details on the actual implementation
of the research work. The fourth section elucidates on the results obtained and
comparison of the results. The last section concludes the research paper with
achievable future directions.
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2 Proposed Methodology

Most of the two-point crossover operator in genetic algorithm takes in two parent
chromosomes as input and produces two valid offspring chromosomes as output.
Additionally, the two offspring chromosomes contain the features of both the
parents. The authors propose a two-point crossover approach that produces 18 valid
offspring chromosomes and all the offspring chromosomes contain the features of
both the parents.

2.1 Example of M-Crossover Operator

We try to solve the Traveling Salesman Problem with 9 cities using two-point
crossover operator.
First cut point—after third gene (even though a different value less than second cut
point can be set).

Second cut point—after sixth gene

Parent 1—123456789
Parent 2—9 12874563

Using the given cut points, the parent chromosomes can be cut into three parts, viz.

Parent 1—[12 3] [4 5 6] [7 8 9]
Parent 2—[9 1 2] [8 7 4] [5 6 3]

2.2 Creating the First Offspring Chromosome

Inserting the first part of Parent 2 before the first part of Parent 1, we get
[912][123][456][7809]
Striking the matching chromosomes of Parent 2 part from Parent 1 parts, we get
O12][+23][123][456][78 9]
Deleting the striked genes and grouping the rest of the genes according to the cut
points, we get
[912][345][67 8]
By simply removing the partition, we get the first valid offspring—9 1234567 8.
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2.3 Creating the Second Offspring Chromosome

Inserting the first part of Parent 2 after the first part of Parent 1 and before the
second part of Parent 1, we get

[123][912][456][7809]

Striking the matching chromosomes of Parent 2 part from Parent 1 parts, we get

[+23] 912][456][789]

Deleting the striked genes and grouping the rest of the genes according to the cut
points, we get

[391][245][67 8]

By simply removing the partition, we get the second valid offspring—39 1245
678.

2.4 Creating Other Offspring Chromosomes

In the above manner, we create the remaining 7 more chromosomes with the help of
our proposed crossover. The change that is to be followed in getting the remaining
chromosomes is identifying which part of Parent 2 chromosome is to be put before
which part of Parent 1 chromosome. This is illustrated with the help of Fig. 1.

Figure 1 represents that the first part of Parent 2 be inserted before the first part
of Parent 1 and we get the first chromosomes after following the above steps.
Following the above steps, the remaining 7 offspring chromosomes are as follows:
345 691 278, 874 123 569, 123 874 569, 123 568 749, 563 124 789, 125 634 789,
and 124 563 789.

To obtain the next set of 9 offspring chromosomes, just interchange the contents
of Parent 1 and Parent 2 and perform the above-mentioned steps. The following
offspring chromosomes will be obtained by performing this step:

123 987 456, 912 387 456, 987 412 356, 456 912 873, 912 456 873, 912 874
563, 789 124 536, 127 894 563, and 124 789 563.

Once all 18 valid offspring chromosomes are obtained, two best chromosomes
with respect to fitness value are selected and sent for further stage and the remaining
chromosomes are simply ignored.

P1123/456(789

P2912874563

Fig. 1 Part of Parent 2 (P2) to be kept before part of Parent 1 (P1)
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3 Actual Experiment

The proposed crossover operator was tested with test data from TSPLIB dataset.
Four different C programs were developed to implement and compare the proposed
crossover operator in genetic algorithm. All contents of the C programs were same
except the crossover operator implementation part. We coded the following func-
tions in C language to accomplish the above tasks.

. Random initialization of population
. Selection of chromosomes

. Cloning of chromosomes

. Crossover of chromosomes

. Mutation of chromosomes.

[T SRS I\ R

The following steps describe C program coded to implement the experiment.

1. Initialize a random population of 100 valid chromosomes and perform steps 2—8
for 50 iterations.

2. Obtain the fitness value of each chromosome of population by the fitness
function.

3. Select the best 50 % of chromosomes with to respect fitness value.

4. Clone the selected chromosomes by merely creating a copy of those chromo-
somes and add them to the population.

5. Randomly create pairs of chromosomes and send them for crossover.

6. The crossover results in two new valid offspring chromosomes for every pair of
chromosomes sent for crossover.

7. Send 2 % of the entire newly obtained offspring chromosome for mutation (in
our case, displacement mutation).

8. Obtain the fitness value of each chromosome and return to step 2.

The developed C programs were tested for test dataset (fri26_d.txt) which
provides the intercity distance table for 26 cities. The TSP test data in intercity
distance table of the dataset obtained from TSPLIB formed the input to the C
programs [5]. The different crossover techniques were proposed: crossover (dis-
cussed in methodology section), order crossover, partially mapped crossover, and
cycle crossover. The output and results of the experimental work are discussed in
the next section.

4 Results and Discussion

As stated in the previous section, we have tried to evaluate the efficiency of our
proposed crossover operator by comparing the results of the experiment with the
existing crossover operators. Roulette wheel selection technique was used to select
the chromosomes. Crossover rate was set to 0.9, and mutation rate was set to 0.02.
The initial population was set to 100 valid chromosomes.
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Table 1 Comparison of performance of proposed crossover with other crossover operators for
26-city traveling salesman problem

Number of Best fitness Best fitness value Best fitness Best fitness

iterations value obtained obtained by par- value obtained | value obtained

(generations) by proposed tially mapped by order by cycle
crossover C crossover C crossover C crossover C
program program program program

0-10 1,261 1,857 1,724 1,802

11-20 1,144 1,674 1,665 1,721

21-30 1,054 1,606 1,602 1,871

3140 937 1,616 1,567 1,849

41-50 1,051 1,541 1,549 1,790

Table 1 represents the best fitness value obtained up to a given number of
iterations (generations) for 26-city problem (fri26_d.txt). It could be noted that
output given by the C program of our proposed crossover approach gives best
results quickly. The shortest distance for the 26-city problem (for this test data)
obtained till now by researchers is 937, and within 50 iterations (generations), our
proposed crossover approach is better close to the optimal solution compared to the
other crossover techniques.

The obtained optimal path by m-crossover operator for 26-city problem (FRI26)
is as follows: 8-7-5-6-4-2-3-14-15-12-13-11-10-16-9-19-20-18-17-21-26-22-24-23-
25-1. The length of this path is 937 km according to the values given in the dataset.

5 Conclusion and Future Work

In this research paper, the authors have tried to propose a new crossover operator of
genetic algorithm to solve symmetric traveling salesman problem. Alternately, the
performance of the proposed work is compared with other existing crossover
operators that aid to solve symmetric traveling salesman problem. C programs were
coded to implement and compare the performance of proposed crossover operator
and other three crossover operators. A test data from TSPLIB (fri26_d.txt 26-city
problem) were considered for the same. The results of the experiment positively
proved our proposed crossover approach to solve symmetric traveling salesman
problem.

As part of the future work, we plan to implement the proposed crossover
operator for more number of cities for symmetric traveling salesman problem. In
addition to this, the same crossover approach can be used to solve asymmetric
traveling salesman problem as well.
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A 4-bit 9 KS/s Distortionless Successive
Approximation ADC in 180-nm CMOS
Technology

P. Dipu, B. Saidulu, K. Aravind, Johny S. Raj and K. Sivasankaran

Abstract In recent years, analog-to-digital converters are the crucial part of many
applications. In this paper, we proposed a 1.8 V capacitor-array-based successive
approximation ADC. This SAR ADC uses bootstrapped switch to decrease dis-
tortion, and comparison is done using a pre-amplifier preceding a latched com-
parator. A 4-bit SAR ADC with high resolution was designed in 180-nm CMOS
process. This paper aims at describing the design of a discrete-component, suc-
cessive approximation register analog-to-digital converter (SAR ADC). The per-
formance evaluation was done using Cadence ADE tool.

1 Introduction

In the present-day scenario, most of the applications in the electronic world exist in
the digital domain. Since naturally occurring waveforms are truly analogous in
nature, a need for converting these analog waveforms into its digital counterparts is
of utmost importance. Thus, mixed-signal circuit theory plays an important role in
the analysis and implementation of digital signal processing systems. Among mixed-
signal digital systems, analog-to-digital conversion (ADCs) circuits are considered
to be the inevitable part of system design. Through this paper, we are focusing on the
implementation of successive approximation register ADC, which is a general type
of ADC used for low-power and medium-resolution applications. Compared to other
analog-to-digital conversion types, SAR ADC gives a variety of advantages. As
compared to Flash ADC, which requires a huge number of comparators, SAR ADC
requires only one comparator. Since only one comparator is used in its design, the
demand for low power consumption has been achieved successfully.
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SAR ADC provides an added advantage that it has very high accuracy and
moderate resolution. It can be achieved by using a capacitor array in the place of a
resistive array, used during data conversion. Considering the above-mentioned
factors, SAR ADC can be regarded as an ideal component for some portable or
battery-powered instruments. For example, SAR ADCs are the crucial part of many
medical applications.

They are commonly used in implantable pacemakers for controlling the pattern
and speed of heartbeats. The sole aim of this paper is to design and implement
discrete component in SAR ADC in Cadence Virtuoso ADE Tool. Section 1
describes about the overall architecture of the SAR ADC and its components which
includes switches, comparator, SAR logic, and the DAC. Section 2 consists of
simulation results and its analysis, and the final section consists of conclusion and
future aspects of the proposed design.

2 Architecture

The Fig. 1 shows the general block diagram of SAR architecture. The analog input
is given to the sample and hold circuit switch which is a bootstrap switch, which
samples the input at a rate of 9 KS/s. The held value is given as input to the
comparator whose other input is DAC voltage. The output of the comparator is
properly switched by a flip-flop whose clock period is double that of comparator
clock period. These values are fed to the SAR logic whose values are controlled by
proper set and clear. The outputs of the SAR logic are properly given to the DAC
circuitry, capacitive array. In a single hold period, the DAC produces for different
voltages depending upon the SAR output, which is compared with the hold value.
The different blocks of SAR ADC architecture are explained below.

Clocki Clocki Starti
Analog Sample and ™ _| SAR Control
Input—" Hold Comparator Logic

T T Clock i Start i

Clock Start

DAC -

y
Digital Output

Fig. 1 SAR ADC architecture
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Fig. 2 Bootstrap switch ﬁz"‘ Vaa Ld)l
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2.1 Sample and Hold

The sample and hold circuit can be implemented using NMOS switch. But there are
certain drawbacks in NMOS since the resistance (Ron) depends on the input
voltages. Due to this reason, there is a possibility of getting harmonics in the
sampled value (Fig. 2).

Bootstrap switch is one of the best options to avoid harmonics, where the
resistance is independent of the input voltage (Fig. 3).

During the hold phase, ®; goes low and ®, goes high. The transistors M2, M3,
and M6 are OFF. Transistors M4 and M5 are ON, and this charges the capacitor to
V.a. Here, the transistor M1 is OFF, and hence, the capacitor holds the signal. The
Nakogome Charge pump generates the ®, + V,,;. These hold period values are
compared with the DAC outputs in respective clock periods.

2.2 Comparator

There are various comparator designs proposed in order to compare the analog
input with the DAC output. Here, we tried to implement a dynamic two-stage
latched comparator. The comparator mainly consists of a voltage amplifier and a
latch. When clock goes to zero, the transistor M1 gets OFF, at the same time M7
and M8 gets ON. The voltage at the respective drain terminal A and B of M7 and
MBS is connected to the gate terminal of M10 and M11 and goes to the OFF state, so
the output is obtained as zero when clock is zero. When clock goes high, the



58 P. Dipu et al.

M2 p_ —C>| M4

o gy

1

Vob

-tk M7 ms otk

vo—|[ s

Fig. 3 Comparator

transistor M9 gets ON and M7 and M8 get OFF. Depending upon the input given at
the Vp and Vn of M5 and M6, the voltage at A and B is fed back to gate terminal of
M10 and M11. Depending upon the strength of the voltage at A and B, either M10
or M11 goes ON first and gets the respective output at Vop and Von (Fig. 4).

2.3 Successive Approximation Register Control Logic

The successive approximation register logic mainly consists of set and clear con-
trolled D-FF. The D-FF is implemented as per the TSPCR architecture. The first
section of SAR logic consists of a shift register whose output is connected to the
D-FFs in control sections. The set and clear are given in such a way that the D-FF
outputs are set to 1,000 initially. Depending upon the clock given the outputs are
further shifted such as 0100, 0010, 0001 and at the same clock period, these outputs
are given to the control section in order to set the D-FFs. Each input of the D-FF in
the control section is connected to the comparator output terminal whose output is
obtained by comparing the input hold values with the DAC outputs.

The control section logics are implemented in such a way that the output of each
flip-flop is fed back to input of the preceding D-FF clock terminal and the outputs
are obtained at the respective clock periods.
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Fig. 4 SAR logic

2.4 Digital-to-analog Converter

DAC is one of the main components in SAR ADC. The SAR ADC speed mainly
depends on setting time of DAC. Here, we have designed a DAC using capacitive
array to get a better performance. Capacitive array is much faster than the resistive
array. The capacitors are arranged in such a way that the value of the adjacent
capacitor is half of the preceding one. The capacitors are driven by the SAR logic
output. Depending upon the SAR logic output, the capacitors are either connected
to Vpp or Vg, and we will get different ratios of voltages. The sizing of capacitor
array is done in such a way that kT/c noise is less than that of quantization noise of
ADC. The capacitive array for a 4-bit ADC is shown below (Fig. 5).

The output of the DAC is given as input to the comparator whose value is
compared with the input. The output voltage Vo, can be represented as
Vout = KVtD, where K isa scaling factor, Vret is the reference voltage and D can be

expressed as D =D = + + I+ by s where N is the total number of bits.

Fig. 5 Capacitor array Vout
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3 Simulation Results

3.1 Sample and Hold Waveforms

The inputs are sampled at 9 KS/s, and the hold values are clocked to the comparator
within the respective clocks. The output for the sampled and hold waveform is
shown below (Fig. 6).

3.2 Comparator Waveforms

The clock period of the comparator is chosen as 15 us, and the respective Vop and
Von are shown below. It is observed that the Vop and Von are always switched to
zero whenever the clock value is zero (Fig. 7).

3.3 SAR Logic Waveform

The SAR logic clock period is taken as 30us, and by giving proper set and clear at
150 us, the cycles are repeated as shown below (Fig. 8).
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Fig. 6 Sample and hold waveform
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3.4 SAR ADC Output

20

The digital outputs corresponding to respective input analog signals are shown in

the waveforms (Fig. 9).

A full conversion of a single analog value requires 120 us clock period. It is
observed that in this clock period, four different DAC outputs are compared with

the hold values.

3.5 Power Dissipation Comparison

See Fig. 10.
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4 Conclusion

A 4-bit 9 KS/s SAR ADC was designed in 180-nm CMOS technology. It is
observed that the bootstrap switch that we used provides distortionless output. The
DAC which we have used the capacitive array without any switches which help us
to reduce the overall power dissipation. The bootstrap switch used for S&H circuit
gives the distortionless, accurate and faster response. Power analysis was done, and
the power dissipation for different clocks was observed.
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EEG-based Automatic Detection
of Drowsy State

Jinu Jai, Geevarghese Titus and S. Purushothaman

Abstract Electrical signal generated by the brain represents not only the brain
function but also the status of the whole body. This paper focuses on finding the
relation between EEG signal and human drowsiness, for which we require efficient
algorithms. In the drowsiness state, a decrease of vigilance is generally observed.
Identification was done by giving the preprocessed signal to a trained ANN to
identify correctly the sleep condition of the person under observation. Different
back-propagation algorithms are used for the study and the best one chosen by
using the MSE estimation. Then using this system, classification is done and the
drowsy signal sample is identified from given input samples.

Keywords EEG signal - Central nervous system - ERS - IIR digital filters - Feed-
forward neural network

1 Introduction

Electroencephalogram analysis (EEG) is a very useful technique to investigate the
activity of the central nervous system (CNS). It gives information related to the
brain activity based on electrical recordings taken on the scalp of the subjects. It is
produced by the bombardment of neurons within the brain. The measurement is
taken for a short duration of 20—40 min by placing multiple electrodes over the
scalp. The researchers have found that the brain function and status of the whole

J. Jai ()
AJCE, Kanjirapally, India
e-mail: jinujai@gmail.com

G. Titus - S. Purushothaman
VIT University, Vellore, India
e-mail: geevarghesetitus@amaljyothi.ac.in

S. Purushothaman
e-mail: purushothaman@vit.ac.in

© Springer India 2015 65
L.P. Suresh et al. (eds.), Artificial Intelligence and Evolutionary Algorithms

in Engineering Systems, Advances in Intelligent Systems and Computing 324,

DOI 10.1007/978-81-322-2126-5_8



66 J. Jai et al.

body is indicated by these signals. Because of the clinical applications, sleep EEG is
a very important research branch of medicine [1].

Commonly the EEG waves range from 0.5-500 Hz. The following five fre-
quency bands are clinically relevant: (i) delta, (ii) theta, (iii) alpha, (iv) beta, and (v)
gamma. Delta waves frequency is up to 3 Hz. Theta waves frequency ranges from 4
to 7 Hz. It is slowest wave having highest amplitude. It is the dominant rhythm in
adults in deep sleep. It emerges with closing of the eyes and with relaxation. Alpha
waves have a frequency range from 7 to 12 Hz. It is most commonly seen in adults.
Alpha activity occurs rhythmically on the occipital regions. Alpha wave appears
with closing eyes and disappears normally with opening eyes. It is regarded as a
normal waveform. Beta wave has frequency ranges from 14 to 30 Hz, having small
amplitude. It is the dominant rthythm during alert or anxious states and is usually
observed from the frontal and central portions on the brain. It is generally a normal
rhythm and is observed in all age groups. Gamma wave is fastest wave of brain and
having a frequency ranges from 30 to 45 Hz and is normally called as fast beta
wave. It also has a very low amplitude, and its presence is rarely felt. These waves
are occurred in front central part of the brain. It suggests the event-related syn-
chronization (ERS) of the brain [2].

Since the EEG signals are very weak, they can easily be contaminated by other
sources. The unwanted signals in an EEG are known as artifacts. Artifacts can be
divided into two categories: physiologic and non-physiologic. The physiologic
artifacts include the signals originated from heart, eyes, muscle, and tongue.
Sweating can also alter the impedance at the electrode scalp interface and produce
an artifact. Non-physiologic artifacts include 50-Hz interference from electric
equipment. Non-physiologic artifacts are caused by body or electrode movements
[1].

Drowsiness appears into the EEG spectrum, predominantly in the central regions
of the brain as an increase and decrease of activity in the frequency band observed.
EEG is so efficient in detecting drowsiness that it is often used as a reference
indicator. The reference is built by expert doctors who visually observe the pro-
portion of signal activity on a short-time window as in. Usually the signals are taken
from a large number of channels. The computation will be easier and faster when
using a few number of channels. But by using large number of channels, it is easier
to know how EEG energy is shifted from one frequency band to another and how
frequently the fluctuations will repeat.

The raw EEG signal is obtained from the sample dataset from EEGLab. All
recordings were measured using standard electrode placement scheme also called as
International 10-20 system. Data set contains the 32 single channel recordings. The
data were sampled at a rate of 128 samples per second [3].

Section 2 deals with EEG extraction and artifact removal techniques. Section 3
covers drowsy-state identification using neural network, Sect. 4 deals with the
results and findings of the work, and final section provides the conclusion.
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2 EEG Extraction and Artifact Removal Techniques

EEG is generally described in terms of its frequency band. The amplitude of the
EEG shows a great deal of variability depending on external stimulation as well as
internal mental states. Delta, theta, alpha, beta, and gamma are the names of the
different EEG frequency bands which relate to various brain states. All these
rhythms change with the physical and mental activity. So in order to study the
various changes, the extraction of these rhythms is important. Frequency analysis or
filtering is an established and classical way to deal with a single channel signal.
When we are interested in a specific frequency range, time-invariant band-pass
filtering or the Fourier transform (FT) will be extracted from the target frequency
component. EEG can be filtered by IIR digital filters to extract different frequency
band. Different types of filters are as follows:

1. Butterworth filter, normally referred to as a maximally flat magnitude filter. The
frequency response of the Butterworth filter is maximally flat, i.e., has no ripples
in the passband, and rolls-off toward zero in the stopband is used.

2. Chebyshev type 1 and type 2 filters having a steeper roll-off and more passband
ripple (type I) or stopband ripple (type II) than Butterworth filters. These filters
have the property that they minimize the error between the idealized and the
actual filter characteristic over the range of the filter, but with ripples in the
passband.

A bank of four band-pass filters is used, and each one is used for extracting one
of the rhythms. First band-pass filter is used for filtering theta rhythm in the range of
4-7 Hz with a sampling frequency of 25 Hz. Second band-pass filter is used for
filtering alpha rhythm in the range of 7-12 Hz with a sampling frequency of 30 Hz.
Third band-pass filter is used for filtering delta rhythm in the range of 0.5-3 Hz with
a sampling frequency of 10 Hz and the fourth band-pass filter is used for filtering
beta rhythm in the range of 14-30 Hz with a sampling frequency of 75 Hz. For the
same filter specification like pass-band ripple, stop band ripple and sampling fre-
quency Chebyshev type 1 and type 2 filters takes less order compared to Butter-
worth filter.

The FFT (fast Fourier transform) is a mathematical process which is used for the
EEG analysis to investigate the composition of an EEG signal. Since the FFT
transforms a signal from the time domain into the frequency domain, frequency
distributions of the EEG can be observed. Figure 1, represents the frequency-
domain representation of EEG rhythms using Chebyshev type 1 filter.

For selecting the filter which gives better performance, root-mean-square error
(RMSE) of each filter output is calculated. Based on the result, it can be seen that
the filter which gives minimum RMSE is Chebyshev type 1 and that it gives a
comparatively better performance compared to other two filters.
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Fig. 1 Rhythms extracted using Chebyshev type 1 filter using frequency-domain representation

Table 1 RMSE comparison

Rhythms RMSE (Chebyshev type 1) RMSE (Chebyshev RMSE (Butterworth)
type 2)

Alpha 8.9416 9.1009 9.1524

Beta 5.424 5.6503 5.6779

Theta 9.4846 10.9139 10.3354

Delta 16.4659 18.1593 17.25

Once the signals have been extracted, the next stage would be to apply signal
processing techniques to reduce or remove the artifacts present in an EEG. The
removal of biological artifacts is very hard without loss of some of the EEG data or
information. To remove the eye blink, ECG, EMG, and other biological artifacts,
advanced signal processing techniques based on independent component analysis is
used. In order to reduce the power line artifacts and other band limited biological
artifacts, various digital filtering techniques can be applied (Table 1).

Here, FastICA based on kurtosis is used for the removal of artifact. Before
applying the ICA algorithm, some preprocessing is done to make the ICA esti-
mation simpler and better conditioned. The preprocessing steps are centering,
whitening, and measure of non-Gaussianity [4, 5].

3 Drowsy Identification Using ANN

In order to identify drowsy state, artificial neural network is used. The neural
network architecture consists of a feed-forward neural network with five hundred
neurons in the input layer and one output layer.
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3.1 Neural Network Training Algorithm

In a feed-forward neural network, neurons are connected only in forward direction.
Each layer of the network is connected to the next layer, without any feedback.
Hence, the network is trained using the back-propagation training algorithm, and
the obtained results are compared with the desired results. The difference between
the actual results and the desired results gives the error. In a back-propagation
technique, the weights and input threshold of the neural network are changed in
such a way that the error can be reduced.

In the neural network model, there were several training algorithms with different
computation and storage requirements. However, a specific algorithm cannot be used
in all applications. Here, the system training has been implemented using scaled
conjugate gradient, conjugate gradient, resilient back-propagation algorithms [3].

3.2 Preprocessing Steps

The recorded signal obtained from the human brain contains many artifacts. Before
any further processing, the artifacts must be removed. One of the most commonly
used methods is independent component analysis (ICA). The key to estimating the
ICA model is non-Gaussianity, without which the estimation is not possible. Non-
Gaussianity is the correction that modifies the expected Gaussian function for the
measurement of a physical quantity. To measure the non-Gaussianity, different
methods such as kurtosis and negative entropy are used. Here, the artifact removal
technique involves FastICA based on kurtosis. Kurtosis is a measure of the
peakedness of the probability density function, of real-valued random variable. This
portion has been dealt in Sect. 2.

3.3 ANN Creation

Artificial neural network is created by using different combinations of input and
target sample set, and there will be one output. The artifact-free data set is repre-
sented in a matrix form, where each row represents the number of channels used for
the observations and each column represents the obtained signal data. Then, each
column of data (contains approximately 30,000 samples) is selected and is divided
into a set of 100, 500, 1,000 samples and each set is represented as a column of
another matrix. Then by visual inspection, sample sets are created based on the
presence and absence of considerable peak in the entire data set. Corresponding to
the input sample size, different target sets are selected containing 300, 60, and 30
samples, respectively.
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3.4 ANN Training

The ANN network is trained to give an output of one when there is a peak in the
given input signal and an output of zero otherwise. Different back-propagation
algorithms such as scaled conjugate gradient, conjugate gradient, and resilient
algorithms have been used.

3.5 ANN Testing

The trained ANN network is tested for different input samples and from the output
obtained the drowsy data set is identified. The input sample is trained using the
different back-propagation algorithms and the algorithm which gives better result is
found out by considering the mean square error (MSE) estimation. MSE is the
default function for feed-forward network, which is the average squared error
between the network output and the target output.

3.6 ANN C(lassification

After creation, training, and testing of network, the next step is to identify the
drowsy signals. For this, ANN classification is used. Different combinations of
input and target sample set are considered and the best classification rate is obtained
for the combination of 500 input samples and 60 targets.

4 Results and Findings

The artifact-free signal is given to the training algorithms and the mean square error
rate of each algorithm is calculated. The results are shown in the Table 2. This table
shows different set of inputs and the MSE for different back-propagation algorithm.
From this table, we can see that scaled conjugate gradient (SCG) algorithm gives
better performance compared to other algorithms. As a result, SCG back propa-
gation is used as the training algorithm for proposed system.

In order to see how the network responds to different samples of inputs and
targets, classification rate is calculated for 100, 500, and 1,000 input sample set.
This is shown in the Table 3. It is seen that the combination of 500 inputs and 60
targets gives better classification rate. The next step is to classify signals according
to drowsy and not drowsy signals. Table 4 shows classification rate for different set
of inputs (combinations of 500 input and 60 targets), and best classification rate of
90 % has been obtained.
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Table 2 Mean-squared error comparison

Inputs RP SCG CGB

Set 1 0.5055 0.4147 0.5055
Set 2 0.5482 0.4963 0.5482
Set 3 0.5240 0.4546 0.5240
Set 4 0.5154 0.4343 0.5154
Set 5 0.5183 0.4544 0.5183
Set 6 0.5264 0.5022 0.5264

Table 3 Comparison of classification rate for different input samples

Inputs RP % SCG % CGB %
Set 1 (100 Samples) 53.3 75 50.3
Set 2 (500 Samples) 66.7 90 70

Set 3 (1000 Samples) 533 66.7 66.7

Table 4 Classification rate for 500 input samples

Inputs RP % SCG % CGB %
Set 1 66.7 90 70

Set 2 56 70 56.7
Set 3 60 80 71.7
Set 4 63.3 73.3 73.3
Set 5 60 73.3 68.3
Set 6 50 65.3 55

5 Conclusion

This work describes the identification of drowsy signal using neural network. As a
preprocessing step, the artifacts in the EEG signals are removed using FastICA.
Then, the artifact-free EEG signal is trained using different neural network back-
propagation algorithms and the performance is compared by considering mean
square error. From the comparison, SCG algorithm has minimum MSE, and hence,
it is used as the training algorithm for proposed system. The trained network can
now be used to identify a drowsy pattern for the received input. A maximum
classification rate of 90 % has been obtained using this network.

Mean square estimation has been used as a general estimation technique for all the
back-propagation algorithms and has been employed in our network. Different
estimation techniques such as mean absolute error (MAE) and mean relative error
(MRE) can be studied to check whether a better classification of signals can be done.
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WIDS Real-Time Intrusion Detection
System Using Entrophical Approach

Kamalanaban Ethala, R. Sheshadri and S. Sibi Chakkaravarthy

Abstract Nowadays, threats, worms, virus, and malwares in the Internet and
security breaches such as intrusion and penetration testing in the network are quite
common and lead to the loss of huge amount data. In recent decades, various
researchers revealed their perceptions on security and security-related issues. In this
paper, we propose a robust intrusion detection system based on Entrophical
approach. Here, our system monitors the normal behavior of the network by means
of probabilistic system with monitoring active ARP protocol in all PCAP files
captured by packet analyzer and detects the intrusion by means of deviation in the
PCAP. Entrophical approach deals with profiling strategy; here, data logs of users
are classified as profiles such as base, daemon, and user. Various IDS are compared
with the Entrophical model-based IDS. Experimental results compared with snort,
security onion, and our methodology show that Entrophical model is a level head
through many phases, and the comparison outstrips with reliable performance.
Real-time results have also been enhanced. This is the first claim for designing an
IDS model to combat the real-time attacks such as aircrack-ng, airmon-ng, and
airodump-ng from the operating system “BACKTRACK.”
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1 Introduction

WLAN is one of most advanced wireless networking technology for this sophis-
ticated world. The advancement in WLAN and in wireless technology is increasing
day by day. The biggest issues in the wireless as per concern are security and its
flaws. Various researchers were proposing a new algorithm at every periodicity. A
unique and first-hand solution ensured in order to combat this issue based on SIDS.

1.1 Basics About Snort IDS

Snort IDS is one of the efficient open source intrusion detection system and
intrusion prevention system. Snort is a threaded signature-based IDS which filters
packet based on protocols defined in it. Each protocol checks with the packet header
along with the socket address of TCP/IP. Payload is also examined for all the
packets and validates whether the packet belongs to the appropriate source and
destination. Several classified patters are compared and associated in order to
predict the better results. Pattern count of each string will be in terms of K (1,000).

1.2 Previous Work

In previous methodology such as CCT which deals with Intrusion detection using
6° separation and multipath navigation. Signature-based intrusion detection system
is subjected to an objective model followed by modeling technique which predicts
the behavior of the system notifying that the system is compromised to any attacks
or not. Modeling techniques used in anomaly-based IDS require active data of
users. SIDS mines all necessary features from the input user data (PCAP—that is
from captured packet file) and compresses them into actual behavior status. After
these actions, IDS can actively monitor whether the system is compromised to any
attacks or not.

2 Entrophical Approach: Working Methodology

In Entrophical approach, data logs are classified into profiles, and each holds on
particular data and privileges about the particular user in the active networks.
Profiling deals with the authorized privileges for the authorized users. This type of
profile scheming can be used to deploy Entrophical model-based IDS in any type of
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networks as well as it can be used by any complex system without having any prior
knowledge about the model. Consider the following with input node value and
weight rates.

Q:f(PlaP2aP3a'--7Pn)

Given for various training inputs and the system function of each weighted rates
will be approximate for all the functions including normal behavior of the system
and abnormal behavior of the system.

Pijkqidi9k- - -

m m m m

0=po+ Zp,-qi + ) piqiqi + Z
P 1

1 Jj= i=1 j=1 k=1

where i, j, and k are various co-efficient of complex systems. Corresponding model
for the complex system can be deployed from the single-time polynomial where P;
can be used as weight ratio inputs for feature extraction during profiling. Run-time
polynomial scheme is denoted as follows

Formal Expression Definition:

Hidden states Q = {qi},i=1, ..., N.

Transition probabilities A = {a; = P(q; at t + 1|g; at 1)}, where P(alb) is the
conditional probability of a given b, t=1, ..., T'is time, and g; in Q. Informally, A is
the probability that the next state is g; given that the current state is g;.

Observations (symbols) O = {o; }, k=1, ..., M .

Emission probabilities B = {b;;, = bj(0;) = P(04]q;)}, where oy in O. Informally,
B is the probability that the output is o, given that the current state is g;.

Initial state probabilities /7 = {p, = P(q; at t = 1)}.

Initialization—Interface level at mon0O

al(i) = plbl(o(l))vl = 17 < '7N
Recursion: Capturing and analyzing packets
N
%1 (i) = [Z a,(j)aj,-] bi(o(r+ 1)) (1)
-1

herei=1,..,N,tr=1,..,T—-1
Pattern: prediction of attack

Obviously, both forward and backward algorithms must give the same results for
total probabilities P(O) = P(o(1)o(2)...0o(T)).
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2.1 Profiling Environment

Organizing the profiles for each privileged users is a bit toughest job. Since we use
random ordering technique to daemon the profiles. The host and logs are updated in
the profiles and maintained thoroughly for all centralized domains. Profiling is done
for two main categories namely.

2.2 Base Category

In base category, the system processes and individual user log are captured gen-
erally. In this profile, the system calls and its frequency are ranked for individually.
Large value occurs for rare occurring and smaller value for reputations.

2.3 Daemon Category

Daemon profile registers huge structures of system calls, UID processes and system
processes in a daemon process running on a system. A daemon process waits for a
call from external processes [11]. Daemon profile treats idle state as delimiter of
profiles. A profile starts recording when a client connected to a daemon. Again, the
base profile is used to make the daemon profile [11]. Daemon process can be
recorded in a small amount of data. This method also simplifies the comparison of
profiles [11].

2.4 User Category

User category is used at interface level, and privileges to the users are given by the
administrators. Various user privileges are set by the DBA’s.

2.5 Algorithm

Begin

Function y. = EntrophicalIDS P, X, Q,D.
Input = Data logs,Network (N) ;

Output = Y,Classifier

For i=1; 1 ++

get (Data log,classifier) ;

End for
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Hash (N) ;
Begin Classifier:

Apply K means p (pcap) ;
Find Centroid (p());
Pos_Cent (p());

Begin Profile:
Privilege (USER, BASE, DAEMON) ;

Select (classifier, profile) ;
Hash (select ());
Result (behavior.csv);

End Profile;

End Classifier;

End

3 Comparison: Results and Performance

See Fig. 1 and Tables 1 and 2.

Wed Aug 21, 2:54 AM

* root@bt: /pentest/wireless/aircrack-ng

Fig. 1 Results of Entrophical approach—demonstrated using BACKTRACKS R3 in AMD A6
3240 GHZ CPU. Left Shows the performance of the Entrophical model. Final output is denoted
right which shows that our proposed methodology restricts the illegal scanning of ports in WLAN
(IEEE 802.11—Wi-Fi)
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Table 1 Comparison of result prediction for various IDS

K. Ethala et al.

S. no IDS NMAP Spoofing Armitage

1 Snort Yes Yes No

2 Entrophical model Yes NA Yes

3 Security onion No Yes No
Table 2 Comparison of result prediction for various operating systems

S. no IDS Back track Kali Linux Oph crack Katana
1 Snort No No Yes Yes

2 Entrophical model Yes Yes Yes Yes

3 Security onion No No Yes No

4 Conclusion

In this paper, we propose an ensured unique algorithm for detecting intrusions in
WLAN environments. Various stages of optimization are used in order to extract
features and to create the work model to predict the intrusions. Here, certain degree
has been allowed in order to optimize the certain parameter in the classifiers. The
work model and methodology used in this paper is tested with the limited number
of attacks such as DDoS, Armitage framework, and Nmap applications. Here, we
have tested our proposed model in various working environment other than Win-
dows. We intend to test our methodology in combatting operating systems such as
Back Track and Kali Linux with positive achievements. Figure 1 and Tables 1 and
2 show that our proposed approach is better in most of the cases for real-time
attacks using remote tools and frameworks.
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Abstract In real world, optical character recognition (OCR) is one of the key terms
challenging image processing stream. Various applications are emerging based on
OCR; one fine good example of these terms was recognizing vehicle’s number plate
in tolls. Since various researchers are under strong discussion in this area, here we
proposed a new algorithm for recognizing the characters from the motion pictures.
Our proposed model is subjected to two major segregations: One is for character
mapping and another one is for character verification. Experimental results have

been enclosed with an accuracy level of 97.08 %.
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1 Introduction

In the last years, the problem of text detection, recognition, and extraction from a
video frame that received a significant attention and lot of work has been proposed.
Since this is an era of digitalization, the videos act as an efficient source of infor-
mation. The one important information hidden inside the video is text, e.g., the title
of the movie and scene text hidden in the random video (i.e., shop name and
number plate of the vehicle). This text embedded inside the videos may be in small
quantity, but these always carry important information of the multimedia content.
Hence, retrieving a text from the video makes it more useful and highly desirable.

The proposed method for recognizing and extracting a text from a video frame is
optical text extraction (OTE)-optical character recognition (OCR)-based method.
This OTE-OCR-based method has three main modules: division of videos into an
individual frame, text detection and text recognition and extraction. The major
objective of this proposed method OTE—OCR-based text recognition and extraction
from the video frames is to efficiently extract a text from video frames. Henceforth,
there will be an extension of the application of the OCR systems into the wider area.

Many problems have been faced during the text extraction from the video
frames. These problems were due to low resolution of the video, due to complex
backgrounds, and also due to the unknown colors. Lot of methods were proposed to
overcome these problems by incorporating different architectures and different
methods to detect a text out of videos, and these methods have been discussed in the
related work section.

The document is organized as follows: In Sect. 2, we discuss various related
works on text detection from videos. Section 3 describes the basics of OCR.
Section 4 reviews the methodologies involved in the proposed method. In Sect. 5,
we present the experimental results of this project compared to the previous work.
Finally, we conclude by giving a brief overview of the proposed method and also
give a glimpse on future works.

2 Related Work

In this section, we review related works on text retrieval from videos. Lienhart and
Stuber [1] briefly discuss automatic text recognition in digital videos. This work
comes under the category of bottom-up method where images are segmented to form
regions, and later, character regions are grouped to form words. In this work, they
deal with text segmentation method, where the aim of segmentation step focuses on
dividing frames into regions that contain a text and regions that do not contain a text.
Regions that do not contain a text are discarded since these regions are not useful in
the recognition process. The regions with text are called as character candidate
region, which are passed to recognition process. Motion analysis method is used
to detect the character candidate region in consecutive frames. Since this is a
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bottom-up method, its complexity relies on the image content and also on the
segmentation algorithm.

The text localization is one major task performed in this proposed system. In
recent years, it has got a significant attention [2, 3]. Chen et al. [2] in their work
review about feature extraction using Gabor filters. The text embedded in a video
can be a superimposed text and scene text [1]. The motion pictures captured can be
from some random scene. Hence, detecting a text from a scene image or video is
also an important area to be considered. Ohya et al. [4] in their work briefly discuss
about the text detection from the scene image. Scene image is one of the complex
images because the images captured occur in a three-dimensional space and might
be distorted due to the illumination of light, image might be tilted or slanted, and
some part of the image might be partially visible. Hence, these are the major
problems faced in the scene images. Since in scene image, the text exists in different
orientations, Ohya et al. focused mainly on monochrome images and also on still
images rather than on motion pictures or videos. Our main focus will be on
detecting a text embedded in a video.

The existing works [1-4] have one or more limitations while retrieving a text
from images or videos. There exists sensitivity to different fonts, font sizes, and
colors and also restrict to the type of text retrieved (i.e., titles or subtitles only), and
not able to handle videos, rather restricting to still images. In our proposed method,
we not only restrict to detecting the textual information in the motion picture. But,
we present an efficient computational method of extracting the text and passing the
segmented characters to the OCR system, and the final outcome will be an editable
text in a Word format.

3 Working Methodology

The OCR-based text recognition and extraction is a novel computation scheme
which involves three major tasks. The proposed system is divided into three phases:
division of videos into an individual frame, text detection phase, and text recog-
nition and extraction phase. As a first phase of our proposed system, we take video
as an input. The input video is divided into individual frames, each individual
frames are passed through the rest of the two phases, and the individual frame
represents the RGB image. The conversion of RGB image to grayscale image is
done.

The second phase of the proposed system is text detection; here, we perform two
main operations that are text localization and text verification. Text localization is
performed on individual frames. Here, feature extraction from an individual frame
is done. Henceforth, edge map of the individual frames must be created. There are
many methods explained previously for creating the edge map [6]. The edge
detector used is a Canny filter [5]. The edge detection (i.e., horizontal and vertical
edge detections) is done to the grayscale image using the Sobel and Canny masks.
Using edges as the prominent feature of our system gives the opportunity to detect
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characters with different fonts and colors since every character presents strong
edges, despite its font or color, in order to be readable. Canny edge detector is
applied to grayscale images. Canny uses Sobel masks in order to find the edge
magnitude of the image, in gray scale, and then uses non-maxima suppression and
hysteresis threshold. The two operations performed by the Canny edge detector
manage to remove non-maxima pixels, without effecting the connectivity of the
contour. The resulted edge map will be a binary image with background O (black)
and connectivity of the contour in 1 (white). Later, dilation on the resulted image is
done to find the textlike region. Dilation by a cross-shaped element is performed to
connect the character contours of every text line. The dilation is process of
increasing the size of pixel and preserving the connectivity of the contour 3 x 13
rectangular structuring element, and octagon structuring element is applied hori-
zontally and vertically, respectively, on the edge map. Different cross-shaped
structuring elements (i.e., disk, line) were tried. For more effectiveness of detection,
rectangular and octagon were used. The common edge between the vertical and the
horizontal edges is extracted, and it is dilated again to get the accurate text like
regions.

Morphological binary open image operation is performed to remove the small
objects and this operation removes the binary image all connected components that
have fewer than 600 pixels. The groove filling mechanism is applied to fill the gap
between the non-connected pixels.

3.1 Algorithm—Alphanumeric Character Extraction

Begin
Function OCR
Input:Video file(.avi)
Output : Image/frames
Step:Pre-processing
Convert RGB -> grey;
Sobel (horizontal, videoframes) ;
Canny (vertical,videoframes) ;
Plot (octagon) ;
Plot (rectangle) ;
Dilate(videoframes) ;
for i=1:m
for j=1:n
FindText (min(n),max (m),min(m),max(n)) ;
End
End
Jolincharparts (FindText) ;
End
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3.2 Algorithm—Alphanumeric Character Verification

Begin
Function Text Or Not
Input: Four coordinates of the dilated regions
(X,X1,Y,Y1l) and the edge map image (H)
Output: Text Or Not
for i= X:X1
for j=Y:Y1
hcount=hcount+1
end
end
tcount=(X1-X) * (Y1-Y)
Ratio=hcount/tcount
If (Ratio >=0.065)
Result= TRUE ( Its Text)
end
end

4 Experiment and Results

The ten sample images were passed to evaluate the performance of the OCR-based
system. According to the evaluation, the detection percentage was 99.35 %, and the
recognition and extraction percentage was 92.45 %. By using the proposed system,
the detection of the text from the image was exceptionally good since there was
small miss rate. There was a minor decrease in the recognition and extraction
percentage. This was because the template file used for the OCR system was
basically trained for Times New Roman and Arial Black fonts. Hence, scene images
had a lower recognition rate compared to the normal monochrome images due to
the unknown fonts and the colors. This can be overcome by training the template
file for more fonts (Fig. 1).

(a) (b)

PRIVATE Wl PARK ICAR

Fig. 1 Results of our proposed methodology. a Scene image, b representing the extracted region,
and c segmented text extracted using our proposed methodology
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Table 1 Result analysis

Number of video frames 12
Detection percentage 97.08 %
Extracted and recognized percentage 91.60 %

By using the OCR-based text recognition and extraction method, we evaluated the
system by passing 12 video frames, the detection percentage was 97.08 %, and the
extraction and recognition percentage was 91.60 %. Since large fonts and scene objects
(alphanumeric) were used, the processing speed was of average speed (Table 1).

The coordinates of the dilated regions are passed to text verification module.
This is performed to check whether the textlike regions extracted are text or not. To
verify whether these regions are text or not, the hcount of the textlike region of the
image is calculated where hcount is the total number of white pixels in the detected
image. Next, the fcount of the textlike region of the image is calculated where
tcount is the total number of the pixels in the detected image. The ratio of hcount to
tcount is performed, and if the ratio is greater than or equal to a threshold value
0.065, then the coordinates of the dilated regions passed are assumed to be a text, or
else the regions extracted are discarded, since it is not useful.

Table 2 Performance analysis of test data

Sample images Number of | Total number of characters detected, recognized, and

(with scene text characters extracted

and superim- in an Text Detection Text recog- | Recognition

posed text) image detection percentage nition and and extrac-
phase (%) extraction tion percent-

phase age (%)

10.avi 14 14 100 12 85.71

S.avi 93 90 96.77 84 90.32

mgl.avi 41 41 100 40 97.56

s2.avi 110 110 100 101 91.81

2.avi 11 11 100 11 100

sample.avi 62 61 98.38 61 98.38

blank.jpg 10 10 100 10 100

txt.jpg 18 18 100 16 88.88

s3.jpg 61 60 98.36 54 88.52

6.avi 24 24 100 20 83.33

The overall detection percentage of OCR-based system for 10 sample images is 99.35 %
The overall recognition and extraction percentage of OCR-based system for 10 sample images is

92.45 %
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Text ratio = [(hcount)/(tcount) > 0.065

hcount the count of white pixels in an extracted dilated region
tcount  the total number of pixels in an extracted dilated region.

5 Conclusion

OCR is one of the emerging areas where most of the researchers are interested in
finding the optical version of a character from a digital image to the wrapped
version of editable text. Our proposed algorithm is used to perform OCR efficiently
with an accuracy of 97.08 %. We have tested nearly about 10 data sets with various
video frames/rates/fps. Table 2 denotes clearly the performance analysis of the
video frames for various data sets. We have tested our proposed model in images
also and achieved the accuracy level better than the accuracy level of video frames.
The overall detection rate is very high when compared to recognition rate. Table 2
clearly states the performance metrics of our proposed model.
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Modified AODV Routing Protocol
for Multi-hop Cognitive Radio
Ad Hoc Networks

Melvin Mathew, G. Shine Let and G. Josemin Bala

Abstract Cognitive radio network (CRN) is a next generation network which has
been studied and receiving significant research due to the underutilization and
congestion in radio spectrum. Cognitive radio technology possesses self-adaptivity,
and routing is one of the key issues for designing a self-adaptive networks. It has
been received greater attention due to the tremendous growth in spectrum utilization
there by reusing the spectrum efficiently and sharing the licensed band in the
absence of primary users (PUs). In this paper, we have proposed a modified AODV
routing protocol which can be used for multi-hop cognitive radio ad hoc networks
that can efficiently utilizes the spectrum in an intelligent manner. The proposed
routing method selects the best path to transmit the packets considering the PUs
activity and switches to new route if there is any interference of PUs present. In this
method, the routing table periodically updates its information and can be used to
find the optimal route.

Keywords Cognitive radio network - Secondary users - Multi-hop - Routing -
Radio spectrum

1 Introduction

With rapid growth of wireless network applications, nowadays there is a great
demand for spectrum radio resources. The fixed radio spectrum is allocated by
government agencies for various applications. The unlicensed band or ISM band is
widely utilized and congested. As per the report by Federal Communications
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Commission (FCC), the usage of licensed spectrum varies between 15 and 85 % as
time and location vary [1]. To overcome this scenario, cognitive radio is introduced
as the next generation wireless technology in [2]. Cognitive radio is an intelligent
radio which can change its transmitter and receiver parameters depending on the
spectrum environment. A node integrated with cognitive radio technology can
sense different spectrum range (Hz) and transmit the data based on the available
bandwidth.

The main aim of cognitive radio is to select the best available licensed radio
spectrum without giving interference to the licensed users. The temporally vacant
licensed radio spectrum is called white space or spectrum hole or spectrum
opportunities [2, 3]. Figure 1 shows the spectrum opportunity concept.

Cognitive radio network (CRN) is the collection of two or more devices
equipped with wireless communication, networking and cognitive radio capability.
In CRN, the unlicensed users are called cognitive users or secondary users (SUs),
and the licensed users are called primary users (PUs). For SUs, no fixed spectrum
will be allocated [4], and they will be using licensed spectrum when PUs are not
using it. Guaranteed quality of service (QoS) is provided to PUs, and best effort
QoS is given to SUs in CRN. Based on the architecture of cognitive network, it is
classified as infrastructural CRN and infrastructureless CRN [5]. In infrastructural
CRN, cognitive users communicate each other in centralized manner through fixed
infrastructure or base station. Infrastructural CRN is also called as centralized CRN.
In infrastructureless CRN, SUs communicate each other in ad hoc manner. The
infrastructureless CRN is also called as cognitive radio ad hoc network.

For efficient communication between various cognitive users, various routing
protocols are used. Section 2 gives an overview of the existing routing protocols in
CRNs. Section 3 presents the proposed modified AODV routing protocol for
cognitive radio ad hoc network. Next, Sect. 4 presents the performance evaluation,
and finally, conclusion and remarks are presented in Sect. 5.

Fig. 1 Spectrum opportunity Occupied Spectrum
concept (source Elsevier band
computer networks 50, White Spaces

p. 2130)

Power

»
>

Frequency
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2 Related Work

Routing in CRN is difficult task because of its dynamic variation of the available
channels, data rates, and bandwidth. The routing protocols in CRN can be classified
as proactive, reactive, hybrid, and adaptive per hop, and the routing model can be
centralized or distributed [6]. Depending upon the protocol operation, the routing
protocols for CRN can be classified as spectrum-aware-based, multi path-based,
local coordination-based, reactive source-based, and tree-based [7]. In [8—11], route
discovery is incorporated with spectrum sensing. Sampath et al. [8] have proposed
high-throughput packet transmission using spectrum-aware routing (SPEAR) pro-
tocol. SPEAR is an on demand routing protocol, and it makes routing decisions
based on the collaboration of physical and MAC layers. Ma et al. [9] modify
AODV protocol, and route decision is done by intermediate SU node such that it
increases the available time for data transmission between SU source and desti-
nation in order to reduce switching delay. This routing protocol introduces extra
overhead of broadcasting RREQ messages, and deafness introduces extra delay to
RREQ messages.

The authors in [10] have proposed a routing protocol called SAMER which
considered spectrum availability and quality. SAMER protocol enhances route
robustness and improves throughput performance of the network. This protocol
establishes route based on periodically collected information, and best path is
selected depending on minimum hop count and spectrum availability. Cheng et al.
[11] have also proposed an on demand routing protocol for CRN called spectrum-
aware on demand routing protocol (SORP), where the best channel is selected
based on minimum channel switching delay and back-off delay. In local coordi-
nation-based routing, nodes choose the flow direction based on neighborhood
interaction. The authors in [12] have presented a routing protocol, which minimizes
channel switching delay for SUs and help to minimize channel contention among
SUs. This protocol improves the end-to-end performance of the network.

The [13, 14] considers multipath routing in CRN. Multipath routing discovers
multiple routes between source and destination. This minimizes inter-path con-
tention and interference and enhances route reliability. The authors in [15, 16]
proposed a tree-based routing protocol. In this type of routing protocols, a tree
structured network is enabled by configuring a root. The tree-based algorithm
works along with channel selection mechanism. The tree-based scheme suffers from
scalability problems because of overhead incurred in establishing and maintaining
tree structure. Gymkhana, a distributed routing protocol proposed in [17], collects
key parameters for routing between source and destination, and mathematical
framework is modeled and evaluated to find the connectivity of different paths by
considering PUs activity. The authors in [18] considered AODV as a pure on
demand route acquisition system, as nodes do not maintain routing information or
participate in exchange of routing tables. In ad hoc network, AODV routing pro-
tocol minimizes the number of required broadcasts for creating the routes. So, the
modification of AODV routing protocol for CRN is considered in this paper.
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3 Modified AODV Routing Protocol

In this paper, we are using a modified form of AODV routing protocol. In AODV
routing protocol, the network remains in a idle state if there is no other commu-
nication. If it needs a connection to other node, which is the destination node, it
broadcasts a message to its neighboring nodes to update the routing table. After
updating the routing table, each node contains the neighboring node information,
and a route is established to the destination node. AODV routing protocol is a
combination of DSDV and DSR routing protocol. In this proposed work, that is
modified form of AODYV, there consists of detecting any obstacle in its path. In
cognitive radio, the PU has the full access to the spectrum. Even in the absence of
the PU, the SU can access the spectrum and transmits the information. Here, we are
mainly focusing on routing in the cognitive radio between the SU. In this, route
between the SU can be established in the absence of PUs. If there is a need for the
connection between two SUs in the network, at first, it broadcasts the message to its
neighboring nodes and updates the routing table. The route is established based
upon the path where there are no PUs active. After the route is established between
the SUs, it can transmit information to the destination nodes.

In the proposed method, it also checks whether there are any PUs active during
the routing. If any PUs detected along the routing path, the route to the destination
is changed since the PUs have full control to the spectrum. The PUs and the
licensed users in the spectrum cannot be interfered under any circumstances. When
a PU is detected along the routing, the nodes can broadcast the messages to the
neighboring nodes and update the routing table. The new routing table contains the
information to the destination where there are no PUs present. The new route can
transfer packets to the destination. The main idea behind is that it continuously
checks the presence of PUs in the routing path, and if any PUs activated, the route
can be diverted to another one in which there is no PUs interference.

Algorithm
1 Dbegin
2 if a packet exists to send from source to destination then
3 broadcasts the messages to all other nodes in network.
4 routing table updated which contains information of all neighbouring nodes.
5 route has been established by checking the absence of the primary users in the path.
6  if there is any primary user interference then
7 broadcasts the messages to all nodes to update the routing table
8 new route has been established without interfering the primary users
9 end endend

4 Simulation Results

In this, simulations are carried out using ns2 software. Table 1 shows the simulation
parameters set in the simulation software. Figures 2 and 3 show the simulation
results running at different times. The simulations process has been implemented
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Table : Simulation Scenario dimension 1,000 x 1,000
arameters I
P Traffic application CBR
Routing protocol AODV
Antenna type Omni antenna
Wireless MAC interface IEEE 802.11
Propagation model Two ray ground
Number of nodes 50
Number of primary users 25
Number of secondary users 25
Number of channels per radio 2
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Fig. 2 Routing path established between source and destination

using ns2 software with tcl scripting language. We have considered 25 PUs and
25 SUs in the network to carry out the simulation. The protocol we have used in this
scenario is modified AODV.

After starting, the simulation nodes will send the broadcast message to its
neighboring nodes. The broadcast messages are useful to update the routing table.
The routing table contains the information about its neighboring nodes and the
distances from it. After routing table has been updated, the route has been estab-
lished between the source and destination. Figure 2 shows the route which has been
established between source and destination. The nodes are labeled as PR1_USER
and SEC_USER in the simulation. The PUs are represented by white rounded
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Fig. 3 Primary node 30 takes up its position, and secondary user 22 changes the routing path

nodes which are represented by odd numbers, and the SUs are represented in blue
color, and they are in even numbers. In this scenario, route has been established
between SU 22 which is the source and the SU 44 which is the destination one. The
packets have been delivered from source to destination and its path which is shown
in the Fig. 2. After some time, the PU is activated and takes the position of SU 30,
and the routing cannot take place across the mentioned path which will cause
interference to PUs. This is shown in the Fig. 3. The source node updates the
routing table and checks the new path to transmit the packets from source to
destination. After the new path has been constructed, routing can occur in that path.

After completing the simulations, the graphs have been plotted. The throughput
and packet delivery ratio (PDR) graphs have been plotted. Figure 4 shows the
throughput graph in terms of packet size. We have changed the packet size to
256 bytes and 512 bytes. By varying the packet size, the throughput also changes. It
can be seen that throughput can be achieved higher when the packet size increases.
The throughput can be achieved around 170 kbps in the case of packet size 512 bytes,
whereas throughput can be achieved 87 kbps in case of packet size 256 bytes.

Figure 5 shows that throughput plotted against single-hop and multi-hop com-
munication. Single-hop communication can be achieved higher throughput, whereas
in case of multi-hop, throughput reduced to a reasonable level. The reason is that
throughput can be achieved higher if there is no interference or there must be a direct
path. If there are large number of paths between the throughput reduced to a low level.

In Fig. 6, it shows the PDR versus time. PDR is the ratio of packets received in
terms of number of packets send. For small packet size of 256 bytes, PDR remains
constant after some time, and when packet size increases, PDR value tends to
increase.
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Fig. 4 Throughput analysis
for varying packet size

Fig. 5 Throughput analysis
for different number of hops

Fig. 6 Packet delivery ratio
versus time
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5 Conclusion

In this paper, modified AODV routing protocol for cognitive radio ad hoc networks
is implemented. The main concept in this protocol is that to establish a optimal
route between SUs by taking into account the PUs activity. The protocol provides
better adaptivity since the path can be switched if there is any interfering PUs
present. Simulation results show that the throughput can be increased if the packet
size increases. Also, throughput performance is compared between single-hop and
multi-hop. The PDR is also compared with the packet size. The PDR will be
constant after 5 s for packet size of 256 bytes, and it varies in case of 512 bytes. The
proposed algorithm focuses on PUs’ activity and provides better path for SUs to
forward packets. It reduces the routing overhead by dynamically changing the route
based upon interfering nodes, and overall, it provides better performance.
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Theoretical Framework of the Algorithm
to Thwart MAC Spoofing DoS Attack

in Wireless Local Area Infrastructure
Network

M. Durairaj and A. Persia

Abstract A major threat in wireless local area infrastructure network is denial-of-
service (DoS) attacks. It makes the resources unavailable for its anticipated user
which can be accomplished through spoofing legitimate client/AP’s medium access
control (MAC) address. Less protection in MAC address led to get easy spoofing.
Since the management frame is unencrypted, adversary sends the management
frame to the victim using spoofed MAC address. This prerequisite goaded to offer
an effective prevention mechanism for DoS attack. Even though several preventing
mechanisms are available, no one provides complete solution in preventing MAC
layer DoS attack. This paper proposes a theoretical framework of threshold value
(ThreV) algorithm, which is based on setting up ThreV for the management frame,
to effectively address this issue.

Keywords Denial of service - Medium access control - Spoofed MAC address -
Threshold value algorithm - Wired equivalent protocol

1 Introduction

Security issues in wireless network increases as popularity increases. In wireless
local area network (WLAN) infrastructure architecture, communication takes place
with the help of access point (AP). In general, infrastructure network does not have
firewall to defend the entire network. Physical protection of wired medium such as
firewalls and shields cannot be applied to wireless networks. This makes the
intruders to easily enter into the network and do malicious harm to the network.
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There are number of attacks possible in infrastructure network [1]. Many people are
not aware of the denial-of-service (DoS) attack [2] on their own network. Sending
continuous stream of forgery frames by an attacker can easily slow down the
network, which prevents the availability for authenticated clients. Several protocols
were developed to protect wireless network. Everyone has security deficiencies.
Wired equivalent protocol (WEP) is a basic part of IEEE 802.11 standard for the
protection of wireless network which uses RC4 algorithm. There are several safety
deficiencies like two messages encrypted by the same key stream. To overcome
these deficiencies, Wi-Fi Protected Access (WPA) and 802.1x were developed. The
802.1x is a security protocol based on the frame structure of 802.11. It attempts to
provide strong authentication, access control, and WEP key management for
Wireless LANs. Unfortunately, 802.1x misses its goals in access control DoS
attacks [3]. Currently, as literatures say there are no effective IEEE-approved ways
to solve the security hole. This paper proposes a theoretical framework of ThreV
algorithm to address the issues of preventing attacks in an infrastructure network.

In this paper, Sect. 2 presents the background review and related work, which
are to understand the paper. Section 3 explains the architecture of the proposed
technique and experimentations carried out. Section 4 presents the theoretical
framework of ThreV algorithm which is to prevent attacks in an infrastructure
network. Section 5 concludes the paper.

2 Related Work

To detect DoS attacks in its early stages before it reaches the victim using stateful
and stateless signature, John Haggerty et al. propose Distributed DoS Detection
Mechanism (DiDDeM). It provides a natural way of tracking the attack sources
without requiring the use of any trace-back techniques. The DiDDeM offers a
distributed and scalable approach to attack responses [4].

Samra et al. propose an algorithm to enhance the performance of the correlation
of two wireless intrusion detection techniques (WIDTs) such as Received Signal
Strength Detection Technique (RSSDT) and Round Trip Time Detection Technique
(RTTDT) for detecting medium access control (MAC) spoofing DoS attacks. The
experiments were demonstrated with the absence of false negatives and low number
of false positives [5].

Ding describes an efficient solution to avoid DoS attacks in WLAN using
Central Manager (CM). CM acts as a back-end server which maintains three tables
and timer to detect DoS attacks. Apart from preventing DoS attack, this mechanism
can be used to improve the performance of WLAN. This proposed solution is
evaluated by five different DoS attacks such as large number of association requests
(LASO), EAP failure, EAP start, EAPOL logoff, and MAC disassociation [6].

Sheng et al. propose Gaussian Mixture Modeling (GMM) for Received Signal
Strength (RSS) profiling to detect spoofing attacks using multiple air monitors (AMs)
which sniffs wireless traffic passively without the cooperation of APs and clients.
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In this method, accurate detection of MAC spoof is obtained using GMM
mechanism [7].

Saelim et al. provide a MAC spoofing detection algorithm in IEEE802.11 net-
works. To differentiate an attacker station from a genuine station, the proposed
algorithm utilizes physical layer convergence protocol (PLCP) header of IEEE
802.11 frames. Experimental results provide cent percentage of MAC spoofing DoS
detection when two monitoring stations are located at an appropriate location [8].

3 Proposed Solution to Prevent DoS Attack

Many security techniques were introduced to prevent DoS attacks; still, effective
solution for DoS attack is needed. In this paper, multiple techniques are introduced
to address the drawback of existing solutions.

Hybridization of multiple detection techniques is proposed to develop as an
effective tool for preventing DoS attack in an infrastructure network. The detection
technique called as computerized monitoring system (CMS) [9] is an integration of
three algorithms which are ThreV, alternative numbering mechanism (ANM), and
traffic pattern filtering and letter envelop protocol (TPatLetEn). The architectural
frame work of the proposed model is illustrated in Fig. 1. Experimentation on the
DoS attacks consists of two stages, i.e., evaluation of attack and the preventive
mechanism. Effectiveness of the attacks is evaluated by measuring delay time,
packet loss and throughput. Packet loss occurs when one or more packets of data
travelling across a computer network fail to reach their destination. Packet delay
time refers to the time taken for a packet to transmit across a network from source to
destination. Throughput is the average rate of successful message delivery over a
communication channel. It is usually measured in bits per seconds and sometimes
in data packets per second. As a preventing mechanism, integration of threshold
value (ThreV), ANM, and Traffic Pattern Filtering with (TPatLetEn) is used to
detect and block DoS attack.

3.1 Computerized Monitoring System (CMS)

CMS integrates three detection techniques such as ThreV, ANM, and TPatLetEn. It
maintains an intruder table (InT) contains MAC address of intruders, and basic
identity check (BIC) table contains MAC addresses of WLAN users. When client
sends a request to AP, it first checks in InT whether it has particular MAC address or
not. If address is presented, the request is considered as spoofing attack. If not, the
request goes to BIC for basic check. If the MAC address is not presented in the
table, CMS blocks the user from further communication, whereas if the user’s
identity was found in BIC, the ThreV mechanism takes over this. After this process,
the request goes to ANM and TPatLetEn. When above three conditions are satisfied,
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Fig. 1 Architecture of proposed model

CMS allows the AP/Client to start their communication. If any one of the prescribed
solutions fails to satisfy, it can be considered as a spoofing attack. The operations of
CMS are as illustrated in Fig. 2.

Basic Identity Check (BIC). BIC table contains MAC address of WLAN users
who are all in the network. Once the request is processed, it checks in BIC whether
the client/AP’s MAC address presents or not. If not, it blocks the sender and stores
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Fig. 2 Operation of CMS

its original MAC address in InT. If the MAC is presented, it redirected to ThreV
algorithm to detect the MAC spoofing attack for effective detection of DoS.

Intruder Table (InT). Hackers are identified by the CMS, and it blocks the
intruders, then find out the intruders MAC address, and stores its InT which stores
the MAC address of the intruder.

Threshold Value (ThreV). By receiving login request from client, AP should
respond by sending response message. Here, the threshold is assigned as 4 ms. AP
should response to client at 4 ms. If AP receives more than one request within the
certain ThreV, this request is considered as a spoofed frame (SF). In the case of AP,
if client receives response message from AP before the threshold stage, it will be
taken as a SF. There are some cases where AP cannot respond to client within
threshold, and it may take more than 4 ms as a result of traffic overload. In this case,
it cannot be assumed as an attacker. So the ANM detection technique will be used.

Alternative Numbering Mechanism (ANM). ANM is used instead of sequence
number field. Odd number should be given for this such as 1, 3, 5, 7, 9, ...,
n. Sequence number can be easily tracked by hacker. If intruder randomly guesses
the sequence number, attacks can be launched in a simple manner. Maintaining
ANM, hackers cannot assume the exact sequence number which presents in the
numbering field. It is difficult for an intruder to assume the apt ANM to make MAC
spoofing attack. If it finds out the exact ANM of client/AP, it should be redirected to
TPatLetEn.

Traffic Patter Filtering with Letter Envelop Protocol (TPatLetEn). The
client randomly generates two prime numbers pl and gl and then computes
N1 = pl « gl. In the same way, AP generates p2, g2 and computes N2 [10].

e During the authentication, the client sends an “envelop” containing N1 to the
AP. The AP stores it and sends N2 to the client. The N2 sent by AP is common
for all clients.

e When the client wants to disconnect, it sends the de-authentication frame to the
AP, along with the pl. The AP will compute p1/N1 and finds whether it cor-
responds with the N1 which was already stored.
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e If it is correct, the client will be disconnected. Otherwise, the frame will be
rejected assuming that it is from the hacker.

Similar procedure is followed for AP when it wants to disconnect from the
client. When the attack is vigorous, this protocol is not enough to save the client
from the attackers. In the case of vigorous attacks, we propose the combination of
traffic pattern filtering (TPF) with LEP where AP uses TPF along with LEP. The
TPF works as follows:

e If a request is received more than five times at a particular time from a client, it
infers that the request is from the hacker and ignores it.

e Since the hacker continuously sends request, AP is unable to process the request
from the legitimate clients.

4 Preventing DoS Attack Using ThreV

ThreV is a mechanism which thwarts DoS attack in an infrastructure network. This
section describes that how the attacks are took place and the way ThreV prevents
the intruders.

4.1 ThreV in EAP Start Frame Attack

Client sends a start frame request to AP. After AP received the request, CMS
checks the client’s identity using InT. If the client’s MAC address is presented in
InT, it reject and blocks the intruder. If not, BIC takes over this packet which stores
all the WLAN user’s MAC addresses. If the client’s MAC is presented, then ThreV
process the request. Here, ThreV is set to 4 ms, i.e., ThreV(a) = 4 ms. At the 4th ms,
the transmitted packet (n) will be calculated. After calculating p, the requisite
conditions will be checked.

If the p is greater than one within the threshold time (o), then it considered as a
SFE. If p is equal to 1 but it exceeds a, this will be redirected to second prevention
algorithm which is called ANM. This is not a simple process considering SF,
because heavy traffic may be a reason for delayed packet. If p is equal to one at
threshold time a, this will be redirected to ANM which provides additional security
to defend against DoS attacks. After subjected to ANM and TPatLetEn (ANM and
TPatLetEn is not covered in this paper), CMS will decide whether it responds back
to the user with yes or no. If it replies with yes, the communication between AP and
client gets starts. The user will be blocked when any of the mechanisms are not
satisfy the conditions and spoofing the intruders’ original MAC addresses and store
it in InT.
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4.2 ThreV in EAPOL Logoff Frame Attack

During the communication period, when AP receives logoff request from client, it
sends logoff packet to client by asking whether client want to logoff or not. If a
client replies to AP with o and continue logoff message, ANM and TPatLetEn take
control over the packet. If p is greater than one within a period, this is considered as
SF, and CMS spoofs the attackers’ original MAC address and stores it in InT.

4.3 ThreV in EAP Success Frame Attack

After a login request is evaluated by three algorithms and find that the request is
from legitimate, then it proceed with yes or no message to AP for further com-
munication. If success frame p is greater than two within its a period, this is
considered as spoofing attack then the attackers MAC address is spoofed and stored
it in InT. If p is equal to one, but it exceeds a, this will automatically redirected to
ANM and then TPatLetEn. This delay may happen due to traffic overhead which is
a reason for not blocking them. If p is equal to one at a, this will also be redirected
to next prevention algorithm which enhances the security by hybridizing multiple
techniques.

4.4 ThreV in EAP Failure Frame Attack

In some cases, the AP responds to client with failure message which represents
congestion overhead in an infrastructure network. By sending failure frame, If p is
greater than two within its a period, this will be considered as spoofing attack and
then the attackers” MAC address is spoofed and stored it in InT. If p is equal to two
but exceeds a, this will be automatically redirected to ANM and then TPatLetEn.
This delay may happen due to traffic overhead which is a reason for not blocking
them. If p is equal to two at a, the next prevention algorithm which enhances the
security by using hybridizing multiple techniques will be exploited. Sample ThreV
algorithm to detect Start frame attack target as client is as follows.

Algorithm: ThreV

initializea =4ms, u=1, t =0

ifu ==1&& t <a then

Reject the packet, spoof and store it in Intruder Table
ifu ==1&& t >a then

redirect it to ANM

ifu>1&&t ==a then

Reject the packet, spoof and store it in intruder Table

N AE LD~
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8. ifu ==1 && t == o then
9. redirect it to ANM

The above algorithm describes that by receiving login request from client, AP
should respond back by sending response message. Here, the threshold is assigned
as 4 ms. AP should response to client at 4 ms. If AP receives more than one request
within the certain ThreV, this request is considered as a SF. In the case of AP, if
client receives response message from AP before the threshold, it will also be taken
as a SF. There are some cases where AP cannot respond to client within threshold.
It may take more than 4 ms because of traffic overload. In this case, it cannot be
assumed as an attacker. So the ANM detection techniques will be used.

5 Conclusion

WLAN offers increased wireless access to the client with the help of AP. Since the
popularity of wireless increases, the security issues also increases as well. DoS is a
great threat in wireless infrastructure network which is an immense challenge to
defend against it. Theoretical framework of ThreV algorithm is proposed in this
paper to detect MAC spoofing DoS attack. This framework would provide a better
solution for preventing the intruder’s attack on WLAN. As a future work, ThreV
algorithm is to be deployed in NS2 [11] and the throughput, drop rate, control
overhead, end-to-end delay, and jitter will be measured, and optimization of the
parameters will be proved with the aid of results. This paper suggests CMS is an
effective solution for detecting and preventing MAC spoof attack in wireless local
area infrastructure network.
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PCA-Based Feature Selection for MRI
Image Retrieval System Using Texture
Features

N. Kumaran and R. Bhavani

Abstract Due to the vast number of medical technologies and equipments, the
medical images are growing at a rapid rate. This directs to retrieve efficient medical
images based on visual contents. This paper proposed the magnetic resonance
imagining (MRI) scan image retrieval system using co-occurrence matrix-based
texture features. Here, the principal component analysis (PCA) is applied for
optimized feature selection to overcome the difficulties of feature vector creation
with Haralick’s texture features. Then, K-means clustering and Euclidean distance
measure are used to retrieve best MRI scan images for the query image in medical
diagnosis. The experimental results demonstrate the efficiency of this system in
clusters accuracy and best MRI scan image retrieval against using all the fourteen
familiar Haralick’s texture features.

Keywords Co-occurrence matrix - Euclidean distance - K-means clustering -
PCA - Texture features

1 Introduction

Content-based image retrieval (CBIR) is a technique in which different visual
contents have been measured to search and retrieve images from the mass amount
of image databases based on the input image. The content-based medical image
retrieval (CBMIR) systems are medical domain-specific search engine for medical
image databases, which indexing and retrieving medical images according to their
visual contents such as texture, shape, and other information [1-3].
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The significance of new technologies such as X-ray radiography, ultrasound,
computed tomography (CT), magnetic resonance imagining (MRI), and picture
archiving and communication systems (PACS) has resulted in an explosive growth
in the number of medical images stored in the database. Medical images classifying,
indexing, and retrieval in manual methods are very expensive and time consuming.
This will lead various systems for storage, organization, indexing, and retrieval of
the medical images.

The most important objective of the CBMIR system is to retrieve the images
from the huge volume of medical databases with high accuracy by performing
feature extraction, classification, and similarity measure process. So the retrieved
images are used for various medical diagnostic purposes.

Generally, the medical image database contains a lot of texture-based informa-
tion capable for retrieval purpose. This paper proposed the MRI scan image
retrieval system in two parts of the human body such as the spine and brain using
co-occurrence matrix [4]-based texture features with principal component analysis
(PCA) [5] feature selection transformation, K-means clustering [6], and Euclidean
distance measure [7]. The accuracy, precision, and recall rate of this system are high
compared with using all fourteen Haralick’s texture features [8].

The next section of the paper describes related works of the system. The brief
discussion on the proposed work and Haralick’s texture features is given in Sects. 3
and 4. Sections 5 and 6 explain about feature selection and K-means clustering.
Section 7 deals the image retrieval. Section 8 shows experiments and results. In
Sect. 9, the conclusion of the work with future prospects is given.

2 Related Works

Medical images have become a key investigation tool for medical diagnosis. With
the growth of medical databases, new applications committed to statistical analysis
of medical data have appeared. There are many existing systems that provide
different methods and algorithms for CBMIR. The most important intention of all
these systems is to prove the improvement of results so as to give support to the
doctors and radiologists in diagnosis of treatments.

In [9], they described a medical image retrieval system using low-level features
and high-level semantic features with 90 % of precision and recall rate. Here,
medical images were segmented into several sub-images using fuzzy C-mean
clustering algorithm and extracting 3 gray-level features using color moments.
Then, the sub-images were changed to binary image, and seven shape features and
four texture features were extracted using co-occurrence matrix. Then, the genetic
algorithm was used to select optimal features, and the text information in the
medical image was chosen for the semantic content of the report of radiologists.

Selvarani and Annadurai [10] illustrated a system by combining low-level
content features and high-level semantic features for medical image retrieval. The
semantic information was extracted from the DICOM header which was used to
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perform the initial search. This pre-filtering of the images reduced the number of
images to be searched. Then, texture features and shape features were found by
Gabor filter and the fixed block resolution format. Image retrieval is performed by
Euclidean distance measure. This system reduced the time taken to search the entire
medical image database. Also, the average precision rate of 80 % is achieved.

Horsthemke et al. [11] explained two different texture feature-based CBMIR
systems. The first system can be used to provide context-sensitive tools for com-
puter-aided diagnosis with pixel-level co-occurrence matrices. The second system
can be used directly as a computer-aided diagnosis system for case-based and
evidence-based medicine with pixel-level and global-level co-occurrence matrices.

Zhang and Zhu [12] proposed a method using co-occurrence matrix to extract
texture feature and edge histogram to extract shape feature of medical images.
Then, Euclidean distance was used for medical image retrieval. Results of exper-
imentation showed that the system had a recall rate about 90 % and applied to
medical image retrieval with promising effect. In [13], the authors presented an
evaluation of the diagnosis of dementia using texture analysis of brain MRI with
Gabor wavelets and further classified by the back propagation network. Here, three
different types of texture features were extracted: The first had the gray-level co-
occurrence matrix (GLCM) features, the second had the Haralick’s features, and the
third had Gabor wavelet-based Haralick’s features. From the comparison of the
average efficiency, the statistical features extracted from Gabor wavelets provided
better efficiency of 97 % than the other two methods.

Prasad and Krishna [14] evaluated the performance of two statistical methods of
texture features proposed by Haralick’s and Tamura for retrieving similar cases for
CT scan brain images. To speed up the search process, selected features were
extracted and indexed using hash structure. The Euclidean distance measure was
used for similarity measurement. Both the methods were compared based on pre-
cision and recall. Tamura features were found to provide better retrieval results for
CT scan brain images. In our previous work [15], the performance measures for
spine MRI scan image retrieval proved that texture features (black-white symmetry,
geometric symmetry, degree of direction, orientation features and central symmetry)
based on the texture spectrum were somewhat good compared to Haralick’s texture
features (contrast, angular second moment, coarseness, entropy) and the combina-
tion of both features of image retrieval was the best.

3 Proposed Work

The block diagram of the proposed CBMIR system is shown in Fig. 1 in which two
parts of the human body MRI scan images such as the spine and brain are used to
construct the training data set.

In our work, we find GLCM to each MRI scan image in the training image
database. Then, fourteen Haralick’s textures feature vector values are extracted as
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Fig. 1 The design of the proposed retrieval system

feature components, and PCA feature selection transformation is used to create an
optimized database.

After that, using k-means clustering, the training images are clustered by means
of the selected texture feature-based database. When a testing MRI scan image is
submitted, the same texture feature extraction and feature vector value construction
process have been applied to obtain the feature vector values for the testing image.
Next, for similarity comparison between the query MRI scan image and the clus-
tered MRI scan images, a Euclidean distance function is used. The closest
Euclidean distance values for the query image are ranked, and best MRI scan
images are retrieved for medical diagnosis.

4 Haralick’s Texture Features

Since we are interested in the statistical approach, we make use of the most suitable
Haralick’s features. The major advantage of using the texture attributes is obviously
their simplicity. The most common features used in practice are the measures
derived from GLCM. These features have been widely used in the analysis, clas-
sification, and interpretation of medical images. The following fourteen Haralick’s
texture features are extracted for the training MRI scan images.
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Figure 2 shows the sample Haralick’s feature extraction output screen of our
proposed work.

5 Feature Selection

We are using PCA as a feature selection algorithm. PCA is useful when we have
obtained features on large number of attributes and believe that there is some
redundancy in those features. In our case, redundancy means that some of the features
are correlated with one another, possibly because they are measuring the same con-
struct. Because of this redundancy, it should be possible to reduce the observed
attributes into a smaller number of principal components (artificial attributes) that will
account for most of the variance in the observed attributes.

After extracting fourteen texture features, the database is normalized using the
z-transform and rescales the feature values. Then, using PCA transformation, we
have selected five best features (i.e.) ASM, entropy, inverse difference moment,
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Fig. 2 Output screen for Haralick’s texture feature extraction

inertia, and correlation for MRI scan image retrieval using variance as 0.95. So,
instead of using fourteen Haralick’s texture features, we are using only five texture
features for best MRI image retrieval.

6 K-means Clustering

K-means clustering is one of the simplest unsupervised learning algorithm that
solves the clustering problem. The procedure follows a simple and easy way to
classify a given data set through ‘K’ number of clusters. In this work, given 1,250
normal and abnormal MRI scan images as training images in a 5-dimensional
metric space, determine a partition of the images into maximum 20 clusters and 100
iterations, such that the images in a cluster are more similar cases to each other than
two images in different clusters.

We initialize 20 clusters by arbitrarily selecting one image to represent each
cluster. Each of the remaining images is assigned to a cluster, and the clustering
criterion is used to calculate the cluster mean. These means are used as the new
cluster points, and each image is reassigned to the cluster that it is most similar to.
This continues until there is no longer change when the clusters are recalculated.
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7 Image Retrieval

The Euclidean distance is calculated between the query image and the clustered
images. If x; and y; are 2D feature vectors of the clustered training images and query
image, respectively, then the distance measure is defined as,

d
dgixy) = Zi:l (% — i)

The calculated distances are sorted in increasing order and display the first
N images as the best similar MRI scan images for medical treatment. The sample
output screen for MRI brain image retrieval is shown in Fig. 3.

8 Experiments and Results

This method is implemented on a computer system using Java as the programming
language and MS Access as the backend. In this work, we used around 1,250 MRI
scan images as a training set and 100 MRI scan images as testing set in BMP format
with the size of 256 x 256 as a database. Two parts of the human body MRI scan
images such as 900 spine and 450 brain images are used. The nature of clustering of
the system is to cluster the normal and abnormal human body MRI scan images for
spine and brain using 1,250 training data set. The effectiveness of the K-means
clustering algorithm can be measured by accuracy, sensitivity, and specificity.

Frished in 3700 =

Fig. 3 Best retrieved MRI brain images
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The K-means clustering algorithm gave a test accuracy of 85.2 % while using
fourteen Haralick’s texture features. The proposed PCA-based feature selection
transformation with five Haralick’s features gave the test accuracy of 95.6 %.
Figure 4 shows the empirical receiver operating characteristic curves in support of
various cutoff points with a false-positive rate on the X-axis and true-positive rate
on the Y-axis.

The effectiveness of the proposed method can be measured by precision and
recall, which are often referred together since they measure the different aspects of
the system performance. The results are given in the following Fig. 5.

9 Conclusion

In this paper, we have proposed an efficient MRI scan image retrieval system using
PCA-based optimized Haralick’s texture features. The experimental results dem-
onstrate that the proposed method has the best accuracy, precision, and recall rate
than usual Haralick’s texture feature-based MRI scan image retrieval methods. We
have planned to extend our work with all types of human body scan images.
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A Survey of Location Prediction Using
Trajectory Mining

B.A. Sabarish, R. Karthi and T. Gireeshkumar

Abstract This paper is a research and analysis on the prediction of location of
moving objects that gained popularity over the years. Trajectory specifies the path
of the movement of any object. There is an increase in the number of applications
using the location-based services (LBS), which needs to know the location of
moving objects where trajectory mining plays a vital role. Trajectory mining
techniques use the geographical location, semantics, and properties of the moving
object to predict the location and behavior of the object. This paper analyses the
various strategies in the process of making prediction of future location and con-
structing the trajectory pattern. The analyses of various mechanisms are done based
on various factors including accuracy and ability to predict the distant future.
Location prediction problem can be with known reference points and unknown
reference points, and semantic-based prediction gives an accurate result whereas the
probability-based prediction for unknown reference points.
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1 Introduction

Moving objects include vehicles, human, and mobile devices, which traverse across
the geographical region (complete trajectory). Trajectory is the path of moving
object traverse along and can be represented with the reference points or position in
the path. It is essential to know the approximate location of the objects to be known
to provide the location-based services (LBS). Many methods predict the location
using the linear functions, but practically it follows a nonlinear dynamic function.
Prediction can be classified as personal-based prediction and group-based predic-
tion. Personal-based prediction involves the process of collecting information about
the individuals independent of each other. This process produces unique trajectory
pattern [1] for every individual, and this increases the number of trajectory pattern
and complexity. In the other case, group-based mining process identifies the
common trajectories and clusters the objects together and creates a general trajec-
tory pattern. It provides a better result because the human tends to move in crowd
than as individual. The issue arises in group-based mining is that there may be a
chance of leaving out some interesting pattern when it is generalized into groups.

Figure 1 represents the general architecture of the trajectory mining process. The
process starts from the collection of trajectory data and applying data mining
techniques to gain the information and analyze the association between them. The
gained knowledge can be used to predict the location behavior of the objects with
the help of various prediction techniques including the statistical and probabilistic
approaches (HMM), semantic-based prediction of various locations.

1.1 Personal-Based Prediction

In personal communication system (PCS), movement of mobile users is recorded in
the database and service provider maintains it. The resources in communication can
be dynamically allocated if the movement of the objects is predicted, which can
improve the effective utilization of resources. Future prediction of mobile users can
be easily done by efficient processing of their location-dependent queries regarding
hotel and health care application. In the case of analyzing the individual movement
pattern, mining can use the property of sequential data mining process. Individual
movement will follow a pre-defined sequence of association rules, which can differ
for working day or holiday or functions. For example, the movement of a human on

Raw Data Data Cleaning Moving Future
(GPS : > ) i

>, —»| & Preprocessing »( Pattern Location
Moving WSN Mining Prediction
etc)

Fig. 1 General architecture of moving objects trajectory mining
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a working day will be like Home — Bus Stop — Office — Bus stop — Home, etc.
From this individual, mining information also the groups can be formed using the
spatiotemporal attributes available in the historical data. The prediction accuracy
again depends on the historical data collected and processed before the prediction
process [2].

1.2 Group-Based Prediction

“Group-based data mining” is a data mining method involving the search for the
association between individuals. Groups are formed based on the common behavior
of the moving objects; it can be geographically closer or stay together for mean-
ingful duration of time. Group mining is tedious when compared to individual
pattern mining because the group behavior tends to have loss of information due to
generalization. Normally, the process of finding frequency-pattern prediction
involves GMPMINE and Cluster Ensemble algorithm for prediction of group
movement patterns. In which, GMPMINE algorithm extracts the local association
rules in the groups formed and CE algorithm puts the local association rules
together to improve the association rule mining process. In Group-based prediction,
the accuracy is calculated using punctual score and path score. Punctual score is the
measure of relation of the moving object with respect to the region. Path score is an
aggregate of the punctual score of all nodes along the path.

This paper is organized as follows. Section 2 describes motivation for this
problem; Sect. 3 introduces terminology and needed preliminaries used in this
paper. Section 4 gives some introduction about the trajectory mining techniques and
analysis of various methodologies. Finally, Sect. 5 presents our conclusions.

2 Motivation

Predicting the future locations motivates the research issues in trajectory because of
the dynamic behavior of the objects. Prediction of popular locations where most
people visit leads to loss of information and leads to imbalanced data problem. And
these prediction algorithms mainly predict only when the previous location (tra-
jectory prefix) is known, which leads to loss of recall predictions. The performance
of the prediction algorithm is affected by an increase in the number of moving
objects, trade-off between the speed of prediction and accuracy, and ability to
predict the distant future. The quality can be increased by means of partitioning and
following client server architecture. The trajectory can be partitioned and clustered
then prediction can be done at the cluster level. Method of client server architecture
is proposed in which each individual object measures its own movement and server
indexes the location at various level and uses queries using the filtering mechanism.
Existing space partitioning approaches leads to two major issues answer-loss
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problem and granularity problem. The moving objects tend to move in groups,
which leads to data-loss problem and representation semantics of various reference
points. The success of the LBS is based on area location information in the par-
ticular time stamps accurately. It will be a challenge to predict the behavior of the
system, if the object movement is fast and dynamic.

3 Preliminaries

3.1 Movement Pattern Mining

Spatial and temporal relations and similarities can be identified from the trajectory
dataset which is normally represented as a sequence of reference points. The tra-
jectories point can be compared against the prototypes, which are usually generated
by the available information and previous history. Classification of usual and
unusual behavior is done based on the similarity-level measure with the remaining
behaviors. Peng et al. introduced a prediction model based on the incremental
model of predicting and identifying the mobile user, which can be used for resource
allocation problem in limited resource-based networks.

3.1.1 Periodic Pattern Mining

Periodic pattern means identifying the repetition or replica of the pattern happening
after some duration of time. For example, the visit of tourists, migration of birds and
animals during a particular season for the year and used to find the behavior of the
moving objects. It can be used to identify the peak hours of traffic during weekdays
and weekends. From this periodic identification the prediction of the movement, a
prediction can be done on the expectation of crowd and population details, etc. The
main issue is the selection of appropriate, optimum period for predicting the
behavior, which may range from an hour to a year.

3.2 Trajectory Clustering

Clustering of mobile objects has gained importance because of its dynamic behavior
of movement. Trajectory clustering is the process of grouping similar paths. While
comparing two trajectories, the middle some reference points (sub-trajectory) can be
similar but not the whole path. This sub-trajectory has been identified as the impact
sub-trajectories since it is used by many trajectories. These sub-trajectories can be
used for specific area analysis. Trajectory clustering algorithm (TRACLUS) is
proposed by Lee et al. [3] which is partition and group framework.
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TRACLUS is divided into two phases: partitioning and grouping. In partitioning,
each trajectory is divided into regions using the line segments. In grouping, the line
segments are represented using minimum description length. Then, similar line
segments should be grouped together using DBSCAN algorithm. TRACLUS
measures the accuracy in terms of the preciseness and conciseness properties.
Trajectory can be classified based on the features of the regions identified [3, 4].

Since the trajectory mining process is dynamic, the size of data will be huge so it
will be nice option to choose the sample and approximation/summarization tech-
niques to solve the problem of scalability. Makris et al. proposed a machine learning-
based approach to identify the usual behavior of the user. The concept of route is
used, which in turn has identified by the pair of source and destination with some
control points in the middle of the trajectory. Similarity can be measured by com-
paring the trajectory with the route. If a new trajectory is found, then it cannot be
directly classified as usual behavior it will monitored whether that trajectory is used
most often based on that a new route is created or an unusual route is identified [5].

4 Trajectory Mining Algorithms

Trajectory mining is the process of mining the path traversed by various objects and
applies the data mining principles to identify the frequent matching pattern and
predicts the path the nodes may travel [6].

4.1 Prediction Using Hidden Markov Models

Predicting the future locations with HMM proposed by Wesley Mathew et al.,
implemented the prediction model in the GeoLife project. Wesley proposed a
hybrid model using the HMM, which clusters the available locations in the tra-
jectory and different HMM models have been created for each cluster to train the
system to predict the future location and measuring the similarity of the patterns.
The previously analyzed trajectories are clustered according to their time of
occurrence, and each is trained using different HMMs to predict the near future
location. The geographical data are in the continuous location, which is converted
into discrete specific for the regions which in turn used as the states. Each state will
be associated with the probability distribution function for all the possible transi-
tions. It helps in identifying the next location with higher probability. It provides an
accuracy of 13 %. Osamma et al. proposed a template matching strategy, which
compares the available patterns available in the prefix [7].

Hoyoung et al. proposed a novel method to predict the future location using the
HMM. Hoyoung introduced a trajectory pattern model that describes an object’s
movement patterns based on hidden Markov process. It consists of a set of N frequent
regions, each of which is associated with a set of M possible partitioned cells.
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Cells are classified as observable states and hidden states. The discovered frequent
regions are marked as hidden states and others as observable states. The probability
of each observation sequence is calculated, which compares the current trend
movement against historical data. It should able to update the current trend along
with the historical data of the available movement patterns identified. Accuracy of
the prediction depends on the level of granularity of the information. To extract the
frequent regions, a periodical mining method is used. The period of the mining data
depends on the type of application, for example, animal movement is for a year, and
human movement prediction can be for a day or an hour. The complete trajectory has
to be divided to the equal number of periods, which is calculated and clustered
together. Then, trajectory prediction model is constructed with the help of HMM. It
identifies available states (N), observation Symbols in each state (M), initial state (1),
state transition probabilities (A), and observation symbol probabilities (B). Using the
state transition and observation symbol, probabilities and the initial state predict the
future using the Baun—Welch algorithm [8].

4.2 Prediction Using String Matching Algorithms

In the trajectory mining using LCS, each reference point is considered as a character
in a string. The prediction is done using the prefix string, i.e., the trajectory that has
come across to reach the present state. Path similarity is measured in terms of
similarity and importance. It should be non-overlapping and identical paths.

Banerjee and Ghosh [9] proposed a variation of LCS that is applied in Web
usage mining which in turn can be applied to trajectory mining with slight variation.
It uses the weighted LCS, which assigns weight value to the various reference
points available on the trajectory based on the visits made to the reference point
with respect to the available trajectory. Similarity graph can be constructed with the
help of min-cut and balancing algorithm. Then, the cluster can be formed using the
concept clustering algorithm. Ghosh specifies the tree construction start with the
process of identifying first-level nodes, which constitutes to be the frequently
visited reference points.

4.3 Semantic-Based Prediction Methods

Semantic trajectory mining is developed to improve the efficiency and using the
meaningful movement of a human in order to trace and predict. It starts with
identification of stay points and calculating the support and confidence value of
each stay point with respect to another. Stay points are identified using the time
spend on the particular location by human before making a decision to move or
divert, etc. Stay points may serve as decision-making points. The trajectories can be
presented with as a sequence of stay points. Each stay point is named with a
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semantic name for representation and improves the mining process to gain the
knowledge about the user prediction. It represents the path like <home, {bank,
park}...>..., it represents the trajectory that follows the path of home, bank, and
park. It specifies the information that bank and park go together which has the high
support/confidence value. Support/confidence value is calculated using the condi-
tional probability and data mining principles. Josh Jia-Ching Ying introduced a
framework Seman Predict to evaluate the users’ next location which may be either
online or off-line. Off-line uses the notion of the stay location information to
represent the user movement behavior. From the stay point information extracted
the individual user’s trajectory information can be identified (i.e) Semantic
Trajectory similarity measure [10].

4.4 Pattern Matching Algorithms-Based Prediction Models

Monreale et al. [11] proposed a WhereNext predictor algorithm to predict the next
location in the trajectory using the previously identified trajectory pattern (T-pat-
tern). T-pattern is the common behavior of group users in space and time, which
consists of node identifier, region identifier (spatial component), support value, and
children for the node. They proposed a four step approach to predict the future
location: (i) data selection, (ii) local models extraction, (iii) T-pattern tree building,
and (iv) prediction. WhereNext represented the trajectory or spatiotemporal
sequence is represented with the help of triples (x;, y;, #;), which corresponds to the
location (x, y) in the time ¢. Trajectory pattern is an efficient algorithm to find out the
frequent visiting location sequences using the threshold values including minimum
support (¢) and temporal tolerance value (7). Accuracy of this algorithm is analyzed
using posterior analysis to calculate the average error rate, spatial and data coverage.
Prediction is done for three different scenarios

(i) WhereNext,_; intersects the region of the Node r.
(i) WhereNext,—; enlarged by temporal tolerance ¢, intersects the region of the
node r.
(iii) Does not intersect the region even after extending ¢;,.

Best matching path is identified by means of maximum path score and easy
admissible prediction of future locations. WhereNext algorithm fails in the fol-
lowing occasions mainly when the length of the trajectory is lengthier than all other
patterns and when it is distance from T-pattern (spatial and temporal distance).

Morzy [12] introduced a new approach by identifying the association rules using a
modified apriori algorithm and uses PrefixSpan algorithm for predicting the future
location. These models identify the frequent matching item set in the trajectories.
Based on the frequent patterns, a classifier can be constructed. The construction
creation involves three major steps mainly feature generation, feature selection, and
modeling the classifier based on the features extracted in previous stages. This tra-
jectories identified should be generalized but that cannot be done on a raw trajectory.
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Morzy suggested dividing all the trajectories in equal-sized squares, which is named
as cell and has four edges. Each cell is identified by the coordinates <x, y>. When an
object moves from one cell to the other, it crosses the edges. The edges can be either
vertical (left/right) or horizontal (north or south).

Trajectories will be represented as the sequence of the edges it comes across, and
the length of the trajectory is the number of edges it has come through. The
trajectory can be maximal when the path does not match with any other patterns.
Trajectories are divided into head and tail concatenation of both head and tail will
lead to trajectory information. Support value for each trajectory is calculated and
frequent trajectories in the trajectory. Frequent trajectories will be converted to a
movement rule. If the movement is from T1 — T2 where T1 and T2 are adjacent
directories, then T1 @ T2 forms the frequent trajectory. T2 is named as head of the
rule and T1 as the tail of the rule [12].

Morzy [12] proposed a way to decompose the location prediction problem into
two sub problems:

e Discover movement rules with support and confidence greater than user-defined
thresholds of min-sup and min-conf,

e Match the movement rules against the trajectory of a moving object for which
the current location is to be determined.

5 Conclusion

This paper analyzes the various aspects of the trajectory mining algorithms. The
trajectory-based algorithms are grouped based on the techniques; it uses to mine the
trajectory information. Mainly they are based on probabilistic HMM models and
string matching algorithms. By comparing the various techniques and algorithm,
semantic-based algorithm provide better results for the trajectory with known and
fixed reference points. The probabilistic and string matching algorithm-based pre-
diction models can be used for unknown reference points, which provide a low
accuracy. By analyzing the HMM and string matching algorithms, the string
matching algorithms provide slightly better performance than the HMM-based
models because most of the HMM models are designed specific for the local
cluster, which changes dynamically.
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Survey on Router Policies Providing
Fairness and Service Differentiation
Favoring Real-Time Data Transfers
in Internet

Jyothish K. John and R.V. Siva Balan

Abstract Internet has IP-based routing mechanism. Forwarding and delivering in
Internet is not guaranteed, and it is only a best-effort service. Situations of con-
gestion make Internet difficult for real-time data transfers. Real-time data which
have deadlines on quality may suffer from severe problems on throughput and
delay. The term ‘fairness’ can be used to indicate a scenario where all flows get
QOS approximately proportional to the data rate they contribute to the Internet.
This can be achieved by regulating the high bandwidth consuming flows. But the
real-time data flows which contribute only small data rate at regular intervals need
service differentiation for achieving the deadlines on various QOS parameters. In
modern Internet, which has more real-time data transfers, overall fairness can be
ensured only if it has mechanisms to differentiate and support real-time transfers.
The additional treatment they receive can be justified by such flows’ lower resource
consumption. This paper is an extensive survey on router policies to ensure fairness
to data flows and service differentiation that favors real-time traffic.

Keywords UDP protocol - Random early detection + RSVP - Per hop behavior -
NCQ scheme

1 Introduction

Data transfers in the Internet can be classified into responsive and non-responsive.
Responsive flows reduce their sending rate when congestion is sensed in the net-
work. This happens when the network drops a few packets belonging to a flow.
Hosts running their application using TCP have end-to-end congestion control

J.K. John (IX)) - R.V. Siva Balan

Department of Computer Science and Engineering, Noorul Islam University,
Kumaracoil, India

e-mail: jyotiskj@rediffmail.com

R.V. Siva Balan
e-mail: rvsivan@gmail.com

© Springer India 2015 129
L.P. Suresh et al. (eds.), Artificial Intelligence and Evolutionary Algorithms

in Engineering Systems, Advances in Intelligent Systems and Computing 324,

DOI 10.1007/978-81-322-2126-5_15



130 J.K. John and R.V. Siva Balan

mechanism. Non-responsive applications on the other side do not have a congestion
detection mechanism, since they run over UDP protocol. Therefore, the growing
rate of non-responsive flows in the Internet reduces the congestion adaptability of
the Internet. Applications concentrating on performance rather than reliability fall
on the latter category. Real-time data transfers which has high-delivery deadlines
either on throughput or delay can be justified for their non-responsiveness because
most of them uses small packet sizes [1], but long non-real-time flows being non-
responsive reduces the stability of Internet. Therefore, fairness can be achieved by
controlling the non-responsive flows which are non-real time. In this survey, data
transfer from a particular source to a destination is mentioned as ‘flow.’

2 Policies to Achieve Fairness

Random early detection (RED) gateway for congestion avoidance [2] was origi-
nally proposed in 1993 by Floyd and Jacobson and is now recommended for
deployment in the Internet. RED allows a router to drop packets before its queue
becomes saturated. Therefore, congestion responsive flows will back off early
resulting in shorter average queue lengths which is good for interactive applica-
tions. Another advantage is that the packet drops will not occur in bursts. RED
achieves this by dropping packets with a probability depending on the average
queue length.

Floyd and Fall [3] introduce a router policy to restrict the unresponsive flows
that does not reduce the sending rate even when packets are dropped. Such flows
are termed as non-TCP friendly flows and they are identified from the drop history
of RED. If the ratio of number of packets dropped per flow to the total number of
packet dropped is higher, it signs an unresponsive flow. The flow level classifica-
tion of data is needed in this approach and TCP friendliness of the flows is tested in
the regular intervals. The non-TCP friendly flows are given much less priority while
scheduling.

Pan et al. [4] propose a stateless active queue management scheme-CHOKe
which deals with an alternate queue management scheme inspired from RED. The
queue for incoming packet is FIFO which is having RED-like minimum and
maximum thresholds. But, RED tries to maintain fairness only when the queue
length become greater than minimum threshold, and by this time, misbehaving
flows might have occupied the queue. Therefore, fairness in RED is granted only if
the queue length is greater than minimum threshold. Compared to RED, CHOKe
scheme differs in policy when the queue length falls between minimum and
maximum thresholds. CHOKe algorithm tries to bring in more fairness. It assumes
that the statistics of misbehaving flows are present in the occupancy before attaining
minimum threshold. If the average queue size is less than minimum threshold,
every incoming packet is queued into the FIFO buffer. If the average queue size is
greater than maximum threshold, every arriving packet is dropped. When the
average queue size is bigger than minimum threshold, each arriving packet is
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compared with a randomly selected packet from the buffer, termed as drop can-
didate. If they have the same flow ID, they are both dropped. Otherwise, the
randomly chosen packet is kept in the buffer and the arriving packet is dropped with
a probability that depends on the average queue size. The drop probability is
computed in the same way as RED.

Rangarajan [5] introduces an approach of regulating unresponsive flows. Flows
need to be classified in this approach. The edge router takes over the control of rate
adjustments of the unresponsive flows. The inner routers which drop the packet
send back a source quench. The edge router analyses the source quenches for a
particular flow and keeps a token bucket kind of controller for the flow. It adopts a
multiplicative decrease and additive increase for the corresponding flow. Thus, the
edge router is responsible for maintaining the correct rate of traffic to the Internet in
the model.

Mahajan and Floyd [6] propose a mechanism to control the dropping of
responsive flows. The technique has two parts: (1) Identifying responsive flows (2)
Mechanism to prevent the dropping of responsive flows. Identification of the flows
is performed by random sampling from the RED drop history. High bandwidth
flows may have large number dropped packets. Such flows are termed as monitored
flows. The monitored packets are dropped with high probability. The unmonitored
flows are dropped only with normal priority of RED.

In order to stop the increasing packet loss rates caused by an exponential
increase in network traffic, the IETF recommend deployment of active queue
management techniques such as RED [2]. Active queue management can poten-
tially reduce packet loss rates in the Internet. Feng et al. [7] proposes another Active
Queue Management Algorithm, BLUE. The authors state that current techniques
are ineffective in preventing high loss rates. The problem with the queue man-
agement algorithms (such as RED) is that they use queue lengths as the indicator of
the severity of congestion. Instead, BLUE uses packet loss and link idle events to
manage congestion.

All these are various methods to bring fairness in Internet by controlling the non-
responsive flows. Real-time traffic which uses UDP as their delivery mechanism is
non-responsive in nature. These methods certainly try to give a fair treatment to all
traffic constrained to the equal-preference policy. However, most of these policies
end up in punishing the real-time data flows rather than promoting them because of
such flows’ non-responsive nature.

3 Methods for Service Differentiation in Internet

The service differentiation methods in the Internet can be classified into three
groups. The first two are general methods suited for all type of flows, while the third
approach discusses policies that provide differentiation exclusive for real-time
transfers (Fig. 1).
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Service Differentiation Methods

QOS based Active Queue Dedicated Policies
Architectures Management Policies Fa;gunng real-time
trattic

Fig. 1 Classification of service differentiation methods

3.1 QOS-based Architectures

Integrated services [8] are an application level architecture for ensuring QOS for
any type of traffic. The model includes two sorts of service targeted toward real-
time traffic: guaranteed and predictive service. The flow which utilizes this service
has to reserve bandwidth using a signaling protocol, RSVP (Recourse Reservation
Protocol serves as an admission control and reservation protocol). The flows are
send to the network only if sufficient bandwidth is reserved for that particular flow.
Resource reservation is done using the routers with respond to the RSVP signaling.

Differentiated services (DS) [9] are a scalable architecture when compared to the
integrated services architecture. The DS domain consists of edge routers and core
routers. The edge routers mark the packet with DS code point which is the classifier.
The concept of marking is that the higher priority packet should get the priority
proportional to the code point inside the DS domain. The core routers are
responsible for conditioning the traffic and ensuring the quality. The core routers
use the mechanism of metering, shaping, and dropping. The DS QOS architecture
can classify the packet and use the IP TOS field for marking. Levels of quality
assured in DS are indicated as per hop behavior (PHB).

3.2 Active Queue Management Policies

The general approach of these policies is that flows are graded and identified at the
router level. The routers give preference for high priority flows at the time of
scheduling and try to prevent dropping packets belonging to these flows at the time
of congestion.

RED IN/OUT (RIO) [10] is an example of active queue management. When a
packet reaches the router, it inspects the packet whether it is configured with ‘in’ or
‘out.’ If it is an ‘in’ packet, the router calculates the average queue length for the
‘in’ packets. The router calculates the average total queue size for all (both in and
out) arriving packets in the case of an ‘out’ packet. The probability of dropping an
‘in’ packet depends on average ‘in,” and the probability of dropping an ‘out’ packet
depends on average total. Weighted random early detection (WRED) [11] is a
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queuing discipline for a network scheduler suited for congestion avoidance. It is an
extension to RED where a single queue may have several different queue thresh-
olds. There is a queue threshold for each traffic class. Queue may have lower
thresholds for lower priority packet. Queue buildup will cause the lower priority
packets to be dropped, ultimately protecting the packet with higher priority in the
same queue. This method allows quality of service prioritization possible for
important packets from a pool of packets using the same buffer.

Lin and Morris [12] introduces a separate queue management scheme called
Flow random early detection (FRED, modified version of RED) suitable for fragile
and adaptive flows. FRED allows each flow to have a minimum and a maximum
threshold and an average queue length. In the case where the queue length is less
than maximum threshold and greater than minimum threshold, unlike RED to make
a admit decision, it favors the packet with less average queue length than others.
Therefore, FRED maintains better fairness by admitting the equal share of flows.
Hence, it controls misbehaving flows from consuming more bandwidth.

3.3 Dedicated Policies Favoring Real-time Traffic

Mamatas and Tsaoussidis [13] propose a new service differentiation policy for real-
time traffic. They suggest a new scheduling policy for non-congestive packets. Non-
congestive packets are those packets which do not cause congestion in network
(real-time packets). They are identified by their small packet sizes. The router
captures the size of the packet and identifies whether it is real-time traffic or not. If
real time, it is serviced faster. The limit of favor is controlled by a configurable
threshold.

The same authors experiment the impact of non-congestive queuing, NCQ [14]
for sensor traffic. For this, they simulate sensor traffic in NS2 environment. The size
of the packet for prioritization is taken as 120 bytes. The experiment is done using a
sensor access point (having a grid of 25 sensors) attached to the wired infrastructure
having a dumbbell topology. They experimentally prove that throughput of sensor
traffic is improved with NCQ implemented in router. The average delay is also
reduced with NCQ.

Mamatas and Tsaoussidis [15] propose less impact better service (LIBS) phi-
losophy. The packets are classified into congestive and non-congestive based on the
size (size taken as 130 bytes). The prioritization based on this size will help sensor
as well as VoIP traffic. The two types of traffic are highly sensitive to delay and
need high throughput. The approach of prioritization is that for every packet, size is
analyzed, and if it is <130, it is serviced using a non-preemptive priority queue.
A threshold mentioned as ‘ncqthreshold’ is set to limit the prioritization. Simula-
tions using NS2 by deploying NCQ in routers prove that the policy improves QOS
for sensor and VolP traffic.

Papastergiou et al. [16] suggest two levels of prioritization, tiny packets (e.g.,
sensor traffic) and small packets (e.g., VOIP traffic). The same NCQ Algorithm is
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applied with modification and named as NCQ+. Tiny packets are less than 40 bytes
in size, and small packets are having sizes between 40 and 120. Tiny packets are
given more priority and scheduled faster. Then the priority is given to small
packets. The prioritization is only up to a threshold level.

Many real-time applications use small packet sizes and have strong bandwidth
requirements. Dimitriou and Tsaoussidis [17] justifies the selection of packet size as
a service differentiation parameter. VoIP packets have size less than 140 bytes and
sensor packets have less than 60 bytes. Bulk Data transfers having packet size
greater than 1000 bytes cause congestion (e.g., FTP and Bit Torrent). But small
amount of packet drops does not affect the performance of congestive traffic. A new
scheme is proposed which is based on the axiom that ‘different types of applications
typically utilize different packet sizes.” RED which is ideal for maintaining QOS
with its dropping policy treat all the packets alike while considering for drop. In
size-based treatment, RED dropping policy is changed slightly in favor of small
packets. The favoring of small packets should also be controlled and should not
affect bulk flows.

The same authors propose size-oriented dropping policy (SDP) [18]. The policy
makes sure that small packet is not dropped by the router in a congested network.
The policy is inspired from the RED queue management scheme. The input queue
is a RED queue. The RED queue drops the packet before the queue is full when the
average queue size is in between minimum threshold and maximum threshold (to
avoid tail drop). RED dropping policy is modified in SDP as when the queue size is
between minimum and maximum thresholds as when a packet arrives, the average
size is updated, and if the size of the packet is smaller than the average size and if
the favoring has not exceeded the threshold, then the probability of dropping the
packet is modified as SDP probability. Otherwise, the dropping probability is the
probability of RED.

Dimitriou and Tsaousidis [19] integrate the idea of SDP and NCQ in the router.
This policy is termed as size-oriented queue management (SQM) Using SDP, small
packets are favored by decreasing the dropping probabilities at the time of con-
gestion. At the same time, the small packets are favored at the time of scheduling
using NCQ scheme. SQM manages to satisfy broadly the quality constraints of real-
time applications, without degrading the performance of bulk data applications.
Making packet size as criterion, flows are identified and different dropping and
scheduling policies are applied to favor time-sensitive traffic. Simple method to
classify the packets into real time and non-real time is the specialty of size-oriented
policy. This policy does not require flow state maintenance or complex packet
inspection. Size is an easily extractable parameter of a packet. A comparison of the
three service differentiation policies is given in Table 1.

Dedicated polices such as SDP try to promote the real-time transfers by altering
their dropping plan. All these policies use RED as the queuing mechanism. But
RED queue’s admission control is limited between its minimum and maximum
threshold. The initial queue occupancy before reaching the minimum threshold is
not considered in all RED-based mechanism. Such evaluations help in computing
the extent of promotion that can be given to real-time flows dynamically.
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Table 1 Comparison of various service differentiation methods and their applicably to provide
QOS to real-time traffic

QOS-based Active queue Size-oriented policies
architecture management
Features Application level Flows are categorized, Identifies real-time
framework assigned weightages packets and adopts
Exclusive alloca- and scheduled based on | scheduling and drop-
tion of band-width that ping schemes to favor
to flows real-time traffic
Advantages Guaranteed QOS Less implementation Less overhead when
complexity (compared compared to the other
to the QOS-based two. No complex
architecture) packet inspection
State of flow need not
be maintained
Concentrates on packet
Sizes rather than num-
ber of packets which is
a better metric of band-
width consumption
Disadvantages | High infrastructural State of flow should be Less adaptability to
needs maintained future protocols
Additional protocol Packet inspection is Gateways implement-
overhead needed to analyze pri- ing this policy may
Poor Scalability ority of each packet suffer from DOS attack
RED-based policies do
not consider initial
queue occupancy
Applicability General frame- General management Policies are designed

for achieving
QOS for real-
time traffic

work, but maybe
used for QOS
requirements for
real-time traffic

policies suited for all
sorts of traffic may be
used for QOS require-
ments for real-time
traffic

exclusively for real-
time transfers

4 Conclusion

Policies concentrate in achieving fairness in Internet regulate the unresponsive
flows. The fairness policies do not help real-time flows to maintain its QOS
requirements, since such flows are treated as non-responsive because of their
delivery mechanism. Therefore, real-time traffic needs an additional promotion at
the time of scheduling and exception from dropping at the time of congestion to
attain their delivery deadlines. Out of the three service differentiation approaches,
Size-oriented policies are exclusively devised for promoting QOS in real-time
transfers. In this approach, it is assumed that the real-time data transfers use
comparatively smaller packet sizes. Packet size gives a good estimation of band-
width consumption.
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The shortcoming of SDP is that it is built over RED queuing mechanism which
tries to maintain fairness in admission control only when the queue is nearing its
capacity. It does not consider the initial occupancy of the queue for making the
admission control as well. If the future protocols use bigger sizes, there is an issue
in the classification of packets into real time and non-real time. Size-oriented
policies concentrate on QOS parameters, throughput, and delay. There are some
real-time data transfers which are jitter sensitive (interactive audio and video). The
approach of size-oriented policies may be extended to the reduction of jitter for
such kind of traffic. Also there may be applications trying to exploit the advantages
of size-oriented gateways. The denial of service attack is possible by non-real-time
applications purposefully reducing their size to get through the gateways. Methods
to overcome such attacks are also the subject of future work.
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Abstract Brain morphometric abnormalities have been extensively reported in
schizophrenia. In this research report, we used a voxel-based morphometry (VBM)
approach to identify the effect of various confounding factors on gray matter (GM)
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volume changes in patients with schizophrenia in comparison to healthy control
subjects. Our findings highlight the importance of accounting for all possible
confounding factors during study design and analyses, as well as setting appropriate
statistical significance thresholds while reporting results in brain morphometric
studies of schizophrenia.

Keywords Voxel-based morphometry - Computerized tomography - Structural
magnetic resonance imaging - GLM ANCOVA analysis using VBM

1 Introduction

Structural brain abnormalities have been widely reported in schizophrenia, using
various imaging modalities such as computerized tomography (CT), structural
magnetic resonance imaging (sMRI), and diffusion tensor imaging (DTI) [1].
However, other than whole brain volume reductions, no regional brain morpho-
metric abnormality has emerged from these studies to be considered pathogno-
monic of the disorder. Confounding variables such as age, age of onset [2], illness
chronicity [3], medication exposure [4], substance abuse [5], unequal gender dis-
tribution [6], or handedness of study samples [7] could contribute to the incon-
sistent findings, especially when they are not controlled for in the analyses.

Various techniques have been employed to examine brain morphometry in
schizophrenia. Voxel-based morphometry (VBM) implemented in the Statistical
Parametric Mapping 8 (SPM8) software (Wellcome Department of Imaging Neu-
roscience, London; http://www.fil.ion.ucl.ac.uk/spm) is perhaps the most com-
monly used tool for identifying regional gray matter (GM) differences in
schizophrenia by surveying the whole brain. It uses T1-weighted volumetric MRI
scans, which are segmented into GM, white matter (WM), and cerebrospinal fluid
(CSF) volumes. These tissue maps will be spatially normalized to a standard
template. Then, statistical tests will be applied across all voxels in the image, to
identify volumetric differences between diseased and control subjects [8]. Thus,
VBM being an automated, rater-independent method provides an unbiased whole-
brain approach for brain morphometric analysis.

Most studies that have reported significant regional GM reductions in the frontal,
temporal, and parietal cortices in schizophrenia have controlled for confounding
factors such as demographic characteristics (age and gender) and whole brain
volume [total brain volume (TBV) or intracranial volume (ICV)] [9-12]. However,
clinical variables such as duration of illness and medication exposure could also
affect brain volumes as mentioned above. Thus, inclusion of these clinical variables
could be essential for obtaining reliable results from VBM analysis. The aim of the
present study is to demonstrate the importance of including the above clinical
variables in VBM comparisons between patients with schizophrenia and healthy
control subjects. We performed VBM analysis between a sample of patients with
schizophrenia and matched healthy control subjects initially using only the
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demographic (age, gender) and whole brain (TBV) confounding variables and then
repeated the VBM analysis with further addition of the above 2 clinical variables
(duration of illness, neuroleptic exposure in risperidone equivalents). We hypoth-
esized that the above two VBM analyses would yield different results.

2 Methodology
2.1 Study Sample

The study was carried out at the National Institute of Mental Health and Neurosci-
ences (NIMHANS), Bangalore, India, with due approval from the NIMHANS Ethics
Committee thus conforming to the ethical standards laid down in the 1964 Decla-
ration of Helsinki. The study sample consists of 15 patients diagnosed with
schizophrenia. The diagnosis for schizophrenia was ascertained with the Structured
Clinical Interview for DSM-IV (Diagnostic Statistical Manual for Mental Disorders-
Fourth edition) Axis I Disorders by a Psychiatrist. Eleven out of fifteen patients were
not on neuroleptics. The remaining patients were on antipsychotics, the doses of
which were converted to “risperidone equivalents” [13, 14]. Healthy control subjects
(N = 15) with no neurological or psychiatric history matched for age, gender, and
education with the schizophrenia sample were also recruited. Written informed
consent was obtained from all participants prior to recruitment into the study.

2.2 Image Acquisition

MRI scans were performed on Siemens Magnetom Skyra 3.0 T scanner using a 20
channel head/neck coil. T1 anatomical images were acquired with Magnetization
Prepared Rapid Gradient Echo (MPRAGE) sequence with a resolution of 1 X 1 x
1 mm’®. The image parameters were as follows: field of view = 200 mm, echo time,
TE =2.44 ms, repetition time, TR = 1,900 ms, flip angle = 9°, and bandwidth = 180 Hz/
pixel. The GRAPPA technique with an acceleration factor of one was used for the
experiment. The total acquisition time was 4 min 26 s. All scans were inspected for
motion artifacts and gross pathology by an experienced neuroradiologist (J.S.).

2.3 Voxel-Based Morphometry (VBM)

VBM permits hypothesis-free whole brain, voxel-by-voxel between-group
comparisons of GM volumes [15]. In our study, image processing and analysis
was done using the VBMS toolbox (Christian Gaser’sVBMS toolbox; http://dbm.
neuro.uni-jena.de/) of Statistical Parametric Mapping (SPM) version 8§ algorithm
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(www fil.ion.ucl.ac.uk/spm) running under MATLAB R2012a. The primary step of
VBM analysis of MR images involves spatial matching of MRI scans from different
individuals to the same stereotactic space, a process known as spatial normalization.
This preprocessing step confirms that location in one subject’s MRI corresponds to
the same location in other subject’s MRI scan. Inter-subject registration of brain
images was done by creating a sample-specific DARTEL template (Diffeomorphic
Anatomical Registration Through Exponentiated Lie algebra). A high-dimensional
spatial normalization with DARTEL was used to normalize images to the DARTEL
template. MR images were segmented to GM, WM, and CSF using prior tissue
probability maps. Finally, images were spatially smoothed with a Gaussian kernel
of 8 mm full-width-at-half-maximum which makes data conform to the Gaussian
field model. The TBVs were calculated as sum of GM and WM volumes.

2.4 Statistical Analysis

For VBM analysis, analysis of covariance (ANCOVA) within the framework of
general linear model (GLM) was used to compare between the two groups
(schizophrenia and healthy control subjects). In the first step, only structural (TBV)
and demographic (age, gender) characteristics were included as covariates, while, in
the subsequent analysis, all of the above 3 variables along with the clinical con-
founding factors, viz., duration of illness and neuroleptic dosage (in risperidone
equivalents), were included as covariates. A voxel-level peak threshold of family-
wise error correction (FWEv) p < 0.05 was set a priori to indicate significant
volumetric differences between the two samples. However, in order to examine
trend-level differences between the groups, VBM analyses were also performed
using voxel-level peak threshold of false discovery rate correction (FDRv) p < 0.05,
cluster-extent-corrected family-wise error correction (FWEc) p < 0.05, as well as at
p < 0.001 (uncorrected, extent threshold (k) = 0 voxels) with 3 and 5 covariates,
respectively.

3 Results

The mean age for schizophrenia and healthy participants was 29.06 + 8.71 and
31.36 £ 12.24, respectively. The gender (male/female) ratio for schizophrenia
sample was 10:5, and for healthy control subjects, it was 9:6. GM volumetric
differences in patients with schizophrenia when compared to healthy control sub-
jects at the different statistical significance thresholds (FWEv p < 0.05; FDRv
p < 0.05; FWEc p < 0.05), using 3 (age, gender, TBV) and 5 covariates (age,
gender, TBV, duration of illness, neuroleptic dosage), respectively, are given in
Table 1.
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Table 1 The effect of confounding variable on gray matter volume changes in the brain regions of
patients with schizophrenia when compared to healthy control subjects

Type of con- Covariates Correction Brain Coordinates of peak difference P value
founding for multiple region X Y 7
variable comparisons*®
Demographic Age, gender, FWEv Left infe- —35.54 16.23 -5.6 <0.05
and structural TBV rior fron-
tal gyrus
Right cer- 36.48 —67.6 -16.37
ebellar
declive
FDRv Left infe- —35.54 16.23 -5.6 <0.05
rior fron-
tal gyrus
Right cer- 36.48 —67.6 -16.37
ebellar
declive
Right 39.27 12 6.08
insula

Right 29.57 13.58 4.71
claustrum
Right 18.33 —87.5 —18.51
fusiform
gyrus

Demographic, Age, gender, FWEc Left -31.6 7.78 8.53 <0.05
structural and TBYV, dura- claustrum
clinical tion of ill- Left infe- -35.6 16.1 -4.26
ness, and rior fron-
cumulative tal gyrus
neuroleptic
exposure

*FWEc cluster-wise family-wise error correction; FWEv voxel-level family-wise error; FDRv voxel-level false discovery
rate

Voxel-based morphometric comparisons across groups at an uncorrected
(p < 0.001) statistical threshold showed extensive volumetric reductions in the
schizophrenia group when compared to the healthy control group with both 3 and 5
covariates (Figs. 3 and 5). When age, gender, and TBV were considered as
covariates, GM volumes were significantly reduced in left inferior frontal gyrus
(IFG) and right cerebellar posterior declive in patients with schizophrenia when
compared to healthy control subjects after correcting for multiple comparisons
using FWEv (p < 0.05) as shown in Fig. 1. At a threshold of FDRv (p < 0.05),
significant regional GM volume reductions were observed in left IFG, right cere-
bellar posterior declive, right insula, right claustrum, and right fusiform gyrus in
patients with schizophrenia compared to healthy control subjects as shown in
Fig. 2. However, at an uncorrected threshold (p < 0.001; k£ = 0 voxels), diffuse GM
volume deficits were observed in cortical and subcortical regions in schizophrenia
patients when compared to healthy control subjects as shown in Fig. 3. When age,
gender, TBV, duration of illness, and cumulative drug exposure were considered as
covariates, no significant volume differences were observed at FWEv (p < 0.05) or
FDRv (p < 0.05) thresholds. But at cluster-wise family-wise error (FWE)-corrected
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Fig. 1 Images depicting gray matter volume reductions in schizophrenia subjects, SZ (n = 15),
when compared to healthy control subjects, HCS (n = 15), at a voxel-level FWE-corrected
significance threshold of p < 0.05 and an extent threshold of 0 voxels, with age, gender, and TBV

as covariates
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S$Z<HCS

contrast(s)
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Fig. 2 Images depicting gray matter volume reductions in schizophrenia subjects, SZ (n = 15),
when compared to healthy control subjects, HCS (n = 15), at a voxel-level FDR-corrected
significance threshold of p < 0.05 and an extent threshold of 0 voxels, with age, gender, and TBV

as covariates
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SZ<HCS

1 2 3 4 6

Design matrix

Fig. 3 Images depicting gray matter volume reductions in schizophrenia subjects, SZ (n = 15),
when compared to healthy control subjects, HCS (n = 15), at an uncorrected significance threshold
of p < 0.001 and an extent threshold of 0 voxels, with age, gender, and TBV as covariates

significance thresholding (FWEc; p < 0.05; k = 648 voxels), GM volume deficits in
left claustrum and IFG were observed in patients with schizophrenia when com-
pared to healthy control subjects as shown in Fig. 4. At an uncorrected threshold
(» < 0.001; £ =0 voxels), widespread GM volume deficits were observed in cortical
and subcortical regions in patients with schizophrenia in comparison to healthy
control subjects as shown in Fig. 5.

4 Discussion

The findings of this exploratory study using VBM analyses highlight the variability
of morphometric findings in schizophrenia at different statistical significance
thresholds with or without inclusion of clinical confounding factors as covariates.
When only demographic variables (age, gender) and whole brain volume (TBV)
were included as covariates, significant morphometric reductions were noted in
patients with schizophrenia even at the most stringent statistical significance
threshold of FWEv p < 0.05. However, when clinical confounding factors (duration
of illness and neuroleptic exposure) were included as covariates in addition to the
above-mentioned covariates, volumetric reductions were noted only at more liberal
statistical significance thresholds of FWEc (p < 0.05) and p < 0.001, uncorrected for
multiple comparisons.
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Fig. 4 Images depicting gray matter volume reductions in schizophrenia subjects, SZ (n = 15),
when compared to healthy control subjects, HCS (n = 15), at a cluster-wise FWE-corrected
significance threshold of p < 0.05 and an extent threshold of 648 voxels, with age, gender, TBV,
duration of illness, and cumulative medication doses as covariates

SZ<HCS
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Fig. 5 Images depicting gray matter volume reductions in schizophrenia subjects, SZ (n = 15),
when compared to healthy control subjects, HCS (n = 15), at an uncorrected significance threshold
of p <0.001 and an extent threshold of 0 voxels, with age, gender, total brain volume, duration of
illness, and cumulative medication doses as covariates
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When age, gender, and TBV were included as covariates in the GLM ANCOVA
analysis using VBM, significant volumetric reductions were noted in the left
inferior frontal gyrus (IFG) and right cerebellar declive in patients with schizo-
phrenia in comparison to healthy control subjects at the stringent significance
threshold of FWEv p < 0.05. At a more liberal threshold of FDRv p < 0.05, more
brain regions showed volumetric reductions (Table 1). Even more brain regions
showed volumetric reductions at an uncorrected (p < 0.001) significance threshold
(Fig. 3). Our findings of volumetric reductions in schizophrenia are in agreement
with a large volume of previous morphometric results [9, 10, 16, 17]. However, it is
to be noted that the morphometric findings vary according to the statistical sig-
nificance threshold employed. Moreover, only age, gender, and TBV were entered
as covariates in the morphometric analyses.

When the clinical variables (duration of illness and neuroleptic exposure) were
entered as covariates in the GLM ANCOVA in addition to age, gender, and TBV,
there were no significant volumetric differences at the a priori decided significance
threshold of FWEv p < 0.05. Only a trend toward volumetric reductions was noted
in the left claustrum and left IFG at FWEc p < 0.05 (Table 1 and Fig. 4), with more
brain regions showing trend toward volumetric reductions at a threshold of
p < 0.001 (uncorrected) in patients with schizophrenia (Fig. 5).

In this exploratory analysis on a limited sample of patients with schizophrenia
and healthy control subjects, the left inferior frontal gyrus seems to show robust
volumetric reductions [FWEv p < 0.05 with 3 covariates; FWEc p < 0.05 with 5
covariates, trend] in patients with schizophrenia. Volumetric reduction in left IFG
has been reported in many previous studies on patients with schizophrenia [18, 19].
Left IFG encompasses the Broca’s area responsible for word generation, which is
the most consistently replicated cognitive dysfunction in schizophrenia [20].
However, it is to be noted that even the left IFG only showed a trend for volumetric
reduction at FWEc p < 0.05, when 5 covariates were used in the GLM ANCOVA.

Overall, the results of the study highlight the importance of controlling for
confounding variables in morphometric studies of schizophrenia using VBM. In
order to obtain reliable results from morphometric studies, researchers should,
therefore, control for all the various demographic, clinical, and other variables that
might impact brain volumes, both at the sample recruitment stage and at the
analysis stage. Another important issue that requires careful consideration is the
statistical significance threshold that is used for making inferences regarding
morphometric differences.

5 Conclusion

The present study demonstrates how the results of morphometric analyses vary
according to the statistical significance threshold employed. Perhaps the inconsis-
tency of previously reported morphometric findings in schizophrenia may reflect
the variable extent to which the above methodological issues were given due
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consideration [21, 22]. Therefore, future morphometric studies need to carefully
control for various socio-demographic and clinical confounding variables that affect
brain structure and employ appropriate statistical significance thresholds, in order to
generate more reliable results.
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A Novel Method for Secure Image
Steganography

S. Anjana and P.P. Amritha

Abstract Steganography is the science that involves communicating secret data in
an appropriate multimedia carrier. The secret message is hidden in such a way that
no significant degradation can be detected in the quality of the original image. In
this paper, a new technique for embedding messages inside images is proposed. The
pixels for message embedding are chosen such that the distortion introduced after
embedding will be minimum. A distortion function is designed to calculate the cost
of embedding for each pixel. The function evaluates the cost of changing an image
element from directional residuals obtained using a wavelet filter bank. The intu-
ition is to limit the embedding changes only to those parts of the cover that are
difficult to model in multiple directions, avoiding smooth regions and clean edges.
A technique that introduces less distortion to the carrier image will generally cause
changes that are more difficult to detect, therefore providing more security.

Keywords Steganography - Steganalysis - Wavelets - Filter banks

1 Introduction

In recent years, steganography has emerged as an increasingly active research area,
with information being imperceptibly hidden in images, video, and audio among
others. With the wide availability of digital images and the high degree of redun-
dancy present in them despite compression, there has been an increased interest in
using digital images as cover-objects for the purpose of steganography. We use
three main terminologies in steganography: the cover image, secret message, and
the embedding algorithm. The cover image corresponds to the medium in which the
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message is hidden. Embedding algorithm is the method by which message is hidden
within the cover medium. The cover image with the message hidden inside is
known as the stego-image.

There are two main challenges in information hiding systems: high payload
capacity and high robustness to modification. In steganography, robustness means
the embedded data should be as immune as possible to modifications from attacks,
and capacity refers to the amount of information that can be hidden within a given
image. There is always a tradeoff between capacity and robustness. When the size
of a secret message increases, there is always a chance for an attack to happen. So,
the challenge for the designer is to develop an algorithm which would embed
messages of large size with minimum possible embedding artifacts introduced [1].
Detectability of a steganographic system is defined as the relative entropy between
the probability distribution of cover image and the stego-image. Any steganography
system is called 3-secure if the relative entropy of the system is at most [2].

In this paper, an algorithm is proposed which will embed with minimum
embedding artifacts while maximizing the payload. A set of wavelet filter banks are
constructed to measure the cost of embedding for each pixel. Wavelet filter banks
are constructed using daubechies 8-tap filters. We conducted experiments with
different filters, and db filters gave the better result. We use filters with the
assumption that edges and noisy regions have higher wavelet coefficients, and when
we embed in those regions, the chance of detectability will be minimum. Filters are
used to get the regions with high wavelet coefficients. And the algorithm which we
use here will embed in those regions with high value for wavelet coefficients, such
that detectability will be minimum.

1.1 Preliminaries

Currently, many practical steganographic algorithms [2] use LSB hiding techniques
to hide the message. LSB hiding techniques hide the secret message into the least
significant positions of the image pixels that affect the image resolution, which will
reduce the image quality and make the image easy to attack.

1.2 LSB Embedding

The most common method used in steganography is LSB embedding. In this
method, message is hidden by taking the image pixel and replacing the least sig-
nificant bit of this pixel by the message bit. LSB replacement is the simplest type of
embedding. If the LSB bit of the pixel and the message bit to be hidden are same,
then leave the pixel as it is, whereas if the LSB bit and the message bit are different,
then replace the LSB bit of the pixel with the message bit.
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1.3 Attacks on the Existing Systems

There are three types of attacks on stego systems: Visual attacks, statistical attacks,
and structural attacks. The following sections give a brief idea of these attacks.

1.3.1 Visual Attacks

The majority of steganographic algorithms embed messages replacing carefully
selected bits by message bits. The idea of visual attacks is to remove all parts of the
image covering the message. The human eye can now distinguish whether there is a
potential message or still image content [2].

1.3.2 Statistical Attacks

The idea of the statistical attack is to compare the theoretically expected frequency
distribution in steganograms with some sample distribution observed in the possibly
changed carrier medium. The degree of similarity of the observed sample distri-
bution and the theoretically expected frequency distribution is a measure of the
probability that some embedding has taken place. The degree of similarity is
determined using the chi-square test.

1.3.3 Structural Attacks

For structural attacks, consider palette-based steganography for palette images.
Here, before embedding data, we reduce the number of colors so that the number of
pixel color difference is very less [3]. This is done by changing the palette of the
image. When this type of change in characteristic structure can be identified in the
stego-image, then structural attacks occur.

2 Proposed System

In this paper, a new embedding technique is proposed which will embed in those
pixels, which when altered gives minimum distortion. In this technique, an algo-
rithm to calculate the cost of embedding for each pixel is developed and the
embedding is done in such a way that the cost is minimum.

Wavelets and Wavelet Filter banks: In this method, we are using a set of wavelet
filter banks to measure embedding distortion. Before constructing wavelet filter
banks, we should know about low-pass and high-pass filters. A high-pass filter is an
electronic filter that passes high-frequency signals and attenuates low-frequency
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components. It is also called a low-cut-filter or bass-cut-filter. Whereas a low-pass
filter passes low-frequency components and attenuates high-frequency components.
Here, a directional filter bank is used to detect edges in local neighborhoods of each
pixel. Then the changes in residuals caused by embedding are weighted and aggre-
gated using a specially designed rule such that we get a low embedding cost only
when the content is not smooth in any direction [4].

Before embedding, we have to calculate the cost of embedding for each pixel.
For this, we construct a set of filter banks using daubechies 8-tap filters. It is
constructed with low-pass and high-pass filters. FB (1), FB (2), and FB (3) are the
set of filter banks we construct.

FB(1)=h-g
FB(2) =g-H'. (1)
FB(3) = g ¢

The filter banks consists of low-high, high—low, and high—high decomposition
filters, respectively, in Eq. (1). The support of each one-dimensional filter is 16,
which gives each filter bank, a size of 16 X 16. We define the kth directional
residual as follows:

R(k) = FB(k) * C. (2)

where * is the mirror padded convolution, and C is the cover image. Mirror padding
is used to prevent embedding artifacts at the boundary.

For each pixel, cost of changing is calculated by using a set of filter banks. When
we apply high-pass filter to an image, the high-frequency coefficients are filtered
out. That is, we get the pixels corresponding to edges and noisy regions. When we
embed in these regions, chance for detection is less.

Now given a cover image C and stego-image S, we define the distortion between
both the images as the sum of relative changes of the wavelet coefficients w.r.t the
cover image and distortion is given as follows:

— Wi, (S)

ZZ e+wk (C) : (3)

uy

where W(C) and W(S) correspond to the wavelet coefficients in the kth decompo-
sition obtained using the Eq. (2), for the cover image and the stego-image,
respectively. From the Eq. (3), it is clear that the ratio is smaller when a large cover
wavelet coefficient is changed, which corresponds to the edges and noisy regions
[5]. When pixels in these regions are changed, the chance of detection is less. We
develop our embedding algorithm in such a way that the pixels with the small value
for the distortion function are taken first for embedding. It is clear that the
embedding algorithm discourages making changes in areas where the content is
smooth in at least one direction [6] (Fig. 1).
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Fig. 1 Computing cost matrix

Embedding algorithm
The procedure of data hiding in the embedding algorithm works is as follows:

Input: Image file and text file.
Output: Text embedded image.

Procedure:

Step 1: Take the input image and calculate the cost of embedding.

Step 2: Find the length of input message.

Step 3: Sort the cost array in increasing order.

Step 4: Take each pixel from the sorted array.

Step 5: Change the LSB of the pixel until the length of message is over.
Step 6: Stop.

We start with the input image, and the output will be the stego-image with message
hidden within it. Input images are taken from BOSS database [7]. Cover image is
taken and the cost of embedding for each pixel is calculated using filter banks. After
calculating the cost matrix, the values inside it are sorted, preserving the actual
positions. Next, find the length of the message to be hidden. Then take each pixel
value from the sorted array and replace the LSB of the pixel by looking at the message
bit. If the LSB of the cover image and the message bit to be hidden match, then take
the next pixel. Otherwise, change the least significant bit of the cover image.

Extraction Algorithm
The procedure for extracting messages inside images is as follows:

Input: Stego-image, Message length.
Output: Message.

Procedure:

Step 1: Calculate the cost matrix for the image.

Step 2: Sort the cost array.

Step 3: Find the LSB of each image pixel from the cost array until the length of
the message.

Step 4: Concatenate the LSB’s.

Step 5: Return the message after concatenating.
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3 Experiments and Results

The proposed technique has been simulated using the MATLAB-07 platform. A set
of 8-bit grayscale images of size 512 x 512 are used as the cover image to form the
stego-image.

Experiments were conducted with images from BOSS database [8]. The strength
of the stego system is checked with statistical steganalysis tools. Chi-square test and
RS steganalysis were conducted on the results and the strength of the stego system
is verified [9].

RS steganalysis was conducted on images using virtual steganographic labora-
tory and the outputs proved the resistance of the stego system against RS steg-
analysis [10] (Fig. 2).

Chi-square test was also conducted on the output images. The results of chi-
square test were compared with the results which used various other methods for
embedding. The test was conducted on maximal length embedded images (i.e., all
the pixels were embedded with message bits). A plot of probability of embedding
with percentage of pixels embedded was obtained from chi-square test. Even
though maximal length embedding was done, only a small percentage of pixels
were detected to contain embedded bits. Also the values of chi-square statistics
were large, which correspond to cover images [1]. False positiveness was com-
paratively small.
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Fig. 2 Result of chi-square test on a stego-image obtained using the proposed method
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Table 1 Performar}ce Embedding rate (%) Distortion Coding loss PSNR
evaluation of algorithm
50 12,402.7 9.98 50.97
60 13,356.9 9.91 55.67
70 17,257.9 10.58 45.98
75 12,829.37 9.67 59.34

3.1 Performance Evaluation

The above table gives the amount of distortion, PSNR, and the coding loss obtained
on three different test images. Total distortion is a sum over the embedding costs
where the pixel is changed. Coding loss is found as the ratio of actual payload with
theoretically best possible payload (Table 1).

4 Conclusions and Future Work

This paper proves that embedding distortion can be minimized by restricting
embedding changes to textures while avoiding smooth areas. Wavelet filter banks
measure the embedding distortion in an effective way. The smoothness of the image
is evaluated in multiple directions using the filter banks. Hence, cost matrix which
we get from the distortion function is more accurate. The strength of the stega-
nographic system is verified by different steganalysis tools. Due to the novel design
of distortion function, we obtained good results.

Future works include using better directional filter banks to get a more effective
design of the distortion.
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Techniques for Enhancing
the Performance of TCP in Wireless
Networks

MD. Sirajuddin, Ch. Rupa and A. Prasad

Abstract TCP is a connection-oriented and reliable transport layer protocol.
Currently, it is most widely used protocol in the Internet. All the reliable Internet
applications make use of this protocol. This protocol works well in the wired
network, but it does not produce satisfactory results if it is used in the wireless
networks. Usage of TCP in wireless networks leads to performance degradation,
because it considers all the packets losses as due to congestion and reduces the
packet sending rate, and at the same time, it diminishes the network throughput.
This feature is suitable for wired networks in which packet loss mainly occurs due
to congestion. However, this is inappropriate in wireless networks where packet
loss occurs due to signals fading, high bit error rate, hand-off, etc. It misinterprets
all packet losses as due to congestion and reduces its congestion window. This
misinterpretation of packet loss mainly decreases the throughput. This paper depicts
the performance of all the efficient mechanisms which have been developed to
improve the performance of TCP.
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1 Introduction

TCP [1] is most widely used protocol in the Internet. All the Internet applications
which provide reliability make use of TCP. When it came into an existence all the
networks were made up of wired links. It was designed for wired networks. In such
networks, the packet loss triggers TCP congestion control algorithm at sender and
hence reduces the congestion window. The congestion control mechanism of TCP
is very effective in the wired networks because the packet loss rate is very low. In
such networks, packet loss occurs mainly due to the congestion. In effect, the TCP
congestion algorithm cannot differentiate the packet losses caused by congestion
from the one caused by error. Once a loss occurs, TCP considers it as a loss
occurred due to congestion and reduces its congestion window. This leads to
performance degradation and underutilization of channel bandwidth. This behavior
is acceptable in wired networks because 99 % packet loss occurs due to congestion.
However, this behavior is not acceptable in wireless networks because packet loss
in such networks cannot be designated as due to congestion; there are also many
reasons for packet losses such as interferences, signal fading, hand-off, and other
radio effects.

TCP is unable to differentiate between losses due to congestion and due to
corruption; it became the main cause of performance degradation of TCP on
wireless links. This problem is popularly known as the TCP performance problem
over wireless network [2]. In this paper, we study the performance of various
techniques to improve the performance of TCP over wireless links. This paper will
be useful for analyzing all the existing methods and for implementing innovative
congestion control schemes.

The rest of paper is structured as follows. Section 2 describes the performance
issues of TCP in wireless networks. Section 3 represents the existing techniques
which addresses the performance issues. Section 4 consists of proposed solution.
Section 5 represents the conclusion.

2 Obstacles in TCP

TCP is responsible for end-to-end delivery of messages. In wireless network, the
performance of TCP is more important, because in such networks possibility of
error rate is very high. For reliable data transmission, TCP uses congestion window.
This congestion window specifies the number of packets that can be sent by the
sender without worrying about acknowledgment. When packet loss occurs,
the sender TCP decreases the congestion window directly without investigating the
reason for packet loss. There are two reasons for packet loss, first due to congestion
and second is due to link failure or noise in wireless links. If packet loss occurs due
to link errors, the reducing congestion window leads to the reduction in data
transmission rate. This feature affects the throughput of the network. The
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congestion window should be reduced only in the presence of congestion. So, we
need to design an intelligent congestion control scheme which will identify the
reason for packet loss and then decide whether to decrease the congestion window
or not.

2.1 TCP Issues in Wireless Netwoks

For reliable and effective data transmission, the performance of the TCP needs to be
improved. The conventional TCP which was developed for wired networks is to be
modified to support existing wireless network features with minimum overhead and
able to address all the below listed issues.

How to detect congestion and reduce data rate?

How to detect multiple packet loss within the same window?

Time required to detect each packet loss should be minimized.

How to determine the condition of wireless link?

TCP should only retransmit the lost packet caused by bit error and do not reduce
the size of congestion window.

e All the transmission error caused by bit error should be transparent to the sender
and it can be resumed quickly.

3 Existing Approaches

There are many approaches that have been developed to solve this misinterpretation
of packet loss in TCP. Whenever packet loss occurs, TCP misinterprets that this
packet loss was due to congestion and reduces its congestion window. In this
section, we have presented various schemes that solve above-mentioned problems.
Each existing approach is explained briefly along with its strengths and weaknesses
by the following ways.

3.1 Fast Retransmission and Fast Recovery

In order to detect congestion, TCP Tahoe [3] makes use of slow start, congestion
avoidance, and fast retransmission. This algorithm gives better result initially. As
soon as the packet is lost, it reduces the data rate. This algorithm reduces congestion
window without identifying the reason for packet loss. It has a drawback of drastic
reduction in congestion window.

This limitation of TCP Tahoe is overcome by TCP Reno [4]. It based on TCP
Tahoe, but uses the concept of duplicate acknowledgments to trigger fast
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retransmission. When TCP Reno receives 3 duplicate acknowledgments, it enters
fast recovery. In fast recovery, congestion window is set to half the value of current
window. But, this technique cannot detect multiple packet loss within the same
window.

The limitation of TCP Reno is overcome by TCP New-Reno [5, 6]. In this
protocol, fast recovery scheme is modified to deal with multiple packet losses in a
single window of data. It is inefficient in terms of bandwidth. TCP new-Reno
suffers from the fact that it takes one RTT to detect each packet loss. All these three
techniques will address three issues of Sect. 2, but misinterpretation of packet loss
still exists.

3.2 Determining the Cause of Packet Loss

The cause of packet loss can be determined by considering the network parameters.
Xiao et al. [7] proposed a mechanism in which change trend of RTT is used to
determine the cause of packet loss and the status of the network. When the RTT
between consecutive packets increases continuously, then it signals the occurrence
of congestion. In this approach, certain parameters are used to detect the condition
to link that are as follows: t; denotes the time of the packet received, Receive Packet
Time Interval (RPTI) denotes the interval time of two consecutive received packets
of the receiver, and A denotes the difference between two consecutive RPTI. That is,

RPTL; = t; — t;_1; RPTL,_; = 1, — tio; A= RPTI; — RPTI,_,

Wireless link condition can be determined according to the A on the receiver.
This technique is compatible with IPSec.

3.3 Congestion Control Mechanism for Wireless Networks
and Detection of Multiple Packet Loss

An alternative congestion control mechanism which is specially designed for
wireless networks is TCP Westwood [8]. It uses TCP Reno operation with expo-
nential growth during slow start and linear growth during congestion avoidance
phase. Based on the packet sizes and RTT estimates, it uses a series of equations to
estimate the bandwidth usage of the link. When a packet is lost, the window is reset
to the bandwidth estimate rather than reducing it to half. It is having a drawback
that sometimes it overestimates the available bandwidth which affects the
throughput of the network.

To detect multiple packet loss within the same window of data, Selective
Acknowledgements scheme (SACK) [6] was developed. SACK scheme supports
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recovery of multiple packet loss within the same RTT window. SACK can specify
which blocks of data, following the loss have been successfully received. By
informing the sender which packets have been received, and which packets must be
resent, multiple lost packets can be recovered in one RTT. SACK is proven to be
beneficial [5] for error recovery in wireless networks.

To improve the performance, modified version of SACK TCP was proposed by
Metha and Vithalani which is called as SACK_OK [9]. They used a flag
SACK_OK to differentiate between random loss and congestion loss. It avoids the
reduction of congestion window when the random loss is identified. This mecha-
nism uses distance as another parameter to handle the fast retransmission. This
technique does not require changes on receiver side and in header also. The process
of modified SACK TCP is shown in Fig. 1.

Normal State *

Evoke delayed fast
recovery

Fast Retransmit Last
Ack+1 il

YESI’ ’l Evoke fast recovery |

DUP ACK>37?

Fast Retransmit Last Fast Retransmit Last
Ack+distance Ack+1
Update Pipe &
r Pipe = maxseq-
Pipe = maxseq- Last ack-3

Last ack — distance+2

ACK >= Recover
or Timeout?

Fig. 1 Flow chart of modified SACK TCP
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3.4 Explicit Congestion Notification and Usage of PEP

It is also possible to use certain bits in the header to signal the occurrence of
congestion. Explicit congestion notification [10] uses two bits in the IP header and
two bits in the TCP header to record the status of the network.

To improve the throughput of TCP, performance enhancing proxy (PEP) can
also be used. PEP provides reliability in wireless networks with minimum overhead
[11-14]. Split TCP and Snoop are commonly used PEPs. These two approaches
suffer from the number of problems which are listed below.

This scheme breaks TCP end-to-end semantics.

Path failure between PEP and receiver TCP will lead to unexpected problems.
Does not support route changes between the sender TCP and the PEP.

Many security protocols are not compatible with these approaches.

Snoop proxy does not specify what should be done if the retransmitted packet is
also lost.

e Cannot able to hide TCP losses due to interoperability problems.

Above-stated limitations are overcome by innovative proactive distributed TCP
proxy called D-proxy [2, 8]. D-proxy is distributed because it uses a proxy either
side of the wireless link. It is proactive. The basic concept of D-proxy is relatively
simple, but the implementation is complex. D-proxy is able to maintain and recover
losses in very high loss situations. It can perform this task using negative
acknowledgments. The key benefit is that D-proxy is a negatively acknowledging
proxy; sending messages only when a packet is missing. This technique is
dependent on D-proxy. Problem occurs when the D-proxy fails.

3.5 Using Reserved Bits of TCP Header and SNR Ratio

Another congestion control scheme was proposed by Bassil [2]. It uses one of the
reserved bits of the TCP header and SNR ratio to detect the reliability of the link
and decide whether to reduce the packet burst or to retransmit the lost packet. The
reserved bit (RB) specifies the type of the link over which the TCP connection is
established. For wired link, the RB = 0 and for wireless, RB = 1. In wired mode,
any timeout is considered a congestion loss. If packet loss occurs in wireless link,
then SNR ratio of the link is measured. Based on SNR value, the decision is made
whether to reduce the congestion window or to retransmit the packet. This process
is shown in Fig. 2. This scheme maintains true end-to-end semantics, without
involving any proxies between the sender and the receiver. This feature eliminates
extra processing overhead and the need for extra buffer space. It does not require
modifying the source and receiver code.
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Fig. 2 Flow chart for detecting the cause for packet loss

3.6 WiTracer

Recently proposed approach to improve the performance of TCP is WiTracer [15].
It addresses various issues of TCP Reno and gives solutions for them. TCP Reno
suffers from various problems such as Hungry RTO, RTX-DATA Loss, and spu-
rious DATA. WiTracer solves all these problems by using congestion identifier and
opportunistic-recovery scheme. Congestion identifier checks for each duplicate
acknowledgment packet and implement local recovery rate, while opportunistic
recovery provides a faster recovery rate of DupAck and overcomes several TCP
drawbacks. WiTracer can be installed on mobile devices for various applications.

4 Proposed Solution

The proposed scheme uses certain network parameters to determine the status of the
network and the reason for the packet loss. The performance of TCP can be
improved by considering the parameters such as RTT, throughput, and by setting
the timers carefully. By setting the timers carefully, we can reduce the delay in
wireless networks.

The best technique to solve TCP congestion control problem is to use RTT and
throughput. In proposed scheme, for every packet, TCP records the RTT and it also
estimates the throughput. By using these two parameters, the TCP can determine
the status of the network and can able to detect the real cause of packet loss.
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The RTT between consecutive packets is compared. Increasing RTT and decreasing
throughput signals the occurrence of congestion. Whenever the packet is lost, the
TCP estimates the throughput and also compares the latest RTT with the previous
RTT’s in a record and also with the threshold value let it be RT Tppeqp. If the latest
RTT reaches the RTTypeqn, then the TCP considers the packet loss as due to
congestion and hence reduces the congestion window based on the capacity of the
network. If RTT between packets is uniform and less than the RT Tyesn, then the
packet loss is interpreted as due to link error. In this case, TCP only retransmits the
lost packet without reducing the congestion window. But, when the packet is
retransmitted, the RTO [16] value is doubled. For efficiency, the RTO value should
be doubled only when the packet loss is due to congestion, otherwise it will be
same. The following algorithm can be used to set the RTO value whenever the
packet needs to retransmitted.

4.1 Algorithm

When timeout occurs, throughput and RTT values are considered to know the status
of congestion. If occurrence of congestion is confirmed, then the RTO value is
doubled and the lost packet is retransmitted, otherwise RTO value is kept same.
This process is shown by the following steps.

Step 1: When timeout occurs

Step 2: if(Throughput * RTT > congestion_window)

Step 3: then no congestion

Step 4: Retransmit the lost packet with the same RTO value.
Step 5: else RTO = 2 * RTO

Step 6: End-if

By considering above-stated parameters, the TCP congestion control problem
can be solved. Alternatively, we can also use cross-layer approach in which the
below layer will provide the information to the above layer. Generally, the network
layer monitors the operation of subnet, and it also controls the congestion; it would
be better to provide the status of the network by the network layer to the transport
layer so that the transport layer can know the real cause of packet loss.

5 Conclusion

In this paper, we have explained various causes that results in TCP performance
degradation and proposed some solutions to this problem. This paper presents
various techniques that can be used for improving the performance of TCP both in
wired as well as in wireless networks. This paper would be helpful for the
researchers to better analyze the TCP performance problems and to invent better
solutions for it.
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Analysis of Classification Models Using
Image Statistics and Data Miner for Grade
Prediction of Astrocytoma

M. Monica Subashini, Sarat Kumar Sahoo,
S. Prabhakar Karthikeyan and I. Jacob Raglend

Abstract Astrocytoma is the most common primary tumor which develops from
glial cells of brain. They are generally classified as low grade (Grade I and Grade II)
and high grade (Grade III and Grade IV), and these classifications are very
important in clinical practice which signifies the rate of growth. Grading of astro-
cytoma relies on magnetic resonant images, and pathological information is also
available in clinical settings. In this proposed method, we introduce a novel
approach to grade the tumor using first- and second-order image statistical
parameters combined with a tool termed as ‘XLMiner.” The actual grade of
astrocytoma and the predicted grade by the classifiers are compared and the
accuracy of the classifiers is summarized based on the classifier-predicted output.
Experimental results demonstrate the effectiveness of the method. The accuracy of
Naives Bayes, discriminant analysis, regression tree, and classification tree classi-
fiers for the prediction of grades from lower (I, II) to higher (III, IV) are 100, 81, 76,
and 78 % for all the views, respectively.

Keywords Brain MR images - GLCM - Discriminate analysis - Classification
tree - Regression tree - Naives Bayes classifier
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1 Introduction

1.1 Medical Issue

There are almost 120 different types of glioma. A glioma (tumor) is named based on
the cell type, origin, and their location. The World Health Organisation (WHO)
classifies the tumor by origin and cell behavior from benign to malignant [1].
Primary brain tumors originate in the brain, whereas secondary tumor begins as a
cancer in any part of the body and spreads to brain by blood or adjacent tissues. The
rate of growth of a tumor is determined by the grade and the course of treatment
begins only after diagnosing the grade of a tumor. Astrocytoma is a primary brain
tumor derived from astrocytes, star-shaped glial cells. Astrocytoma tumor types by
grade as follows:

Grade I: Pilocytic astrocytoma is a most common type of glioma found in
children.

Grade II: Low-grade astrocytoma typically occurs in men and women of ages
20-60.

Grade III: Anaplastic astrocytoma typically occurs in adults ages 30-60 and is
more common among men than women.

Grade IV: Glioblastoma multiforme (GBM) accounts for almost 50 % of all
astrocytomas. These are highly malignant aggressive tumors and com-
mon in older adults (50s—70s), particularly men.

1.2 Classification and Data Mining

Artificial intelligence plays an important role in classification. Classification deals
identification of a category to which a new observation belongs from a group of
data. A program or an algorithm that implements classification is a classifier.
Classification involves supervised and unsupervised in terms of machine learning.
In supervised learning, the output is classified from a training set where correct
observations are available. Unsupervised learning fix the output based on few
similarities among the input features. They actually group data into categories. This
refers to ‘clustering.” The input patterns are recognized and assigned a ‘class’ or a
‘cluster.” The available classifiers are as follows: Linear classifiers, support vector
machines, quadratic classifiers, Kernel estimation, boosting, decision trees, neural
networks, gene expression programming, Bayesian networks, hidden Markov
models, and learning vector quantization.

The proposed method is a data mining procedure which implemented few
classifiers mentioned. They are decision trees, discriminant analysis, regression
trees, and naive Bayes. Data mining predicts or discovers the grade of the diseased
MR image from large amounts of input data. The input data sources are the
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statistical parameters extracted from the MR images. We extract six parameters
from the MR images (normal/abnormal). The classifiers are suitably selected to
recognize the features and predict the grade. XLMiner from analytic solver platform
is a powerful and simulation tool for Excel. The extracted features in Excel sheets
are the input data to the tool. Clustering and classification are performed by the tool
on the data (features) on the instructions given on classification models. The output
of the model is prediction of class/grade. In order to suggest the best classifier for
the grade prediction, four models in data miner were selected and the experiment
was performed using the image statistics. The XLMiner provided automatic par-
titioning of dataset into training, validation, and test samples. The developed
classification model is suitably trained for any new data. Therefore, a fast and direct
output would improve the medical decision.

1.3 Related Research Work

Many schemes are available in literature-related tumor identification and grade
prediction including data mining and machine learning techniques. Specifically
mentioning, Refs. [2, 3] includes works on predictive models for data mining and
on tree structure for efficient data mining.

A tumor in brain is recognized using least squared support vector machines
based on feature selection in Refs. [4, 5] deals with generation of prior probabilities
for classifiers. Reference [6] developed a supervised pattern recognition method for
the prediction of contrast-enhancement in brain tumors. Reference paper [7] clas-
sified the tumor type and grade using machine learning techniques. In [8, 9], the
authors came up with a semi-supervised graph-based tumor classification method.
A pattern recognition system for brain tumor grade prediction was built based on
histopathological material and were successful in grade prediction [10]. Reference
[11] refers the work identified for malignant transformations in low-grade gliomas
and tumor-specific analysis. All of these references motivated to analyze the clas-
sifiers utilized in data miners for the specific grade prediction of astrocytoma.

2 Proposed Method

2.1 Image Acquisition

The proposed method is highlighted in Fig. 1. The brain MR images for the process
are stored as a dataset. It consists of seventy-five normal and abnormal (astrocy-
toma) images. T1-weighted sequence images in three orthogonal views of normal
and astrocytoma (Grade I, Grade II, Grade III, and Grade IV) are loaded for
analysis. T1-weighted scans provide better contrast between white and gray matter.
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Normal & Pre- Feature Grade Prediction
Astrocytoma Processing Extraction XL Miner Classification (Normal/Grade

Brain MR using PCNN using GLCM Models

I/Grade II/Grade

Images 11I/Grade 1V)

Fig. 1 Proposed methodology outline

In 75 images, 15 were normal brain images comprising of five axial view images,
five Saggital view images, and five coronal view images. Similarly, we collected 15
images of Grade I (5 (Axial); 5 (Saggital); 5 (Coronal) from 5 patients. Hence, a
total of 60 diseased images from twenty patients in all three orthogonal views are
saved in the dataset.

2.2 Preprocessing

The MR images are preprocessed to remove noise due to motion artifacts and
magnetic field. Median filter is applied, since it removes noise as well as preserve
edges. Contrast-enhancement results in better differentiation between tissues. The
images are subjected to pulse-coupled neural network for enhancement [12].

2.3 First- and Second-Order Image Statistics for Image
Information

The overall information about the image is obtained by first- and second-order
statistics. The statistical features are extracted using Gray Level Co Occurrence
Matrix. The extracted parameters for normal, grade I, grade II, grade III, and grade
IV vary from each other in their values (variance, skewness, entropy, energy,
contrast, and homogeneity). Seventy-five images of three views have been sub-
jected to feature extraction.

2.4 Data Mining Approach

Data mining is a process of extraction, exploration, and analysis by semi-automatic

or automatic methods [7]. A process flow of data mining principle is shown in

Fig. 2. Some common tasks such as classification, prediction, data analysis, data

reduction, data exploration are performed in data mining.

Classification The given data is examined and grouped into a class (Known/
Unknown).
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Build Model Evaluate Model

A 4
v

Predict/Classify

Fig. 2 The three blocks represent the XLMiners’ process flow

Prediction The value of a numerical variable is predicted.
Association Rules  The data is associated with few set of rules to map the output.
Data Reduction Complex data is distilled into simpler data, i.e., a large

number of variables are consolidated into smaller groups.

Data Exploration The data must be completely explored to analyze each

variable individually. Similar variables are grouped together
under a single variable. This is the utmost objective of data
exploration.

Data Visualization Analyzing the variables individually and with respect to

neighbors is done visually. Graphical analyses aid this task
through bar charts, pie charts, histograms, and box plots.

Data mining was carried out using a tool, ‘XLMiner’ to distinguish the normal/
abnormal (Grade I, Grade II, Grade III, and Grade IV) brain MR images with the
help of first- and second-order image statistics defined above. The procedure fol-
lowed in grade prediction is described in detailed steps.

Step 1:

Step 2:

Step 3:

Step 4:

The purpose of this data mining project is to predict the grade of astro-
cytoma based on feature variables. The dataset is shown in Table 1. The
features presented are extracted from axial view brain images (normal/
abnormal). The ‘type’ corresponds 0—Normal; 1—Grade I; 2—Grade 1I,
3—Grade III, and 4—Grade 1V.

Data Obtaining

The dataset is small, and hence, it is used completely.

Explore, Clean, and Preprocess the data

The variables in the dataset should be analyzed thoroughly. The ‘variance’
in the dataset of the MR images, predominantly shows the difference
among them for each grade. So, variance should be included in the model.
The purpose of the inquiry is to verify the variables and useful variables
has to be applied to the model. Variance is a useful predictor. Similarly, the
remaining 5 variables are analyzed in the same manner. Six independent
predictor variables are allowed to be used in the model.

Partitioning

The data is partitioned into training, validation, and test partitions.
Training set would build the model. Validation set would see how well the
model works with the new data. XLMiner has an option ‘standard data
partition’ under which the data is partitioned as 60 % training data, 40 %
validation data, and 0 % test data. A model is trained and tested with
multiple data sets once the successful completion of building a model.
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Table 1 Data set containing the extracted features from Saggital plane MR images

Type Variance Skewness Entropy Energy Contrast Area

0 128.00 4.20 7.16 0.18 0.13 447836.88
1 2450.00 2.42 7.05 0.25 0.17 538959.50
2 5000.00 2.22 6.93 0.31 0.16 362004.75
3 3042.00 3.38 7.28 0.19 0.17 190155.38
4 242.00 2.16 7.03 0.25 0.20 305807.50
0 1058.00 5.36 6.95 0.22 0.21 511563.63
1 2178.00 2.06 7.20 0.22 0.19 535979.50
2 882.00 1.70 7.03 0.21 0.18 283816.63
3 288.00 222 7.13 0.22 0.21 188410.63
4 392.00 2.37 7.20 0.22 0.22 300795.25
0 2.00 3.64 7.16 0.20 0.14 477847.75
1 800.00 221 7.15 0.25 0.16 518288.13
2 800.00 6.25 7.01 0.19 0.20 207742.38
3 648.00 3.64 7.07 0.23 0.23 214567.13
4 12.50 2.98 6.32 0.27 0.20 388898.25
0 162.00 3.52 7.17 0.23 0.11 488765.38
1 242.00 3.00 6.87 0.24 0.35 303519.25
2 882.00 4.98 7.06 0.21 0.20 218182.50
3 200.00 0.94 7.10 0.18 0.23 155704.38
4 40.50 2.98 6.95 0.25 0.24 279627.75
0 882.00 4.92 7.10 0.22 0.24 269524.50
1 1922.00 3.67 7.11 0.22 0.19 404352.38
2 1568.00 2.49 7.11 0.21 0.22 215903.38
3 882.00 2.39 7.30 0.14 0.32 218329.00
4 2244.50 2.88 6.95 0.25 0.20 318645.75
Step 5: Task

The task to be mined is fixed. Here, the task is to predict the grade of
astrocytoma using the 6 predictor variables.

Step 6: Choose the Technique
XLMiner is used to build the classification models. Four models were
selected from the tool for the grade prediction process.

1. Discriminant Analysis
2. Regression Tree

3. Classification Tree

4. Naive Bayes
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Step 7: Use of algorithm
XLMiner uses the algorithm of prediction and classification. The tech-
niques utilized in prediction and classification are regression trees clas-
sification trees, Naive Bayes, and discriminant analysis. The fitted values
on the training data and predicted values on the validation are obtained
after simulation. The software shows the standard output for all the
specified models as shown in figure. The prediction error (average error,
total sum of squared error, and RMS error) for the training and validation
data is compared. The RMS error for the validation data is larger than the
training data.

Step 8: Interpret the results
Four prediction algorithms were tried with the dataset for the grade pre-
diction problem. The model with the lowest error on the validation data
seems to be the best model. The selected classification model can be used
to predict the output variable with fresh input data.

Step 9: Deploy the model
Usage of selected classification model is deployed for the prediction problems.

3 C(lassifiers

3.1 Discriminant Analysis

Discriminant analysis is a statistical technique which is applied for profiling
and classification. Continuous variable measurements are utilized for the purpose of
classification. The statistical distance or Mahalanobis distance method is applied for
classification.

Mathematically,

Dslatistical (X;Y) = [X - Y] /Sil [X - Y] (1)

S is the covariance matrix between the feature variables to be classified. ™' is
the inverse matrix of S. The distance between an observation and a class is com-
puted based on the centroid and covariances between each pair of variables.
A separating hyper plane is constructed using classification functions for allocating
an observation to the closest class. These classification functions compute scores
which measures proximity of an observation to each of the grades. Table 2 gives a
summary report comprising the classification confusion matrix and the time elapsed
for the classification process. Discriminant analysis is a statistical tool utilized for
separating the classes with predictor’s optimal weights. These predictors are from
multivariate normal distribution. The computational is simple and it is useful for
small datasets.
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Table 2 Training data scoring—summary report

Classification confusion matrix

Predicted class

Actual class 0 1 2 3 4
0 4 0 0 0 1
1 0 5 0 0 0
2 0 0 3 2 0
3 0 0 1 4 0
4 0 0 1 0 4
Elapsed time

Overall (s) 2.00

3.2 Classification Tree

Recursive partitioning of the variables (features) is the key idea behind any clas-
sification tree. Recursive partitioning divides the p dimensional space of x variables
into non-overlapping multi-dimensional rectangles. The X variables here are con-
sidered to be features extracted. The tree splits are recursively performed. One of
the variables is selected from validation set and compared with variable in
p dimensional space to split into two parts, either greater or less than. This pro-
cedure is repeated to check all the variables in the space resulting in small rect-
angular regions. The entire space is divided into rectangles and they are assigned a
class.

e Splits selection into decision nodes.
e A terminal node is designated based on decisions made in decision nodes.
e The terminal node is assigned a class.

The tree developed after completing the grade prediction process is shown in
Fig. 3. The terminals predict the grades in numerical format. ‘Zero’ represents
‘normal image,” ‘1’ represents ‘Pilocytic astrocytoma,” ‘2’ represents ‘low-grade
astrocytoma,’ ‘3’ represents ‘Anaplastic Astrocytoma,’ ‘4’ represents ‘Glioblastoma
Multiforme.” Area and Variance are the two features that showed variation and
hence the classification is based on these feature values.

3.3 Regression Tree

Regression trees are similar to classification trees. The end point is a predicted
function instead of predicted class as in classification tree. The results obtained for
five images from each type based on regression is shown in Table 3.
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Fig. 3 Classification tree developed by the Miner for the grade prediction

Table 3 Regression tree

. Predicted value Actual value
predicted result
0 0
1 1
2.25 2
3 3
2.25 4

3.4 Naives Bayes

Naive Bayes classifier works only with predictors that are categorical. This clas-
sifier is very much useful when the dataset or database is large. The information
given in the set of predictors is integrated into the Naive rule to classify accurately.
A fundamental theorem based on conditional probabilities called Bayes theorem
that plays the major role in classifications. In the theorem, if given training data is
D, hypothesis h, the posteriori probability P(h|D) could be stated by the following
Eq. 2

P(D|h)P(h)

PID) = =05 )
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Table 4 Naives Bayes

. Predicted class Actual class
predicted results
0 0
1 1
2 2
3 3
4 4

The actual and predicted class based on the feature inputs and posteriori prob-
ability is tabulated. Twenty-five images chosen as training data for training the
classifier and sample output is shown for five images in Table 4. The actual class is
known from medical experts and the predicted class by the classifiers is bench-
marked against the actual class to determine the accuracy of the classifiers.

4 Discussion and Results

The classifiers developed by the XLMiner predicted the grade in terms of class.
Class 0, Class 1, Class 2, Class 3, and Class 4 represents normal, Grade I, Grade II,
Grade III, and Grade IV, respectively. The actual class and the predicted class of the
images contribute to the accuracy findings of the models. The classification models
were chosen studying their advantages and disadvantages for this specific grade
prediction problem. Classification and regression tree models could cope up with
any data structures. The models are so simple to construct with the effective usage
of conditional information. Naive Bayes is selected since the classifier is incre-
mental and supports probabilistic learning. The performance of each classifier for
this chosen astrocytoma grade prediction problem is analyzed. The deviation from
the actual class to the predicted class is necessary to define the accuracy. The
predicted class of discriminant analysis and Naive Bayes almost reaches the actual
class. But, the classification and regression tree methods show much deviation.
Cent percent accuracy is achieved when the predicted class equals the actual class.
Table 5 highlights the accuracy of classifiers with respect to all the three views of
MR brain images.
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Table 5 A comparison on classifier results

Brain MR images (normal/grade Classifier Accuracy (%)

I/grade 1l/grade I1l/grade 1V)

Axial view Discriminant analysis 92
Regression tree 80
Classification tree 78
Naives Bayes 100

Coronal view Discriminant analysis 72
Regression tree 76
Classification tree 80
Naives Bayes 100

Saggital view Discriminant analysis 80
Regression tree 72
Classification tree 76
Naives Bayes 100

5 Conclusion

The grade prediction of astrocytoma (tumor) was the problem chosen and a suitable
classifier has to be suggested for the problem identified. The scheme comprises of
several steps including preprocessing (enhancement), feature extraction, and clas-
sification model selection and classification. The proposed method was applied on a
population of 75 brain images which has normal and tumor images diagnosed as
Pilocytic astrocytoma, low-grade astrocytoma, Anaplastic astrocytoma, and GBM
as per World Health Organization grading. The MR images are subjected to GLCM,
a first-order statistical feature extracting technique. The extracted features such as
variance, skewness, entropy, energy, contrast, and homogeneity are tabulated for
every view namely, Axial, Saggital, and Coronal. ‘XLMiner’ is a tool in data
mining which supports classification. The classification models are discriminant
analysis, regression tree, classification tree, and Naives Bayes. The results predict
the grade of the tumor and based on the actual and predicted class, a comparison on
classifiers is thus performed. Since the features overlap in few cases, the accuracy of
the constructed classifiers is less. In all the three views, Naives Bayes classifier
showed satisfying results. To improve the accuracy, the proposed work is to be
extended with histopathological brain astrocytoma images.
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Object Detection in Cluttered
Environment Using 3D Map

Deepesh Jain, Renuka Ramachandran, Anuhya Vunnam
and P. Vignesh

Abstract Autonomous mobile robot must act intelligently without external control
by definition and require fundamental capabilities such as the awareness of its
environment and of its location within the environment. These two problems are
known, respectively, as mapping and localization. The ability to detect and identify
mobile and fixed obstacles also plays an important role for achieving robots
autonomy. The project is concerned with the problem of designing and imple-
menting a robot system to recognize objects in cluttered environment using a 3D
map generated by the system using efficient algorithms. For building dense 3D
maps of the environment and to recognize objects, use RGB-D camera which
accurately identifies objects as they take into consideration the shape and three-
dimensional characteristics of the object.

Keywords Kinect - SURF - RANSAC

1 Introduction

Robots are present in our daily life, not only in industry but also at home as service
robots such as vacuum cleaners, luggage transfer, disabled people assistance, or
intelligent device switching. They can be either controlled by the human or
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autonomously perform a predefined task. In recent years, robotics research has
focused on the problem of planning and executing various tasks autonomously, i.e.,
without human guidance. Building 3D maps of environments is one such important
task for mobile robotics, with applications in navigation, manipulation, semantic
mapping, etc. Such a facility is essential in the emerging field of service robotics.

One of the main shortcomings in conventional mobile robotics is perception that
mobile robots can travel across much of earth’s man-made surface, but they cannot
perceive the world nearly as well as human beings. The success of mobile robotics
platforms depends on their ability to perform effective and efficient autonomous
perception and interaction with objects in various environments. We can overcome
this by improving the efficiency with which robots can track and recognize objects
in their environment.

In this paper, we propose a novel idea of building a 3D map of a cluttered indoor
environment and use this map to detect objects present in the environment.

The rest of this paper is organized as follows: Sect. 2 describes the available
system architectures. Section 3 derives the components of object tracking system
and implementation of the above system. Section 4 describes the conclusion and
future enhancements.

2 Related Works

One methodology is to use dual sensors, i.e., thermal sensor and optical sensor, for
detection. Here, the concept of sensor handover can be implemented. The concept
of sensor handover is used specifically to address the issues of extreme changes in
illumination over a long timescale where the advantages of thermal sensing are
under certain twilight/night illumination conditions, while optical sensing remains
for brighter illumination periods [1]. This approach is not applicable to differentiate
between two objects of different shapes but with same temperature.

Object recognition and tracking can be implemented by utilizing the depth
information from a low-cost depth sensor such as Kinect. Conventional object
recognition methods that utilize RGB cameras are unable to accurately identify
objects in the real world since they do not take into consideration the shape and
three-dimensional characteristics of the object. Another major factor determining
the accuracy of recognition is the lighting conditions and object pose at the time of
recognition. We discuss an approach making use of the depth information and 3D
properties of objects in order to accurately identify them independent of lighting
conditions [2]. In this approach, only object recognition is achieved, and no object
is tracked in the environment.

Another method to detect object is using color and depth segmentation. Usually,
object segmentation from an image is achieved using color segmentation. This
segmentation can be achieved by processing the R, G, and B chromatic compo-
nents. However, this method has the disadvantage of being very sensitive to the
changes on lighting. Converting the RGB image to the CIE-Lab color space avoids
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the lack of sensitivity by increasing the accuracy of the color segmentation.
Unfortunately, if multiple objects of the same color are presented in the scene, it is
not possible to identify one of these objects using only this color space. Therefore,
we need to consider an additional data source, in this case, the depth, in order to
discriminate objects that are not in the same plane as the object of interest [3].

Another method for detection of object is based on integrated global template
and local feature-based recognition. Here, for local feature path matching, they are
using local feature models such as SIFT, speeded up robust features (SURF), and
bag-of-words matching schemes. For the global path, they rely on a contemporary
histogram-of-gradients descriptor that includes latent part components; this method
extends the histogram-of-gradients (HOG) object template model with a deformable
high-resolution part structure [4].

3 Proposed Model

In our model, we will track an object in 3D map of environment. We have divided
object tracking into two modules:

1. Building a 3D map of cluttered environment
2. Detection of object in 3D Map

Above two modules are not interdependent. So we can use 3D map for other
applications.

3.1 Building a 3D Map of Cluttered Environment [5]

To build a 3D map of environment, we have to follow the following steps:

e Getting a 3D color image of environment: To get 3D image of environment, we
are using Microsoft Kinect Xbox which has inbuilt 3D sensors and cameras to
capture the image. To view the image, we are using Microsoft SDK 1.7 which
has already 3D viewing code available.

e Feature extraction from 3D image: To extract the feature from 3D image, we are
using SURF which is based on finding key frames which are stable and has
periodic properties.

o [Implementation of ICP and RANSAC Algorithm: To match the key frames
features and to find the best alignment between them, we are using iterative
closest point (ICP) and random sample consequences (RANSAC). Use of ICP
algorithm is to check the features periodically, putting a threshold to check
feature alignment. It is also used to put a maximum threshold over number of
iterations or alignment angle. RANSAC is used to find out alignment between
two consecutives frames.
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e Loop closure detection: A loop closure detection algorithm is run in parallel to
check whether attachment of a frame will cause a loop closure or not because
when we are attaching a frame in map, there is a possibility for a loop closure, so
we will match every nth frame for loop closure; here, n value depends upon
environment.

e Pose graph optimization: It is a global optimization algorithm used to optimize
graph. Here, complete graph is represented in form of nodes and if there is any
constraint between them, then there will be an edge between both nodes, so
without any loop closure, graph will be a straight chain, and TORO can be used
to optimize it.

3.2 Object Detection in 3D Map [6]

To detect an object in map, we need to use following steps:

e Selection of appropriate dataset: Selection of dataset depends upon the object
which we are interested to detect in 3D map.

e Smoothing the image from database: To detect an object in 3D map, we have to
smoothen the image because we are only interested in shape of object.

e Object detection: To detect the object, we are using sliding window protocol to
match each and every segment of image by sliding an even-sized window.

e Object evaluation: To verify the presence of the object, we can use Pascal
formula where detection is considered correct if % > 0.5 where B is the
bounding box of the detection and G is the ground truth bounding box of the
same class. For a given ground truth bounding box, only a single detection is

considered to be correct, with the rest considered as false positives.

3.3 System Architecture

See Figs. 1 and 2.
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4 Conclusions

The above approach can be deployed to detect objects in a cluttered indoor envi-
ronment effectively. Here, 3D map building is independent of the object detection
phase and thus can be used for other semiautonomous robotic applications.
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Smart Energy Meter with Instant Billing
and Payment

Dhananjayan Ravi, J. Shibu and E. Shanthi

Abstract This paper mainly focuses on the measurement of energy consumption
and providing data for billing and a system for payment at your place. In this paper,
we present a simple design for automatic energy meter reading with payment
facility with the help of ZigBee communication technology. By this technology, we
can communicate at faster rate without any data loss and it provides high security in
serial communication. In this system, the energy is measured in units and the data
are fed to a remote computer server where a software solution is provided to
generate bill for energy consumption and the data are send back by using same
communication method, the consumer can pay the bill at home by using a keypad
system.

Keywords Energy meter - Wireless data - Data management - Billing and
payment

1 Introduction

World without electricity is unimaginable. Countries development depends on per-
capita consumptions. In India, there are many sectors which have attained a rapid
development but only few developments are made in electricity board sector.
Traditional electro-mechanical meters, still widely used today, are prone to drift
over temperature and time as a result of the analog and mechanical nature of the
components in these meters. Collection of meter readings is also inefficient, because
a meter reader has to physically be on-site to take the readings. This method of
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collecting of meter readings becomes more problematic and costly when readings
have to be collected from vast, and often scattered rural areas. Meter readers are
reluctant to make the effort to travel to such areas and will often submit inaccurate
estimations of the amount of electricity consumed. For households at the top of high
buildings and luxury housing plots, traditional meter reading is highly inefficient.
There exists chance for missing bills, absence of consumer, etc. [1]. Digital meters
were placed in certain places, which indicates voltage, current, power, and time and
date in liquid-crystal display (LCD). Automatic meter reading (AMR) is popular
because of its remote nature of data collection. There are different technologies
being used to capture and transfer data remotely, but the accuracy, speed, efficiency,
reliability and cost-effectiveness are the usual benefits properly achieved in this
system, but an additional facility for payment was also introduced. AMR system
consists of measuring sensors, microcontroller, and wireless communication net-
work. The meter reading and management of data are free from human error [3].
After the measurement of readings, the data are fed to remote location server which
consists of software solution which generates bill and it will send back to the same
protocol so the consumer can collect his bill in the meter display. By using a
recharge card, consumer can pay the bill with the help of keypad in the system.

1.1 Existing Technologies

Energy consumption is measured using various technologies. Bill for usage is
generated and provided to the customer using certain methods. Payment is collected
in electricity board from the customer. Recently, research into the field of AMR
system has continued to receive much attention in academia.

(i) Traditional electro-mechanical meters were used to measure the energy
consumption. It is an analog meter where readings are noted in the card by a
person and the reading was taken to electricity board station where the bill is
generated for the consumption; consumer has to pay the bill for the usage in
electricity board station. Human error is main disadvantage of this method.

(ii) Electronic meters were introduced which has replaced the analog into
digital system, but the procedure was same as electro-mechanical meter.
Here, the consumer can note down voltage, current, power, time and date;
this is the only advantage over electro-mechanical meter.

(iii) Developed a Bluetooth based system, were a method was introduced to
retrieve data by means of wireless communication known as AMR. AMR is
a mechanism whereby the energy meter sends the recorded power con-
sumption of a household in the certain interval of time to a “wirelessly”
connected reader, which could be a personal computer (PC) [3]. The reading
was noted in a database, and bill will be generated.
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(iv) Introduced a GSM based system, where Bluetooth technology was replaced
by GSM technology, here the readings were send to remote location by
using SMS and bill is generated and send to consumer mobile using GSM
modem.

Disadvantage of this method is the cost for SMS and jam of network.

(v) Design of an electric energy meter for long-distance data information
transfers which is based upon GPRS is proposed, where the data are
transferred by means of GPRS.

1.2 Proposed System

The system consists of AMR facility with the help of voltage and current sensor,
and the value is fed to controller to calculate the usage of power. Then, the data are
fed to remote station server with the help of ZigBee. A software is created using .net
in the server which will generate the bill for our usage according to the tariff. A
database is maintained in the server which consists of customer details and his
consumption. Amount for usage is again fed to energy meter display in home using
same ZigBee network. Thus, we can avoid human errors in measuring the readings.

AMR for measuring consumption
Microcontroller to calculate energy consumption
ZigBee to transfer data

Display for readings and information

Keypad for payment

EB card was introduced in this system which will resemble as top-up cards for
mobile phones. According to usage of power, we can purchase the card. Then, we
can enter the secret number in the card by using a keypad and send to server by
using ZigBee network. Amount for usage will detected by the server, and it will
credit the amount if there is balance. Thus, we be able pay the bill in our place.

2 System Architecture

This section describes the conceptual design of a low-cost energy meter with
payment facility (see Fig. 1). As depicted in Fig. 1, the proposed system has the
facility for AMR and payment of bill. Customer can pay the bill for the con-
sumption using EB card which is introduced for this design which is like recharge
card for mobile phone usage.
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o
o %

Fig. 1 Conceptual architecture overview

2.1 Microcontroller

This unit contains the software components such as the automatic energy meter
system through which the consumption is calculated and fed to remote station.
Here, we used Atmel’s AT89S52 microcontroller which is having four ports con-
sisting of 32 input/output pins. Here, the microcontroller acts as the central pro-
cessing unit, i.e., brain of the system. The microcontroller is able to communicate
when there is a need to access the network for sending or receiving data. Since the
microcontroller is an electronic device, the signals that enter it must be electrical. In
order to make an electrical or mechanical machine communicate with the micro-
controller, an interface has to be used. The microcontroller takes the data from the
interface and makes some calculations if needed then translates the data into some
commands so the module can understand it. The controller also takes the data from
the module then translates the data to the interface to produce the bill. Then, after
producing the bill, it will send it to microcontroller with the network communi-
cation and it will be displayed in LCD.

2.2 ZigBee Technology

ZigBee is a radio frequency (RF) communications standard based on IEEE
802.15.4. ZigBee is new wireless communication technology, representing a
wireless sensor network which is highly reliable, secure, low data rate, low power
consumption, low cost and fast reaction. The ZigBee coordinator is responsible for
creating and maintaining the network. All communication between devices prop-
agates through the coordinator to the destination device. The wireless nature of
ZigBee helps to overcome the intrusive installation problem with the existing
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systems identified earlier. The ZigBee standard theoretically provides 250 kbps data
rate, and as 40 kbps can meet the requirements of most control systems, it is
sufficient for controlling the system. The low installation and running cost offered
by ZigBee helps to tackle the expensive and complex architecture problems with
existing systems, as identified earlier.

2.3 Personal Computer (PC)

PC consists of necessary operating system which can control the software created,
and it acts as a server to receive and provide data for billing. This will generate bill
according to tariff. This will contain all details of a customer.

2.4 Keypad

A keypad is a set of buttons arranged in a block or “pad” that usually bear digits
which is known as numeric keypad. This keypad helps the customer to enter the
secret code for the payment.

2.5 Liquid-Crystal Display (LCD)

A LCD is a flat panel display, electronic visual display, or video display that uses
the light modulating properties of liquid crystals. Liquid crystals do not emit light
directly. LCDs are available to display arbitrary images such as preset words and
digits. Thus, we can able to get information by the display.

2.6 Voltage and Current Sensors

Voltage and Current sensor are used to detect the flow of energy, and it helps to
calculate the power consumption.

3 System Implementation

3.1 Hardware Implementation

Voltage divider circuit and current divider circuit are used to note down the voltage
and current value of consumption, the phase angle is also noted and they are fed to
microcontroller to calculate the power consumption using our program which is
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burn into the microcontroller, the reading is also displayed in the LCD, where we
can be able to collect information on voltage, current, power, readings, etc., thus we
can measure energy consumption.

By using ZigBee network, the reading is send to remote location server, where a
software program is created using GUI. Here, the tariff for our usage is given which
helps to generate bill for the usage. Then, it is sent back to energy meter using
ZigBee network, and it is displayed in LCD.

After getting the bill in LCD, we can user EB card to settle our bill which is
introduced for this system; here, the card contains some secret numbers which
possess certain amount according to our bill we can pay the amount using the card.
For example, if our consumption is about Rs. 200, we can buy a card for Rs. 200,
which will contain a secret code number. Then, we should type that number using
keypad and press a button to send to the server. By receiving the code, it will
decode the code in amount, and thus, it will clear our account on payment.

3.2 Software Implementation

The software developed here is with GUI, which makes easier to work on it. It is
created using .NET. It has database management system, which helps to maintain
the data. Customer can directly pay the amount in electricity board station where
this software helps to complete the payment.

4 Conclusion

This paper presents the design and the implementation of an interactive ZigBee-
based energy meter. As the mobility in the world increases, the need for commu-
nicating to remote locations also increases. The use of ZigBee communications
technology helps lower the expense of the system and the intrusiveness of the
respective system installation. This system helps to pay our electricity bill in our
own place.

4.1 Simulation Results

Simulation is done in Proteus software. Simulation output represents the voltage,
current, unit consumption, and cost for consumption. By means of keypad, we can
enter the secret code for the amount to be paid, where programming is done in
MikroC Pro and hex file is generated (Figs. 2, 3, 4 and 5).

The key number can be pressed by using keypad, and then, the key will be sent
to remote location station where the key number will be decoded and the amount
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for the key number will be credited to your account. If there is any balance in your
account, it will be detected for next month charge and it will add the cost to your
account if there is no balance (Fig. 6).

Simulation figures represent the model of hardware which provides the result
that deserve for this project.
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Visual studio has been used to frame an executable application which is used to
receive data and store data in database; here, for simulation, we have used Eltima
software, which is virtual serial port connecter which helps us to communicate with
the executable file and hardware. Controlling buttons are provided in the frame
work, which used to control the hardware. The power on and power off button will
provide the control action. 1 is given as logic for power on button, and 0 is given as
logic for power of button. Customer name and customer ID had been registered in
the database using servers (Fig. 7).
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GA-Based Compiler Parameter
Set Tuning

N.A.B Sankar Chebolu, Rajeev Wankar
and Raghavendra Rao Chillarige

Abstract Determining nearly optimal optimization options for modern-day
compilers is a combinatorial problem. Added to this, specific to a given application,
platform and optimization objective, fine-tuning the parameter set being used by
various optimization passes, enhance the complexity further. In this paper, we apply
genetic algorithm (GA) to tune compiler parameter set and investigate the impact of
fine-tuning the parameter set on the code size. The effectiveness of GA-based
parameter tuning mechanism is demonstrated with the benchmark programs from
SPEC2006 benchmark suite that there is a significant impact of tuning the
parameter values on the code size. Results obtained by the proposed GA-based
parameter tuning technique are compared with existing methods and that shows
significant performance gains.

Keywords Compiler optimization - Genetic algorithms - Parameter tuning

1 Introduction

Today’s compilers provide a vast spectrum of optimizations to improve the code
aggressively. These optimizations include local optimizations, global optimizations,
inter-procedural optimizations, feedback-directed optimizations, link-time optimi-
zations, etc., with impact on execution time, code size, and power. The best
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optimization sequence will depend on the application, optimization objective, and
the target architecture. Determining the best set of optimization options and their
ordering is most difficult task as the interactions between different optimizations is
nonlinear. Choosing the right set of optimizations can make a significant difference
in the code size, power usage, and also on the execution time of a program. Study
shows that standard optimization levels result in poor performance [1, 2], and tuning
the compiler optimization settings will result in maximal performance [3]. Sophis-
ticated auto-tuning strategies for exploring the optimization sequences is considered
as one of the major sources of unexploited performance improvements with existing
compiler technology [4]. Due to the sheer number of optimizations available and the
range of parameters that they could take, identifying the best sequence by hand is
impossible [5]. The literature survey shows many attempts by various researchers to
tune the optimization options using various approaches including the statistical
tuning [3], genetic algorithms (GAs) based [2], and also machine learning based [1].
Tuning based on multi-objective compiler optimization [6, 10] was also proved
effective. Rather applying these techniques at program level, attempts to obtain the
best set of optimizations at method level [11] were also proposed.

It is intuitive that the parameter set also plays an important role in achieving
better performance. Fine-tuning of the parameter set is not considered by earlier
researchers. In our previous study [7], parameter tuning was done using the greedy-
based iterative approach. Greedy approach works sequentially with a restricted
parameter space and may lead to a solution which may not be globally best. As the
GA has no such subjectivity, we are using this technique in the current study of
tuning the parameter set. The effectiveness of GA-based tuning technique is
compared with our previous tuning approach. We have considered the code size as
our optimization objective as it is important factor in embedded systems design.
Many traditional compiler optimizations are designed to reduce the execution time
of compiled code, but not necessarily the code size. For embedded system devel-
opers, minimizing the code size and power usage are more vital than the perfor-
mance in terms of average execution time.

The rest of the paper is structured as following. Section 2 explores the compiler
optimization space and also illustrates the experimental setup. Section 3 describes the
GA-based tuning strategy, and Sect. 4 discusses the effectiveness of tuning. This
section also compares this tuning technique with other techniques. Finally, in Sect. 5,
the results are summarized and a case is made for future research in this area.

2 Compiler Optimization Space and Experimental Setup

Modern-day compilers, both commercial and open source, are generally equipped
with vast number of optimizations of various kinds implemented in several passes
and provide many optimization options and parameters, so that user can invoke
them to produce the best result as per their optimization objective. We have con-
sidered GCC 4.6.4 for our study.
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2.1 Compiler Optimization Options

The optimization space of widely known and used open-source GCC compiler
encompasses optimization transformations in more than 240 passes on both
GIMPLE and RTL. GCC offers architecture-independent optimization options of
“f* type and architecture specific options of ‘-m’ type. There are around 176
optimization options of ‘-f” type supported by the GCC 4.6.4 compiler [8], which
can be made on or off by the user. GCC implements the notion of standard opti-
mization levels, and these levels from O0, O1, O2, O3, and Ofast are meant for
gradually increasing their stress on average execution time, and -Os will reduce the
code size. However, these levels may have side effect on other objectives like
execution time/size and also on compilation time, debugging information, etc. But
these dependencies are not exactly known.

2.2 Parameter Set

The optimization options that correspond to various classes of optimizations like
alignment-related, branch and loop-related, local and global optimizations, inter-
procedural analysis-based, register allocation-related, link-time optimizations, etc.,
are further supported by around 120 parameters. These parameters correspond to
various optimization pass implementations as provided by the compiler writers.
Each parameter takes a discrete value from its unique allowed range with default,
minimum, and maximum values as provided in the GCC internal documentation.
For example, user can invoke the loop peeling optimization using the option ‘-fpeel-
loops’ and further tweak this optimization using related parameters like ‘max-
peeled-insns’ and ‘max-peel-times.” The default values of these parameters are 400
and 16, respectively, and each parameter has its own allowed range. However, GCC
provides an option of the form ‘-param name = value,” which can be used to change
these parameters explicitly. The ‘name’ refers to the parameter name, and the
‘value’ is the allowed value from its range. Tuning of these parameters will have
impact provided the corresponding optimizations are invoked through enabling
relevant optimization options. Unlike the options, neither reordering nor repetition
of these parameter settings will have any impact. We have considered 104
parameters for our study, and rest of the parameters not considered, as their values
are fixed as per host processor architecture, or they are not relevant from the code
size objective, or enough documentation is not available.
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2.3 Test Platform

Intel Xeon E540-based 4-core system, in which each core is operating at 2.66 GHZ
with 6 MB of L1 cache and with Fedora release 17 having Linux Kernel 3.6.9, is
used for the experimentation. Test setup is developed using MATLAB and bash
scripting. Test cases are selected from CINT2006 (integer component of SPEC
CPU2006) and CFP2006 (floating point component of SPEC CPU 2006) bench-
mark suites [9]. Compute-intensive benchmark programs used in our experimen-
tation are Perlbench, bzip2, gcc, mcf, gobmk, hmmer, sjeng, libquantum, h264ref,
and lbm.

3 Parameter Set Tuning Using Genetic Algorithm

GAs are non-traditional optimization methods that simulate the natural evolutionary
process of survival of the fittest. For the current problem, the coded values of
compiler runtime parameters are referred as genes. We have considered 104
compiler parameters pl, p2...p104 of GCC 4.6.4, and these parameters can be
supplied to the compiler using the command line switch of type ‘-param
name = value,” where name refers pi and value is a discrete value taken from its
corresponding range using the encoding function. The range of each variable is
mapped with the gene length of 8§ bits using the encoding function. String of such
genes is called chromosome, representing the set of all compiler switches of type
‘-param,” which in turn change the values of runtime parameters. Each chromo-
some represents possible solution to the problem, and set of all such chromosomes
will constitute the population. The chromosome will be applied to the cost function,
which in turn invoke the compiler under study and provides the code size as fitness
value. As the objective under consideration is code space, the fitness function will
in turn invoke the compiler with the corresponding chromosome and provide the
code size of the executable. The code size is the sum of text and data section sizes
obtained using the size command. We desire the chromosome with low fitness
value, as we are keen in minimizing the code size. As the values that all parameters
can take are only discrete values from its respective range, we have used the binary
GA for experimentation. The initial population was selected randomly; that is, the
initial values of all genes (parameters) in each chromosome (compilation sequence)
of the initial population were taken randomly. The evolutionary process involves
cycles of generating and testing new offspring solution using one of the three
operations: reproduction, crossover, and mutation. Using crossover operation, we
combine part of one chromosome with part of another chromosome and create a
new chromosome. Similarly, mutation operator is applied to change the genes
randomly with mutation rate probability. The GA-based evolution is repeated for
a fixed number of generations, and the best chromosome is selected. Values of
different GA parameters used are given in the Table 1.
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Table 1 Lists of GA properties and their values considered

GA property Value GA property Value
Number of generations 100 Selection method Weighted random
pairing
No. of chromosomes in each 16 Crossover method Single point
generation
No. of genes in each chromosome 104 Crossover 0.5
probability
Gene length 8 bit Mutation rate 0.15

4 Analysis of the Results

As stated earlier, 10 benchmark programs from SPEC 2006 are considered for our
experimentation. ‘-O2’ is taken as our default optimization switch. We have applied
the GA-based parameter tuning on top of this. This tuning is carried out for 100
generations, and it is observed that for many cases parameter set is getting con-
verged to optimum level and local minima is reached. Figure 1 will depict the
minimum cost and mean cost in each generation for the program ‘lbm.’ Figures 2
and 3 illustrate the impact of the GA-based tuning parameter tuning on the code
size. Empirically, it is observed that with GA tuning, code size has come down up
to 6.7 %.

Parameter set was evolved starting from the initial random values. As mentioned
earlier, we have compared the effectiveness of GA approach with our previous
study of greedy-based iterative approach. Table 2 illustrates these results, wherein
CS1 (compiler setting 1) refers to compilation with O2, CS2 refers to compilation
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Fig. 1 Best and average costs in each generation for ‘/bm’ benchmark program
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Fig. 2 Impact of the GA-based parameter set tuning on code size (in terms no of bytes) on
selected benchmark programs

Impact of Parameter Tuning

libquantum bzip2 sjeng

No. Of Bytes

°§§§

o With-02 B With-02 & GA based parameter tuning

Fig. 3 Impact of the GA-based parameter set tuning on code size (in terms no of bytes) on
selected benchmark programs

Table 2 Code size of benchmark programs (in terms of number of bytes) with different tuning
techniques and start points

Benchmark program CS1 CS2 CS3 CS4

hmmer 39,748 39,732 37,164 36,844
Libquantum 132,036 132,184 125,356 126,112
Sjeng 280,548 282,680 269,532 269,492

with O2 and tuning using greedy approach, CS3 refers to GA-based tuning from
random start point, and CS4 refers to GA-based tuning with initial start from the
results of CS2.

Analysis of this Table 2 shows that GA-based tuning has greater impact than the
other tuning technique by 6.5, 5.2, and 4.7 % for the benchmark programs ‘hmmer,’
‘libquantum,” and ‘sjeng,’ respectively. It is also evident that initial parameter set
taken from local minima of greedy-based result has a positive impact on couple of
programs than starting with random initial values. Further to this, a statistical
analysis based on the analysis of variance (ANOVA) is carried out on the code size
values of all ten selected benchmark programs at standard optimization level -O2
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with default parameter set and also with the fitness values obtained through this
GA-assisted fine-tuning exercise. It is evident from the results of statistical analysis
with 5 % level of significance that tuning the parameter set will play significant role
in optimizing the code size.

5 Conclusions and Future Work

This study brings out fact that tuning the parameter set apart from the optimization
options is necessary to obtain the best results. It is also evident that GA-based
tuning strategy outperforms our previous approach. These tuning techniques can
further be applied to other optimization objectives. Optimizing for code size has
influence on other optimization objectives like average execution time, power
usage, etc. Hence, it is proposed to study these multi-objective optimization
problems.
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An Intelligent Intrusion Detection System
Using Average Manhattan Distance-based
Decision Tree

R. Selvi, S. Saravan Kumar and A. Suresh

Abstract Recently, security is an important challenge in Internet-based commu-
nication. In such a scenario, intrusion detection systems help to secure the infor-
mation through the identification of normal and abnormal behaviors. In order to
model these behaviors accurately and to improve the performance of the intrusion
detection system, intelligent decision tree algorithm based on average Manhattan
distance algorithm (IDTAMD) is proposed in this paper. In this proposed new
classification algorithm for effective decision making in the network data set.
Moreover, an attribute selection algorithm called modified heuristic greedy algo-
rithm [1] is used to select itemsets from redundant data. The experimental results
obtained in this work show high detection rates and reduce the false alarm rate. This
system has been tested using the tenfold cross-validations on the KDD’99 Cup data
set. The results have been tested with tenfold cross-validation.

Keywords Intrusion detection system (IDS) . Attribute selection - Modified
heuristic greedy - Itemsets

1 Introduction

Computer networks used to transfer a lot of secret information shared between the
different types of computer devices from huge servers. Network security algorithms
are introduced every day based on the various security concepts such as encryption,
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firewalls, machine learning, and access control. Urgent need of the current world is
to develop an effective intrusion detection system (IDS) to detect known and
unknown attacks dynamically. There are two major intrusion detection methods,
namely misuse detection and anomaly detection. Misuse detection compares net-
work activities with pre-defined signatures taken from typical features that represent
an exact attack. Anomaly detection discovers attacks by identifying deviations from
normal network activities [2].

Current intrusion detection systems are rule-based systems that depend on a set
of rules representing abnormal or normal which are identified by security experts.
Manual rule encoding is a very costly and lengthy process [3]. Moreover, it depends
on the efficiency of human experts in analyzing a large amount of network activities
to discover intrusion patterns. However, these drawbacks are overcome by intro-
ducing many data mining techniques in IDSs [2, 4-6]. Data mining is the analysis
of observational data sets to find unsuspected relationships and to summarize the
data in novel ways that are both understandable and useful to the data owner [4].
The data mining techniques have been used to classify network connections into
abnormal and normal data based on labeled training data in misuse detection [7].

In this paper, we propose a new intelligent classification algorithm called
intelligent decision tree algorithm which is based on average Manhattan distance
(IDTAMD) for effective decision making on the data. Moreover, we use an attribute
selection algorithm called modified heuristic greedy algorithm of itemset [1] for
eliminating the redundant data. We have focused mainly on the effective detection
of DDoS attacks by using SVM algorithm, since DDoS attacks are more serious
than other attacks.

The subsequent sections are organized as follows: Sect. 2 presents a general
survey in field of misuse detection, anomaly detection, and data reduction. Sec-
tion 3 describes the architecture of the system proposed in this paper for imple-
menting a new attribute selection algorithm. Section 4 gives a brief explanation
about the proposed algorithm and implementation. Section 5 discusses the results
and its possible implications. Conclusions and future works are given in Sect. 6.

2 Literature Survey

In the past, a number of feature selection techniques have been proposed in the
literature. Among them, a simplified decision table was proposed for improving the
efficiency of attributes reduction to obtain the minimal attribute reduction in [8].
Geng et al. [9] proposed a novel feature selection method for network intrusion
based on fast attribute reduction algorithm of rough set. Onpans et al. [1] proposed
a new method for feature selection using the modified heuristic greedy algorithm of
itemset (MHGIS) by implementing the apriori algorithm to improve the detection
rate, accuracy rate, and false alarm rate. Om and Kundu [10] proposed a hybrid
intrusion detection system that combines the merits of anomaly and misuse
detection principles.
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Farid et al. [11] proposed a new machine learning approach for network intru-
sion detection that performs data reduction by selecting important subset of attri-
butes. It has reduced the false positives when compared to other classifiers such as
ID3 algorithm and naive Bayesian classifiers. There are many classification algo-
rithms that are found in the literature [4—6]. Among them, Mulay et al. [4] proposed
an effective classification algorithm called tree-structured multiclass SVM for
classifying data effectively. They proposed decision tree-based algorithms to con-
struct multiclass IDS which were used to improve the training time, testing time,
and accuracy of IDS.

Madzarov et al. [5] proposed a new architecture for support vector machine
classifiers that utilized binary decision tree (SVM-BDT) for solving the multiclass
problems. This architecture provides techniques for achieving better classification
accuracy. Redundant and irrelevant attributes of intrusion detection data set have
led to a complex intrusion detection model which enhances the detection accuracy
[6]. Sannasi et al. [7] proposed two new feature selection algorithms, namely an
intelligent rule-based attribute selection algorithm and an intelligent rule-based
enhanced multiclass support vector machine for effective classification of intrusion
data.

Zhu et al. [3] proposed a novel method to reduce the scale of training set for one-
class classification. This method only preserves the sample locating near the data
distribution which may become support vector. Zhang and Wang [12] proposed an
effective wrapper feature selection approach based on Bayesian networks for net-
work intrusion detection.

3 System Architecture

This proposed intrusion detection system consists of five components, namely KDD
Cup data set, user interface module, feature selection module, classification module,
and decision-making module. The system architecture is shown in Fig. 1.

User interface module collects the data from KDD Cup data set. Feature selection
module selects the important features. The classification module classifies the data
by using the proposed classification algorithm called IDTAMD. The decision-
making module decides whether the particular data are “normal” or “abnormal”.

User Interface Module L ) Feature Selection
Module
T 3
KDD
Cup Data 4
Decision Making P Classification Module
Module -

Fig. 1 System architecture
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4 Implementation Details

4.1 Feature Selection

In this paper, we used an attribute selection algorithm called modified heuristic
greedy algorithm of Itemset [1] for effective preprocessing. In this technique, select
only the valuable attributes from the data set using projection. Moreover, data
cleaning, data integration, and data transformation are carried out for performing
effective preprocessing.

4.2 Intelligent Decision Tree Algorithm Based on Average
Manhattan Distance Algorithm (IDTAMD)

The main idea of IDTAMD is to calculate the average Manhatton distance of every
testing attribute. It selects the attribute with greatest Manhattan distance as the root
node of the decision tree. Based on the values of attribute, the sample data are set
into some subsets, and each subset corresponds to a sub-tree. All the steps of the
algorithm have been repeated until all samples belong to the same class are obtained
in every sub-tree. Moreover, leaf nodes in their respective classes were created. All
the attributes of parent nodes no longer involve in the generation of sub-nodes,
when building the sub-trees.

Algorithm: Intelligent decision tree algorithm based on average Manhattan
distance AMD (D, A, C)

Input: Training data set D, testing attribute set A, class attribute C

Output: a decision tree

1. Agent creates a root node for the decision tree.

2. Every sample belongs to the same class ¢ and the node is a leaf node, with label
as ¢, return root.

3. The testing attributes are set A is empty and also returns a single node root.

4. Otherwise, the agent calculates the average Manhatton distance of every attri-
bute in testing attribute set A.

5. Agent selects the testing attribute a with the highest average Manhatton distance
as the expanding attribute.

(i) Root < a // set the attribute a as the root node of the decision attribute
(i) For every possible value of attribute a, create a new branch Branch (g;),
where the value of attribute a is g; in the sample data set.
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6. For each node in a branch Branch (a;):

(1) Every sample belongs to the same class and below this new branch add a
leaf node with the corresponding to the class.
(i) The sample set is empty and below this new branch add a leaf node with
the most common class in the sample set.
(iii) Otherwise, call the AMD (D, A-(a), C) recursively.

7. End

The process of the IDTAMD algorithm is the similar process of the ID3 algo-
rithm, and the main difference is the selection process of the testing attribute using
intelligent agent. In this IDTAMD algorithm, find the average Manhattan distance
when uses the information gain in ID3 algorithm. Moreover, the information gain
and entropy hold a number of logarithmic operations. The proposed algorithm
involves a great deal of logarithmic operations in all the selection of testing node.
When the sample set is larger, this logarithmic symbol affects the efficiency of
decision tree. The improved AMD algorithm uses the average Manhattan distance
which has not enormous logarithmic operations, so it takes less amount of time for
calculation and constructing the decision tree.

5 Experimental Results

5.1 Training and Test Data

The data set used in the experiment was taken from the Third International
Knowledge Discovery and Data Mining Tools Competition (KDD Cup 99) [7].
Each connection record is described by 41 attributes. The list of attributes consists
of both continuous-type and discrete-type variables, with statistical distributions
varying drastically from each other, which makes the intrusion detection a very
challenging task.

5.2 Experimental Results

Table 1 shows the list of selected features from 41 features in the KDD’99 Cup data
set using the modified heuristic greedy algorithm of itemset [1].

Table 2 shows the overall results of three different classifiers, namely ID3, naive
Bayes, and the proposed classification algorithm with 41 features. This classifier
has achieved the highest detection rates for old DOS, PROBE, and R2L attacks. As
to the new attacks, it also has the highest detection rates for DOS and U2R attacks.

However, a weakness observed is that it did not perform so well for detecting
R2L attacks. This is the trade off for the high detection rate of other attack types.
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Table 1 List of selected features

R. Selvi et al.

protocol_type,

dst_host_count,
dst_host_diff_srv_count,
dst_host_srv_diff_host_rate, dst_host_serror_rate, dst_host_rerror_rate

src_byte,

wrong_fragment, hot, root_shell,
num_access_shells, rerror_rate, diff_srv_rate, srv_serror_rate, srv_diff _host_rate,
dst_host_srv_count,dst_host_same_srv_count,
dst_host_same_src_port_rate,

su_attempted,

Table 2 Performance analysis of the proposed algorithm with 41 features

Classes ID3 algorithm [12] NB classifier [3] IDTAMD
Normal 99.71 99.65 99.73
Probe 98.22 99.35 99.65
DoS 99.63 99.71 99.74
U2R 86.11 64.84 88.12
R2L 97.79 99.15 99.21

Furthermore, the low number of instances for R2L connections in the training and
testing data makes the detection rate of R2L negligible compared to other attacks.

Figure 2 shows the performance analysis of ID3 algorithm [12] and the proposed
IDTAMD with reduced features. From Fig. 2, it can be observed that the detection
accuracy of the proposed algorithm is better when it is compared with the existing
ID3 algorithm in the detection of various attacks.

Table 3 shows the false-positive analysis. From Table 3, it can be observed that
the proposed system performs better when it is compared with the existing ID3 due
to use of the agent and the effective distance measurement formula.

Detection Accuracy (%)

Fig. 2 Performance analysis between ID3 algorithm and IDTAMD
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Table 3 False-positive rate (¢ ;q005 ID3 algorithm [12] IDTAMD
analyses
Normal 0.10 0.06
Probe 0.55 0.40
DoS 0.04 0.03
U2R 0.14 0.11
R2L 10.03 7.80

The tables and figures show the performance of the proposed algorithm with full
features and reduced features. From the above results, it can be observed that the
significant improvements were achieved in this proposed intrusion detection model.

6 Conclusion

In this paper, a new intrusion detection system is proposed which is the combi-
nation of modified heuristic greedy algorithm of Itemset and the proposed intelli-
gent decision tree algorithm based on average Manhatton distance for effective
decision making. The experimental results of the proposed algorithm achieved the
higher detection accuracy and reduced the false alarm rate. Further work in this
direction is possible to improve the performance of the intrusion detection model
further using soft computing techniques.
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Intelligent Medical Diagnosis System
Using Weighted Genetic and New
Weighted Fuzzy C-Means Clustering
Algorithm

P.S. Jeetha Lakshmi, S. Saravan Kumar and A. Suresh

Abstract In this paper, we propose a new intelligent prediction system to predict
more accurately the presence of heart diseases effectively from feature-selected
medical dataset. For this purpose, a new weighted genetic algorithm is proposed for
selecting very important features from the dataset for improving the prediction
accuracy of the disease. In this proposed intelligent prediction system, the data are
preprocessed using the new weighted genetic algorithm and the new weighted fuzzy
C-means clustering algorithm is used for effective fragmentation. Finally, we have
used the ID3 algorithm for classification which is useful for making effective
decision.

Keywords Weighted genetic algorithm - New weighted fuzzy C-means - Decision
tree

1 Introduction

Machine learning techniques have been mostly used to help the medical experts in
analyzing medical data [1-3]. However, with the emergence of significant medical
data, many machine learning techniques suffer from the intractability problem. This
is mainly due to the presence of large number of attributes, leading to higher
dimensionality in the medical data. This high dimensionality influences the decision
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in many aspects. Moreover, it may increase the time on both training and runtime
phases of a learning system. In addition, it may cause problem in which is to be
applied on such data handling the high dimensional medical data and hence feature
reduction is an important technique [4-6].

The feature selection is one of the major topics during the past 10 years. It
focuses on the selection of only the important features that are most predictive on a
given outcome. Moreover, feature selection problems are found in most machine
learning algorithms namely classification, prediction, and clustering. It is a difficult
task since it has to select more attractive features for a classification problem,
especially from a large dataset in which the feature space is very large [3]. Feature
selection tries to achieve three main goals, namely reduction of cost extracting
features, improving the classification accuracy, and enhancing the reliability of the
estimated performance [4].

The existing techniques such as adaptive resonance theory (ART) algorithm [2]
are used to perform clustering and to test all existing clusters for suitability when
classifying a new input pattern after clusters are formed. For many applications, this
results in the inability to use many useful clustering methods. Hence, it is necessary
to use a suitable clustering algorithm for grouping the dataset effectively.

In this paper, a new genetic algorithm-based feature selection technique is
proposed. In this process, n number of chromosomes is selected randomly for a
given n. These chromosomes are decoded, and the fitness value is computed. The
genetic operations namely selection, crossover, and mutation are used to generate a
new population, and their fitness values are recomputed. The main contribution of
this paper is the proposal of a new fitness function for the evaluation of new
populations.

Remainder of this paper is organized as follows: Sect. 2 describes the related
work. Section 4 explains the system architecture. Section 4 discusses the proposed
work. Section 5 posses the results and discussion. Section 6 gives the conclusion
and future enhancements.

2 Related Work

Benkaci et al. [2] established a computational architecture and techniques to deal
with complex classification systems for feature selection. Their approach works are
realized in two stages. In the first stage, they classified the faults from the data using
the fuzzy ARTMAP classification, and in the second stage, it accounts between
features of test data based on the hyper-cubes resulted in the first stage. Guan et al.
[4] proposed a new RSFS method which can learn from both diagnosed and
undiagnosed samples. Their method is called undiagnosed samples aided rough set
feature selection. The main benefit of the proposed method is that it reduces the
requirement on diagnosed samples by the help of undiagnosed ones. Finally, the
promising performance of their work is validated through experiments on medical
datasets.



Intelligent Medical Diagnosis System Using Weighted Genetic ... 215

Iyakaremye et al. [3] studied the fuzzy entropy and similarity-based feature
selection in which they used entropy measures to discard redundant and irrelevant
features in datasets. They reduced the number of features as well as computational
time and also achieved higher mean classification accuracy. Their results show that
their similarity measure based on Yu’s norms could effectively perform feature
selection when it is combined with fuzzy entropy measures. They achieved 98.83 %
classification accuracy which is a prominent result in this area. Morgado et al. [5]
proposed a new feature selection algorithm based on mutual information which is
able to avoid the redundancy that exists between brain voxels that are highly
dependent. Their approach is able to join higher amounts of relevant information
from a feature vector of fixed dimension. Moreover, their method improves the
classification performance when it is compared with the other feature selection
techniques.

Turhali et al. [6] implemented and tested different ensemble methods on a dataset
for feature reduction. They evaluated the performance of the classification methods
by using the kappa, accuracy, and MCC values. Paja and Wrzesie [7] explained the
results of a feature selection method which was used to find the most important or
all important features that characterize melanocytic spots on the skin. Maulik et al.
[8] show the effectiveness of the proposed transductive SVM scheme in the
framework of transductive inference learning, using two feature selection methods.
Sethukkarasi et al. [9] proposed an intelligent knowledge representation model for
mining temporal patterns called fuzzy temporal cognitive map (FTCM) that is
proposed for medical diagnosis and decision support system. Song et al. [10]
suggested an enhancement in the learning process by incorporating the inference
mechanism of fuzzy cognitive maps with automatic identification of membership
functions and quantification of causalities. Their system does not provide the suf-
ficient decisions made on critical applications in medical diagnosis.

3 System Architecture

The architecture of the prediction system proposed in this paper is shown in Fig. 1.
The proposed prediction system consists of five modules, namely heart disease
database, data preprocessing module, clustering module, classification module, and
prediction.

The data preprocessing module collects the data from heart disease database. It
also selects the necessary features based on the genetic operation. The clustering
module is used to split the original dataset into sub-datasets. The classification
module is used to classify the data by using the decision tree classifier.
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Fig. 1 System architecture

4 Proposed Work

The proposed system consists of four steps, namely data preprocessing, feature
subset selection using weighted genetic algorithm, fragmentation of heart disease
data using new weighted fuzzy C-means clustering algorithm, and decision tree
representation for classification.

4.1 Data Preprocessing

The knowledge discovery during the training phase becomes more difficult if the
database contains noisy or unreliable data. Hence, the data preprocessing is con-
sidered as initial and essential step in data mining projects. The various actions
performed in preprocessing of dataset are removal of duplicate records, normalizing
the values, handling the missing values, and removal of unneeded data fields.

4.2 Feature Subset Selection Using Weighted Genetic
Algorithm

Feature selection is used to reduce the number of features before applying the
classification algorithm. Irrelevant features may be lead to take negative decision on
the data in prediction task. Moreover, the computational complexity of a
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classification algorithm may suffer from the curse of dimensionality caused by
several features. Thus, the goal of feature selection is to find the minimal subset of
attributes such that the resulting probability distribution of data classes is close to
original distribution obtained using all attributes. In this proposed feature selection
method, use weighted genetic algorithm for the feature selection process. Genetic
algorithms belong to the larger class of evolutionary algorithms (EA), which
generate solutions to optimization problems using techniques inspired by natural
evolution such as inheritance, mutation, selection, and crossover. In this paper, we
use a weighted genetic algorithm to select top “N” best features for classification
out of total “M” features. The steps in simple genetic algorithm are as follows:

Step 1: Select the initial population of individuals. These individuals are the
chromosomes.

Step 2: The fitness function evaluates the fitness value of each chromosome in
that population.

Step 3: Rank the chromosomes using fitness values.

Step 4: Assign a weight for all chromosomes based on the ranking.

Step 5: Choose the best-fit chromosomes for reproduction.

Step 6: Use selected chromosomes to generate new chromosomes through
crossover and mutation and the application of the fitness function

f)=(f (n=1) +f (n—-2))/2. (1)

Step 7: Repeat steps 2—6 until the termination condition is reached. The termi-
nation conditions may be time limit, attributes limit, sufficient fitness
achieved, etc.

Step 8: If any feature repeats, eliminate the copies.
Step 9: Stop the process when the desired output is met.

4.3 Decision Tree Representation

Decision tree is a popular classifier which is simple and easy to implement. It requires
no domain knowledge or parameter setting and can handle high-dimensional data.
Hence, it is more appropriate for exploratory knowledge discovery. An advantage of
decision tree methods is that decision trees can be converted into understandable
rules. The performance of decision trees can be enhanced with suitable attribute
selection. Correct selection of attributes partitions the dataset into distinct classes.
This proposed work uses ID3 decision tree [11] for classification.
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5 Results and Discussion

In order to evaluate the proposed system, it is tested on a benchmark dataset, the
medical data from the UCI machine learning repository [12]. Table 1 provides brief
information about three datasets with reduced features and number of instances.
Reduced features were obtained after applied the proposed feature selection
algorithm.

Table 2 shows the experimental results. From Table 2, it can be observed that the
proposed system classification accuracy is better than the existing system.

Figure 2 shows the comparison of the classification accuracy between USA-QR
and the proposed system. From Fig. 2, it can be observed that the proposed system
classification accuracy is better than the existing USA-QR.

Figure 3 shows the comparison of the classification accuracy between fuzzy
kernel K-means clustering algorithm with immune genetic algorithm [10] and the
proposed system.

From Fig. 3, it can be observed that the proposed system classification accuracy
is better than the existing FKKMCA with GA due to the weighted features applied
in the clustering and feature selection process.

Table 1 Reduced features and instances considered

ID Medical data name Number of Reduced Number of
features features instances
Diabetes dataset 9 6 769
2 Heart disease dataset 14 9 270
3 Promoter gene 58 52 106
sequence

Table 2 Experiment results

Data | Percentage of data Classification accuracy
(%) Full Reduced Full Reduced
features features features features
1 20 39.5 41.7 42.3 434
30 50.6 50.6 52.8 53.6
40 64.5 64.1 65.6 66.3
50 49.8 49.1 53.2 54.5
2 20 71.9 75.1 73.4 76.2
30 76.3 78.1 77.3 79.3
40 73.1 72.9 74.2 75.9
50 75.8 76.6 76.9 77.8
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Fig. 2 Classification accuracy in diabetes dataset
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Fig. 3 Classification accuracy in heart disease dataset
6 Conclusions and Future Works

In this paper, a new system for medical diagnosis is proposed. This proposed
system consists of a new weighted genetic algorithm, new weighted fuzzy C-means
clustering algorithm, and decision tree classification algorithm. This system has
been designed to achieve the better classification accuracy using the proposed
weighted genetic-based feature selection algorithm. The main advantage of this
method is that it reduces the false-positive rates. Future works in this direction
could be the use of soft computing techniques for enhancing the power of the
decision manager.
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Abstract Cloud computing is a new environment similar to distributed systems
and is limited to its use of networking. Therefore, security issues are prevalent and
cannot be ignored. Intrusion detection systems (IDS) are used to detect malicious
behavior in network communication and hosts in real time. An open-source IDS
widely in use is Snort, powerful IDS that can be configured by writing simple rules
to detect a wide variety of hostile or suspicious network traffic. But IDS alone
cannot effectively analyze the security threats as they have high rates of false alerts.
Several machine learning and neural network algorithms have been tested on
available datasets, and it has been proved that these algorithms help reduce false
alerts up to a large extent. In this paper, we propose a way to bridge the gap
between intrusion detection system benchmarking and real-world attacks by mak-
ing use of effective and efficient algorithms.

Keywords Cloud - Intrusion detection system -« Cloud fusion unit - Snort -
Genetic algorithm - AdaBoost - Self-organizing map - Assessment units + Decision
units - Virtual machines

M.S. Akshay (X)) - A. Kakkar - K. Jayasree - P. Prudhvi - P.S. Metgal

Department of IT, Amrita School of Engineering, Amrita Vishwa Vidyapeetham, Ettimadai,
Coimbatore 641112, India

e-mail: akshaymudumbil992 @ gmail.com

A. Kakkar
e-mail: kakkarashina@gmail.com

K. Jayasree
e-mail: katarijayasree@gmail.com

P. Prudhvi
e-mail: prudhvi.koti@gmail.com

P.S. Metgal
e-mail: pratzmetgal272@gmail.com

© Springer India 2015 221
L.P. Suresh et al. (eds.), Artificial Intelligence and Evolutionary Algorithms

in Engineering Systems, Advances in Intelligent Systems and Computing 324,

DOI 10.1007/978-81-322-2126-5_25



222 M.S. Akshay et al.

1 Introduction

The cloud environment is relatively a new concept and is constantly being explored.
Cloud service users rent the services and pay for only the services used. With the
advent of Internet, numerous ways to compromise stability and security have been
created. Hence, there has been an evolution of a cloud computing security discipline
with ongoing efforts to cope with the requirements and capabilities regarding
security issues. There should be a close watch on a very technical level, focusing
primarily on attacks and hacking attempts related to cloud computing providers and
systems [1].

Mechanisms such as intrusion detection systems (IDSs) are utilized for better
security. An intrusion detection system like Snort requires expensive human input
in the form of configuration of rules to create attack signatures or to determine
effective models for normal behavior [2]. The high false alert rates discourage the
use of the IDS alone. Effective algorithms like supervised algorithmic approaches
have been considered as a potential alternative to human input. The main task of
these algorithms is to analyze new data and characterize into normal or attack
behavior. By improving the security issues using the effective algorithms and
investigating the relevance of it with respect to dataset labels for normal behavior
and each type of attack, we propose a more efficient approach [3].

The rest of this paper is organized as follows: Sect. 2 describes the related works.
Section 3 discusses the threats faced by cloud environment. Section 4 discusses
about Snort intrusion detection mechanisms. Section 5 discusses about the proposed
system in the paper, and Sect. 6 describes the conclusion.

2 Related Works

Sondhiya et al. proposed an efficient IDS using multilayer perceptron algorithm and
neural network for detecting unknown intrusion in an intrusion detection system.

Gunes et al. analyzed two machine learning algorithms, namely a clustering
algorithm and neural network algorithm. The main objective of the paper is to
analyze different sources and determine the differences between synthetic and real-
world traffic.

Shrivastava et al. provided an overview of different attacks possible in a cloud
environment and the attack surfaces possible stating the attacks for each of these
surfaces.

Amirreza et al. proposed an Internet intrusion detection system CIDSS which is
developed based on cloud computing and make up for the deficiency of traditional
intrusion detection system.

Roesch et al. give a detailed study on snort, its components, and working. High-
performance rules are written to identify intrusion behavior.



Security Analysis in Cloud Environment 223

Ms. Parag K et al. give a detailed study on the different type of algorithmic
approaches for the security in cloud computing and also the techniques already in
existence.

3 Threats Faced by the Cloud Environment

Cloud service providers should ensure users with connectivity and availability. The
attacks are usually featured as four categories, namely user to root, remote to local,
denial of service, and probe. The different interfaces and attacks are as follows:

. Server-to-client interface: buffer overflow and SQL injection.

. Client-to-server interface: browser-based attacks and phishing attacks on mail.

. Cloud-to-service interface: Attack which is possible is DOS attack.

. Service-to-cloud interface: availability reductions and malicious interferences.

. Cloud-to-user interface: change of instance of user or granting privileges to
unprivileged users, etc.

6. User-to-cloud interface: phishing-like attacks [4].

| O S R

There are different interfaces in which attacks are possible. And different attacks
are possible in each of these interfaces. It is not possible for a human effort to
monitor the attacks. So there is defense mechanism like intrusion detection
mechanism which is needed to reduce the human effort and to match to the real-
time situations.

4 Snort Intrusion Detection Mechanisms

(IDSs) are systems that automate the process of monitoring the event sourcing in a
computer system or network, analyzing them for malicious activities, and produce
reports to a management station. Intrusion detection can be a host-based intrusion
detection system (HIDS) or a network-based intrusion detection system (NIDS).
The approach used by them can be anomaly detection or misuse detection. An IDS
is generally composed of several components:

1. Sensors which generate security events.
2. Console to monitor events and alerts and control the sensors.
3. Central engine that records events logged by the sensors in a database [5].

Snort is one such IDS that can be configured as a packet sniffer, packet logger,
and NIDS. Snort rules are simple to write, yet powerful enough to detect a wide
variety of hostile or merely suspicious network traffic. There are three base action
directives that Snort can use when a packet matches a specified rule pattern, namely
pass, log, or alert [6].
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Even though Snort can be used for intrusion detection, Snort rules are to be
manually written. So it requires human input, and they have high false alarm rates.
Hence, to have efficiency in detecting attack and its cause, we require a more
efficient technique like algorithmic approaches as proposed in the paper.

5 Proposed System

The proposed design and stepwise working is described below:

1. Deployment of private cloud like Eucalyptus. Topology is as follows: front-end
cloud fusion unit (cloud controller (CLC), cluster controller, walrus, and storage
controller) and back end (node controllers).

2. IDS are created by installing and configuring Snort on each virtual machines
(VM) of the cloud systems. The advantage of this is to split the network traffic to
all IDS and hence prevent overloading; to reduce impact of possible attacks; and
prevent system from single-point failure attack [7].

3. Alerts yielded by the IDS will be stored in MySQL database placed within cloud
fusion unit of front-end server. Single database is suggested for lower risk of
loss of data and centralization of alerts for admin.

4. The cloud fusion unit consists of the database, two levels of assessment, and a
decision unit. The first level of assessment will be using the multi-class Ada-
Boost algorithm, and the second level will be using the genetic and hierarchy of
SOM algorithm. The decision unit compares the two outcomes before deciding
whether the behavior is that of an intrusion or not.

5. The decision unit helps maximize the true positive rates and minimize false
positives.

5.1 Cloud Controller

The cloud fusion unit is on the CLC which is also the cluster controller, storage
controller, and walrus. The CLC is the front end to the entire cloud infrastructure.
CLC provides web service interfaces to the client tools on one side and interacts
with rest of the components of the cloud infrastructure on the other side. Functions
of the fusion unit are as follows:

1. Monitor the availability of resources of components of the cloud infrastructure.
2. Deciding which cluster will be used for provisioning the instances.
3. Monitoring the running instances.

The cloud fusion unit consists of the MySQL database. Alerts from all VM are
stored in the database. It also consists of the assessment units. The first level
implements the supervised AdaBoost algorithm and gives the output to the decision
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Fig. 1 AdaBoost algorithm implemented for the first assessment in intrusion detection with
different stages involved

unit. The second level implements the hybrid of genetic as well as SOM algorithm
and sends the output to the decision unit. The decision unit compares the output of
the two assessment units and gives the final decision whether it is an attack or not
when there is a conflict happening between the two assessment units.

5.2 Analysis Using AdaBoost Algorithm

The AdaBoost algorithm is a supervised learning algorithm which uses weak
classifiers or learner. A weak learner is defined to be a classifier which is only
slightly correlated with the true classification. In contrast, a strong learner is a
classifier that is arbitrarily well correlated with the true classification. By adaptive
boosting, the algorithm helps to build strong classifiers from weak classifiers [8]. It
initially chooses the learner that classifies more data correctly. In the next step, the
data are reweighted to increase the importance of misclassified samples. This
process continues, and at each step, the weight of each weak learner among other
learners is determined. A multi-class AdaBoost algorithm, unlike the traditional
two-class AdaBoost, can be implemented for detecting normal behavior and dif-
ferent attack behavior like denial of service, cloud malware injection, and SQL
injection based on the packet features. The system first extracts the features con-
sidered for classification. Since it is a supervised algorithm, the features to be
considered are chosen beforehand [9].

Data labeling is then done to initialize the system with the probability distri-
bution for each feature before classification. Classification then takes place with the
classifier trying to attain minimum error. By taking a number of such weak clas-
sifiers where the error rates are considerably minimized each time, the strong
classifier is attained. This is done by converging the result to minimize exponential
loss. The detection results are then passed to the decision unit for comparison with
results from the second assessment unit. The diagrammatic approach for the first
assessment unit is shown in Fig. 1.

5.3 Analysis Using Genetic Algorithm and Self-Organizing
Map (SOM)

The second stage of analysis implements the hybrid of genetic and two-level
hierarchy of SOM algorithm. The genetic algorithm reduces the number of features
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that are used for inspecting. A two-level SOM hierarchy was developed for
intrusion detection. The system utilizes the basic features of a connection, which
can be derived from packet headers without inspecting the packet payload. Genetic
algorithm optimizes the number of features to be assessed and reduces the com-
plexity. Then, these packets with corresponding features are sent to SOM hierarchy.

SOM is an artificial neural network algorithm, which employs unsupervised
learning for training [10]. At the first level, SOMs are trained, one for each feature
where the general objective is to encode temporal relationships within the features.
The second level combines the information from the first-level SOMs.

Since real-world datasets are unlabeled, hit histograms are employed to analyze
datasets with training datasets. Hit histograms summarize how often the neurons are
excited. As a neuron is excited for more patterns in a dataset, the area of the
hexagon being colored becomes larger. If the training and the test datasets have
similar statistical properties such as similar range, probability distribution, and
dispersion, then the test dataset would populate a considerable portion of the SOM.
After performing a two-layer hierarchy of SOM, we can comparatively distinguish
different patterns in a real-world dataset. The results are then passed to the decision
unit for comparison with results from the first assessment unit.

5.4 Decision Unit

The decision unit is a console which is needed when a conflict arises between the
decisions taken by the two assessment units. When the results arising from both the
assessment units are conflicting, the decision unit raises the alarm where the system
administrator can then control the final decision. Also the administrator can grant
access rights to users by updating the database and rules by ignoring the decision
taken by the unit.

The flow diagram of the system has been indicated in the Fig. 2, and the
architectural diagram has been indicated in the Fig. 3.

Snort Installation and
Deployment of Cloud Cofiguration an all Setting up First Setting up second

Virtual Machines assessment Unit asssessment unit

v

) Setting up
Generation of Attacks Decision Unit

Fig. 2 Flow diagram of the proposed system with the intrusion detection system, assessment
units, and decision unit
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Fig. 3 Architecture of the proposed system with cloud fusion unit and the back end as node

controllers

6 Conclusions

An approach using intrusion detection system with the help of AdaBoost as well as
the hybrid of genetic and SOM algorithm has been proposed to detect and analyze
the attacks. The proposed system fills in the gap that was present while using the
intrusion detection system alone. It reduces the human effort required as well as the
false alarms generated by the intrusion detection system. It can also be applied to
the large network as the network traffic is split among all virtual machine by which
one point failure does not happen. By this approach, we can bridge the gap between
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intrusion detection system benchmarking and real-world attacks by making use of
effective and efficient algorithms.
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A Bi-level Clustering Analysis for Studying
About the Sources of Vehicular Pollution
in Chennai

Gunaselvi Manohar, S. Prasanna Devi and K. Suryaprakasa Rao

Abstract The aim of this paper is to study about the awareness among the people
in Chennai city, Tamil Nadu, about the causes of pollution. Initially, the k-means
clustering method was applied to group variables rather than observations in the
design of questionnaires. The first draft of a questionnaire contained more questions
than is prudent to ensure a good response rate. When the draft questionnaire is
tested on a smaller number of respondents (75 samples), it was observed that the
responses to certain groups of questions are highly correlated. Hence, clustering
analysis was applied to identify groups of questions that are most predominant in
contributing to the reduction in air pollution in Chennai. Thus, the selected ques-
tions were used for survey purpose to study the acceptability among different
sectors of people. Primary data were collected from 110 people belonging to dif-
ferent sectors of Chennai using questionnaire method. In the second level of cluster
analysis, the cluster analysis was carried out to assign observations to groups. These
results were further applied to identify the recommendation of suitable transport
policies to mitigate vehicular pollution. This method of applying clustering tech-
niques in two levels of the questionnaire analysis has been newly proposed in this

paper.
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1 Introduction

It is a well-known fact that due to tremendous increase in the use of private, public,
and personal vehicles in mega cities, air pollution has been up by many folds
causing damage to urban public health and properties. Due to this sudden increase
in vehicular population in the city of Chennai, South India, there is an increase in
vehicular emissions caused by the vehicular effluents such as carbon monoxide,
oxides of nitrogen, oxide of sulfur, and particulate matter. Thus, it has become
necessary to conduct a study about public awareness of vehicular pollution in order
to develop new transport policies to mitigate vehicular pollution.

Generally, data mining (sometimes called data or knowledge discovery) is the
process of analyzing data from different perspectives and summarizing it into useful
information that can be used to increase revenue, cut costs, or both. Data mining
software is one of a number of analytical tools for analyzing data. It allows users to
analyze data from many different dimensions or angles, categorize it, and sum-
marize the relationships identified. Technically, data mining is the process of
finding correlations or patterns among dozens of fields in large relational databases.

Cluster analysis is the task of grouping a set of objects in such a way that objects
in the same group (called cluster) are more similar (in some sense or another) to
each other than to those in other groups (clusters). It is a main task of exploratory
data mining, and a common technique for statistical data analysis used in many
fields, including machine learning, pattern recognition, image analysis, information
retrieval, and bioinformatics and policy decision process.

2 Literature Survey

As highlighted by Faiz and Sturm [5], one of the major environmental problems
causing urban air pollution is road traffic. As per areas Xia and Leslie [10], traffic
exhaust emission is one of the most important air pollution sources in urban.
According to Fenger [6], air pollutant concentrations are dominated by the exhaust
emissions of carbon monoxide, oxides of nitrogen, and suspended particles from
the usage of vehicles in mega cities. Goyal et al. [7] estimated the contribution of
transport sector as 72 % while understanding the problem of vehicular pollution vis-
a-vis ambient air quality of a highly traffic-affected mega city, Delhi. A number of
policies have been activated in India in order to control the level of air pollutants
such as particulate matter, oxides of sulfur, and oxides of nitrogen Chelani and
Devotta, [3]. According to Huai et al. [8], vehicular emission is the major con-
tributor of air pollution in the cities. Aziz and Thsan [1], and Ojo and Awokola [9]
stated that discharge of motor vehicular carbon monoxide in Lahore is due to mass
transit system with frequent stoppages, entering, and exit in flow of traffic.

The goal of cluster analysis, broadly stated, is to find the arrangement of
observations and clusters that maximizes both within-group homogeneity and
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between-group heterogeneity Borden, [2]; Within-group homogeneity refers to the
extent to which observations that are assigned to a given cluster share similar
attributes on the variables included in the cluster analysis. Between-group hetero-
geneity refers to the extent to which each cluster is dissimilar in the aggregate from
other clusters with respect to the variables included in the analysis. The cluster
analysis technique known as k-means is an iterative algorithm that attempts to
generate the most appropriate fit of observations to clusters, given the number of
clusters (k) selected by the researcher prior to the execution of the cluster analysis
(Everitt Landau, Leese, and Stahl [4]).

In other words, the researcher selects the number of clusters in advance, which is
the k in “k-means.” The algorithm generates the assignment of samples to clusters
that minimizes differences between observations within a cluster and maximizes the
differences between clusters.

3 Survey Methodology

Aiming toward the implementation of suitable transport policies for mitigating the
vehicular pollution data collected from different sources were integrated. The study
focused on engineering colleges and public sector offices in Chennai, Tamil Nadu,
which is the target population on which the findings were generalized. Data col-
lection was through a questionnaire, which was interviewer administered. The study
is among the people from different engineering colleges (post graduate students),
hospitals, and major public sector offices. Twenty questions are framed to know
about the public degree of awareness toward causes of increase of vehicular pol-
lution, their knowledge about standards of emission norms, vehicular taxes,
transport rules and regulations, and willingness to follow new transport policies.

The questionnaire used for the survey is shown in Appendix 1. The data were
entered using the specially prepared software in database MS Access. In order to
ensure quality control, the software was programmed to check the internal con-
sistency of data entered. The data collection and processing were started in May and
completed in July 2013. The SPSS-10 statistical package, being very suitable for
this kind of analysis, was used for data tabulation and analysis.

4 Results and Discussions

The collected data from a sample of 75 respondents are grouped into three clusters
by the k-means algorithm (k = 3) by the clustering technique. From the pie chart
shown in Fig. 1, it was observed that cluster C1 has got maximum percentage
contribution (39 %) among the three clusters, followed by C2 (37 %) and finally C3
(24 %). Hence, C1 has got more number of people and the result obtained for each
question will be the central value of each cluster. The corresponding result will be
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Fig. 1 Percentage Cluster Distribution
distribution of clusters

the willingness or decision of all people in that respective cluster. So based on the
result, it is possible to recommend suitable transport policy for implementation in
future.

Clustering methods are applied to group variables rather than observations.
Cluster 1, cluster 2, and cluster 3 are characterized by the high, average, and low
mean value of the observations. The results of k-means clustering (k = 3) applied to
group questionnaire data are given in Table 1.

Cluster analysis has been used to group variables into homogeneous and distinct
groups. This approach is used, for example, in revising a questionnaire on the basis
of responses received to a draft of the questionnaire. The grouping of the questions
by means of cluster analysis helps to identify redundant questions and reduce their
number, thus improving the chances of a good response rate to the final version of
the questionnaire. From the results shown in Table 1, the questions whose centroids
values are more than 4 in two or more clusters were grouped as the most distinctive

Table 1 Results of cluster analysis. a Questions 1 through 10. b Questions 11 through 20
Clsers  |Q1 Q@ |3 |+ Jos  Jos o7 s [ a0

(a)

Cl1 337 3.535 3.46 4.00 437 4.53 425  |4.418 3.63 3.72
Cc2 3.05 2.92 3.36 3.29 3.94 431 429 |4.09 297 1.66
C3 2.61 3.07 2.307 2.884 2.846 2.846 292|246 2.769 234

Clusters |QI1 | QI2 QI3 Ql4 Ql5 Ql6 Q17 |Qi8 Q19 Q20

(b)
Cl 3.83 3.37 4.32 3.604 3.163 3.558 3.79 4.16 3.69 4.62
C2 2.43 2.56 3.39 3.58 1.82 2.73 3.14 3.87 3.21 4.73

C3 2.69 35 2.42 2.69 3.9 2.96 3.03 2.65 3.307 3.115
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Table 2 Description of clusters
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Cluster | Percentage Classification Description of clusters
(%)
Cl 63 Self-oriented, Searches satisfaction by doing good
Less ready to take thing
personal constraints Is not altruistic
High level of formal education
Believes policy decisions will be effi-
cient for developing countries
Cc2 37 Value-oriented Highly involved in social/political

action

Highest household income among all
clusters

Own security is the basis for solitary
action

questions, which were strongly agreed by most of the respondents. It is observed
that questions Q6, Q7, Q8, and Q20 were found to be most receptive among the
respondents to achieve reduction in air pollution in Chennai.

In the second level of analysis, these four questions were distributed to 110
respondents. The cluster analysis was performed on the respondents to identify their
typologies. Two clusters were formed. The respondent groups were classified as
given in Table 2.

Table 3 a Initial clustering results. b Final clustering results

Mean Cluster
1 2

@
Q6: The main source of air pollution in Chennai is due to transport vehicle 4.30 1.8
emissions
Q7: The problem of vehicular air pollution is worst in urban area 3.66 |2.6
Q8: “Installation of traffic information boards about level of air pollution” will | 3.9 23
be useful
Q20: Vehicular pollution affects the public health and creates global warming | 3.7 2.3
problem
Mean Cluster

Cl C2
(b)
Q6 4.1 2.61
Q7 3.59 3.08
Q8 3.1 2.88
Q20 3.88 3.1
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Table 4 The difference between the clusters

Mean Cluster Error F Signal
MS DF MS DF

Q6 9.74 2 0.24 2 40.61 0.000

Q7 9.26 2 0.282 2 32.8 0.000

Q8 11.43 2 0.093 2 122.8 0.000

Q20 10.72 2 0.153 2 69 0.000

With k-means cluster analysis, the four predominant questions selected (cases)
were clustered into 2 homogeneous groups based on the respondents characteristics.
Hence, individual policies suitable to each group can be thought to enforce to
reduce the level of air pollution in Chennai (Table 3a).

After the initial cluster centers have been selected, each case is assigned to the
closest cluster, based on its distance from the cluster centers. After all of the cases
have been assigned to clusters, the cluster centers are recomputed, based on all of
the cases in the cluster. Case assignment is done again, using these updated cluster
centers (10 iterations in this case) (Table 3b).

It is inferred from the above table that majority of the respondents are aware that
vehicular pollution is the major source of pollution in Chennai, followed by the
fact/awareness that vehicular pollution leads to health hazards. The F ratios have
been computed to describe the difference between the clusters as shown in Table 4.

5 Conclusion

There has been a rapid increase in the number of vehicles, as a result of urbani-
zation, economic growth, and easy availability of finance. Apart from new vehicles,
old vehicles also exist often with outdated technology and nonobservance of
emission norms. The quality of fuel supplied has also compounded the problem of
vehicular pollution. In this regard, the study undertaken by this research to study the
awareness among the people about the sources of air pollution clearly concludes
that the people are very much aware about the fact that vehicle pollution leads to
health hazards. Research is warranted, and the measures discussed in the ques-
tionnaire study are effective or showing promise in order to further identify
cumulative measures that together can assure sufficient exposure reduction and
health protection for those living near busy roadways.
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6

Appendix 1: Questionnaire: Survey of Pollution
Awareness Among People of Chennai

6.1 Questions

1.

SNl o

=~

10.

11.

12.
13.
14.

15.
16.
17.
18.

19.
20.

New motor vehicle may be subjected to general VAT or special vehicle sales
tax may be levied based on either value or other attributes such as weight or
engine capacity.

Annual fees for the registration or use of motor vehicle may take the form of an
annual fixed amount for all vehicle of certain type (private cars or may be more
finely according to vehicle characteristics).

Higher motor fuel taxes will lead to reduction of vehicle use.

Environmental Protection Agency (EPA) helps to control emission standards.
Biodiesel fuel is better to use than regular diesel fuel.

The main source of air pollution in Chennai is due to transport vehicle
emissions.

The problem of vehicular air pollution is worst in urban area.

“Installation of traffic information boards about level of air pollution” will be
useful.

People will re-route their trip on available alternative re-route if traffic infor-
mation board displays higher level of air pollution.

If the alternate route is longer than the one with pollution hazard, will the
people to sacrifice some time and fuels to prefer that long route?

Will the people be willing to pay for the information regarding pollution hazard
on roads if they are available on payment only?

Will the people prefer public transport to travel?

The increase in fuel price will affect the usage of private vehicle.

The reason for preferring private vehicle is less frequency of operation of public
transport.

Present conditions of the public transport system are good.

The reason for preferring public transport is safety in travel.

People are willing to share their vehicle with their colleagues.

Less awareness about vehicular pollution is the reason for not cooperating with
the government to get emission check certificate for their own vehicle
periodically.

Vehicles should be scrapped after a certain period.

Vehicular pollution affects the public health and contributes to global warming
problem.
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Investigation of Fault Detection
Techniques for an Industrial Pneumatic
Actuator Using Neural Network:
DAMADICS Case Study

V. Elakkiya, K. Ram Kumar, V. Gomathi and S. Rakesh Kumar

Abstract The objective of this work was to develop the novel approach for fault
detection using neural network in industrial actuator for DAMADICS benchmark
case. This neural network model has the ability to produce effective result for fault
detection. In this paper, a model-based technique is proposed for the residual
generation which results from the deviation of fault-free behavior of actuator from
faulty behavior on actuator. The actuator is the multi-input—multi-output (MIMO)
system which is designed using four kinds of neural network architectures
(NNARX, NNARMAX, NNRARX, and feed forward), and best structure is chosen
based on performance indices. The actuator faults can be grouped using k-means
clustering technique. This technique is applied to the DAMADICS benchmark case.

Keywords Fault detection - Neural network - k-means - DAMADICS

1 Introduction

Control systems are implemented everywhere in the industry. They are used to
control various types of chemical processes in industries. The supervision of
chemical processes and the quality control of products are mainly based on mon-
itoring the present state indicating any undesired states present in the process, and
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taking appropriate actions to avoid damage or accidents. The deviations from
normal process behavior result between faults and errors. If faults could timely be
detected and diagnosed in many cases, it is possible to concurrently reconfigure the
control system so that it can safely continue its operation [1].

Fault diagnosis is performed using these three categories: model-based method,
model-free method, and process history-based method. In model-based method,
parameter estimation, state estimation, observer design, and soft computing tech-
nique are the most applied techniques. The model-based fault detection and iso-
lation (FDI) is based on state space model of the process. If the process is linear
process, then it is quite easy to find the linear state space model; if not linear, then it
is somewhat difficult to get the nonlinear state space model. Most of the research
works in nonlinear FDI focused on the development of models, which can accu-
rately approximate the dynamics of the nonlinear system, to be used for generating
residuals. Many techniques were developed based on universal approximators, such
as FSs, NNs, and neuro-fuzzy networks (NFN) [2]. Based on the accurately gen-
erated residuals, faults can then be isolated by classifiers derived from statistics,
fuzzy logic, NN, and NFN [3, 4]. Since the actuator system is highly nonlinear and
many parameters are involved in this valve mathematical modeling, it is difficult to
find the accurate model for valve. To avoid this kind of problem, artificial neural
network (ANN)-based system identification procedure is developed [5]. The neural
network model is developed for fault-free data.

The residual generation via neural network is implemented by comparing the
output of the fault-free model with faulty model. This paper focuses on finding the
best method for generating residuals among these neural network models and
diagnoses the faults into groups by k-means clustering method. This scheme is
designed and applied to the benchmark DAMADICS.

2 Model-Based Fault Detection Method

The model based fault diagnosis can be defined as the identification of the faults
present in a system. It consists of two stages. The generation of residues and deci-
sion-making. The difference between the system output and fault-free model output
is called residual. Based on this residue value, the fault is detected. The block
diagram of FDI is shown below in Fig. 1 [6]. The problem that will arise when using
a mathematical model for the given system is that it cannot model the monitoring

System _l
Residual  —»| Residual
@ > Generation Evaluation

> Model (ANN) |1

A\ 4

u(t)

Fig. 1 General block diagram of FDI
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system accurately due to disturbances and noise. This results in differences between
the analytical model output and the system output due to non-modeled dynamics of
the system and other uncertainties. Faults are detected by setting fixed or variable
thresholds on residual signals generated from the difference between actual mea-
surements and their estimates obtained by using the process model.

2.1 Residual Generation Using Neural Network Model

The basic idea in fault detection system consists of two stages to generate signals
that reflect residual between the normal operating condition and faulty operating
conditions. That kind of signals are known as residuals and are usually calculated
using a variety of analytical methods [7]. Another stage is making the decision. The
generation of residuals is done using various types of neural network; among this,
best network is chosen based on the performance indices. Neural network is able to
detect the faults present in dynamic system and able to model the multi-input—
multi-output system [8].

Artificial neural networks are widely used for developing the data-based model.
The objective is to design fault-free and faulty models that will be used for the
residual generation [9, 10]. ANNSs are used to differentiate various faults from the
normal condition to abnormal condition, according to different fault patterns pre-
sented in the measured input—output system data. ANN is trained with data col-
lected during the normal functioning (fault free); then, the ANN models are
validated with another set of data.

The modeling equation of valve using neural network is shown below

X' =net X (CV, PI, P2, T),
F' =netF(X, P1, P2, T).
Identify a neural network model of a dynamic system by using network architec-

ture. The toolbox provides different model structures as below.
Neural network autoregressive with external input (NNARX)

ye—1)=y(t—1)..yt —n)u(t—p)...u(t—q—p+1). (27.1)

n, g number of past inputs and outputs used for determining the prediction
p Time delay

Neural network recursive autoregressive with external input (NNRARX)
Identify a neural network model of a dynamic system by using a recursive
algorithm.
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Neural network autoregressive moving average with external input
(NNARMAXT1)

ye—1)=y@t—1)..y¢—n)..u@t—p).. u(t—qg—p+1)+c(g— 1)e(t).
(27.2)

In order to get the best architecture, performance measure of each network is
evaluated based on sum of squared error.

3 Case Study (DAMADICS Actuator)

This procedure is studied for DAMADICS actuator which is the benchmark system
mainly developed to analyze the various kinds of fault detection and isolation
schemes. This DAMADICS benchmark is based on the electropneumatic valve
actuator in the Lublin sugar factory in Poland [11]. The actuator consists of a
control valve, pneumatic servomotor, and positioner shown in Fig. 2. Totally, five
available measurements and 1 control value signal have been considered for

i Pneumatic servo

| motor ——| E/P |<—| zC |

Valve V L
Fv

PT

Fig. 2 Actuator structure, VI hand-driven bypass valve, V2 hand-driven bypass valve, V3 hand-
driven bypass valve, V control valve, PI pressure sensor (valve inlet), P2 pressure sensor (valve
outlet), F' process media flow meter, X valve displacement, x positioner feedback signal, pg
pneumatic servomotor supply, and CV control signal from external PI Controller
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benchmarking purposes. The input to the actuator is as follows: process control
external signal CV, values of liquid pressure on the valve inlet P1 and outlet P2, and
liquid temperature T1. The output of the actuator is liquid flow rate F and stem
displacement X. The data set is collected from the DAMADICS Web site during
various operating conditions which means with fault and fault-free operating
conditions [12]. The actuator consists of 4 inputs and 2 outputs.

3.1 Residual Design

The residual generation can be done by comparing the neural network output (fault
free) with actual system measurement [13]. In this work, the residual generation
was done by using various kinds of neural network [14]. The neural network model
can be represented as multi-input—single output (MISO) for pneumatic actuator.

Using “Neural Network Based System Identification Toolbox” (NNSYSID),
various structures like NNARX, NNRARX, and NNARMAX are designed and
they are shown in Figs. 3, 4, 5 and 6. The network is designed with tansig transfer
function for hidden layer and purelin for output layer. The network is trained with
data collected during normal operation and validated with another set of data. The
model which is designed using neural network is able to map the actuator system
output. So this model will behave like the system (actuator).

The best architecture performance measure of each network is evaluated based
on sum of squared error. The performance measure is shown in Table 1.

Fig. 3 Output of the model Output (dashed) and simulated
and system NNRARX output (solid)
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Fig. 4 Output of the model Output (dashed) and simulated
and system 40 NNARMAXI1 output (solid)
system output
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Fig. 5 Output of the model Output (dashed) and simulated
and system NNARX output (solid)
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Fig. 6 Output of the model system output and neural network

and system (after training) 0 output (after training)

system output

O neural network output

output (displacement)

26 Il Il Il Il
0 1000 2000 3000 4000 5000
time (sec)
Table 1 Validatior} of Network type Performance measure
different models using ANN (sum of squared error)
Feed-forward type 2.604
NNARX 0.5571
NNRARX 0.6328
NNARMAX1 16.64

4 Actuator Fault Detection and Isolation

In the proposed FDI system, 19 classes of system behaviors, normal operating
condition f0, and nineteen faults f1-f19 are modeled by a bank of dynamic neural
networks. But the result is shown only for partially opened bypass valve (f19). To
evaluate residuals and to obtain information about faults, simple thresholding can
be applied. If residuals are smaller than the threshold value, a process is considered
to be healthy; otherwise, it is faulty. In practice, due to modeling uncertainty and
measurement noise, it is necessary to assign thresholds larger than zero in order to
avoid false alarms [5]. The fault (f19) is detected by setting the fixed threshold
value (1.5) as shown in Fig. 7. Since the isolation task can be performed using some
statistical classification and fault signature matrix, but the isolation is not effective,
it is not possible to segregate the type of fault based on magnitude because some
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Fig. 7 Residual between
system output and neural
network output for f19

Table 2 Types of faults

25

Residual

V. Elakkiya et al.

Residual value between system output
X and NNARX output X'

1000 2000 3000 4000 5000
time (sec)

Fault

| Description

Control valve faults

fl Valve clogging

2 Valve or valve seat sedimentation
3 Valve or valve seat erosion

f4 Bushing friction

5 External leakage

f6 Internal leakage (valve tightness)
7 Medium cavity or critical flow

Pneumatic servomotor faults

8 Twisted servomotor’s rod

9 Terminals tightness

f10 Servomotor’s diaphragm perforation
fll Servomotor’s spring fault

Positioner faults

f12 Electropneumatic transducer

f13 Rod displacement sensor fault

f14 Pressure sensor fault

f15 Positioner spring fault

f16 Positioner lever fault

f17 Positioner supply pressure drop

f18 Unexpected change of pressure difference
f19 Fully or partly opened bypass valves

faults are having same magnitude (f1, f7, £10). So all the faults are grouped into two
based on k-means clustering technique using squared Euclidean distance. The list of

faults is shown in Table 2.
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4.1 Cluster Analysis

The aim of cluster analysis is the classification of objects according to similarities.
Clustering techniques are among the unsupervised (learning) methods, since they
do not use prior class identifiers. Most clustering algorithms also do not rely on
assumptions common to conventional statistical methods, such as the underlying
statistical distribution of data, and therefore, they are useful in situations where little
prior knowledge exists.

The most well-known clustering algorithm is the so-called k-means algorithm or
Lloyd’s method which attempts to address the following objective [15]: Given a set
of points in a Euclidean space and a positive integer k (the number of clusters), split
the points into k clusters so that the total sum of the (squared Euclidean) distances
of each point to its nearest cluster center is minimized. The clustering task can be
done based on the error value, sum of squared error, and mean squared error. The
faults are clustered into two groups. The group 1 consists of f1, {7, f10, f12, f15.
The remaining faults will fall in group 2 (f2, 3, f4, f35, f6, {8, {9, {11, f13, {14, 16,
f17, f18, f19).

5 Conclusion

Diagnostics of industrial processes has been extensively developed in recent years.
We can conclude that by using artificial neural networks composed of dynamic
neurons, one can design an effective fault diagnosis system. A group of neural
models are used to model for normal operation conditions. The faults are grouped
into two types based on k-means clustering technique. The limitation of this model-
based FDI is we can use this for only known working condition. The unknown faults
can be detected but not isolated. Another limitation is the faults cannot be isolated
using the magnitude, and ability to detect and isolate multiple faults is very difficult.

Future activities include addressing issues related to isolation of each faults and
to design fault-tolerant control system.
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Design of Portable Security System Using
Face Recognition with Back-Propagation
Algorithm and MATLAB

M. Hareesh Babu, M. Bala Naga Bhushanamu, B. Benarji
and M. Purnachandra Rao

Abstract In our globally connected world, threats from various aspects are going
at an alarming rate. These are controlling with different security systems such as
metal detector, closed circuit cameras, and scanning systems. All these aids are
meant to recognize and identify the explosives and others weapons. Here, it is more
important to identify the particular person or persons, who were planning to distract
the society or particular event. This paper is aimed to design that to control the
threats by identifying the suspected people by a simple face recognition technique
using simple PC or laptop with the help of scientific software MATLAB and its
neural network tool box. In general, all major events are fully securitized with well-
developed protection systems but only problem with non-major and small events,
where security systems are matter of financial issues. So, militants and other
destroyers are taking advantage of these situations and creating a panic and terror
situations. This paper is also designed like that a PC or laptop with camera can be a
face recognition system to identify the suspected peoples and most wanted criminal.
By recognizing the people, we can mostly avoid the threats from these people and
dangerous situations. Neural network is a science that has been extensively applied
to numerous pattern recognition problems such as character recognition, object
recognition, and face recognition, where this paper has programmed for face rec-
ognition with the back-propagation algorithm and simulated with the software
MATLAB and its neural network tool box. Here, the back propagation plays the
central operation role to get the key features were extracted from the picture for
training the network. Since the major role of the project is mainly focusing on the
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training of the neural network, already extracted key features of the person’s image
from the database were taken for training the back-propagation network. Here, we
have taken 7 input units, 6 hidden units, and 4 output units contained back-prop-
agation network. The output unit, 4 output units, generates the 4-bit output which
gives the person identity.

Keywords Security - Back-propagation - Face recognition - Neural network -
Images - MATLAB - Data learning rate - Weight - Train

1 Introduction

In this globalized world, security of a person or country is a major issue. An annual
budget for the country and their people security has raising drastically by every
nation. Even though the security system in root levels are failing at small and non-
recognitions events, which leads to financial and death loses. So, security at these
events need to be enhance to control the various loses. All these situations can be
overcome by utilizing the technology such as Artificial Neural Network, Face
recognition, Digital Image Processing, and MATLAB software. The main aim of
the paper was to identify the persons from the face recognition technique and back-
propagation algorithm, which is a part of neural network. In this paper, we have
designed as that will collect the still photograph of the person, especially face part
of the of the person, by the personal computer or laptop’s built-in camera and then
fed to the MATLAB software, where captured image has processed according to
back-propagation algorithm using neural network tool box. This image is stored in
the database and also compared with the previous images from database system,
which has taken previously or collected from internet database system. If images
found to be matched, then the system immediately intimating that particular person
has already listed or identified in this database. Here, the data base system will
readily stores the suspected people and criminals images. In this manner, we can
identify the criminals, militant, and suspected persons at a small and non-recog-
nized events at rural areas by simple using personal computer and laptops.
MATLAB is a high-level language and interactive environment for computa-
tions, visualizations, and programming. Meanwhile, you have a chance to analyze
data, develop algorithms, and create models and applications. This language tool
and built-in mathematical functions will enable you to explore multiple approaches
and reach a solution faster than with spreadsheets or traditional programming
languages, such as C or C++ or VC++. Main Key features of the MATLAB are as
follows: (1) Mathematical functions for linear algebra, statistics, Fourier analysis,
filtering, optimization, numerical integration, and solving ordinary differential
equations. (2) Built-in graphics for visualizing data and tools for creating custom
plots. (3) Development tools for improving code quality and maintainability and
maximizing performance. (4) Tools for building applications with custom graphical
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interfaces. (5) Functions for integrating MATLAB-based algorithms with external
applications and languages such as C, Java, .NET, and Microsoft Excel. (6) Cre-
ating Apps with graphical user interfaces in MATLAB.

Back-propagation is a common method of training artificial neural networks and
an abbreviated as “backward propagation of errors.” From a desired output, the
network learns from many inputs, similar to the way a child learns to identify a dog
from examples of dogs. It is a supervised learning method and is a generalization of
the delta rule. It requires a dataset of the desired output for many inputs, making up
the training set. It is most useful for feed-forward networks. Back-propagation
requires that the activation function used by the artificial neurons or “nodes” be
differentiable. The back-propagation learning algorithm can be classified into two
phases: propagation and weight update. Each propagation involves the following
steps: (1) Forward propagation of a training pattern’s input through the neural
network in order to generate the propagation’s output activations. (2) Backward
propagation of the propagation’s output activations through the neural network
using the training pattern target in order to generate the deltas of all output and
hidden neurons. For each weight-synapse follow the following steps: (1) Multiply
its output delta and input activation to get the gradient of the weight. (2) Subtract a
ratio (percentage) of the gradient from the weight. This ratio (percentage) influences
the speed and quality of learning; it is called the learning rate. The greater the ratio,
the faster the neuron trains; the lower the ratio, the more accurate the training is.
The sign of the gradient of a weight indicates where the error is increasing; this is
why the weight must be updated in the opposite direction. Phase 1 and 2 repeats
until the performance of the network is satisfactory.

2 Design Technique

The face recognition task is a challenging because of variability in the pose, ori-
entation, location, and scale. It is also depends on the facial expressions, lighting
conditions, and age excreta. In this paper, we have mostly considered about the
three conditions as follows: (1) Variations in image plane and pose (2) Facial
expressions, and (3) Lighting conditions and background. Section one due to the
faces in the image vary due to rotation, translation, and scaling of the camera-pose
or the face itself. Second sections due to the appearance of a face are largely
affected by the expression on the face. The presence or absence of additional
features such as glasses, breads, and mustaches further add to this variability. The
final section describes about the lighting conditions that depend on the object and
light source properties, and affect the appearance of the face. The back ground
which defines the profile of the face is important and cannot be ignored. The whole
process involves training the network with a set of pictures and after the training
process is over, an arbitrary image is given as input. The output is a set of binary
values of yes or no, indicating whether the image resembles any trained picture or
not.
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3 Training Approach

The training approach has taken into three stages. In first stage, the back-propa-
gation network is used to extract various unique features from every image, and
learning vector quantization is used for training the network. Here, the back-
propagation network is also used as auto-associative network and each image is
resized to 56 x 46 pixels then fed to back-propagation network as an input, which
leads to be 2,576 input units, 2,576 output units, and 200 hidden units. Further,
each pixel value is converted into a bipolar to accept the values as ‘—1’ and if the
pixel value is grater then 0.5 as ‘41’ (Figs. 1 and 2).

In second stage, the back-propagation network is used as a string network to act
as a database system with a 2,576 input units, maximum of 200 hidden units, and 6
output units. The output is converted from binary to hexadecimal to address the
memory location of the database, where the information about a person is stored.
This 6-bit output gives the person identity (Fig. 3).

In final stage, the key features of the image were only extracted for the training
the network because if we give the picture as input to the network is not feasible
due to the size of the weight matrix is huge. To train the network, we have extracted
key features from the database for train the back-propagation network with 7 input
units, 6 hidden units, and 4 output units has used. The seven attributes of the image
features are 1. Frontal or central, 2. Upper frontal, 3. Lower frontal, 4. Top right
frontal, 5. Top left frontal, 6. Bottom right frontal, and 7. Bottom left frontal. So, the
dimensions of the image are considerably reduced to 7-6-4 from 2576-50-6. Finally,
the 6-bit output units of the image converted into 4-bit output, which gives the
person identity. Here also the output is converted from binary to hexadecimal
to address the memory location where the information of a person has stored.
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To analyze the efficiency of the back-propagation network for varying inputs to
identify the correct person, we trained the network in both continuous valued and
discrete value features (Figs. 4 and 5).
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Fig. 4 Block diagram for the entitled paper
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Fig. 5 BPN network after process the original image

Fig. 6 A set of training images

4 Simulation Result

See Figs. 6, 7, 8, 9 and 10.
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Fig. 7 A set of testing images

5 Conclusion

Advantages in technology such as face recognition and Image Processing has leads
to overcome many sensitive problems in security aspects such as identifying the
suspected people and enemies by capturing the image and identify the validity of a
person by using the extracted features available in the database. For practical
implementation, more attention should be given to the preprocessing stage to
extract the features directly from the image. Finally, the intention of the paper
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Upper Lower Top ?op Bottom Bqttom

Frontal Frontal | Frontal Left Right Left Right
Frontal | Frontal Frontal Frontal

0.5800 | 0.4500 | 0.1850 | 0.9955 0.3945 0.2720 0.2850
0.5600 | 0.4400 | 0.1400 | 0.9285 0.3825 0.1880 0.3000
0.6150 0.4800 0.1650 0.8385 0.5130 0.3010 0.3050
0.5500 0.4150 0.1350 0.7635 0.3180 0.2100 0.2000
0.5650 0.4400 0.1550 0.9395 0.4275 0.2140 0.2700
0.3800 0.2750 0.1000 0.2255 0.0800 0.0490 0.0850
0.3550 | 0.2800 | 0.0950 | 0.2455 0.0955 0.0620 0.0750
0.4500 0.3200 0.1000 0.3810 0.1705 0.0750 0.1150
0.3650 0.2950 0.0800 0.2555 0.0970 0.0430 0.1000
0.4400 0.3400 0.1000 0.4510 0.1880 0.0870 0.1300
0.3550 | 0.2800 | 0.0850 | 0.2905 0.0950 0.0395 0.1150
0.5000 | 0.4000 | 0.1300 | 0.6645 0.2580 0.1330 0.2400
0.4700 | 0.3550 | 0.1000 | 0.4755 0.1675 0.0805 0.1850
0.5350 0.4050 0.1450 0.6845 0.2725 0.1710 0.2050
0.4900 0.3800 0.1350 0.5415 0.2175 0.0950 0.1200

Fig. 8 Sample dataset for continuous input

Top Top Bottom Bottom
Frontal Fggﬁizl Fig:i:l Left Right Left Right

Frontal | Frontal Frontal Frontal
1 1 -1 1 1 -1 -1
1 -1 -1 1 -1 -1 -1
1 -1 -1 1 -1 -1 -1
1 -1 -1 1 -1 -1 -1
1 -1 -1 1 -1 -1 -1
1 -1 -1 1 -1 -1 -1
1 -1 -1 1 -1 -1 e
1 -1 -1 1 1 -1 -1
1 -1 =1 1 -1 -1 -1
1 -1 -1 1 -1 -1 =1
L & -1 -1 ] e -1 -1
-1 -1 -1 -1 -1 -1 -1
e -1 -1 =1 -1 -1 -1
-1 -1 -1 -1 -1 -1 -1
-1 -1 -1 -1 -1 -1 -1
-1 -1 -1 =1 -1 -1 =1

Fig. 9 Sample dataset for discrete input

“Design of Portable Security System Using Face Recognition with Back-propa-
gation Algorithm and MATLAB” has simulated in PC and laptop for very low cost
and advantage is that it can mobilized to anywhere.
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Fig. 10 Binary data for 1 1 -1 -1
persons’ identity 1 =1 -1 -1
1 -1 -1 =1
1 -1 -1 -1
1 -1 -1 -1
1 -1 -1 -1
1 -1 -1 -1
1 1 -1 -1
1 -1 -1 -1
1 -1 -1 -1
-1 -1 =1 -1
-1 -1 -1 -1
-1 -1 -1 -1
-1 =1 -1 -1
-1 -1 -1 -1
-1 -1 -1 -1
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Model-Based Control for Moisture
in Paper Making Process

C. Karthik, K. Suresh, K. Valarmathi and R. Jacob Rajesh

Abstract This project deals with the performance evaluation on the comparison of
model-based control for drying process of paper industry. The dryer section is the
last part of the paper machine and consists of a large number of rotating steam-
heated cast iron cylinders by adjusting the set point of the stream pressure controller
to the cylinders. In the design of model reference adaptive control, schema is used,
in which the adaptive law has been developed by MIT rule. Similarly, design of
PID and MRAC controller is used. This paper presents a nonlinear dynamic control,
based on heat and mass balance for steam, cylinder, and paper. The control was
performed to the combined drying process system using both the adaptive control
algorithm and MPC controller method and its results were analyzed. A simulation is
carried out using MATLAB. Simulation results reveal clear benefits of the model
reference adaptive control over traditional controller and MPC controller methods.
Thus, by controlling, this process proves real incentives for industrial
implementation.

Keywords Drying section - System identification « PID - MPC - MRAC

1 Introduction

The function of a paper machine is to form the paper sheet and remove the water
from the sheet. A paper machine is divided into three main parts as wire section,
press section, and drying section. Nonlinear modeling of moisture control of drying
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process in paper machine has been proposed an approach to define that the paper
machine is modeled for designing moisture content control loop using DCS which
is available in the paper plant. A transfer function to validate the moisture control
process is obtained with the real-time data [1]. MPC as control strategy for pasta
drying processes has been proposed an approach to MPC that produces high per-
formance and accuracy, with relatively small computational rate and gives better
results than PID [2, 3]. Model predictive control of an industrial dryer has been
proposed an approach to its high performance due to the use of the direct control of
the product moisture content based on a state observer, to updating the model of the
process on which MPC relies [4, 5]. Direct model reference adaptive control of
linear systems with input/output delays has been proposed an approach to Direct
Model Reference Adaptive Tracking Controller for linear systems with unknown
time varying input delays [8]. MRAC using observers with unknown inputs has
been proposed a new solution for MRAC, based on the design of a state observer
with unknown inputs has been proposed [8].

A multivariable MRAC scheme with sensor uncertainty compensation has been
proposed a crucial step, the derivation of a properly parameterized error model in
terms of the system and sensor parameter errors and the output tracking errors.
Based on the developed error model, stable adaptive laws have been derived for
updating the parameter of the compensator and feedback controller [10].

2 System Identification

System identification is a procedure to build a mathematical model of dynamics of a
system from measured data. System identification is a process of obtaining models
based on a data set collected from experimental setup as well as the real-time
models.

2.1 Identification

The design of a control system requires a mathematical model of the dynamics of
the process. Different types of identification model structure based on early prin-
ciples model parameters are estimated from measured data. If the physical laws
governing the behavior of the system are known, we can use these to construct so-
called white-box models of the system. In a white-box model, all parameters and
variables can be interpreted in terms of physical entities and all constants are known
a priori. At the other end of the modeling scale, we have so-called black-box model
or identification.
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20 INPUT AND OUTPUT DATA SET
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Fig. 1 Data set of input and output

2.1.1 Experiment Design

Collecting data is a very essential step. The data set Z" should be as informative as
possible to fully identify the model. Their pressure and moisture data were collected
by using ABB DCS in TNPL. A total of 2,000 data were collected that are shown in
Fig. 1.

Model sets or model structures are families of models with adjustable parame-
ters. Parameter estimation amounts to conclude the “best” values of these param-
eters. The system identification complication amounts to find both the good models.
Model Validation is the process of gaining confidence in a model. Crucial this is
achieved by “twisting and turning” the model to scrutinize all attitude of it. Of
particular importance is the model’s ability to reproduce the behavior of the vali-
dation data sets. Thus, it is important to review the properties of the residuals from
the model when applied to the validation data.

3 PID Controller

A PID controller calculates an “error” value as the difference between a measured
process variable and a desired set point. The controller experiments to minimize the
error by adjusting the process control inputs. Be able to use common methods of
analysis for a system with a PID controller in order to predict the behavior of the
system and controller, and to be able to choose PID parameters. Defining u(f) as the
controller output, the final model of the PID algorithm is
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u(t) = Kpe(t) + Ki/e(r)dr + kd%e(t) (1)
0

3.1 Ziegler—Nichols Tuning

This procedure is only valid for open loop stable plants, and it is carried out through
the following steps. Set the true plant under proportional control, with a very small
gain, and increase the gain until the loop starts oscillating. Note that linear oscil-
lation is needed and it should be detected at the controller output. Record the
controller critical gain K, = K. and the oscillation period of the controller output P,.

4 Model Predictive Control

Future values of output variables are predicted using a dynamic model of the
process. The control calculations are based on both future predictions and current
measurement. Inequality, equality constraints, and measured disturbances obtain
including the control calculations. The calculated manipulated variables obtain
implemented set point for lower level control loops. A discrete-time implementation
of model-based control algorithm is called as model predictive control.

4.1 MPC Design

The first step in the design is to load a plant model. Its dimensions and signal
specifically set the context for the remaining steps. The model can be loaded
directly or indirectly by importing a controller or a saved design. To import from
MATLAB workspace, radio button should be selected by default. The dialog
section labeled in the workspace lists the LTI models. They select the state space
model for the process. The dialog section labeled the properties and then displays
the number of input and output—their names, signal types, etc (Fig. 2).

5 Model Reference Adaptive Control

The MRAC is one of the main adaptive control approaches. When the system
specifications are in terms of a reference model, it tells how the process output
should ideally respond to command signals. It is then possible to use MRAC.
Model reference adaptive system is to create a closed loop controller with
parameters that can be updated to change the response of the system. The output of
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the system is compared toward a desired response from a reference model. The
control parameters will update based on this error. By adjusting, the mechanism
parameters in a model reference adaptive system can be obtained using gradient

method (Figs. 3, 4, 5 and 6) (Tables 1 and 2).

5.1 Gradient Method—MIT Rule

Capture error : e = Yplantouput — Ymodeloutput

1
Regardingcost function : J(0) = §e2(9)
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Table 1 Comparison of Models MSE for real-time data Fitness (%)

process model
PID 0.0508 83.42
P2D 0.0471 84.04
P3D 0.0353 86.17
P2DU 0.00872 93.13
P3DU 0.00512 94.74
PIDZ 0.0508 83.42
P2DZ 0.0471 84.04
P3DZ 0.0371 85.82
P2DZU 0.0471 86.48
P3DZU 0.0371 87.45
PIDIZ 0.0285 87.62
P2DIZ 0.0194 89.76
P3DIZ 0.0184 90.03
P2D1ZU 0.00551 94.54
P3DIZU 0.011 92.28

Table 2 Comparision Controller performance PID MPC MRAC

between PID, MPC, and —

MRAC controller response Rise time 3s 22 135
Settling time 22's 4.6 s 44 s
Peak overshoot 1.118 0 35
O = s’ +anle (©

From % and % we get updating controller parameter 61 and 62 are

01

—0.0001
= (95 + s+ 1|s* +9s* + Ts + 1) (7)
N

02

0.0001
=——— (95 +Ts+1|s +95° + Ts + 1) (8)
s
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6 Result and Discussion

From system process model identification, we get third-order transfer function for
the model P3DU which is given by,

Tf = 1/(s* + 95> +7s + 1) 9)

7 Conclusion

The proposed controllers are tested by using MATLAB simulinkprogram. The
simulation shows that MPC provides better performance then MRAC and PID
controller. The proposed model-based control system increases its efficiency and
quality of the product. This will reduce the production cost by controlling the
moisture.
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Elimination of Harmonics in Seven-Level
Cascaded Multilevel Inverter Using
Particle Swarm Optimization Technique

W. Razia Sultana, Sarat Kumar Sahoo, S. Prabhakar Karthikeyan,
L. Jacob Raglend, Pasam Harsha Vardhan Reddy and Gangireddy
Taraka Rajasekhar Reddy

Abstract This paper presents a robust stochastic search algorithm called particle
swarm optimization (PSO) to resolve the optimum switching angles for 7-level
cascaded multilevel inverter (MLI) to eliminate selected harmonics in order to get
low total harmonic distortion (THD) by taking the resultant equations of the output
voltage THD of an inverter as an objective function. The simulation is carried out
on a 7-level cascaded inverter to ensure the accuracy of the projected technique.
Results show that 5th and 7th harmonics are effectively suppressed at faster con-
verging rate and show how the THD varies with modulation index.

Keywords Multilevel inverter - THD - PSO - Selective harmonic elimination

1 Introduction

Due to the requirement of high-power apparatus in numerous industrial applica-
tions, multilevel inverter (MLI) has been introduced as an alternative in high-power
high-voltage situations. It can be operated at both fundamental and high switching
frequency (pulse width modulation (PWM)), and in addition to that, it also enables
the use of renewable energy sources. Renewable energy sources such as photo-
voltaic and wind can be easily interfaced to a multilevel converter system for a
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high-power application [1]. The higher power can be achieved by linking a series of
power semiconductor switches with several lower-voltage DC sources to perform
the power conversion by synthesizing a staircase waveform. Batteries, capacitors,
and renewable energy voltage sources can be used as the multiple dc voltage
sources [2]. Three different major multilevel converter structures have been reported
in the literature: cascaded H-bridge converter with separate dc sources, diode
clamped (neutral clamped), and flying capacitors (capacitor clamped). Abundant
modulation techniques and control paradigms have been developed for multilevel
converters such as sinusoidal pulse width modulation (SPWM), selective harmonic
elimination (SHE), and others [3]. SHE refers to the choice of switching angles
designed to eliminate specific harmonics by effectively eliminating certain har-
monics by DC link voltages of an inverter on and off via power switches at pre-
determined points [4]. By using different combinations of switches, three different
output voltage levels can be obtained (+Vdc, 0, —Vdc) [1]. The complete elimi-
nation of the lower-order harmonics using PWM techniques is not possible [5]. So
selected lower-order harmonics can be eliminated by considering the output
waveform’s Fourier series which gives the (N + 1) nonlinear equations. There is a
possibility of multiple solutions in these equations, and practical method of solving
these equations is by trial and error method.

Iterative methods such as Newton—Raphson are also used to solve these equa-
tions, but right choice of the initial guess is required for converging. The other
choice is to use resultant theory where these equations are converted into poly-
nomials. The complexity of the problem increases as the number of DC scores
increases, making the degree of the polynomial as well as computational burden
quiet high.

The important measure in the voltage non-equality is its THD, and this needs to
be as small as possible for many applications on MLI [6].

2 Cascaded Multilevel Inverter

Cascaded MLI is the cascade connection of the n H-bridge inverters. The value of n
depends upon the level of inverter; for 2n + 1-level inverter, we require n number of
H-bridges. Figure 1 shows cascaded 7-level inverter with 3 H-bridges [7].

Here, Vdcl = Vdc2 = Vdc3 = Vdc. Each inverter level can generate +Vdc, 0,
—Vdc. Switching sequence for different voltage levels is shown in Table 1. It shows
that by turning on the switches S1 and S4 in each bridge we can get +3Vdc.
Similarly, turning on S2 and S3 switches in each bridge yields —3 Vdc. By turning
off all the switches, we get the voltage to be equal to be 0 V.
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Fig. 1 Single-phase cascaded Sa So
7-level inverter
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Table 1 Switching sequence of 7-level cascaded multilevel inverter
Voltage level 1st H-bridge 2nd H-bridge 3rd H-bridge
3 Ve S, S4 Sy, S4 S, S4
2 Vg St, S4 Si, S4 S4, D3
Ve Si, Sy S4, D3 S4, D3
0 Off Off Off
—Vic S3, Dy S3, Dy Sz, S3
ALY S3, D4 S5, S5 Sz, S5
—3Vee Sa, S5 Sz, S5 Sz, S5

3 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a robust stochastic search algorithm for
optimization problem. PSO technique is developed by Kennedy and Eberhart in
1995 [8]. PSO combines social psychology principles in sociocognition human
agents and evolutionary operations [9]. Inspired by social behavior of bird flocking
or fish schooling, searching process in PSO is based on population of particles. A
particle represents a potential solution to the problem under investigation. Each
particle in a given population adjusts its position by flying in a multidimensional
search space to find the optimal solution to the given problem. PSO is very simple
in concept, easy in implementation, and efficient algorithm when compared to other
algorithms such as genetic algorithm (GA) and other iterative algorithms [10]. The
system is initialized randomly under certain limits and searches for optimal solution
by updating particle position. However, unlike GA, PSO has no crossover. In PSO,
particles are flown through the problem space by following the current optimum
particles. Each particle keeps on updating itself by comparing it to the best position
it has attained so far and the global best position attained and keeps following it.
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All these particles are to find the best solution (fitness). This fitness of the particle
will decide the global and the particle best values. The best value of particle is
called global best. In PSO, the global best position of particle (gbest) leads the other
individual particles [11]. PSO takes less iteration than GA in order to find the
optimal solution [11]. PSO modeling can be done mathematically by using velocity
and position vectors, respectively [10]. The equations are shown below.

Vili=WxXxV,+C, xr X(Pb,'*Xi)+C2><l’2(gbi7Xi) (1)
Xiy1 =Xi +Vip (2)

where i is the iteration and C; and C, are the cognitive and social parameters,
respectively
X is the position vector, and V is the velocity vector

itermax — iter
W= (Wmax - Wmin) X . + Wmin (3)

itermax

where iter,,,, i maximum iterations taken and iter is the present iteration, and the
flowchart representing the basic PSO algorithm is shown in Fig. 2.

4 Optimization of Switching Angles Using PSO

PSO-based optimization [12] is to find the best switching angles for the MLI. To
find those switching angles, this must be randomly initialized [11]. As the output
has quarter wave symmetry, initialization must be in the order given
0<0,<0,<0;< 5. The output voltage of the 7-level cascaded MLI is shown in
Fig. 3.

The step-by-step procedure to solve SHE problem using PSO is as follows

o Initialize the iteration and the iteration count is set to 1.

e Initialize each particle in the population between 0 and n/2, also the velocity
vector of each particle between +V ..« and —V ... Evaluate each particle fitness
by using the objective function

22:3,5,74.. (Vnz)

Fn(01702703) = Vl

)

e By the fitness of the particle, evaluate the particle best and the global best values
Pbest and Gbest, respectively. These are used to update the vectors.
e Update velocity and position vectors through (1) and (2), respectively.
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e [f the iteration count reaches the maximum iterations, then it will terminate; if it
is less than the maximum iterations, then the loop continues. If the solution is
not the desired one, then increase the number of iterations in the first step.

The output voltage Fouler equation with respect to the three switching angles is

. 4Vg
V(wt) = Z nnd (cos(ny) + cos(nl,) + cos(nbs) + - - - cos(nb,) x sin(nwt)
n=1,35...

(5)

The main objective is to eliminate the 5th and 7th harmonic content [3] by
satisfying the equations below

cos(70;) + cos(70,) + cos(703) =0 (6)
cos(50,) + cos(50;) 4 cos(503) =0 (7)
cos(f;) + cos(6,) + cos(63) = m (8)

where the modulation index M is defined from m. M = m/s, where s is the number of
switching angles; in this case, s = 3. Number of harmonics that can be eliminated by
using SHE depends upon the number of switching angles. For s switching angles,
s-1 number of harmonics can be eliminated. If the value of s is even, then maximum
harmonic that it can eliminate is 2s + 3, whereas for odd s, it is 2s + 1.

In the objective function of the 7-level inverter, we need to consider the harmonics
up to 7th. The 5th and 7th harmonic magnitudes can be suppressed by this algorithm,
so Vs and V; are the main constrains of the problem; minimizing this percentage with
respect to the fundamental voltage is our main objective, so these values are
substituted in objective function equation to calculate the fitness of the particle.

5 Simulation Results

The results that were carried out in MATLAB/SIMULINK software for a seven-
level H-bridge inverter and the validated outcome intended for switching angles are
shown in Table 2.

It presents the THD, and %Vs5, %V for the various modulation indexes. The
computation of switching angles by the PSO is accomplished in MATLAB (M-File)
using MATLAB coding. Figures 4 and 5 show the line voltage and phase voltage of
the load voltage, respectively.

The FFT analysis shown in Fig. 6 shows that 5th harmonics and 7th harmonics
are eliminated. The results are presented for modulation index ranging from 0.5 to
1. As we observe from the Fig. 7, %Vs and %V, are suppressed for modulation
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Table 2 Results for various modulation index (phase voltage)
Switching angles in deg Modulation index (M) %V 5 %V 7 THD
0, 0, 03
12.124 33.025 59.652 0.77 0 0.5 13.79
13.170 22.698 53.860 0.82 0.45 0.4 14.45
12.464 42.531 85.617 0.59 0.08 0.58 18.62
16.431 41.502 63.757 0.71 0.16 0.11 19.61
5.813 16.562 35.819 0.91 0.12 0.63 17.68
13.589 36.643 61.604 0.75 0.52 0.24 15.90
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