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Preface 

This is a text book on engineering electromagnetics, designed for an 
undergraduate course at the sophomore or junior level. The book can be covered 
in two semesters. The first part begins with vector algebra and coordinate systems 
covered in Chapter 1, and vector calculus covered in Chapter 2. The two chapters 
can take about half a semester for a full coverage. Although the instructor may 
skip some materials in those chapters, the students may use them as references. 
Chapter 3 discusses electrostatics, and Chapter 4 reviews currents. Chapter 5 deals 
with magnetostatics. The second part of the book begins with time-varying fields 
and Maxwell’s equations covered in Chapter 6, and wave motion in general is 
covered in Chapter 7. In the two chapters, students learn about the 
interrelationship between time-varying electric and magnetic fields, and the 
concept of plane waves.  Chapter 8 discusses the propagation of electromagnetic 
waves in material media.  Chapter 9 discusses transmission lines, and Chapter 10 
is on waveguides. 

Although electromagnetics is one of the most fundamental subjects in electrical 
engineering and it attracts many students to the discipline, some students feel that 
it is not easy to master electromagnetics. Electromagnetics covers a wide range of 
topics that not only deal with various physical concepts, but also involve many 
different mathematical concepts, such as vector functions, coordinate systems, 
integrals, derivatives, complex numbers, and phasors. Confusion arises not from 
the amount of mathematical theorems and formulas, but from the lack of a 
thorough knowledge of the mathematical rules and lack of a rigorous application 
of the rules to electromagnetic problems. Moreover, the confusion becomes worse 
with a lack of consistency in the notations that are used to denote various physical 
quantities and constants in electromagnetics.  

The main objective of the book is to present electromagnetic concepts in a more 
consistent and rigorous manner. This is achieved through elaborate reasoning and 
the strict application of mathematical concepts. This does not necessarily mean 
lengthy mathematical steps. On the contrary, I encourage students to obtain the 
solutions to electromagnetic problems in an intuitive way by considering the 
symmetry of configurations and applying the uniqueness theorem. The book 
contains detailed accounts of the following: 

 
1.  Students run into difficulties with the concept of vector fields at the beginning 
of the class, since they have been familiar only with vectors representing, for 
example, the force acting on a rigid body. Such vectors are closely related to the 
displacement of the body. However, a vector in a vector field does not necessarily 
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imply a displacement of an object in space; it is a quantity specific to a point in 
space, and in most cases, is not allowed to move to another point in space.   

2. Cylindrical and spherical coordinate systems are meaningful only if the 
geometry under consideration has cylindrical or spherical symmetry. When a 
position vector is expressed as RR a  in spherical coordinates, the unit vector in 

the radial direction Ra  is treated in different ways: as a constant in the presence of 

spherical symmetry, or otherwise as a function of position. Base vectors in those 
coordinates are generally functions of position, and are therefore differentiable 
and integrable. 

3. Symmetry is an integral part of Gauss’s law and Ampere’s law. The final form 
of electric flux density or magnetic field intensity of a given problem should be 
predicted from symmetry configurations so that a Gaussian surface or an 
Amperian path may be constructed. Typical symmetries in electromagnetics are 
discussed in detail in the text, including cylindrical, spherical, translational, and 
two-fold rotational symmetries. Symmetry considerations are useful for intuitively 
solving boundary value problems and problems of solenoidal and toroidal coils. 

4. The inconsistency in notation among different books is a less attractive aspect 
of electromagnetics. For some authors, the meaning of the notation 12V  is the 

potential difference between point 1 and point 2 (or 1 2V V− ), yet for others, it 

signifies the work done in moving a unit charge from point 1 to point 2(or 

2 1V V− ). This is very confusing for expressing the electric force acting on a 

charge 2q  due to a charge 1q  as 21F  along the direction of a unit vector 12a  

pointing from 1q  to 2q  such that 21 21 12=F F a . This book adopts a new notation 

to avoid the confusion.  In our notation, the potential difference is denoted as 

1 2 1 2V V V− = − , in which the subscript 1-2 mimics the subtraction on the right-hand 

side, while the hyphen implies a sense of backward direction, such as “from 2 to 
1,” or the effect at point 1 due to a cause at point 2. Accordingly, the electric force 
on 1q  due to 2q  that is in the direction of a unit vector pointing from 2q  to 1q  is 

expressed as 1 2 1 2 1 2− − −=F F a  in our notation. Subscript 12 always represents 

something “from 1 to 2.” For example, 12Ψ  represents the magnetic flux through 

loop 2 due to the current in loop 1.   

5. An electromagnetic quantity may take on different forms. Static field quantities 
are denoted by a boldface letter, such as E for a static electric field, while time-
varying fields are denoted by a script letter, such as E for a time-varying electric 
field.  Scalars are denoted by a regular letter, such as E for the magnitude of 
electric field intensity. Complex quantities are denoted by a caret on top, such as 
ˆ

oE  for the complex amplitude of electric field intensity. Since an electric field 

phasor is independent of time, it is also denoted as E.  
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The book contains 300 figures in which real data are drawn to scale; many figures 
provide three-dimensional views. Each subsection includes a number of examples 
that are elaborately worked out by putting aforementioned concepts and relations 
into use and illustrating rigorous approaches in steps. Each subsection ends with 
exercises and answers that can be solved in a few simple steps and used to check if 
students correctly understood the concepts. At the end of each section, several 
review questions are provided to point out key concepts and relations discussed in 
the section. Since it has been found that open-ended questions are simply ignored 
by many students, the review questions are given with hints referring to related 
equations and figures. The book contains a total of 280 end-of-chapter problems. 

I would like to thank the professors and students who provided valuable 
comments and suggestions, and corrected errors in the examples and exercises. I 
also wish to thank my wife, Hyunjoo, for her patience, inspiration, and confidence 
in me in the course of writing this book. 
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Chapter 1  
Vector Algebra and Coordinate Systems 

Electromagnetics entails the study of electric and magnetic phenomena in free 
space and material media.  Electromagnetics comprises three branches: electros-
tatics concerning static electric fields, magnetostatics concerning static magnetic 
fields, and electrodynamics concerning time-varying electric and magnetic fields.  
Electromagnetic theories are based on electromagnetic models that consist of 
sources such as electric charges and currents, basic quantities such as electric and 
magnetic field intensities, rules of operations such as vector algebra and coordi-
nate systems, and fundamental laws such as Coulomb’s law and Maxwell’s equa-
tions. The first two chapters of the text discuss the rules of operation, including 
vector algebra, coordinates systems, and vector calculus.  

The basic quantities of electromagnetics are either scalars or vectors.  A scalar 
is completely specified by a magnitude, as with electric potentials, whereas a  
vector is specified by a magnitude and a direction, as with electric forces.  In si-
nusoidal steady-state conditions in which all electromagnetic quantities vary sinu-
soidally with time, a complex number can be conveniently used to represent the 
sinusoidal time-dependence, regardless of whether or not the quantity is a vector. 
In general, electromagnetic quantities are functions of space and time, whereas the 
quantities of electrostatics or magnetostatics vary with space coordinates only.  
Therefore, we usually deal with scalar and vector fields in electromagnetics.    

Mathematical rules and techniques are essential for not only expressing elec-
tromagnetic concepts in compact forms, but also for constructing electromagnetic 
models of problems for solutions.  Vector algebra, vector calculus, and coordinate 
systems are three basic mathematical tools for electromagnetics.  Vector algebra 
concerns vector operations such as vector addition, scaling, and scalar and vector 
products.  Vector calculus deals with derivatives and integrals of a scalar or a 
vector field, some of which are formulated into vector operators called the gra-
dient, divergence, and curl.  A coordinate system allows us to express geometric 
elements such as points, lines, surfaces, and volumes in terms of mathematical  
equations.  Since physical quantities and laws are independent of the coordinate 
system, we choose a coordinate system that best fits the geometry under consider-
ation and thus facilitates the electromagnetic model of a problem.   

Although the definition of a vector is straightforward, we should be careful 
when we deal with a spatial distribution of vectors, called a vector field, because 
different types of vectors involved in a vector field may easily draw us into  
confusion. The position vector always starts at the origin and ends at a point in 
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space, defining the point located at the terminal point of the vector.  A distance 
vector starts at a point and ends at another, defining the distance between the two 
points and the direction from the initial to the terminal point. The distance and the 
direction are the quantities belonging to the terminal point of the vector. A vector 
in a vector field is specific to a point in space. Thus it would be meaningless if the 
vector is displaced to another point, because it represents the physical quantity ob-
served at the original point. Its magnitude and direction are the quantities belong-
ing to the initial point of the vector. In this case, the space coordinates of the  
terminal point have no significance. Base vectors are a set of three mutually or-
thogonal unit vectors whose directions generally vary with position.  

1.1   Vectors and Vector Field 

A vector is a quantity having a magnitude and a direction.  An arrow can be con-
veniently used to represent the vector.  The length of the arrow represents the 
magnitude of the vector, while its arrowhead points in the direction of the vector.  
The tail of the arrow is called the initial point of the vector, whereas the tip of the 
arrow is called the terminal point of the vector.  It is customary to denote a vector 
by a letter in boldface type such as A and B, or a letter with an arrow on top such 
as A


 and B


.  A vector A takes on different forms such as  

 A AA A= = = A
A a A a

A  
                     (1-1) 

Here, both A and A  represent the magnitude, while both Aa  and /A A  

represent the unit vector of A.  The magnitude is a positive real number, and car-
ries the unit of the vector.  The unit vector has a unity magnitude, 1A =a , but 

no dimension; it only shows the direction. 
If a vector is defined at each and every point in a given region of space, it is 

said that a vector field exists in the region.  A vector function is a mathematical 
expression for a vector field, which is generally a function of space and time.  
Consider Fig. 1.1 depicting a vector field defined in the three-dimensional space.  
It shows that the vector quantity observed at point 1p  is represented by vector A 

with the initial point coincident with point 1p , while that observed at point 2p  is 

represented by vector ′A  starting at point 2p .  

In Cartesian coordinate system, point 1p  shown in Fig. 1.1 is defined by three 

coordinates, 1x , 1y , and 1z .  Thus the point is expressed as 1 1 1 1:( , , )p x y z  in 

our notation, in which colon is to distinguish the point from a scalar function 
usually expressed as 1( , , )p x y z .  The point 1p  can also be defined by position 

vector 1r , which is a vector drawn from the origin to point 1p .  It should be 

noted that a position vector always starts at the origin; its magnitude represents the 
distance between the origin and the point, and its unit vector represents the  
direction from the origin to the point.   
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Fig. 1.1 A vector field in three-dimensional space. 
 

 
As an example, let us suppose the vector field shown in Fig. 1.1 is the wind ve-

locity in the air measured at a time ot t= .  In view of vector A, we see that wind 

blows at a speed A[m/s] at point 1p  in the direction of Aa .  It is important to 

note that the wind velocity A is specific to a point defined by the position vector 

1r  in the air; the point happens to be the initial point of A.  By the same token, 

vector ′A  signifies that wind blows at a speed A′[m/s] in the direction of A′a  at 

point 2p  with position vector 2r .  If the wind velocity is described by a vector 

function ( , )tF r , where r is position vector and t is time, the vector A is mathe-

matically expressed as     

 1 1 1 1( , ) ( , , ; )o ot x y z t= =F r F A                        (1-2) 

Here, 1r  is the position vector of point 1p  with Cartesian coordinates 1x , 1y , 

and 1z .  Similarly, expressed mathematically,  

 2( , )ot ′=F r A                                 (1-3) 

The constant ot  in the above equations means that the wind velocities are meas-

ured simultaneously at a time ot t= .  
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If vector ′A  at point 2p  has the same magnitude and direction as vector A at 

another point 1p , the two vectors are equal, but not identical because they are at 

different points in space.      
 

Exercise 1.1    
Determine whether the following expressions represent a vector field or not:   
(a) ( )xA , (b) ( )B r , (c) 1( )C r , and (d) 1( )−D r r . 

Ans. (a) Yes, (b) No, (c) No, (d) Yes.  

1.2   Vector Algebra 

1.2.1   Vector Addition and Subtraction      

The sum of two vectors A and B results in a third vector C.  The vector addition 
of A and B is expressed as 

 + =A B C                                   (1-4) 

The vector addition is in general defined for two vectors that share a common ini-
tial point; they are said to be at the same point in space.  Accordingly, the resul-
tant vector C is located at the same point as A and B. 

The parallelogram rule and head-to-tail rule are graphical methods of perform-
ing the vector addition.  According to the parallelogram rule as shown in Fig.  
1.2(a), the resultant vector C corresponds to the diagonal of the parallelogram 
formed by A and B.  On the other hand, according to the head-to-tail rule as 
shown in Figs. 1.2(b)(c), vector B (or A) is first displaced such that its initial point 
touches the terminal point of A (or B).  Then the resultant vector C corresponds 
to an arrow drawn from the initial point of A (or B) to the terminal point of B (or 
A).  It should be noted that a vector is displaced in Figs. 1.2(b)(c) only for the 
purpose of conducting the vector addition graphically.     
 

 

 
 

Fig. 1.2 Vector addition, +A B : (a) parallelogram rule, (b) and (c) head-to-tail rule.  
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Vector addition obeys the associative law and the commutative law:  

 ( ) ( )+ + = + +A B C A B C  (associative)                (1-5a) 

 + = +A B B A  (commutative)              (1-5b) 

Although a vector may be displaced from a point in space to another and added to 
the vector at that point, such a vector addition has no physical significance in most 
cases.  As evident in Fig. 1.1, the sum of two wind velocities, ′+A A , would 
have no consequence.  A vector in a vector field is specific to a point in space; it 
may not be moved to a new location in space.    

Subtraction of vector B from vector A is equal to the vector addition of A and 
the negative of B, that is,   

 ( ) ( )BB− = + − = + −A B A B A a                    (1-6) 

The negative of B, or −B , has the same magnitude as B but points in the direction 
opposite to that of B.  Note that vector −B  is at the same point as vector B.  
The vector subtraction can be done graphically following the same rule as was 
used for the vector addition(see Fig. 1.3).    
   
 

 
 
Fig. 1.3 Vector subtraction, −A B . 

 
 
Vector subtraction of two position vectors 1r  and 2r  is of course expressed as 

1 2= −r rR , and called the distance vector.  As we see in Fig. 1.4, the distance 

vector R is directed from point 2p  to point 1p .  We assume the magnitude and 

the unit vector of R belong to point 1p , which happens to be the terminal point of 

R.  In other words, distance vector R is defined solely for the physical quantity 
observed at point 1p .  Here, let us introduce a new notation, which will be useful 

for symbols with double indices.  The distance vector is expressed as 

1 2 1 2− = −r rR  in our notation.  The subscript 1-2 mimics the subtraction on the 

right-hand side of the equality, while the hyphen in 1-2 signals that the subscript is 
read backwards such as “from 2 to 1”. The conventional subscript 12, meanwhile, 
signifies something “from 1 to 2” in our notation.   
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Fig. 1.4 Distance vector R  is written as 1 2−R  in our notation. 

 
Exercise 1.2    
Are the following expressions true?  

 (a) ( )− − =A A , (b) ( )− + = − −A B A B , and (c) ( ) ( )− − = − −A B C A B C . 

Ans. (a) Yes, (b) Yes, (c) No.  

1.2.2   Vector Scaling 

The multiplication of a vector by a scalar is called the vector scaling.  It is equiva-
lent to lengthening or shortening the vector without changing its direction.  The 
scaling of a vector A by a scalar k is written as  

 Ak kA=A a                                 (1-7) 

A negative scalar k reverses the direction of the vector in addition to modifying 
the magnitude. 

Vector scaling obeys the associative, commutative, and distributive laws: 

 ( ) ( )k l l k=A A  (associative law) (1-8a) 

 k k=A A  (commutative law) (1-8b) 

 ( )k l k l+ = +A A A  (distributive law) (1-8c) 

Exercise 1.3    
Do the following expressions make sense?   

 (a) ( )k k k+ = +A B A B , (b) ( )k k− = −A A , and (c) ( )k c k kc+ = +A A . 

 Ans. (a) Yes, (b) Yes, (c) No. 
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1.2.3   Scalar or Dot Product 

Scalar product and vector product are two unique operations defined in vector al-
gebra.  They are very different from the simple multiplication of a vector by a 
scalar.  As implied by the name, the scalar product results in a scalar, whereas the 
vector product results in a vector.  The scalar product involves cosine of an angle 
between two vectors, whereas the vector product involves sine of the angle.  They 
allow us to write an equation containing a cosine or a sine in vector notation.  In 
general, the vector notation is extremely compact and able to conjure up the geo-
metry of configuration.  

The scalar product or dot product of A and B is denoted as A B (“A dot B”) 

and defined as    

 cos ABAB= θA B                             (1-9) 

where A and B are the magnitudes of A and B, respectively, and ABθ  is the 

smaller angle between the two vectors.  The dot product results in a scalar: a posi-
tive real number for 0 90o

AB≤ θ < , a negative real number for 

90 180o o
AB< θ ≤ , and zero for 90o

ABθ = , implying that A and B are mutually 

orthogonal(see Fig. 1.6).  If two vectors are at different points in space, one vec-
tor should be displaced to the point of the other, and expressed following the same 
way as for the other vector before the dot product of the two may be per-
formed(see Section 1-3).  

The term cos ABB θ  on the right-hand side of Eq. (1-9) is called the projection 

of B in the direction of A, or the projection of B onto A(see Fig. 1.5).  It is also 
called the scalar component of B in the direction of A.  Accordingly, the dot 
product A B  can be viewed as the product of A and the projection of B onto A, 

or the product of B and the projection of A onto B.   
The projection of a vector onto another is useful for decomposing the vector in-

to vector components: the magnitude of a vector component is equal to the scalar 
component, and its unit vector is the same as that used for obtaining the scalar 
component. For instance, the vector component of C in the direction of A is ex-
pressed as ( )A AC a a , where ( )AC a  is the scalar component, and Aa  is the 

unit vector in the direction of A.  Decomposition of a vector is the reverse of the 
vector addition, and vice versa.  Accordingly, a vector addition + =A B C  may 
be viewed as the decomposition of C into two component vectors A and B.  A 
vector can also be projected onto a plane.  Such a projection gives us the vector 
component tangential to the plane.  

From the definition given in Eq. (1-9) we see that the dot product of A and B 
cannot be larger than the product of the magnitudes of the two vectors, that is,     

 AB≤A B                                 (1-10) 
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Fig. 1.5 Projection of B onto A . 

 
The dot product of a vector with itself yields the magnitude squared, that is, 

 
2 2A= =A A A                         (1-11) 

This can be used to find the magnitude of A as follows: 

 A = =A A A                           (1-12) 

The magnitude of A is equal to the positive square root of the product of A with  
itself. 

 

 
 

Fig. 1.6 Dot product of A and B  
 
 
Dot product obeys the commutative and distributive law’s such that   

 =A B B A   (commutative) (1-13a) 

 ( )+ = +A B C A B A C    (distributive) (1-13b) 

The commutative law of dot product directly follows from the obvious relation, 

AB BAθ = θ .  The proof of the distributive law is also straightforward as shown in 

Example 1-2.  
We can obtain the projection of a vector onto another by the method called the 

two-step projection, even if we have no knowledge of the angle between two vec-
tors.  With reference to Fig. 1.7, we recognize the following:  
(1) Projection of A onto plane S containing B gives the tangential component TA . 

(2) Projection of TA  onto B give the projection of A onto B. 
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It is apparent from Fig. 1.7 that the vector A can be decomposed into the normal 
component NA  and the tangential component TA .  Expressed mathematically, 

the projection of A onto B is  

 ( )B T N B T B= + =A a A A a A a                     (1-14) 

where we used the relation 0N B =A a .  The two-step projection is thus verified. 
 

     

 
 

Fig. 1.7 Two-step projection. 
 
 

Example 1-1 
With reference to Fig. 1.4, find an expression for the magnitude of R in terms of 

1r , 2r , and the angle ϕ between 1r  and 2r .  

 
Solution 

Dot product of the distance vector R with itself gives 

( ) ( )2
1 2 1 2

2 2
1 2 1 2 2 1              r r

= = − −

= + − −

r r r r

r r r r

R 

 

R R
                  (1-15) 

Dot product of the two position vectors is  

1 2 2 1 1 2 cosr r= = ϕr r r r                           (1-16) 

Substituting Eq. (1-16) into Eq. (1-15) we obtain  

2 2 2
1 2 1 22 cosr r r r= + − ϕR                        (1-17)  

 
 
 
 



10 1   Vector Algebra and Coordinate Systems
 

The magnitude of the distance vector is therefore    

     

1/22 2
1 2 1 22 cosr r r r = + − ϕ R  

Equation (1-17) is known as the law of cosines.  For future reference, the 
law of cosines is rewritten as shown in Fig. 1.8. 

 
  

 
 

Fig. 1.8 Law of cosines. 

 
Example 1-2 
Verify the distributive law of dot product as given in Eq. (1-13b) by assuming that 
the three vectors are contained in the same plane. 
 
Solution 

In Fig. 1.9, straight line segments b, c, and d are projections of B, C, and 
+B C  onto the same vector A.  From Fig. 1.9 we immediately recognize          

d b c= +                                 (1-18) 
  

Multiplying both sides of Eq. (1-18) by A we have 

Ad Ab Ac= +                                (1-19) 
 

The vector notation of Eq. (1-19) is    

( )+ = +A B C A B A C                         (1-20) 
 

The distributive law of dot product is thus verified for three vectors lying in 
the same plane. 
 

 

Exercise 1.4    
Expand the dot product ( ) ( )+ +A B C D  and name the law that you apply.   

Ans. + + +A C A D B C B D    , distributive law of dot product. 

Exercise 1.5   
Do the following expressions make sense?  
(a) ( ) ( )− − =A B A B  , (b) ( ) ( )− = −A B A B  , and (c) ( ) ( )=A B C A B C    . 

Ans. (a) Yes, (b) Yes, (c) No.  
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Fig. 1.9 Distributive law of dot product. 
 

 
Exercise 1.6    
What is the meaning of 0<A B  in terms of the projection of A onto B. 

Ans.  The projection falls onto −B .   

1.2.4   Vector or Cross Product   

The vector product or cross product of A and B is denoted as ×A B (“A cross B”) 
and defined as   

 sin AB NAB× = θA B a                         (1-21)  

where ABθ  is the smaller angle between A and B, and Na  is a unit vector that is 

normal to the plane formed by A and B.  The direction of Na  is governed by the 

right-hand rule: the right thumb points in the direction of Na  when the fingers ro-

tate from A to B through the angle ABθ (see Fig. 1.10).  The cross product is de-

fined for two vectors that are at the same point in space.  Otherwise, one vector 
should be displaced to the point of the other, and expressed following the same 
way as for the other vector before the cross product of the two may be per-
formed(see Section 1-3).  
 
 

 
 

Fig. 1.10 Right-hand rule. 
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Figure 1.11 shows that there is no change in the direction of ×A B  even 
though the angle ABθ  increases from zero to 180o . 

   

 
 

Fig. 1.11 Cross product of A and B . 

 
The magnitude of the cross product, ×A B , numerically represents the area of 

the parallelogram formed by A and B: A is the base, and sin ABB θ  is the height 

of the parallelogram as shown in Fig. 1.12.  The cross product of two vectors is 
also useful for determining the perpendicular distance from a point in space to a 
straight line.  It is apparent from Fig. 1.12 that the perpendicular distance from 
the tip of B to vector A is equal to A×B a . 

 

 
 

Fig. 1.12 ×A B  is the area of the parallelogram formed by A and B. 

 
Cross product obeys the distributive and anticommutative laws.  However, it 

does not satisfy the associative law: 

 ( ) ( )× × ≠ × ×A B C A B C  (not associative)             (1-22a) 

 ( )× = − ×A B B A  (anticommutative)           (1-22b) 

 ( )× + = × + ×A B C A B A C  (distributive)                (1-22c) 
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The anticommutative law directly follows from the right-hand rule: the right 
thumb points in the opposite direction when the fingers rotate in the reverse  
direction.    

 
Example 1-3 
Verify the distributive law of cross product, ( )× + = × + ×A B C A B A C , by 

assuming that A is perpendicular to the plane formed by B and C. 
 

Solution 
Figure 1.13 shows that B and C form a parallelogram P, while ×A B  and 

×A C  form another parallelogram P ′.        
Angle between B and C is 

1
1 cos

BC
−θ = B C

                           (1-23) 

 

The angle between ×A B  and ×A C  is equal to 1θ .  To prove this, 

noting that A is assumed to be perpendicular to both B and C, we write 

[ ]1 1
2

2
1

1

( )( ) ( )
cos cos

( )( ) ( )( )

   cos
( )( )

AB AC AB AC

A
AB AC

− −

−

× ×× ×θ = =

= = θ

A B A CA B A C

B C




         (1-24a) 

 

where we used the vector identity ( ) ( )× = ×U V W U V W  (see Eq. (1-

25)), and the following relations:  

AB× =A B                             (1-24b) 

AC× =A C                             (1-24c) 
 

In view of Eq. (1-24), parallelogram P ′ is similar to parallelogram P: P ′ is 
the magnified, by a factor of A, and rotated, by an angle of 90o , version of 
P.  Following the same way as for the two sides of P, the diagonal of P is 
magnified and rotated, and comes to be the diagonal of P ′, that is,  

( ) ( ) ( )× + = × + ×A B C A B A C . 
 

The distributive law for the three vectors is therefore verified.         
 

Exercise 1.7    
Do the following expressions make sense?  (a) ( ) ( ) ( )− × = − × −A B A B ,  

 (b) ( ) ( )− × = − ×A B A B , and (c) ( ) ( ) ( )× × = × × ×C A B C A C B . 

Ans. (a) No, (b) Yes, (c) No. 
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Fig. 1.13 Distributive law of cross product. 

 
Exercise 1.8    
Given A and B at a point in space, find the vector components of A in the direc-
tion (a) parallel to B, and (b) perpendicular to B. 
Ans.  (a) ( ) 2/ BA B B , (b) ( ) 2/B× ×B A B . 

1.2.5   Scalar and Vector Triple Products 

We can extend the dot or cross product of two vectors to multiple products by ap-
plying dot or cross product repeatedly, if allowed to do so.  There are two types 
of triple products frequently encountered in electromagnetics: scalar triple product 
and vector triple product.  They are so named because of the type of the results. 

 
(1)  Scalar triple product  

 ( ) ( ) ( )× = × = ×A B C B C A C A B                  (1-25) 

A scalar triple product results in a scalar.  Eq. (1-25) follows cyclic permutations 
of the three vectors: ABC-BCA-CAB.  We note that an interchange of the dot and 
cross symbols gives the same result; that is, × = ×A B C A B C  .  Note that the 

cross product always precedes the dot product in a scalar triple product; otherwise 
it would not make sense.   

The scalar triple product ( )×A B C  numerically represents the volume of the 

parallelepiped defined by three vectors A, B, and C as shown in Fig. 1.14.  The 
magnitude of the cross product, ×B C , represents the area of the base, and the 

projection of A onto ×B C  represents the height of the parallelepiped.  
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Fig. 1.14 Scalar triple product ( )×A B C . 

   
 

(2)  Vector triple product  

 ( ) ( ) ( )× × = −A B C B A C C A B                  (1-26) 

It is also known as “BAC-CAB” rule.  The vector triple product results in a vec-
tor.  Eq. (1-26) can be verified by expanding the three vectors in component form 
and directly evaluating the dot and cross products(see Section 1-3).  

The vector triple product does not obey the associative law, namely, 

 ( ) ( )× × ≠ × ×A B C A B C                      (1-27) 

A parenthesis is required in the vector triple product to signify which cross  
product is performed first.  

 
Exercise 1.9 
Under what conditions does ( )×A B C  become zero? 

Ans. B C , or all vectors lie in the same plane. 

Exercise 1.10 
Under what conditions is ( )× ×A B A  equal to B? 

Ans. ⊥A B  and 1=A . 

Exercise 1.11 
Are the following expressions true? 
(a) ( ) ( )× = − × −A B C A B C  , and (b) ( ) ( )− × = − ×A B C A B C  . 

Ans.  (a) Yes, (b) Yes only if ⊥B C . 
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Review Questions with Hints 
RQ 1.1 Locate +A B  in space if A and B are defined in two different vector 

fields such as 1( )=A F r  and 1( )=B G r . [Fig.1.1] 

RQ 1.2 Distinguish between position and distance vectors. [Fig.1.4] 
RQ 1.3 May a scalar cos30oab  be rewritten in vector notation? [Eq.(1-9)] 
RQ 1.4 Does =A B A C   lead directly to =B C ? [Eq.(1-9)] 

RQ 1.5 Does × = ×A B A C  lead directly to =B C ? [Eq.(1-21)] 

RQ 1.6 Find the scalar component of B in the direction of A. [Fig.1.5] 
RQ 1.7 State the right-hand rule implicit in the cross product. [Fig.1.10] 
RQ 1.8 What is the rule underlying the distributive law of cross product? 
  [Eq.(1-21)] 

1.3   Orthogonal Coordinate Systems 

A coordinate system makes it possible to describe geometric elements such as 
point, line, surface, and volume in terms of three numbers called coordinates.  
Therefore, mathematical formulations of those geometric elements are possible in 
a coordinate system.  A coordinate may be the distance from the origin measured 
along an axis or the angle measured with respect to an axis.  An orthogonal coor-
dinate system is one in which the three surfaces of constant coordinate are mutual-
ly perpendicular at every point in the system.  A right-handed coordinate system 
enumerates the coordinates of a point in an order compatible with the right-hand 
rule: when the right fingers rotate from the direction of increase of the first coor-
dinate to that of the second coordinate, the thumb points in the direction of  
increase of the third coordinate.  Cartesian(or rectangular), cylindrical, and spher-
ical coordinate systems are the three most commonly used orthogonal coordinate 
systems in electromagnetics. 

Whereas physical quantities and laws are independent of the coordinate system, 
any coordinate system may be chosen for an electromagnetic problem.  Neverthe-
less, a particular coordinate system may be advantageous over the others, if it can 
describe the geometry under consideration in a much simpler way than the others.  
Cylindrical coordinate system is useful specifically for problems having cylindric-
al symmetry, whereas spherical coordinate system is useful specifically for prob-
lems having spherical symmetry.  Electromagnetic problems usually involve a 
source and an observer.  Because the locations of the source and observer are in-
dependent of each other, it will is convenient to adopt two independent coordinate 
systems for a given problem; the spatial distribution of the source is described in 
one system, while the position of the observer is described in the other system.  
Such system is called a mixed coordinate system.  In view of these considera-
tions, it is important that we have a means of transforming the coordinates of a 
point or the components of a vector from one system to another, which we call the 
coordinate transformation.  
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1.3.1   Cartesian Coordinate System 

Cartesian coordinate system specifies a point 1 1 1 1:( , , )p x y z  by the intersection of 

the three planes 1 1,  x x y y= = , and 1z z=  planes.  At point 1p , three unit 

vectors xa , ya , and za , which are called the base vectors, are defined in such a 

way that they are perpendicular to the 1 1,  x x y y= = , and 1z z=  planes, re-

spectively, and point in the direction of increasing coordinate.  Although the base 
vectors are constant in Cartesian coordinate system, they are generally functions 
of position in other coordinate systems.    

 

 
 

Fig. 1.15 Cartesian coordinate system. Base vectors at a point 1p . 
 

 
The base vectors for Cartesian coordinates obey the orthonormality relations: 

 0x y y z z x= = =a a a a a a                        (1-28a) 

 1x x y y z z= = =a a a a a a                        (1-28b) 
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Equation (1-28a) shows that the base vectors are mutually perpendicular, and Eq. 
(1-28b) shows that the base vectors are unit vectors.  

In the right-handed Cartesian system, the base vectors satisfy the cyclic  
relations:   

 x y z× =a a a                             (1-29a) 

 y z x× =a a a                             (1-29b) 

 z x y× =a a a                             (1-29c) 

The three vectors in the cyclic permutations obey the right-hand rule: when the 
right fingers rotate from the first to the second vector, the thumb points in the di-
rection of the third vector.  

As can be seen in Fig. 1.15, position vector 1r  is a vector drawn from the ori-

gin to point 1 1 1 1:( , , )p x y z .  Its magnitude represents the distance between the 

origin and 1p , and its unit vector shows the direction from the origin toward 1p .  

For this reason, the magnitude and direction of 1r  are expressed in terms of the 

coordinates and base vectors at 1p .  Following the same procedure as was pre-

viously discussed, we obtain the vector components of 1r  by projecting the posi-

tion vector onto the base vectors at 1p  and appending corresponding unit vectors; 

that is, 1 xx a , 1 yy a , and 1 zz a .  Omitting subscript 1 for generalization, the 

component form of position vector in Cartesian coordinates is therefore 

 x y zx y z= + +r a a a                          (1-30) 

Here, the scalar components x, y, and z are the Cartesian coordinates of a given 
point with position vector r, and the unit vectors xa , ya , and za  are the base 

vectors at the point, or the terminal point of r.  
Consider Fig. 1.16, in which vector A is defined at point 1p  with position vec-

tor 1r  in Cartesian coordinates.  It is important to note that vector A is specific to 

point 1p , because it, for instance, represents the wind velocity measured at 1p . 

For this reason, the magnitude and direction of A are expressed in terms of the 
coordinates and base vectors at 1p .  Following the same procedure used for 1r , 

we obtain the vector components of A by projecting the vector onto the base vec-
tors at 1p  and appending the corresponding unit vectors to the scalar compo-

nents.  The component form of vector A in Cartesian coordinates is therefore,   

 x x y y z zA A A= + +A a a a                          (1-31) 

where the scalar components xA , yA , and zA  generally depend on 1x , 1y , and 

1z .  Although the terminal point of position vector 1r  is a real point in space,  

 



1.3   Orthogonal Coordinate Systems 19
 

 
 

Fig. 1.16 Vector A defined at point 1 1 1 1:( , , )p x y z  in Cartesian coordinates. 
 
 
which can be specified by space coordinates, the terminal point of vector A is not 
a spatial point.  This can be justified by the fact that vector A represents the phys-
ical quantity observed only at point 1p , such as wind velocity measured at 1p .  

To summarize, we have discussed the different types of vectors: position vector,  
distance vector, base vectors, and vector field. The position and distance vectors are 
drawn from a point in space to another, representing the distance between the two 
points and the direction from the initial toward the terminal point, in spite of the 
fact that position vectors always start at the origin.  The magnitude and direction of 
these vectors are used for the quantity observed at the terminal point of the vector.  
Base vectors are three mutually orthogonal unit vectors that are directed along the 
direction of increase of a coordinate.  Base vectors are essential for expanding a 
vector in component form. A vector A in a vector field is specific to an observation 
point that is specified by a given position vector.  The magnitude and direction of 
A represent the vector quantity observed at the point.  For this reason, the tip of the 
vector A is not a spatial point and cannot be specified by space coordinates.   

So far, we have discussed the component forms of position vector r and vector 
field A(r). We are now ready to express all the rules of vector algebra in terms of 
the vector components in Cartesian coordinates.  If two vectors A and B are at the 
same point 1p  in Cartesian coordinates, they can be expanded in component 

form as follows:     
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 x x y y z zA A A= + +A a a a                    (1-32a) 

 x x y y z zB B B= + +B a a a                    (1-32b) 

where xa , ya , and za  are the base vectors at point 1p .  

Vector addition of A and B is simply given by the sum of Eq. (1-32a) and Eq. 
(1-32b), that is,     

 ( ) ( ) ( )x x x y y y z z zA B A B A B+ = + + + + +A B a a a             (1-33) 

To verify the x-component on the right-hand side of Eq. (1-33), let us take the dot 
product of ( )+A B  with a unit vector xa . Upon applying the distributive law  

expressed by Eq. (1-13b) and the orthonormality relation expressed by Eq. (1-28), 
we have  

 ( ) x x x x xA B+ = + = +A B a A a B a    

which verifies the x-component on the right-hand side of Eq. (1-33).  By follow-
ing the same procedure, the y- and z-components can also be verified. 

The dot product of A and B is literally written, by use of Eq. (1-32), as   

 
( ) ( )x x y y z z x x y y z zA A A B B B= + + + +A B a a a a a a            (1-34) 

The distributive law expressed by Eq. (1-13b) and the orthonormality relation ex-
pressed Eq. (1-28) can reduce Eq. (1-34) to a much simpler form.  The dot prod-
uct of A and B in Cartesian coordinates is     

 x x y y z zA B A B A B= + +A B                       (1-35) 

It should be noted that the dot product A B  expressed by Eq. (1-35) is exactly 

the same as that expressed by Eq. (1-9).  
The cross product of A and B is literally written, by use of Eq. (1-32), as  

 ( ) ( )x x y y z z x x y y z zA A A B B B× = + + × + +A B a a a a a a          (1-36) 

With the help of the distributive law expressed by Eq. (1-22c) and the cyclic rela-
tions expressed by Eq. (1-29), we can rewrite the right-hand side of Eq. (1-36) in 
component form.  The cross product of A and B in Cartesian coordinates is  
therefore 

 ( ) ( ) ( )y z z y x z x x z y x y y x zA B A B A B A B A B A B× = − + − + −A B a a a  (1-37) 
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Alternatively, we may express Eq. (1-37) in the form of a determinant: 

 
x y z

x y z

x y z

A A A

B B B

× =
a a a

A B                          (1-38) 

Although the right-hand side of Eq. (1-38) has nothing to do with the determinant 
of a matrix, it is computed by following the determinant rule.   

Up to this point, we saw that a point in space may be specified either by coordi-
nates or by a position vector. We next consider the case in which we desire to locate 
a second point 2p  in the close vicinity of a given point 1 1 1 1:( , , )p x y z .  If we need 

to specify the location of 2p  relative to point 1p , it would be more convenient to 

define 2p  by an infinitesimal vector drawn from 1p  to 2p  rather than the posi-

tion vector drawn from the origin to 2p .  By use of the differential coordinates dx, 

dy, and dz, the nearby point can be specified as 2 1 1 1:( , , )p x dx y dy z dz+ + + .  

Here we define the differential length vector dl as an infinitesimal vector drawn 
from a given point to a nearby point, which is measured in meters. The differential 
length vector in Cartesian coordinates is expressed, regardless of the interrelation-
ship between the differential coordinates, as follows: 

 x y zd dx dy dz= + +l a a a  [m]              (1-39) 

The differential coordinates dx, dy, and dz may be independent of each other or 
closely related to each other, depending on the specific application.  Although 
distance vector R and differential length vector dl both start at a point in space and 
end at another, the magnitude and direction of dl are used for the quantity ob-
served at the initial point of dl, whereas those of R are used for the quantity at the 
terminal point of R.  

As we see in Fig. 1.17, two end points of dl involve a total of six surfaces of 
constant coordinate: 1x x= , 1y y= , 1z z= , 1x x dx= + , 1y y dy= + , and 

1z z dz= +  planes.  Those surfaces define a rectangular parallelepiped of sides 

dx, dy, and dz, and a volume dxdydz, which we call a differential volume.  In 
Cartesian coordinate system, it is convenient to define the differential volume as   

 d dx dy dz=v  3[m ]                  (1-40) 

The unit for dv is the cubic meter.  The differential volume provides a convenient 
way of subdividing a finite volume in Cartesian coordinates into many differential 
elements of volume, and vice versa.  

The differential volume dv has six boundary surfaces of a differential area dx-
dy, dydz, or dzdx as shown in Fig. 1.17.  It is convenient to represent each sur-
face in terms of a differential area vector ds, which is a vector whose magnitude is 
equal to the area of the surface, and whose unit vector is normal to the surface,  
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Fig. 1.17 Differential length vector dl, differentia area vector ds and differential volume 
dv in Cartesian coordinates. 

 

 
pointing outward away from the enclosed volume.  The differential area vectors 
for the six surfaces of dv are as follows: 

 xd dydz=s a  (face )          (1-41a) 

 yd dxdz=s a  (face )           (1-41b) 

 zd dxdy=s a  (face )                    (1-41c) 

 xd dydz= −s a                                        (1-41d) 
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 yd dxdz= −s a                                        (1-41e) 

 zd dxdy= −s a                                        (1-41f) 

where the last three are for those hidden from sight behind the front faces.  The 
unit of ds is the square meter.  The differential area vectors given in Eq. (1-41) 
are useful for subdividing a surface of constant coordinate into many differential 
elements of surface.  For an arbitrarily oriented surface, the differential area vec-
tor can be defined by following the more general method discussed in Chapter 2.   

 
Example 1-4 

Given a point ( ): 2, 3, 3p −  in Cartesian coordinates, find  

(a)  position vector r, and 
(b)  magnitude of r.  

 
Solution 
(a)  The scalar components of r are equal to the Cartesian coordinates of p  

 
2 3 3x y z= − +r a a a . 

 
(b)  Using Eq. (1-11), we write 

 
( ) ( )2 3 3 2 3 3x y z x y z= − + − +r r a a a a a a   

 

 By applying the distributive law and orthonormality relations, we have  

 

( ) ( ) ( ) ( ) ( ) ( )2 2 3 3 3 3

     4 9 3 16

= + − − +

= + + =

r r
 

 

 The answer is  

 16 4r = = =r r . 

 
Example 1-5 
Two vectors 4 3x y= +A a a  and 2 2x y z= + +B a a a  given at a point with 

position vector 2 4x y z= − + +r a a a  in Cartesian coordinates, find 

(a)  A B  

(b)  ×A B  
(c)  ABθ  between A and B 

 
Solution 
(a) Using Eq. (1-35), we write 

 ( ) ( ) ( ) ( ) ( ) ( )4 1 3 2 0 2 10= + + =A B . 

 
 



24 1   Vector Algebra and Coordinate Systems
 

(b) Using Eq. (1-38), we write 

 

( ) ( ) ( )

4 3 0

1 2 2

        3 2 0 2 4 2 0 1 4 2 3 1

        6 8 5 .

x y z

x y z

x y z

× =

= × − × − × − × + × − ×

= − +

a a a

A B

a a a

a a a

 

 
(c) Magnitudes of A and B are 

 
( ) ( )2 2
4 3 5A = = + =A  

 
( ) ( ) ( )2 2 2
1 2 2 3B = = + + =B  

 

 From Eq. (1-9), we have  

 

10
cos

5 3AB AB
 θ = =  × 

A B
 

 

 The answer is 

 

1 2
cos 48.2

3
o

AB
−  θ = = 
 

 

   

 Note that position vector r has nothing to do with the calculation of A B , 

×A B , and ABθ  in this problem.  

  
Example 1-6 
Given a vector field 2( ) x y zyz x y= − +F r a a a  in Cartesian coordinates, find 

(a) vector A defined at the point with position vector 1 2 2x y z= + +r a a a , 

(b) vector component of A in the direction parallel to 1r , and  

(c) vector component of A in the direction perpendicular to 1r . 

 
Solution 
(a) Substituting 1=r r  into ( )F r  we obtain 

( ) ( ) ( ) ( ) ( )2

1 2 2 1 2

             4 2 .
x y z

x y z

= = − +

= − +

A F r a a a

a a a
                (1-42) 

 

(b) Magnitude of 1r  is 

 
( ) ( ) ( )2 2 2

1 1 2 2 3r = + + =
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 Unit vector of 1r  is    

 
( )

1

1

1

1
2 2

3r x y zr
= = + +r

a a a a  

   

 The projection of A onto 
1r

a  gives the parallel component: 

 
( ) ( )

1

1
4 2 2 2 2

3r x y z x y zA ≡ = − + + + =A a a a a a a a    

  

 The vector component of A parallel to 1r  is therefore  

( )
1

2
2 2

3r x y zA= = + +A a a a a  .                   (1-43) 

 

(c) As can be seen in Fig. 1.18, the vector component of A perpendicular to 1r  

is given as 

 ⊥ = −A A A  

 Inserting Eqs. (1-42) and (1-43) into the above equation we have 

( )1
10 7 2

3 x y z⊥ = − +A a a a                      (1-44) 

 

 Alternatively, we can express ⊥A  as  

( )
1 1r r⊥ = × ×A a A a                           (1-45) 

  

 The term in parenthesis has the same magnitude as ⊥A , but is rotated by 

90o  with respect to the direction of ⊥A .  The cross product outside the 

parenthesis is to rotate the vector.  
       The term in parenthesis in Eq. (1-45) is evaluated as 

 

( ){ } ( ) ( ){ }

1

1
4 1 2

3
1 2 2

1
         1 2 2 2 4 2 2 1 4 2 1 1

3
         2 2 3

x y z

r

x y z

x y z

× = −

 = − × − × − × − × + × − − × 

= − − +

a a a

A a

a a a

a a a

 

 

 The perpendicular component is therefore 

( ) ( )
1 1

1 1
1 2 2 10 7 2

3 3
2 2 3

x y z

r r x y z⊥ = × × = = − +
− −

a a a

A a A a a a a       (1-46) 

 

 Equation (1-46) is the same as Eq. (1-44). 
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Fig. 1.18 Decomposition of a vector A . 

 
 

Exercise 1.12   
Given 2 3x y z= + +A a a a , find (a) A , (b) Aa , and (c) angles between A and 

the x-, y-, and z-axes. (d) Is it a position vector or a vector in a vector field?   

Ans. (a) 14 , (b) 0.535 0.267 0.802A x y z= + +a a a a , (c) 57.7o , 74.5o , 

and 36.7o , (d) not clearly defined. 

Exercise 1.13  
Find the projection of 4 3 8x y z= + +A a a a  on the xy-plane.  

Ans.  2 24 3 5+ = . 

Exercise 1.14  
Which faces of dv  in Fig. 1.17 are referred to by Eqs. (1-41)(d)(e)(f)? 
Ans. Rear, left, and bottom. 

Exercise 1.15  
Locate the point at which the magnitude and direction of the following vectors are 
most useful? (a) a vector in a vector field, (b) r, (c) R , (d) dl, and (f) ds. 
Ans. (a) Initial, (b) Terminal, (c) Terminal, (d) Initial, (f) Initial point of the  
vector.  

Exercise 1.16  
What are (a) the similarity and (b) the dissimilarity between the position vector 

x y zx y z= + +r a a a  and a vector field x y zx y z= + +A a a a . 

Ans.  (a) Magnitude and direction, (b) Location. 
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1.3.2   Cylindrical Coordinate System 

Cylindrical coordinate system specifies a point ( )1 1 1 1: , ,p zρ φ  by the intersection 

of three surfaces; that is, a cylindrical surface of radius 1ρ  centered on the z-axis, 

a half-plane rotated about the z-axis by an angle 1φ , and the 1z z=  plane.  The 

coordinate 1ρ  is the radial distance from the z-axis, and 1φ  is the azimuth meas-

ured from the positive x-axis in the xy-plane.  The ranges of ρ, φ, and z are 
0 ≤ ρ < ∞ [m], 0 2≤ φ ≤ π [rad], and z−∞ < < ∞ [m], respectively.  At a point 

1p , the base vectors ρa , φa , and za  are defined in such a way that they are 

perpendicular to the aforementioned surfaces of constant coordinate, and point in 
the direction of increasing coordinate.  It should be noted that unit vectors ρa  

and φa  vary with φ, whereas za  is constant in space. 

 

 
 

Fig. 1.19 Cylindrical coordinate system. 
 

 
Here we digress briefly and consider cylindrical symmetry.  An object is said 

to have cylindrical symmetry, if it appears the same as we rotate it about the  
z-axis, or as we move around it varying φ while keeping ρ and z constant.   
As examples, consider three vector fields ( ) /ρ= ρU r a , ( ) /φ= ρV r a , and  
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Fig. 1.20 Three vector fields with cylindrical symmetry.  (a) ( ) /ρ= ρU r a  (b) 

( ) /φ= ρV r a  (c) ( ) /z= ρW r a  . 
 

 
( ) /z= ρW r a  as shown in Fig. 1.20.  They all have cylindrical symmetry, since 

each appears the same as we move around it in the direction of φa .   

The base vectors for cylindrical coordinates obey the orthonormality relations:  

 0z zρ φ φ ρ= = =a a a a a a                      (1-47a) 

 1z zρ ρ φ φ= = =a a a a a a                      (1-47b) 

Equation (1-47a) shows that the base vectors are mutually perpendicular, even 
though ρa  and φa  are functions of φ, and Eq. (1-47b) shows that the base vec-

tors are unit vectors.  
In the right-handed cylindrical system, the base vectors satisfy the cyclic  

relations:  

 zρ φ× =a a a                             (1-48a) 

 zφ ρ× =a a a                            (1-48b) 

 z ρ φ× =a a a                            (1-48c) 

The three vectors in the cyclic permutations obey the right-hand rule: when the 
right fingers rotate from the first to the second vector, the thumb points in the di-
rection of the third vector.  

Regardless of the coordinate system, position vector is always drawn from the 
origin to a point in space.  Fig. 1.19 shows that position vector 1r  uniquely  

specifies a point 1 1 1 1:( , , )p zρ φ  in cylindrical coordinates.  Following the same  
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procedure as was used for position vector in Cartesian coordinates, we obtain the 
vector components of 1r  by projecting the position vector onto the base vectors 

ρa , φa , and za  at point 1p  and attaching corresponding unit vectors.  It is ap-

parent from Fig. 1.19 that 1r  is always perpendicular to φa , and thus has no  

φ-component. Omitting 1 for generalization, position vector in cylindrical  
coordinates is  

 zzρ= ρ +r a a                             (1-49) 

In the literal sense in which ρa  is a function of φ, the position vector r in Eq.  

(1-49) can uniquely specify a given point by means of ρ, z, and ρa , which all 

vary with position.  If the geometry of a given configuration has cylindrical 
symmetry, ρa  is considered to be a vector field with cylindrical symmetry and 

merged into the given configuration with the same symmetry.  Under this condi-
tion, the position vector in Eq. (1-49) appears to vary with ρ and z only.  

When vector A is defined at a point 1 1 1 1:( , , )p zρ φ  in cylindrical coordinates as 

shown in Fig. 1.21, its scalar components are equal to its projections onto the base 
vectors ρa , φa , and za  at point 1p .  The component form of A in cylindrical 

coordinates is in general expressed as  

 z zA A Aρ ρ φ φ= + +A a a a                        (1-50)  

where Aρ , Aφ , and zA  are the scalar components, which generally vary with 

position.  It is important to note that the unit vectors ρa  and φa  vary as func-

tions of φ.  Since A is a vector in a vector field, its magnitude and direction are 
specific to point 1p , and its terminal point is a non-spatial point.       

Symmetry considerations may allow us to predict the functional form of the fi-
nal solution, which will greatly facilitate the solution of a given problem.  Some 
electromagnetic problems actually require the functional form of the solution even 
before the problem can be solved: Gauss’s and Ampere’s laws.  Let us consider 
the case in which the source of an electromagnetic quantity is distributed in  
a region of space in such a way as to have cylindrical symmetry.  Then the  
resultant field quantity should also have cylindrical symmetry. When  
cylindrical symmetry exists, the geometry of a given configuration appears  
the same even if it is rotated about the z-axis.  Therefore the resulting field  
should be independent of φ such as ( ) ( , )G G z= ρr  for a scalar field and 

( ) ( , ) ( , ) ( , )z zH z H z H zρ ρ φ φ= ρ + ρ + ρH r a a a  for a vector field.  In many cases, 

the cylindrical symmetry is accompanied by other symmetries such as a transla-
tional symmetry in the z-direction and a 2-fold rotational symmetry about any ho-
rizontal axis.  We can simply identify these symmetries by observing whether the 
geometry appears the same when it is displaced in the z-direction or turned upside  
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Fig. 1.21 Vector A at point 1 1 1 1:( , , )p zρ φ  in cylindrical coordinate system. 
 

 
down.  For instance, an infinitely long filament lying along the z-axis has the cy-
lindrical, translational, and 2-fold rotational symmetries.  The translational sym-
metry assures that the resultant field is independent of z as well, namely, 

( ) ( )G G= ρr  and ( ) ( ) ( ) ( )z zH H Hρ ρ φ φ= ρ + ρ + ρH r a a a .  Moreover, the 2-fold 

rotational symmetry guarantees that the resulting vector field has neither the φ-
component nor the z-component.  This is because the vector components 

( )H φ φρ a  and ( )z zH ρ a  do not have the 2-fold rotational symmetry: they reverse 

the sign when turned upside down(see Fig. 1.20).  Consequently, in the presence 
of the cylindrical, translational, and 2-fold rotational symmetries, the resultant 
vector field must be of the form ( )( ) Hρ ρ= ρH r a .    

As an example, the vector field U(r) shown in Fig. 1.20 has cylindrical, transla-
tional, and 2-fold rotational symmetries, whereas the vector fields V(r) and W(r) 
have cylindrical and translational symmetries.  

When vectors A and B are defined simultaneously at a point in cylindrical 
coordinates, they can be expanded in component form, according to Eq. (1-50), as 

 z zA A Aρ ρ φ φ= + +A a a a                     (1-51a) 

 z zB B Bρ ρ φ φ= + +B a a a                     (1-51b) 

where ρa , φa , and za  are the base vectors at the given point. 

The vector addition of A and B in cylindrical coordinates is obtained from Eq. 
(1-51) as  
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 ( ) ( ) ( )z z zA B A B A Bρ ρ ρ φ φ φ+ = + + + + +A B a a a            (1-52) 

The dot product of A and B in cylindrical coordinates is obtained from Eq. (1-51), 
by applying the distributive law of dot product given in Eq. (1-13b) and the ortho-
normality relations given in Eq. (1-47), as    

 z zA B A B A Bρ ρ φ φ= + +A B                       (1-53) 

The cross product of A and B in cylindrical coordinates is obtained from Eq.  
(1-51), by applying the distributive law of cross product given in Eq. (1-22c) and 
the cyclic relations given in Eq. (1-48), and written in determinant form as   

 
z

z

z

A A A

B B B

ρ φ

ρ φ

ρ φ

× =
a a a

A B                           (1-54) 

It is important to note that the rules of vector algebra expressed by Eqs. (1-52)-(1-
54) are based on the assumption that A and B are defined at the same point in cy-
lindrical coordinates. As an example, suppose that vector A is defined at a point 
( , , ) (1,0,0)zρ φ =  such that ρ=A a , while vector B is defined at another point 

( , , ) (1, ,0)zρ φ = π  such that ρ=B a .  Under these conditions, the dot product of 

A and B is equal to 1− , instead of 1, because they are actually directed in the op-
posite directions on the x-axis; Eq. (1-53) is not applicable in this case.  Vector 
algebra assumes that vectors have the same location.   

The differential length vector dl is an infinitesimal vector drawn from a given 
point 1 1 1 1:( , , )p zρ φ  to a nearby point 2p  whose cylindrical coordinates deviate 

only very slightly from those of 1p , namely 2 1 1 1:( , , )p d d z dzρ + ρ φ + φ + .  As 

was previously mentioned, the magnitude and direction of dl are used for the 
quantity defined at point 1p , and thus dl is expanded by the base vectors at point 

1p .  It is apparent from Fig. 1.22 that the projections of dl onto the base vectors 

ρa , φa , and za  are equal to the differential lengths dρ, 1dρ φ , and dz, respec-

tively.  Here the differential angle dφ is converted to the differential length 

1dρ φ , because dl is measured in meters.  Omitting 1 for generalization, the diffe-

rential length vector in cylindrical coordinates is expressed as  

 zd d d dzρ φ= ρ + ρ φ +l a a a  [m]                (1-55) 

In cylindrical coordinates, dl is a function of position through ρ, ρa , and φa , 

which all vary with position.  It is important to remember that dl is always given 
as Eq. (1-55) in cylindrical coordinates, regardless of the interrelationship between 
dρ, dφ, and dz, if the differential coordinates are nonzero.  
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Two end points of dl involve a total of six surfaces of constant coordinate as 
shown in Fig. 1.22.  Those six surfaces define a differential volume dv in cylin-
drical coordinates.  Since dl  is infinitesimally small, the differential volume 

may be considered to be a rectangular parallelepiped of sides dρ, 1dρ φ , and dz, 

having a volume of 1 d d dzρ ρ φ .  The differential volume in cylindrical coordi-

nates is in general defined as  

 d d d dz= ρ ρ φv  3[m ]                (1-56) 

Although dv may vary with position, the differential volume is always defined as 
Eq. (1-56) in cylindrical coordinates.  The differential volume is useful for subdi-
viding a volume in cylindrical coordinates into many differential elements of vo-
lume, and vice versa.  

The differential volume dv is bounded by six infinitesimal surfaces as shown in 
Fig. 1.22.  Each surface is represented by a differential area vector ds, whose 
magnitude is equal to the area of the surface, and whose unit vector is normal to 
the surface, pointing outward from the enclosed volume.  The differential area 
vectors for the six surfaces of dv shown in Fig. 1.22 are expressed as follows:  

 1d d dz ρ= ρ φs a  (face )                  (1-57a) 

 d d dz φ= − ρs a  (face )                  (1-57b) 

 1 zd d d= ρ φ ρs a  (face )                  (1-57c) 

 1d d dz ρ= −ρ φs a                                    (1-57d) 

 d d dz φ= ρs a                                        (1-57e) 

 1 zd d d= −ρ φ ρs a                                    (1-57f) 
 

where the last three are for those hidden from sight behind the front faces.  The 
differential area vectors expressed by Eq. (1-57) are useful for subdividing a sur-
face of constant coordinate into many differential elements of surface in cylindric-
al coordinates, and vice versa.  However, Eq. (1-57) cannot be used for other  
surfaces, such as 1x =  plane or a cylindrical surface lying along the x-axis.   

 
 

Example 1-7 
With reference to the three points 1 1 1 1:( , , )p zρ φ , 2p , and 3p  in Fig. 1.22, find 

(a)  expression for 3r , 

(b)  cylindrical coordinates of 2p , and  

(c)  expression for 2r . 
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Fig. 1.22 Differential length vector dl, differential area vector ds and differential volume 
dv in cylindrical coordinates. 

 
Solution 
(a) Projections of 3r  onto ρa , φa , and za  at point 3p  lead to 

 3 1 1 zzρ= ρ +r a a  
 

 This has the same form as the position vector 1r  of point 1p .  In the 

presence of cylindrical symmetry, the vector function ρa  with cylindrical 

symmetry merges into the geometry of configuration having the same 
symmetry.  In this case, 1r  and 3r  appear to vary with ρ and z only, 

implying that two points 1p  and 3p  are indistinguishable. 
 

(b) The coordinate differences between 1p  and 2p  are dρ, dφ, and dz.  

Thus the cylindrical coordinates of 2p  are  

1 1 1( , , )d d z dzρ + ρ φ + φ + .                        (1-58) 
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(c) Projections of 2r  onto ρa , φa , and za  at point 2p , with the help of Eq. 

(1-58), lead to    

2 1 1( ) ( ) zd z dzρ= ρ + ρ + +r a a                      (1-59) 
 

 Alternatively, by using 1 1 1 zzρ= ρ +r a a  and 1 zd d d dzρ φ= ρ + ρ φ +l a a a  

defined at point 1p , one might be tempted to express 2r  as  

2 1 1 1 1( ) ( ) zd d d z dzρ φ= + = ρ + ρ + ρ φ + +r r l a a a             (1-60) 
  

 It should be noted that the unit vectors in Eq. (1-59) are the base vectors at 
point 2p , whereas those in Eq. (1-60) are the base vectors at 1p .  Eq.  

(1-60) is wrong in view of the fact that position vector should be expanded 
by the base vectors defined at its terminal point. 

 
Example 1-8 
Both ρa  and φa  form vector fields, which are smooth functions of position, and 

thus have continuous partial derivatives.  Verify  

(a) ρ
φ

∂
=

∂φ
a

a , and (b) φ
ρ

∂
= −

∂φ
a

a . 

 
Solution 
 
(a) With reference to Fig. 1.23(a), from calculus we write the rate of change of 

ρa  with φ as 

1

2 1

0 0
2 1

lim limρ ρ ρ

Δφ→ Δφ→
φ=φ

∂ − ′Δ= ≡
∂φ φ − φ Δφ
a a a a

                 (1-61) 

  

 Here, 1
ρa  and 2

ρa  are unit vectors at 1φ = φ  and 2φ = φ , respectively.   

    In the figure, 1
ρa  is a displaced version of 1

ρa ; they are equal.  

Consider a triangle formed by three vectors: 1
ρa , 2

ρa , and 2 1
ρ ρ′Δ = −a a a .  

Noting that  1 2 1ρ ρ= =a a , we have 

2
ρ′Δ = Δφ = Δφa a                              (1-62) 

 

 As 0Δφ → , we see that 2 1→r r , 2 1
ρ ρ→a a , and ′Δa  tends to be a vector 

perpendicular to 1
ρa , pointing in the direction of φa .  In view of these, we 

have   

φ′Δ = Δφa a                                 (1-63) 
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 Substitution of Eq. (1-63) into Eq. (1-61) gives 

ρ
φ

∂
=

∂φ
.

a
a                                (1-64) 

   

(b)  With reference to Fig. 1.23(b), the rate of change of φa  with φ is written as 

1

2 1

0 0
2 1

lim limφ φ φ

Δφ→ Δφ→
φ=φ

∂ − Δ= ≡
∂φ φ − φ Δφ
a a a a

                     (1-65) 

  

 Here, 1
φa  and 2

φa  are unit vectors at 1φ = φ  and 2φ = φ , respectively.   

    In the figure, 1
φa  is a displaced version of 1

φa ; they are equal.  

Consider a triangle formed by three vectors: 1
φa , 2

φa , and 2 1
φ φΔ = −a a a .  

Noting that 1 2 1φ φ= =a a , we have 

2
φΔ = Δφ = Δφa a                           (1-66) 

 

 As 0Δφ → , we see that 2 1→r r , 2 1
φ φ→a a , and Δa  tends to be a vector 

perpendicular to 1
φa , pointing in the direction of ρ−a .  In view of these, 

we have 

ρΔ = −Δφa a                                (1-67) 
  
 Substitution of Eq. (1-67) into Eq. (1-65) gives 

φ
ρ

∂
= −

∂φ
a

a                                (1-68) 

 
 The results given in Eqs. (1-64) and (1-68) can also be verified by using the 

coordinate transformation discussed in the next section. 
 

 

Exercise 1.17  

Given a point ( )1: 1, 3,5p  in Cartesian coordinates, find (a) cylindrical coordi-

nates of 1p , and (b) position vector of 1p  in cylindrical coordinates.  

Ans.  (a) 1:(2,60 ,5)op , (b) 1 2 5 zρ= +r a a . 

Exercise 1.18  
Do the following vector fields have cylindrical symmetry?  
(a) zρ a , (b) (sin ) ρφ a , (c) 3 φa , (d) ( 1)z ρ− a , and (e) ( ) z= ×V r a r . 

Ans. (a) Yes, (b) No, (c) Yes, (d) Yes, (e) Yes. 
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Fig. 1.23 (a) /ρ∂ ∂φa  (b) /φ∂ ∂φa . 

 
Exercise 1.19   

Given two points 1:(2 3,60 ,4)op  and 2:(2,90 ,1)op  in cylindrical coordinates, 

find an expression for the distance vector from 2p  to 1p  in Cartesian  

coordinates.  

Ans.  3 3x y z= + +a a aR . 

1.3.3   Spherical Coordinate System 

Spherical coordinate system specifies a point 1 1 1 1:( , , )p R θ φ  by the intersection of 

three surfaces; that is, a spherical surface of radius 1R  centered at the origin, a 

conical surface of half angle 1θ  with the apex at the origin, and a half-plane ro-

tated about the z-axis by an angle 1φ .  The coordinate 1R  is the radial distance 

from the origin.  The coordinate 1θ  is called the polar angle measured from the 

+z-axis, and the coordinate 1φ  is called the azimuth measured from the +x-axis in 

the xy-plane.  The ranges of R, θ, and φ are 0 R≤ < ∞ [m], 0 ≤ θ ≤ π [rad], and 
0 2≤ φ ≤ π [rad], respectively.  At a point 1p , the base vectors Ra , θa , and φa  

are defined in such a way that they are perpendicular to the aforementioned surfac-
es of constant coordinate, pointing in the direction of increasing coordinate.  All 
three vectors Ra , θa , and φa  are functions of position in spherical coordinates.  

An object is said to have spherical symmetry, if it appears the same as we ro-
tate it about any axis passing through the center, or as we move around it vary-
ing θ and φ while keeping R constant.  For instance, a vector field ( ) R=U r a  

appears the same as we move around it, and thus has spherical symmetry(see  
Fig. 1.25).  In contrast, the vector fields ( ) θ=V r a  and ( ) φ=W r a  have no 

spherical symmetry because they appear to reverse the sign when they are rotated 
about the x-axis by 180o .       
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Fig. 1.24  Spherical coordinate system. 
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Fig. 1.25 Vector field ( ) R=U r a  with spherical symmetry. 
 

 
The base vectors for spherical coordinates obey the orthonormality relations:   

 0R Rθ θ φ φ= = =a a a a a a                     (1-69a) 

 1R R θ θ φ φ= = =a a a a a a                     (1-69b) 

Equation (1-69a) shows that the base vectors are mutually perpendicular, even 
though they all vary from point to point, and Eq. (1-69b) shows that the base  
vectors are unit vectors.   

In the right-handed spherical system, the base vectors satisfy the cyclic  
relations:  

 R θ φ× =a a a                           (1-70a) 

 Rθ φ× =a a a                           (1-70b) 

 Rφ θ× =a a a                           (1-70c) 

The three vectors in the cyclic permutations obey the right-hand rule: when the 
right fingers rotate from the first to the second vector, the thumb points in the  
direction of the third vector.  

A point 1 1 1 1:( , , )p R θ φ  in spherical coordinates is uniquely specified by posi-

tion vector 1r  drawn from the origin to the point, as shown in Fig. 1.24.  In view 

of the role of 1r , the position vector is expanded by the base vectors defined at 

point 1p .  It is evident from Fig. 1.24 that 1r  is always perpendicular to θa  and 

φa  at point 1p , meaning that 1r  only has a vector component along the radial  

direction, that is, 1 RR a .  Position vector in spherical coordinates is in general 

given as       

 RR=r a                                   (1-71) 
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In the literal sense in which Ra  is a function of θ and φ, the position vector r in 

Eq. (1-71) can uniquely specify a point, with coordinates R, θ, and φ,  by means 
of R and Ra .  If the geometry of a given configuration has spherical symmetry, 

Ra  is considered to be a vector field with spherical symmetry and merged into the 

given configuration with the same symmetry.  Under this condition, the position 
vector expressed by Eq. (1-71) appears to vary with R only, which is in accord 
with the fact that two points at the same radial distance from the origin are indis-
tinguishable in the presence of the spherical symmetry.  

When vector A is defined at a point 1 1 1 1:( , , )p R θ φ in spherical coordinates as 

shown in Fig. 1.26, its scalar components are equal to its projections onto the base 
vectors Ra , θa , and φa  at point 1p . The component form of A in spherical 

coordinates is in general expressed as 

 R RA A Aθ θ φ φ= + +A a a a                         (1-72) 

where RA , Aθ , and Aφ  are the scalar components, which generally vary with 

position.  It is important to note that the three base vectors vary from point or 
point in space, and that the base vectors are specific to the point where A is  
defined. 

 

 
 

Fig. 1.26 Vector A defined at point 1 1 1 1:( , , )p R θ φ  in spherical coordinates. 

 
Symmetry considerations can make it possible to predict the general form of 

the final solution.  If the source is distributed in a region of space in such a way as 
to have spherical symmetry, the resultant field should also have spherical symme-
try.  When spherical symmetry exists, the geometry of a given configuration  
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appears the same as even if we move around it along the direction of θa  or φa .  

Therefore the resulting field should be independent of θ and φ such that 
( ) ( )V V R=r  for a scalar field and ( ) ( ) ( ) ( )R RD R D R D Rθ θ φ φ= + +D r a a a  for a 

vector field.  Furthermore, the spherical symmetry assures that the vector field 
has neither the θ- nor the φ-component.  This is because the vector components 

( )D Rθ θa  and ( )D Rφ φa  brake the symmetry: they reverse the sign when rotated 

about the x-axis by 180o .  Consequently, when spherical symmetry is present, 
the resultant vector field must be of the form ( ) ( )R RD R=D r a .     

When vectors A and B are specified simultaneously at a point in spherical 
coordinates, the component form of the vectors is given, according to Eq. (1-72), 
as  

 R RA A Aθ θ φ φ= + +A a a a                      (1-73a) 

 R RB B Bθ θ φ φ= + +B a a a                     (1-73b) 

where ρa , φa  and za  are the base vectors at the given point 

The vector addition of A and B in spherical coordinates is obtained from Eq. 
(1-73) as          

 ( ) ( ) ( )R R RA B A B A Bθ θ θ φ φ φ+ = + + + + +A B a a a             (1-74) 

The dot product of A and B in spherical coordinates is obtained from Eq.  
(1-73), by applying the distributive law of dot product given in Eq. (1-13b) and the 
orthonormality relations given in Eq. (1-69), as     

 R RA B A B A Bθ θ φ φ= + +A B                            (1-75) 

The cross product of A and B in spherical coordinates is obtained from Eq. (1-72), 
by applying the distributive law of cross product given in Eq. (1-22c) and the cyc-
lic relations given in Eq. (1-70), and written in determinant form as  

 
R

R

R

A A A

B B B

θ φ

θ φ

θ φ

× =
a a a

A B                          (1-76) 

It is should be noted that the rules expressed by Eqs. (1-74)-(1-76) are based on 
the assumption that A and B are given at the same point in spherical coordinates.  
Otherwise, one is moved to the point of the other, and expanded by the base vec-
tors at that point, before a vector operation on the two vectors can be conducted.  

The differential length vector dl in spherical coordinates is defined at a point 

1 1 1 1: ( , , )p R θ φ  to represent the directed distance from the given point to a nearby 

point 2 1 1 1:( , , )p R dR d d+ θ + θ φ + φ .  In view of this, dl is expanded by the base 



1.3   Orthogonal Coordinate Systems 41
 

vectors at point 1p .  It is apparent from Fig. 1.27 that the projections of dl onto 

the base vectors Ra , θa , and φa  are equal to the differential lengths dR , 

1R dθ , and 1 1sinR dθ φ , respectively.  Here we note that the differential coordi-

nates dR, dθ, and dφ are converted to the differential lengths by the multiplicative 
factors 1, 1R , and 1 1sinR θ , respectively, which are called the metric coeffi-

cients.  The differential length vector in spherical coordinates is in general  
expressed as   

 sinRd dR R d R dθ φ= + θ + θ φl a a a                  (1-77) 

In spherical coordinates, dl is a function of position through R, Ra , θa , and φa .  

It is important to remember that dl is always expressed as Eq. (1-77) in spherical 
coordinates, no matter what the relation between dR, dθ, and dφ is, only if the dif-
ferential coordinates are nonzero.   

Two end points of dl are linked with a total of six surfaces of constant coordi-
nate.  Those surfaces define a differential volume dv in spherical coordinates as 
shown in Fig. 1.27.  In view of an infinitesimally small dl , the differential vo-

lume may be considered to a rectangular parallelepiped of sides dR, 1R dθ , and 

1 1sinR dθ φ , having a volume of 2
1 1sinR dRd dθ θ φ .  The differential volume in 

spherical coordinates is in general defined as         

 2 sind R dRd d= θ θ φv  3[m ]                    (1-78) 

Although dv depends on the radial distance R and polar angle θ, we always define 
the differential volume according to Eq. (1-78) in spherical coordinates.  The dif-
ferential volume provides a way of subdividing a volume in spherical coordinates 
into many differential elements of volume, and vice versa.   

The bounding surface of the differential volume comprises six infinitesimal 
surfaces as shown in Fig. 1.27.  Each surface can be conveniently represented by 
a differential area vector ds: the magnitude is equal to the infinitesimal area of the 
surface, while the unit vector is normal to the surface, pointing outward from the 
enclosed volume.  In view of infinitesimally small dl , we can assume each sur-

face of dv to be a rectangle.  The differential area vectors for the six surfaces of 
dv shown in Fig. 1.27 are expressed as follows:    

 2
1 1sin Rd R d d= θ θ φs a  (face )                 (1-79a) 

 1 1sind R dR d θ= θ φs a  (face )                 (1-79b) 

 1d R dR d φ= − θs a  (face )                 (1-79c) 

 2
1 1sin Rd R d d= − θ θ φs a                            (1-79d) 

 1 1sind R dR d θ= − θ φs a                            (1-79e) 

 1d R dR d φ= θs a                            (1-79f) 
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Fig. 1.27 Differential length vector dl, differential area vector ds and differential volume 
dv in spherical coordinates. 
 
 
where the last three are for those hidden from sight behind the front faces.  Ac-
cording to Eq. (1-79), we can subdivide a surface of constant coordinate in spheri-
cal coordinates into many differential elements of surface, and vice versa.  Note 
that Eq. (1-79) cannot be used for other surfaces such as 1z =  plane or a spheri-
cal surface with the center at a point other than the origin. 
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Example 1-9 
With reference to a point 1p  in spherical coordinates as shown in Fig. 1.26, 

determine the projections of (a) Ra  (b) θa , and (c) φa  onto three unit vectors 

xa , ya , and za . 

 
Solution 

Projection of Ra  onto the 0z =  plane : 1sin θ                    (1-80) 

 
 By using the two-step projection, we obtain  

projection of Ra  onto xa   : 1 1sin cosθ φ  (1-81a) 

projection of Ra  onto ya  : 1 1sin sinθ φ  (1-81b) 

Projection of Ra  onto za  : 1cos θ  (1-81c) 
  

 Combining the results given in Eq. (1-81), we have 

1 1 1 1 1sin cos sin sin cosR x y z= θ φ + θ φ + θa a a a  (1-82) 

 
Projection of θa  onto the 0z =  plane   : 1cos θ  (1-83) 

 
 By using the two-step projection, we obtain  

projection of θa  onto xa  : 1 1cos cosθ φ  (1-84a) 

projection of θa  onto ya  : 1 1cos sinθ φ   (1-84b) 

projection of θa  onto za  : 1sin− θ  (1-84c) 

 
 Combining the results given in Eq. (1-84), we have 

1 1 1 1 1cos cos cos sin sinx y zθ = θ φ + θ φ − θa a a a  (1-85) 

 
 Next, we obtain 

projection of φa  onto xa   : 1sin− φ  (1-86a)  

projection of φa  onto ya   : 1cos φ  (1-86b) 

projection of φa  onto za   : 0 (1-86c) 

 
 Combining the results given in Eq. (1-86), we have 

1 1sin cosx yφ = − φ + φa a a  (1-87) 

 
 The results given in Eqs. (1-82), (1-85), and (1-87) are useful for the 

coordinate transformation discussed in the following section. 
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Example 1-10 
Given two vector fields ( ) (cos ) z= φA r a  and 2( ) RR=B r a  in mixed 

coordinates, find, on a spherical surface of radius 2R = ,  
(a) A B . 

(b) ×A B . 

 
Solution 
 On the sphere, ( , , ) (2, , )R θ φ = θ φ , the vector fields become 

 (2, , ) (cos ) zθ φ = φA a  

 (2, , ) 4 Rθ φ =B a  
 

(a) ( )4cos 4cos cosz R= φ = φ θA B a a   

(b) ( )4cos 4cos sinz R φ× = φ × = φ θA B a a a  
 

Note that the dot and cross product are conducted in mixed coordinates. 
 

Exercise 1.20  
At a point on a sphere of radius 3R = , centered at the origin, find  
(a) ds, and (b) dl in a plane tangential to the sphere. 
Ans. (a) (9sin ) Rd d d= θ θ φs a , (b) 3 3sind d dθ φ= θ + θ φl a a . 

Exercise 1.21  
Repeat part (b) of Exercise 1.20 in Cartesian coordinates. 
Ans. x y zd dx dy dz= + +l a a a . 

Exercise 1.22  
Do the following vector fields have spherical symmetry?  (a) 2( ) (1/ ) RR=U r a , 

(b) ( ) (cos ) R= θV r a , (c) ( ) φ θ= ×W r a a , and (d) ( ) ( )z R=X r r a a . 

Ans.  (a) Yes, (b) No, (c) Yes, (d) No.  
 

Review Questions with Hints 

RQ 1.9 How do you characterize an orthogonal and a right-handed coordinate 
system? [Eqs.(1-28)(1-29)] 

RQ 1.10 State the orthonormality and the cyclic relations. [Eqs.(1-28)(1-29)] 
RQ 1.11 Explain how the definition of A B  given in Eq. (1-9) is expressed in 

component form as in Eq. (1-35). [Eqs.(1-32)(1-13b)(1-28)] 
RQ 1.12 Explain how the definition of ×A B  given in Eq. (1-21) is expressed 

in component form as in Eq. (1-37). [Eqs.(1-32)(1-22c)(1-29)] 
RQ 1.13 Define dl in the three coordinate systems. [Eqs.(1-39)(1-55)(1-77)] 
RQ 1.14  Define dv in the three coordinate systems. [Eqs.(1-40)(1-56)(1-78)] 
RQ 1.15 In which direction is ds directed on a closed surface? [Fig.1.17] 
RQ 1.16 Can you still use Eqs. (1-54) and (1-76) even if A and B are not at the 

same location? [Eqs.(1-48)(1-70)] 
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1.4   Coordinate Transformation 

The location of a point in space is independent of the coordinate system that is 
chosen to specify it, although different coordinate systems have different ways of 
describing the point, as was discussed in Section 1-3.  Since one coordinate sys-
tem may be advantageous over the others in solving a problem, we should be able 
to transform the coordinates of the point from one coordinates to another.  Such 
an operation is called a coordinate transformation.  The same is true for a vector 
in that the magnitude and direction of a vector are independent of the coordinate 
system, although different definitions of base vectors lead to different expressions 
for the vector components in different coordinate systems.  We can transform the 
vector components according to the procedure called the coordinate transforma-
tion of the component of a vector. 

1.4.1   Cartesian-Cartesian Transformation 

We first examine the coordinate transformation between two Cartesian coordinate 
systems.  Fig. 1.28 shows that the primed system is rotated about the z-axis by an 
angle ϕ relative to the unprimed system.  Let us consider a point 1p  that is speci-

fied by the coordinates 1 1 1( , , )x y z  in the unprimed system and by the coordi-

nates 1 1 1( , , )x y z′ ′ ′  in the primed system.  At the this point, the base vectors are 

given by either ( , , )x y za a a  or ( , , )x y z′ ′ ′a a a , depending on the system.  If vector 

A is defined at point 1p , it is generally expressed as  

 x x y y z zA A A= + +A a a a                            (1-88a) 

 x x y y z zA A A′ ′ ′ ′ ′ ′ ′= + + ≡A a a a A                   (1-88b) 

Here, xA , yA , and zA  are the scalar components of A in unprimed coordinates, 

while xA ′ , yA ′ , and zA ′  are those in primed coordinates.   

The transformation of the components of A is simply done by projecting the 
vector onto the base vectors for a new coordinate system.  The scalar component 
of A in the x ′ -direction is obtained from the projection of A onto x ′a  as  

 
        ( ) cos sin

x x

x x y y z z x x y

A

A A A A A
′ ′

′

=
= + + = ϕ + ϕ

A a

a a a a




 
        (1-89) 

where we used cosx x ′ = ϕa a , siny x ′ = ϕa a , and 0z x ′ =a a , which are 

evident from Fig. 1.28.  Following the same procedure as for xA ′ , we obtain the  
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scalar components yA ′  and zA ′  from y ′A a  and z ′A a  as well.  Transforma-

tion of the components of A from the unprimed to the primed system is expressed 
in matrix form as   

 

cos sin 0

sin cos 0

0 0 1

x x

y y

z z

A A

A A

A A

′

′

′

ϕ ϕ     
     = − ϕ ϕ     
          

                    (1-90) 

where ϕ is the rotation angle of the primed system with respect to the unprimed 
system, which is measured in the counterclockwise direction.  The 3X3 matrix in 
Eq. (1-90) is called the transformation matrix, denoted by T.  Thus Eq. (1-90) can 
be simply written as ′ =A TA . 

The transformation matrix T in Eq. (1-90) is independent of the location of A.  
This implies that T may be used for any vector, including the position vector.  We 
acknowledge that the scalar components of position vector are equal to the coordi-
nates of a given point such that 1 1 1 1x y zx y z= + +r a a a  in the unprimed sys-

tem, and 1 1 1 1x y zx y z′ ′ ′′ ′ ′= + +r a a a  in the primed system.  Substitution of 1r  

for A in Eq. (1-90) leads to the transformation of the coordinates of a point from 
the unprimed to the primed system: 

 

cos sin 0

sin cos 0

0 0 1

x x

y y

z z

′ ϕ ϕ     
     ′ = − ϕ ϕ     

′          

                       (1-91) 

Here, subscript 1 is omitted for generalization.  
The direction of the transformations expressed by Eqs. (1-90) and (1-91) can be 

reversed by replacing ϕ with −ϕ  in the transformation matrix T, meaning the 
transformation from the primed to the unprimed system.  

If vector A forms a vector field, its scalar components are functions of position 
such as ( , , )xA x y z , ( , , )yA x y z , and ( , , )zA x y z .  In this case, the transforma-

tion for A is done following these steps: (1) Transformation of the components of 
A according to Eq. (1-90).  (2) Transformation of the coordinates of the location 
of A according to Eq. (1-91).       

Although the same T is used for the transformations of the coordinates of a 
point and the components of a vector in the Cartesian-Cartesian transformation as 
shown in Eqs. (1-90) and (1-91), this is not true in the general case, which will be 
discussed in the next section. 

 
 

Example 1-11   
With reference to Fig. 1.28, find the coordinate transformation of a vector field 

2 xx=A a  from the unprimed to the primed system.  
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Fig. 1.28 Two Cartesian coordinate systems rotated to each other about the z-axis. 

 
Solution 

Coordinate transform of the components of A is, from Eq. (1-90),  

cos sin 0 2

sin cos 0 0

0 0 1 0

x

y

z

A x

A

A

′

′

′

ϕ ϕ     
     = − ϕ ϕ     
          

                   (1-92) 

 

Rewriting Eq. (1-92) we have 

   2 cos 2 sin
x x y y z z

x y

A A A

x x

′ ′ ′ ′

′ ′

′ = + +

= ϕ − ϕ

A a a a

a a
                    (1-93) 

  

From Eq. (1-91) we obtain 

cos sinx x y′ ′= ϕ − ϕ                         (1-94) 
  

By inserting Eq. (1-94) into Eq. (1-93) we obtain 

2( cos sin )cos 2( cos sin )sinx yx y x y′ ′′ ′ ′ ′= ϕ − ϕ ϕ − ϕ − ϕ ϕA a a  

 
Exercise 1.23  
Given 4 2 3x y z= + +A a a a  in unprimed coordinates.  Express the vector  at 

point :(2,1,3)p  in terms of the primed coordinates that is rotated by 30oϕ = . 

Ans. (2 3 1) ( 2 3) 3x y z′ ′ ′= + + − + +A a a a . 
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1.4.2   Cylindrical-Cartesian Transformation 

Let us consider Fig. 1.21, in which vector A is given at a point 1 1 1 1:( , , )p zρ φ  in 

cylindrical coordinates.  At point 1p , the base vectors ( , , )x y za a a  are rotated 

about za  by an angle of 1ϕ = −φ , relative to the base vectors ( , , )zρ φa a a .  

Comparison of Fig. 1.21 and Fig. 1.28 reveals that we can conduct the transforma-
tion of the components of A from cylindrical to Cartesian coordinates simply by 
substituting 1ϕ = −φ  into the transformation matrix in Eq. (1-90).  Transforma-

tion of the vector components from cylindrical to Cartesian coordinates is done as 
follows:  

 
1 1

1 1

cos( ) sin( ) 0

sin( ) cos( ) 0

0 0 1

x

y

z z

A A

A A

A A

ρ

φ

−φ −φ     
     = − −φ −φ     
          

               (1-95) 

It is important to note that 1φ  in Eq. (1-95) is the φ-coordinate of the location of 

the vector A.  The direction of the transformation may be reversed simply by re-
placing 1−φ  with 1φ  in the transformation matrix.  Transformation of the vector 

components from Cartesian to cylindrical coordinates is conducted as follows: 

 
1 1

1 1

cos( ) sin( ) 0

sin( ) cos( ) 0

0 0 1

x

y

z z

A A

A A

A A

ρ

φ

φ φ     
     = − φ φ     
          

                  (1-96) 

Again, the angle 1φ  is the φ-coordinate of the location of the vector A. 

We may use Eq. (1-95) for transforming the coordinates of a point from cylin-
drical to Cartesian system.  However, Eq. (1-96) cannot be used for transforming 
the coordinates of the point.  To avoid confusion, we do not use the transforma-
tion matrix for transforming the coordinates of a point.  Alternatively, we obtain 
the relation between the cylindrical and Cartesian coordinates of point 1p  by ap-

plying Pythagorean theorem and trigonometry to Fig. 1.21.  The relations be-
tween the cylindrical and Cartesian coordinates of a point are given as  

 

cos

sin

x

y

z z

= ρ φ
= ρ φ
=

                                  (1-97) 

and 

 ( )

2 2

1tan /

x y

y x

z z

−

ρ = +

φ =

=
                             (1-98) 

Subscript 1 is omitted in the above equations for generalization.  
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Example 1-12 
Express the following vectors in Cartesian coordinates: 

(a)  2 3 3 zρ φ= + +A a a a  at 0( , , ) (4,60 ,5)zρ φ = ,  

(b)  2 3 3 zρ φ= + +B a a a  at ( , , ) ( 2,2,1)x y z = , and  

(c)  Vector C drawn from the origin to point 0( , , ) (3,45 ,4)zρ φ = . 

 
Solution 
(a) From Eq. (1-95) we obtain 

 

1/2 3 /2 0cos( 60 ) sin( 60 ) 0 2 2

sin( 60 ) cos( 60 ) 0 3 3 /2 1/2 0 3

0 0 1 0 0 13 3

o o
x

o o
y

z

A

A

A

 −    − −         = − − − =                       

 

 

 Thus,    

 

2 3 3
2xA

−= , 
2 3 3

A
2y

+= , and A 3z =  

 

 The answer is  

3 3
1 3 3 3

2 2x y z
   = − + + +   
   

A a a a . 

 

(b) Substituting ( , , ) ( 2,2,1)x y z =  into Eq. (1-98) we obtain   

 
( )1

1 tan 2/ 2 54.8o−φ = =  
  

 Thus we have   

1sin 2/ 6φ =  and 1cos 1/ 3φ =                  (1-99) 
 

 Inserting B and Eq. (1-99) into Eq. (1-95) we obtain 

1 1

1 1

1/ 3 2/ 6 0cos( ) sin( ) 0 2 2

sin( ) cos( ) 0 3 2 / 6 1/ 3 0 3

0 0 1 0 0 13 3

x

y

z

B

B

B

 −   −φ −φ           = − −φ −φ =                         

 

 

 Thus,   

 

2
6

3
xB = − , 

4
B 3

6
y = + , and B 3z =  

  

 The answer is 

 

2 4
6 3 3

3 6
x y z

   = − + + +   
   

B a a a . 
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(c) C is a position vector.   
 

 Substituting 0( , , ) (3,45 ,4)zρ φ =  into Eq. (1-97), we obtain  

 3cos 45 3/ 2ox = =  

 3sin 45 3 / 2oy = =  

 4z =  
 
 The answer is 

 
3 3

4
2 2

x y z= + +C a a a . 

 
Exercise 1.24  
Show that the transformation matrices in Eqs. (1-95) and (1-96) are the inverse 
matrix of the other.  

Exercise 1.25  
Starting from x y zd dx dy dz= + +l a a a  and applying Eqs. (1-96) and (1-97), 

find an expression for dl in cylindrical coordinates.  
Ans. zd d d dzρ φ= ρ + ρ φ +l a a a . 

1.4.3   Spherical-Cartesian Transformation 

When vector A is specified at a point 1 1 1 1:( , , )p R θ φ  in spherical coordinates as 

shown in Fig. 1.26, it can be expanded in component form either in Cartesian 
coordinates or in spherical coordinates as 

 x x y y z zA A A= + +A a a a                         (1-100a) 

 R RA A Aθ θ φ φ ′= + + ≡A a a a A                  (1-100b) 

Transformation of the components of A′ into Cartesian coordinates can be done by 
projecting A′ in the directions of xa , ya , and za .  The dot product of A′ and 

xa  gives xA  as follows:   

 

( )
1 1 1 1 1

        

        sin cos cos cos sin

x x

R R x

R

A

A A A

A A A

θ θ φ φ

θ φ

′ =

= + +

= θ φ + θ φ − φ

A a

a a a a



  

where we used 1 1sin cosR x = θ φa a , 1 1cos cosxθ = θ φa a , and 

1sinxφ = − φa a  as given in Eqs. (1-82), (1-85) and (1-87).  Following the same 

procedure as for xA , we can obtain yA  and zA  from y′A a  and z′A a .  
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Transformation of the components of a vector A from spherical to Cartesian coor-
dinates is expressed in matrix form as    

 
1 1 1 1 1

1 1 1 1 1

1 1

sin cos cos cos sin

sin sin cos sin cos

cos sin 0

x R

y

z

A A

A A

A A
θ

φ

 θ φ θ φ − φ   
    = θ φ θ φ φ     
    θ − θ     

          (1-101) 

It should be noted that the transformation matrix depends on the angles 1θ  and 

1φ , which are the spherical coordinates of the location of A. 

The same procedure used for Eq. (1-101) can be followed to obtain the trans-
formation of the components of A from Cartesian to spherical coordinates given as 
follows:  

  
1 1 1 1 1

1 1 1 1 1

1 1

sin cos sin sin cos

cos cos cos sin sin

sin cos 0

R x

y

z

A A

A A

A A
θ

φ

  θ φ θ φ θ   
     = θ φ θ φ − θ     
     − φ φ    

         (1-102) 

Equation (1-102) is based on the projections of A onto Ra , θa , and φa  at point 

1p , and thus the transformation matrix obviously depends on the θ- and φ-

coordinates of 1p .  It can be shown that the transformation matrix in Eq. (1-102) 

is the inverse matrix of that in Eq. (1-101), and vice versa.   
To avoid confusion, we do not use the transformation matrices given in Eq. (1-

101) and Eq. (1-102) for transforming the coordinates of a point.  Alternatively, 
we obtain the relation between the spherical and Cartesian coordinates of point 

1p  by applying Pythagorean theorem and trigonometry to Fig. 1.26.  The rela-

tions between the spherical and Cartesian coordinates of a point is given as  

 

sin cos

sin sin

cos

x R

y R

z R

= θ φ
= θ φ
= θ

                        (1-103) 

and   

 ( )
2 2 2

1 2 2

1

tan /

tan ( / )

R x y z

x y z

y x

−

−

= + +

θ = +

φ =

                   (1-104) 

Subscript 1 is omitted in the above equations for generalization.  
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Example 1-13 
Verify, by coordinate transformation,  

(a) R
θ

∂
=

∂θ
a

a  

(b) sinR
φ

∂ = θ
∂φ
a

a   

 
Solution 
 Transformation of Ra  into Cartesian coordinates is, from Eq. (1-101), 

sin cos cos cos sin 1

sin sin cos sin cos 0

cos sin 0 0

x

y

z

A

A

A

θ φ θ φ − φ     
     = θ φ θ φ φ     
     θ − θ     

 

 

 Rewriting the above equation we get   

    sin cos sin sin cos
R x x y y z z

x y z

A A A= + +

= θ φ + θ φ + θ

a a a a

a a a
 

          (1-105) 

  

 Taking the derivatives of both sides of Eq. (1-105) with respect to θ, we get  

cos cos cos sin sinR
x y z

∂
= θ φ + θ φ − θ

∂θ
a

a a a            (1-106) 

  

 Taking the derivatives of both sides of Eq. (1-105) with respect to φ, we get 

sin sin sin cosR
x y

∂ = − θ φ + θ φ
∂φ
a

a a .                (1-107) 

 
(a) Transforming Eq. (1-106) back into spherical coordinates, by using Eq.  

(1-102), we have  

sin cos sin sin cos cos cos

cos cos cos sin sin cos sin

sin cos 0 sin

RA

A

A
θ

φ

  θ φ θ φ θ θ φ   
     = θ φ θ φ − θ θ φ     
     − φ φ − θ    

 

 

 Rearranging the above equation we get 

 0RA = , 1Aθ = , and 0Aφ =  
  

 Thus,    

       .

R
R RA A Aθ θ φ φ

θ

∂ = + +
∂θ

=

a
a a a

a
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(b) Transforming Eq. (1-107) back into spherical coordinates, by using Eq.  
(1-102), we have 

     

sin cos sin sin cos sin sin

cos cos cos sin sin sin cos

sin cos 0 0

RA

A

A
θ

φ

  θ φ θ φ θ − θ φ   
     = θ φ θ φ − θ θ φ     
     − φ φ    

 

 

 Rearranging the above equation we get 

 0RA = , 0Aθ = , and 2 2sin sin sin cos sinAφ = θ φ + θ φ = θ  
 

 Thus,     

 
     sin .

R
R RA A Aθ θ φ φ

φ

∂ = + +
∂φ

= θ

a
a a a

a
 

 
Exercise 1.26  
Transform a vector field ( ) R=A r a  into Cartesian coordinates. 

Ans. 2 2 2( ) ( )/x y zx y z x y z= + + + +A r a a a . 

Exercise 1.27  
Show that the transformation matrix is a unitary matrix whose determinant has ab-
solute value one. 
Ans. det 1=T . 

 
Review Questions with Hints 

RQ 1.17  Does T for Cartesian-Cartesian transformation depend on the location 
of a given vector? [Eq.(1-90)Fig.1.28] 

RQ 1.18  Write the relations between cylindrical and Cartesian coordinates of a 
point.    [Eqs.(1-97)(1-98)] 

RQ 1.19 State the transformation of the components of a vector between cylin-
drical and Cartesian coordinates. [Eqs.(1-95)(1-96)] 

RQ 1.20  Write the relations between spherical and Cartesian coordinates of a 
point.    [Eqs.(1-103)(1-104)] 

RQ 1.21 State the transformation of the components of a vector between spheri-
cal and Cartesian coordinates. [Eqs.(1-101)(1-102)] 

RQ 1.22 What are the significances of the angles appearing in the transformation 
matrices in Eqs. (1-90), (1-95) and (1-101)? [Figs.1.28,1.21,1.26] 

Problems 

1-1 Verify graphically the associative law of vector addition, as given in Eq.  
(1-5a), for three vectors shown in Fig. 1.29. 

 



54 1   Vector Algebra and Coordinate Systems
 

 
 

 Fig. 1.29 Three vectors (Problem 1-1). 

 
1-2   Two vectors A and B form a parallelogram in three-dimensional space.  

Verify that the projection of the parallelogram onto the xy-plane is also a 
parallelogram. 

 

 
 
 Fig. 1.30 Projection of the parallelogram formed by A and B(Problem 1-2). 
 

 
1-3   With reference to Example 1-2, in which the distributive law of dot 

product was verified for three vectors lying in a common plane, verify the 
distributive law for three arbitrary vectors by using two-step projection. 

 

 
 

 Fig. 1.31 Distributive law of dot product for three arbitrary vectors(Problem 1-3). 
 

 
1-4   With reference to Example 1-3, in which the distributive law of cross 

product was verified for three vectors(A is normal to the plane formed  
by B and C), verify the distributive law for three arbitrary vectors.  
[Hint: × = ×A B A B .] 
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 Fig. 1.32 Distributive law of cross product for three arbitrary vectors(Problem 1-4). 

 
1-5 Two vectors A and B form a parallelogram.    
 (a) Find expressions for two diagonals in terms of A and B. 
 (b) Under what condition are the diagonals perpendicular to each other?   
 (c) Two diagonal vectors are displaced such that they meet at the tail.  

Find the area of the new parallelogram. 
1-6 Three vectors A, B, and −A B  form a triangle.  Show the followings: 
 (a) Parallelograms formed by any two vectors have the same area. 

 (b) Law of sines, 
sin sin sinA B C

A B C= =
θ θ θ

. 

 (Sides A, B, and C subtend angles Aθ , Bθ , and Cθ , respectively.) 

1-7 Two vectors 2 3x y z= + +A a a a  and 2x y z= − + +B a a a  are at the 

same point in Cartesian coordinates.  Find  
 (a) Aa    

 (b) −B A    
 (c) A B    

 (d) ×A B    
 (e) ABθ    

 (f) vector component of B in the direction of A   
 (g) vector component of B in the direction perpendicular to A 
1-8  Given a vector 2 2x y z= + +A a a a  at a point with position vector 

2 3 3x y z= + +r a a a .  Find the angles that (a) A, and (b) r makes with 

three Cartesian coordinate axes.  
1-9 A straight line passes through two points ( )1: 1,1,0p  and ( )2: 3,2,2p  in 

Cartesian coordinates.  Find   
 (a) unit vector na  along the direction from 1p  to 2p , and  

  (b) position vector of a point on the line, which is at a distance t from 1p . 
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1-10 Two straight lines intersect at right angles at point 1p  in Cartesian 

coordinates.  The first line passes through a point ( )2: 2,1,1p , while the 

second one passes through two points ( )3: 1, 1,3p −  and ( )4: 1,1,2p −  

simultaneously.  Find the distance between the two points 
 (a) 1p  and 2p  

 (b) 1p  and 3p  

1-11 For a plane defined by three points ( )1: 2,0,0p , ( )2: 0,1,0p , and 

( )3: 0,0,1p  in Cartesian coordinates, find   

 (a) unit vector normal to the plane, directed toward the origin, and   
 (b) perpendicular distance from the origin to the plane. 
1-12  A plane intersects three Cartesian coordinate axes at x a= , y b= , and 

z c= , respectively.  Find   
 (a) unit normal to the plane, and  
 (b) expression for the plane.  
1-13 A plane S passes through the point ( )1 : 3,1,2p  and is perpendicular to 

the vector 2 4x y z= + +k a a a  in Cartesian coordinates.  Find an 

expression for the plane. 
1-14  Two vectors A and B define a parallelogram P in three-dimensional space.  

Projections of A and B onto the xy-plane define another parallelogram P ′.  
Show that the area of P ′ is given by ( )z ×a A B .    

1-15 A parallelogram P is formed by two vectors 3 2x y z= − +A a a a  and 

2x y z= + +B a a a . Projections of P onto the 0x = , 0y = , and 0z =  

planes result in three parallelograms 1P , 2P , and 3P  on their respective 

planes.  Find 
 (a) unit vector na  normal to P,  

 (b) areas of P, 1P , 2P , and 3P , and  

 (c) relation between the scalar components of na  and the areas of 1P , 

2P , and 3P . 

1-16 Given two vector fields 3 (4sin )ρ φ= + φA a a  and 

( )2 2 zzρ= ρ + ρ + +B a a  in cylindrical coordinates, find at point 

( )1: 2,30 ,1op    

 (a) +A B  
 (b) A B  

 (c) ×A B  
1-17 A triangle is defined by three points 1:(2,0,1)p , 2:( 1,1,3)p − , and 

3:(4,2, 1)p −  in Cartesian coordinates.  Find the area of the triangle. 
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1-18 A vector field is given as ( ) 2(16/ ) ρ= ρH r a  in cylindrical coordinates.  

It specifies two vectors ( )1 =H r A  and ( )2 =H r B  at two points 

1:(2,30 ,5)op  and 2:(2,90 ,5)op , respectively.  Find   

 (a) expressions for A and B in cylindrical coordinates, and 
 (b) B×A a  at point 1p , where Ba  is the unit vector of B    

1-19 Given two points 1:(2,90 ,5)op  and 2:(2,60 ,5)op  in cylindrical 

coordinates, find the expression, in cylindrical coordinates, for 
 (a) position vectors of 1p  and 2p (or 1r  and 2r ), and  

 (b) distance vector 1 2 1 2− −r r=R  expanded by the base vectors at 1p . 

1-20  A half cylinder is defined by the surfaces 4ρ = , 30oφ = , 210oφ = , 
0z = , and 5z =  as shown in Fig. 1.33.  Find the differential area 

vector ds  at the following points: (a) 1p , (b) 2p  with 2ρ = , (c) 3p , and  

(d) 4p . 

 
 
 Fig. 1.33 half-cylinder(Problem 1-20). 

 
1-21 With reference to the object shown in Fig. 1.34, which is defined by the 

surfaces 6R = , 30oθ = , 45oφ = , and  225oφ =  in spherical 
coordinates, find the differential area vectors at the following points: 

 (a) 1p  with 20oθ =  

 (b) 2p  with 4R =  

 (c) 3p  with 4R =  

 (d) 4p  with 5R =  
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 Fig. 1.34 A object in spherical coordinates (Problem 1-21). 

 
1-22 A vector field is defined as 22 cos 100sin cosRR R θ φ= + φ + θ φE a a a , 

in spherical coordinates, inside and outside the object shown in Fig. 1.34.  
At three points 1:(6,20 ,60 )o op , 2:(4,30 ,50 )o op , and 3:(4,20 ,45 )o op  

on the object, find   
 (a) E, and  
 (b) vector components of E parallel and perpendicular to the surface.  

1-23 Given a point 1:(2, 3,3)p  in Cartesian coordinates, find an expression 

for 1p  in (a) cylindrical coordinates, and (b) spherical coordinates. 

1-24 Find expressions for the unit vector xa  in terms of spherical coordinates 

at the following points: 
 (a) ( , , ) (1, 2,3)x y z = −  

 (b) ( , , ) (2,30 , 2)ozρ φ =  

 (c) ( , , ) (2,45 ,60 )o oR θ φ =  

1-25  Given that 0.5x y z= + +A a a a  at point (2,2,1)  in Cartesian 

coordinates, transform A into (a) cylindrical and (b) spherical coordinates. 
1-26 Given two points ( )1: 1,1,3p  and ( )2: 1,2,1p −  in Cartesian coordinates, 

find a unit vector 
 (a) at 1p  directed toward 2p  in Cartesian coordinates, 

 (b) at 2p  directed toward 1p  in Cartesian coordinates, 

 (c) at 1p  directed toward 2p  in cylindrical coordinates, and  

 (d) at 2p  directed toward 1p  in cylindrical coordinates. 

1-27 In the presence of a vector field ( ) 22 10 x y zz x y= + + −A a a a , two 

points are defined as 1:( 1, 3,1)p − , in Cartesian coordinates, and 
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2:(4,60 ,3)op , in cylindrical coordinates.  Find the vector component of 

A at 2p  directed toward 1p  in terms of (a) Cartesian and (b) cylindrical 

coordinates. 
1-28 Perform coordinate transformations of the following quantities from 

Cartesian to spherical coordinates: 
 (a) unit vector xa , 

 (b) point :( , , )p x y z , 

 (c) differential length vector dl , and  
 (d) position vector r    
1-29  A top shown in Fig. 1.35 is defined by a conical surface of half-angle 30o  

and a disk of radius 5[cm]. It spins about the z-axis at an angular speed 
ω[rad/s]. (a) Find an expression for the linear velocity v at any point on the 
surface of the top in terms of spherical coordinates. (b) Find the coordinate 
transformation of the result in part (a) into Cartesian coordinates. 

 
 

 
 
 Fig. 1.35 A top spinning at an angular speed ω(Problem 1-29). 
 
 
1-30 Consider Fig. 1.36, in which r is the position vector of a point on the 

conical surface of 30oθ =  and ′r  is the position vector of a point on the 
z-axis at 4z =  from the origin.  In the presence of a vector field 

( ) /′ ′= × − −A r r r r r , find an expression for A on the conical surface in 

terms of spherical coordinates. 
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 Fig. 1.36 Vector field on a conical surface(Problem 1-30). 
 
 
 



 

Chapter 2   
Vector Calculus 

In Chapter 1, we discussed the basic concepts of vector algebra developed in the 
three common coordinate systems.  Through the use of the position and base vec-
tors, we could specify points and vectors in three-dimensional space.  We re-
viewed typical symmetries of vector fields that easily reveal themselves in the  
cylindrical and spherical coordinate systems.  We defined differential quantities 
such as differential length vectors, differential area vectors, and differential vo-
lumes in different coordinate systems.  We also learned how to transform the 
coordinates of a point or the components of a vector from one coordinate system 
to another.       

Electromagnetics deals with quantities that are usually distributed in a region of 
space.  If a scalar or a vector quantity is specified at each and every point in a re-
gion of space, which is called a scalar or a vector field, and if it represents a real 
physical quantity, the scalar or vector field should be a smooth function of posi-
tion so that its derivative is continuous in the given region.  This is because the 
spatial derivative of a field has as much physical significance as the field itself 
does.  For instance, the spatial variation of temperature in a room must be caused 
by something, and the change of temperature from one point to another in space 
must be governed by some laws of nature, which, in general, do not allow an ab-
rupt change.  Since electromagnetic fields are defined in three-dimensional space, 
electromagnetic laws are generally expressed in terms of the partial derivatives of 
the fields.         

In this chapter, we discuss the integrals of a vector field along a line and across 
a surface, in three-dimensional space.  We then explore the spatial derivatives of 
a scalar or a vector field, and define vector operators such as the gradient, diver-
gence, and curl, which are essential for the study of electromagnetics.  Spatial  
derivatives of a field are of course specific to a point in space.  Accordingly, elec-
tromagnetic laws expressed in differential form are useful for describing local ef-
fects, whereas the laws in integral form are useful for describing nonlocal effects, 
in which the effects are observed at different points than the point of cause.  We 
will learn about divergence and Stokes’s theorems, which allow us to convert the 
differential form of an electromagnetic law into the integral form, and vice versa.  
We also discuss Helmholtz’s theorem.  
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2.1   Line and Surface Integrals 

When a vector field A(r) is given in a region of space, the line integral of A along 
a path is defined as the integration of the tangential component of A along the 
path.  Note that line integral is the standard name whether or not the path of inte-
gration is curved.  If the initial and terminal points of the path of integration coin-
cide with each other, forming a closed path C, the integration is called the closed 
line integral of A around C, or the circulation of A around C.  In contrast, the sur-
face integral of A across a surface is defined as the integration of the normal com-
ponent of A over the surface.  If the surface has no opening, forming a closed  
surface, the integration is called the closed surface integral of A.   

2.1.1   Curves 

A curve may represent the path of an electric charge moving in space, for instance.  
In three-dimensional space, we can describe a curve C by the position vector,  
expressed in terms of a parameter t, as   

 ( ) ( ) ( ) ( )x y zt x t y t z t= + +r a a a                         (2-1) 

where t varies from it t=  to tt t= , which are the initial and terminal points of 

the curve respectively.  Eq. (2-1) is called a parametric representation of C.  The 
sense of increasing t on C defines the positive direction of C , or the direction of 
travel on the curve. 

If a curve r(t) is a smooth function of position, there is no abrupt change in the 
magnitude and direction of the position vector from a point to another in space.  
In this case the vector function r(t) is differentiable.  The rate of change of r(t) 
with respect to t, at 1t t= , is expressed as  

 
1

1

1 1

0

( ) ( )
( ) lim

t t t
t t

t t td
t

dt t= Δ →
=

+ Δ −′ = =
Δ

r rr
r                   (2-2) 

While the denominator is an increment of parameter t, the numerator is a subtrac-
tion of the position vectors of the two neighboring points on C.  In view of this, 
we see that the numerator of Eq. (2-2) is a differential length vector, d d=r l , lo-
cated at the point with 1t t= , directed along the curve C.  Therefore, the deriva-

tive 1( )t′r  corresponds to a tangent to the curve at the point with 1t t=  on C.  

From Fig. 2.1, in which a straight line L passes through two points 1p  and 2p  

with position vectors 1( )tr  and 1( )t t+ Δr  respectively, we see that as 0tΔ → , 

the line L becomes a tangent to the curve at 1p .  Consequently, ( )t′r  is recog-

nized as an expression for the tangent to curve C.   
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Omitting 1 in 1t  for generalization, the derivative ( )t′r  is useful for express-

ing the differential length vector dl: 

 ( )
d

d dt t dt
dt

′= =r
l r                            (2-3) 

Again, r is the position vector of a point on curve C, t is parameter, and dl is the 
differential length vector, tangent to C, directed along the positive direction of C.  
It should be noted that the magnitude and direction of dl belong to a point with 
position vector r(t) on C, which happens to be the initial point of dl. 

A unit vector along the tangent to C is given as     

 T

d

d

′
= =

′
r l

a
r l

                             (2-4) 

The unit vector of course points in the positive direction of C. 
Alternatively, we may express a curve C by taking the x-coordinate as a para-

meter such as 

 ( ) ( )x y zx g x h x= + +r a a a                       (2-5) 

As we see in Fig. 2.1, g(x) is the projection of C onto the xy-plane, and h(x) is the 
projection of C onto the xz-plane. 
 
 

 
 

Fig. 2.1 A tangent to curve C. 
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Example 2-1 

Given a point ( )1: 2, 2 3, 0p  on the circle 2 2 16x y+ = , find a unit vector 

along the tangent to the circle at 1p  by using (a) r(φ), (b) r(x), and (c) dl in 

cylindrical coordinates. 
 

 
 

Fig. 2.2 A circular path of radius 4.  

 
Solution 
(a) Parametric representation of the circle is 

( ) ( ) ( ) 4 cos 4sinx y x yx yφ = φ + φ = φ + φr a a a a             (2-6) 
 

 Unit vector along the tangent to the circle is  

 
2 2

4sin 4cos
sin cos

(4sin ) (4 cos )

x y
T x y

− φ + φ′
= = = − φ + φ

′ φ + φ

a ar
a a a

r
 

 

 Noting that 1p  corresponds to 60oφ = , we obtain 

( ) ( )3 /2 1/2T x y= − +a a a .                      (2-7) 
 

(b) In the region 0y ≥ , the circle is expressed as 216y x= − .  Therefore 

its parametric representation is    

2( ) 16x y x yx x y x x= + = + −r a a a a  ( 0)y ≥          (2-8) 

 
 Taking the derivatives of both sides of Eq. (2-8) with respective to x, we 

have  

 
2

( )
16

x y

x
x

x
′ = −

−
r a a  
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 Inserting the x-coordinate of 1p , or 2x = , we have 

( 3 /2) (1/2)T x y

′
= = −

′
r

a a a
r

                   (2-9) 

 

 As φ increases in Eq. (2-6), 1p  moves in the counterclockwise direction on 

the circle.  In contrast, as x increases in Eq. (2-8), 1p  moves in the 

clockwise direction on the circle.  For this reason, the sign in Eq. (2-7) is 
opposite to that in Eq. (2-9).   

 
(c)  The differential length vector in cylindrical coordinates has been previously 

defined in Chapter 1 as   

zd d d dzρ φ= ρ + ρ φ +l a a a                    (2-10) 
 

 On the circle we have 0d dzρ = = , and thus  

4d d φ= φl a                            (2-11) 
 

 Inserting Eq. (2-11) into Eq. (2-4), we have 

 T φ=a a  
 

 The cylindrical coordinate system greatly simplifies the solution.   
    
Exercise 2.1   
Find a parametric representation of a straight line parallel to the z-axis, passing 
through a point ( , , ) (2,1,3)x y z = . 

Ans.  ( ) 2 x y zt t= + +r a a a  ( )t−∞ < < ∞ .  

Exercise 2.2  
Find /d dxr  if ( )xr  is a parametric representation of a straight line y x= .  

Ans. 2 .  

2.1.2   Line Integral 

The line integral is an extension of a definite integral into three dimensions.  The 
line integral of a vector field E(r) along a path C is defined as  

 ( , , )td E x y z dl= E l
C C
                        (2-12) 

where C is called the path of integration, dl is the differential length vector along 
C, and tE  is the component of E tangential to C.  The line integral of E along a 

path C is an integration of the component of E tangent to C.    
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With reference to Fig. 2.3 in which the path C is subdivided into N line seg-
ments, we represent each line segment by an incremental length vector Δl .  As 
discussed in Chapter 1, the magnitude and direction of jΔl  belong to the point 

specified by the position vector jr .  The line integral of E along C is expressed as  

 
0

lim ( )
N

j jN
j

d
→∞

Δ →

= Δ
l

E l E r l
C
                        (2-13) 

In the limit as N → ∞ , Δl  becomes the differential length vector, that is,   

 d d dt′= =l r r                            (2-14) 

which is the same as Eq. (2-3).  Inserting Eq. (2-14) into Eq. (2-13), the line 
integral of E simply reduces to a definite integral over t, that is, 

 
B

A
d dt′= E l E r

C
                          (2-15) 

where /d dt′ =r r , A and B represent the initial and terminal points of C, and t is 

the parameter used for the parametric representation of C. 
 

 

 
 

Fig. 2.3  Line integral of E along path C. 
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In the three coordinate systems, the line integral of E along path C also can be 
expressed as follows: 

In Cartesian system   

 
( ) ( )
2 2 2

1 1 1

          

x x y y z z x y z

x y z

x y zx y z

d E E E dx dy dz

E dx E dy E dz

= + + + +

= + +

 

  

E l a a a a a a
C C
 

       (2-16a) 

 
In cylindrical system 

 
( ) ( )
2 2 2

1 1 1

          

z z z

z

zz

d E E E d d dz

E d E d E dz

ρ ρ φ φ ρ φ

ρ φ

ρ φρ φ

= + + ρ + ρ φ +

= ρ + ρ φ +

 

  

E l a a a a a a
C C
 

       (2-16b) 

 
In spherical system 

 
( ) ( )
2 2 2

1 1 1

sin

          sin

R R R

R

RR

d E E E dR Rd R d

E dR E Rd E R d

θ θ φ φ θ φ

θ φ

θ φθ φ

= + + + θ + θ φ

= + θ + θ φ

 

  

E l a a a a a a
C C
 

 (2-16c) 

 
In the above equations, subscript 1 stands for the initial point of C, and subscript 2 
stands for the terminal point of C. 

If path C lies in the oz z=  plane in Cartesian coordinates, for instance, which 

is of the form ( )y f x= , the differential length vector reduces to 

x yd dx dy= +l a a .  In this case the line integral of E along C becomes    

 
( ) ( )

( ) ( )2 2

1 1

1          , ( ), ( ), ,

x x y y z z x y

x y

x o y ox y

d E E E dx dy

E x f x z dx E f y y z dy−

= + + +

= +

 

 

E l a a a a a
C C
 

         (2-17) 

where the initial point is at 1 1( , , )ox y z , and the terminal point is at 2 2( , , )ox y z .  

If the path C is parallel to a coordinate axis, the line integral further reduces to 
an integral similar to a definite integral.  For instance, if C is a straight line paral-
lel to the x-axis, the differential length vector reduces to xd dx=l a , and the line 

integral of E becomes   

 
2

1

( , , )
x

x o ox
d E x y z dx= E l

C
                     (2-18) 

where it is assumed that the initial point is at 1( , , )o ox y z  and the terminal point is 

at 2( , , )o ox y z .  Even if the line integral in Eq. (2-18) is to be conducted in the  
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negative x-direction, it is customary to use xd dx=l a , instead of xd dx= −l a , 

but interchange the limits of integration to account for the reversed direction, that, 
is from 2x  to 1x .  The line integral in Eq. (2-18) is different than a definite 

integral in that a definite integral is defined graphically as the net area under the 
curve of a function, and thus has the upper limit of integration always larger than 
the lower limit.  

When a line integral of E is conducted around a closed path C, it is denoted by a 
small circle on the integral sign such as  

 td E dl= E l
C C
                             (2-19) 

The closed line integral is also referred to as the circulation of E around C.   
The direction of travel on a closed path C is called the positive direction of C.  

The closed path involves a surface S, not necessarily a planar surface, which is 
bounded by C.  The positive direction of C, or the direction of dl on C, is related to 
the direction of the differential area vector ds on S through the right-hand rule, as 
shown in Fig. 2.4: the right thumb points in the direction of ds on S when the four 
fingers advance in the direction of dl on C.  When a closed line integral is con-
ducted in the negative direction of C, it is customary to interchange the limits of 
integration instead changing the sign of dl; from 1 2φ = π  to 2 0φ =  in place of 

from 1 0φ =  to 2 2φ = π , for instance.  In other words, the expression for dl is 

always given as one of those in Eqs. (1-39), (1-55), and (1-77), regardless of 
whether the positive direction of C is clockwise or counterclockwise. 

 
 

 
 

Fig. 2.4 Right-hand rule for the directions of dl and ds. 
 
 

Example 2-2 
Find the line integral of 2 (2 4 )x yy xy y= + +E a a  from point :(2,0,0)A  to 

point :(0,2,0)B  along   

(a)  straight line 2y x= − + , and  

(b)  arc of a circle 2 2 4x y+ =  in the counterclockwise direction. 
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Fig. 2.5 Two paths of integration. 

 
 

Solution 
(a) The line integral is written as  

( ) ( )
( )

2

0 22

2 0

2 4

          2 4

B

x y x y zA
d y xy y dx dy dz

y dx xy y dy

 = + + + + 

= + +

 

 

E l a a a a a
C
 

 (2-20) 

 
 Inserting 2y x= − +  into Eq. (2-20) leads to 

 
[ ]0 22

2 0
( 2) 2 (2 ) 4 8d x dx y y y dy= − + + − + =  E l

C
 . 

 
(b) Inserting 2 2 4x y+ =  into Eq. (2-20) leads to  

 

0 22 2

2 0
(4 ) 2 4 4 8d x dx y y y dy = − + − + =

   E l
C
  

 

 The results in parts (a) and (b) are equal: the line integral of the given vector 
field E is independent of the path of integration.  Such a field is called a 
conservative field.    

 
Example 2-3 
Determine the circulation of 2 3sin 5 zzρ φ= ρ + φ +E a a a  around the closed 

path shown in Fig. 2.6. 
 

 
Solution 
 We split the closed line integral into two parts 

B A

A B
d d d= +  E l E l E l

C
                         (2-21) 
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Fig. 2.6 Closed path for line integral. 

 
 Using 2d d φ= φl a  for the semi-circle, we write the first part as 

 
( )

2

0

( 3sin 5 ) (2 )

           6 sin 12

B B

zA A
d z d

d

ρ φ φ

φ=π

φ=

= ρ + φ + φ

= φ φ =

 


E l a a a a 
 

 

 On the straight line from B to A, we have xd dx=l a , 2 2xρ = , and 

0xφ =a a .  Furthermore, we have 1xρ = −a a  on the line segment Bo  

but 1xρ =a a  on oA .  The second part is therefore 

 

( )2

0 22 2

2 0

3sin 5 ( )

          0

A A

z xB B

x x

x x

d z dx

x dx x dx

ρ φ

= =

=− =

= ρ + φ +

= − + =

 
 

E l a a a a 
 

 
 Thus, the answer is    

 
12d = E l

C
 . 

 
Exercise 2.3  
Repeat the closed line integral in Example 2-3, by assuming C to be displaced in 
the +z-direction and placed in the 4z =  plane. 
Ans. 12.  

Exercise 2.4  
If the vector field E has the unit of the volt per meter, what is the unit of the line 
integral of E? 
Ans. Volt. 
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2.1.3   Surface Integral 

An open surface is generally expressed as ( , )z f x y= , or ( , , )g x y z k= , where 

k is a constant, in three-dimensional space.  In view of this, we write the position 
vector of a point on the surface as  

 ( , )x y zx y f x y= + +r a a a                      (2-22) 

which is called a parametric representation of the surface.        
As an example, let us consider a planar surface S as shown in Fig. 2.7.  Two 

straight lines 1L  and 2L  on S represent the intersections of S with the 1y y=  

and 1x x=  planes respectively, where 1x  and 1y  are Cartesian coordinates of 

point 1p  on S.  Using the space coordinates x and y as parameters, we obtain pa-

rametric representations of 1L  and 2L  as   

 1 1( ) ( , )x y zx x y f x y= + +r a a a  (for 1L )         (2-23a) 

 1 1( ) ( , )x y zy x y f x y= + +r a a a  (for 2L )         (2-23b) 

Note that 1y  is considered to be constant in Eq. (2-23a), and, similarly, 1x  is 

considered to be constant in Eq. (2-23b).  From Eq. (2-23), we obtain the diffe-
rential length vectors directed along 1L  and 2L , at point 1p , as follows:     

 
1

1
x

y y

d dx dx
x =

∂ ′= ≡
∂
r

l r                      (2-24a) 

 
1

2
y

x x

d dy dy
y =

∂ ′= ≡
∂
r

l r                      (2-24b) 

where superscripts 1 and 2 denote lines 1L  and 2L  respectively, and x′r  and y′r  

denote the partial derivatives of r with respect to x and y respectively.  Two dif-
ferential length vectors 1dl  and 2dl  form a parallelogram of a differential area 

1 2d d×l l  on surface S.  In view of these discussions, we define a differential 

area vector on a general surface S as   

 1 2 ( )x yd d d dxdy′ ′= × = ×s l l r r                     (2-25) 

It should be noted that the differential area vectors previously defined in the three 
coordinate systems in Chapter 1 are special cases of Eq. (2-25).  For instance, for 
the z c=  plane, Eq. (2-25) reduces to zd dxdy=s a , as was shown in Chapter 

1.  We also note that Eq. (2-25) is true for any smooth surface, not necessarily a 
planar surface. 
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Fig. 2.7 Differential area vector ( )x yd dxdy′ ′= ×s r r  on a general surface. 
 

 
The surface integral of a vector field ( )E r  over a surface S is defined as  

 ( ) nd E ds= E r s
S S

                           (2-26) 

where nE  is the component of E normal to S, and ds is the differential area vec-

tor on S.  The surface integral of a vector field E over a surface S is the integra-
tion of the component of E normal to S.  

Using Eqs. (2-22) and (2-25) in Eq. (2-26), we write the surface integral of 
( )E r  over S as 

 ( ) ( )( )

0 0
( ) , , ( , )

x a y h x

x yx y
d x y f x y dxdy

= =

= =
′ ′= ×  E r s E r r

S
           (2-27) 

We note from Eq. (2-27) that the surface integral is converted to a double integral 
over the triangular region defined by the x-axis, y-axis, and the straight line 

( )y h x=  in the xy-plane.  We also note that the triangular region is the projec-

tion of the surface S onto the xy-plane.  
If the surface S is a rectangular plane residing in the oz z=  plane, with  

the sides parallel to the x- and y-axes, the surface integral in Eq. (2-27) further  
reduces to    

 
2 2

1 1

( , , )
x y

z ox y
d E x y z dxdy=  E s

S
                   (2-28) 
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where we used zd dxdy=s a .  We note that the two space coordinates x and y 

are independent of each other in Eq. (2.28), while they are interrelated by 

( )y h x=  in Eq. (2-27).       

 
Example 2-4 
With reference to Fig. 2.7, determine the surface area of the plane S with 

1a b c= = = . 
 

Solution 
Let us begin with the equation of the plane S, i.e.,  

1x y z+ + =                             (2-29) 
 

Parametric representation of S is 

(1 )x y zx y x y= + + − −r a a a  
   

Partial derivatives of r with respect to x and y are 

x x z′ = −r a a                             (2-30a) 

y y z′ = −r a a                             (2-30b) 
 

Inserting Eq. (2-30) into Eq. (2-25), the differential area vector on S is 

( ) ( ) ( )x z y z x y zd dxdy dxdy= − × − = + +s a a a a a a a          (2-31) 
 

The projection of surface S onto the xy-plane forms a triangle with the 
hypotenuse given by  

1x y+ =                                  (2-32) 
 

Upon using Eqs. (2-31) and (2-32), the surface area of S is   

1 1

0 0

3
3

2

x y x

x y
A d dxdy

= = −

= =
= = =  s

S
. 

 
Example 2-5 
Determine the surface integral of a vector field 2 z=A a  over a hemispherical 

surface of radius 5 as shown in Fig. 2.8, by assuming ds to be directed away from 
the origin.   

  
Solution 

Two differential length vectors 1dl  and 2dl  in spherical coordinates are 

1 5d R d dθ θ= θ = θl a a  
2 sin 5sind R d dφ φ= θ φ = θ φl a a  
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Fig. 2.8 Hemispherical surface of radius 5. 

 
Differential area vector on the hemisphere is  

1 2 25sin Rd d d d d= × = θ θ φs l l a  
 

Using cosz R = θa a , the surface integral is    

/2 2

0 0
(2 ) (25sin ) 50 cos sin

          50 .

z Rd d d d d
π π

θ= φ=
= θ θ φ = θ θ θ φ

= π
   A s a a

S S
 

 

 

 
Exercise 2.5  
A sphere of radius 5 is centered at the origin.  Find the surface area in the region 

4z ≥ .   
Ans.  10π . 

Exercise 2.6  
If the vector field D has the unit of the coulomb per square meter, what is the unit 
of the surface integral of D?   
Ans.  Coulomb. 

 
Review Questions with Hints 

RQ 2.1 Which component of A is used for the line integral?  [Eq. (2-12)] 
RQ 2.2 Which component of A is used for the surface integral?  [Eq. (2-26)] 
RQ 2.3 Under what conditions does a line integral reduce to a definite integral? 
  [Eq. (2-18)] 
RQ 2.4 Under what conditions does a surface integral reduce to a double 

integral? [Eq. (2-28)] 

2.2   Directional Derivative and Gradient 

A scalar function V(r) is usually used to describe a distribution of the scalar quan-
tity V in a region of space.  If V represents a physical quantity such as tempera-
ture in a room, or the electric potential due to an electric charge, the scalar field 
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must be a smooth function of position so that V(r) may be differentiable at each 
and every point in the region.  Under this condition, at a point in the three-
dimensional space, the space rate of change of V(r) must exist for any direction.  
The space rate of change of V in an la -direction at point p is called the direction-

al derivative of V in the la -direction at p.  The maximum of the directional de-

rivatives at a given point has a special meaning, and is formulated into an operator 
called the gradient.   

The directional derivative of V(r) is denoted as dV/dl, which represents the 
space rate of change of V in the direction of increase of the differential length dl.  
At a point with position vector 1r , the directional derivative of V in the la -

direction is written as       

 1

1 1

0,

( ) ( )
lim

l

l

dl

V dl VdV
dl dl→

+ −=
r a

r a r
                   (2-33) 

where dl  is the differential length along the unit vector la .  It is evident from 

Eq. (2-33) that the directional derivative depends not only on the position of the 
point in space but also on the choice of the direction. Accordingly, there are an in-
finite number of directional derivatives at a given point in space; there must be the 
maximum of the directional derivatives.  

 
The gradient of V at point p is defined as a vector representing the magnitude 
and direction of the maximum directional derivative of V at p. 

 
The gradient of V at p is denoted as   

 n

dV
gradV

dn
= a                            (2-34) 

where the unit vector na  points in the direction of increase of the differential 

length dn, or the direction along which the derivative dV/dn is maximum.  
When a scalar field V(r) is defined in a region of space, we can always find the 

spatial points at which V is constant such that 1( )V V=r .  These points should 

form a smooth surface in the three-dimensional space, if V represents a real physi-
cal quantity.  By the same token, we should be able to find another surface of 

1V dV+  in the immediate vicinity of the surface of 1V  as illustrated in Fig. 2.9.  

Since V(r) is a single-valued function of position, the two surfaces never cross 
each other.  With reference to Fig. 2.9, suppose we intend to move from point  

1p  on surface 1V  to a point on surface 1V dV+ ; i.e., one of 2p , 3p , and 4p .  

In doing so, we will observe the same change dV, although the travel distance is 

obviously different for the three cases.  If the line segment 1 2p p  is perpendicu-

lar to the two surfaces, it must be the shortest distance from 1p  to the neighbor-

ing surface, and thus the directional derivative of V at 1p  is maximum  
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Fig. 2.9 Surfaces of constant V.  

 
along the line segment 1 2p p .  In consequence, the gradient of V at a point in 
space is normal to the surface of constant V passing through that point.   

The gradient of V at a point in space is useful for determining the directional 
derivative of V in an arbitrary direction at that point.  Applying the chain rule 
from calculus to Eq. (2-34), we have 

 cos n l

dV dV dn dV dV

dl dn dl dn dn
= = α = a a                  (2-35) 

where we used the relations, / cosdn dl = α  and cosn l = αa a , as can be eas-

ily obtained from Fig. 2.9.  The unit vector na  is normal to the surface of con-

stant V, and la  is along the direction of increasing dl.  Combining Eqs. (2-34) 

and (2-35) we write the direction derivative of V in the direction of la  as  

 l l

dV
gradV V

dl
= ≡ ∇a a                         (2-36) 

Note that the gradient of V is denoted either as gradV  or as V∇ (read “del” V).  

The directional derivative of V in the direction of la  is equal to the dot product 

of V∇  and la .   

Next, From Eq. (2-36) we can obtain  

 ldV V dl V d= ∇ = ∇a l                        (2-37) 
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The differential of V in the la -direction is equal to the dot product of V∇  and 

the differential length vector dl  directed along la .  Note that Eqs. (2-36) and 

(2-37) are two important applications where the gradient is conveniently used. 
From calculus, the total differential of V in Cartesian coordinates is given as  

     ( )

    

x y z x y z

x y z

V V V
dV dx dy dz

x y z

V V V
dx dy dz

x y z

V V V
d

x y z

∂ ∂ ∂= + +
∂ ∂ ∂

 ∂ ∂ ∂= + + + + ∂ ∂ ∂ 
 ∂ ∂ ∂= + + ∂ ∂ ∂ 

a a a a a a

a a a l





        (2-38) 

In Eq. (2-38), the right-hand side is separated into two parts, and written in vector 
notation in such a way that the second part is equal to the differential length vector 
in Cartesian coordinates.  Comparison of Eq. (2-37) with Eq. (2-38) reveals that 
the gradient of V in Cartesian coordinates is   

 x y z x y z

V V V
V V

x y z x y z

 ∂ ∂ ∂ ∂ ∂ ∂∇ = + + = + + ∂ ∂ ∂ ∂ ∂ ∂ 
a a a a a a         (2-39) 

In view of Eq. (2-39), we define the del operator as   

 x y zx y z
∂ ∂ ∂∇ ≡ + +

∂ ∂ ∂
a a a                        (2-40) 

It should be noted that the del operator is defined in Cartesian coordinates only.  
The expression for the gradient of V in cylindrical coordinates can also be de-

rived from Eq. (2-37).  From calculus, in cylindrical coordinates, the total diffe-
rential of V at point 1 1 1 1:( , , )p zρ φ  is written as      

 1

     ( )

1
     

z z

z

V V V
dV d d dz

z

V V V
d d dz

z

V V V
d

z

ρ φ ρ φ

ρ φ

∂ ∂ ∂= ρ + φ +
∂ρ ∂φ ∂

 ∂ ∂ ∂= + + ρ + φ + ∂ρ ∂φ ∂ 
 ∂ ∂ ∂= + + ∂ρ ρ ∂φ ∂ 

a a a a a a

a a a l





          (2-41) 

Following the same procedure, the right-hand side of Eq. (2-41) is separated into 
two parts, and written in vector notation so that the second part is equal to the dif-
ferential length vector in cylindrical coordinates.  Comparison of Eq. (2-37) with 
Eq. (2-41) shows that the first part on the right-hand side of Eq. (2-41) is the  
gradient of V in cylindrical coordinates.   
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Similarly, in spherical coordinates, the total differential of V is written as  

 

1 1 1

     ( )

1 1
     

sin

R R

R

V V V
dV dR d d

R

V V V
dR d d

R

V V V
d

R R R

θ φ θ φ

θ φ

∂ ∂ ∂= + θ + φ
∂ ∂θ ∂φ

 ∂ ∂ ∂= + + + θ + φ ∂ ∂θ ∂φ 
 ∂ ∂ ∂= + + ∂ ∂θ θ ∂φ 

a a a a a a

a a a l





         (2-42) 

where dl  is the differential length vector in spherical coordinates.  We identify 
the first part on the right-hand side of Eq. (2-42) with the gradient of V in spheri-
cal coordinates.  

Although the del operator is defined in Cartesian coordinates only, it is custo-
mary to use V∇  to denote the gradient of V in other coordinate system.  The 
gradient of V in Cartesian, cylindrical, and spherical coordinates are  

 x y z

V V V
V

x y z
∂ ∂ ∂∇ = + +
∂ ∂ ∂

a a a  (Cartesian)  (2-43a) 

 
1

z

V V V
V

zρ φ
∂ ∂ ∂∇ = + +
∂ρ ρ ∂φ ∂

a a a  (cylindrical) (2-43b) 

 
1 1

sinR

V V V
V

R R Rθ φ
∂ ∂ ∂∇ = + +
∂ ∂θ θ ∂φ

a a a  (spherical) (2-43c) 

Subscript 1 is omitted in Eq. (2-43) for generalization.   
The gradient of V in the general coordinates ( , , )u v w  is written as   

 
1 2 3

1 1 1
u v wV V

h u h v h w

 ∂ ∂ ∂∇ = + + ∂ ∂ ∂ 
a a a                (2-44) 

where the metric coefficients are given as follows: 

 1 2 31,   1,   1h h h= = =  ( , , ) ( , , )u v w x y z=  (2-45a) 

 1 2 31,   ,   1h h h= = ρ =  ( , , ) ( , , )u v w z= ρ φ  (2-45b) 

 1 2 31,   ,   sinh h R h R= = = θ  ( , , ) ( , , )u v w R= θ φ  (2-45c) 

The metric coefficients are necessary to convert differential angles into differential 
lengths.  It should be noted that the total differential of V however involves no 
metric coefficient, because it is defined in terms of the differential coordinates, 
whether or not the coordinates represent angles.   
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Example 2-6 
Given a scalar field 2( ) 4V x yz= +r  in Cartesian coordinates, find, at point 

1:(4, 1,3)p − ,  

(a) gradient of V  

(b) directional derivative along the direction of a vector 3 2 3x y z= − −l a a a .  

 
Solution 
(a) From Eq. (2-43a), the gradient of V in Cartesian coordinates is 

2 4 4x y z x y z

V V V
V x z y

x y z
∂ ∂ ∂∇ = + + = + +
∂ ∂ ∂

a a a a a a          (2-46) 

  

 Inserting the coordinates of 1p  into Eq. (2-46), we have 

 
8 12 4x y zV∇ = + −a a a  

 
(b) The unit vector of l is 

 

3 1 3
4 2 4l x y z= − −a a a a  

  

 From Eq. (2-36), the directional derivative of V in the la -direction is  

 

3 1 3
(8 12 4 ) 3

4 2 4l x y z x y z

dV
V

dl

 
= ∇ = + − − − =  

 
a a a a a a a   

  
Example 2-7 

Find 
1∇
R

 in Cartesian coordinates, where ′= −r rR .  

 
Solution 

Position vectors in the unprimed and primed systems are  

x y zx y z= + +r a a a  

x y zx y z′ ′ ′ ′= + +r a a a  
 

Thus, the distance vector is given as 

( ) ( ) ( )x y zx x y y z z′ ′ ′ ′= − = − + − + −r r a a aR           (2-47) 
 

The reciprocal of ′−r r  is 

1/22 2 21
( ) ( ) ( )x x y y z z

−
′ ′ ′ = − + − + − ′−r r

              (2-48) 
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Partial derivatives of Eq. (2-48) are  

3/22 2 21
( ) ( ) ( ) ( )x x x x y y z z

x

−∂ ′ ′ ′ ′ = − − − + − + − ′∂ −r r
 

3/22 2 21
( ) ( ) ( ) ( )y y x x y y z z

y

−∂ ′ ′ ′ ′ = − − − + − + − ′∂ −r r
 

3/22 2 21
( ) ( ) ( ) ( )z z x x y y z z

z

−∂ ′ ′ ′ ′ = − − − + − + − ′∂ −r r
 

 

Combining the above equations we obtain 

3/22 2 2

( ) ( ) ( )1

( ) ( ) ( )

x y zx x y y z z

x x y y z z

′ ′ ′− + − + −
∇ = −

′− ′ ′ ′ − + − + − 

a a a

r r
 

 

Thus, we have 

3

1∇ = −
R R

R
                                (2-49) 

 
Note that the del operator is independent of the primed coordinates, and acts 
on the x-, y-, and z-coordinates only.  
 

Example 2-8 
A spherical surface is given by 2 2 2 9x y z+ + =  in Cartesian coordinates.  

Find the outward unit normal to the surface at point (2,2,1) .   

 
Solution 

The given spherical surface is a member of the family of spheres defined as 
2 2 2( , , )f x y z x y z= + + , in which it is specified as ( , , ) 9f x y z = .  The 

gradient of f is normal to the surface of constant f. 
   We obtain the gradient of f as 2 2 2x y zf x y z∇ = + +a a a , and a unit 

vector in the direction of f∇  as   

 
2 2 2

x y zx y zf

f x y z

+ +∇ =
∇ + +

a a a
                      (2-50) 

 

Inserting ( , , ) (2,2,1)x y z =  into Eq. (2-50), the unit normal to the surface 

passing through the given point is   

( )1
2 2

3 x y z+ +a a a                       (2-51) 

 

It points out of the sphere and is thus the answer.  Otherwise, we would 
multiply it by −1. 
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   Alternatively, we may begin with the family of spheres expressed as 
2( , , )g R Rθ φ =  in spherical coordinates, in which the given sphere is 

specified as g = 9. The gradient of g in spherical coordinates is    

1 1
2

sinR R

g g g
g R

R R Rθ φ
∂ ∂ ∂∇ = + + =
∂ ∂θ θ ∂φ

a a a a  

 

The unit vector of g∇  is simply   

Ra                                        (2-52) 
 

It is the outward unit normal to the given sphere in spherical coordinates. 
 

Example 2-9 
In the presence of a scalar field 2 2( 3)V x y= + , a circular path of radius 1 is 

centered at the origin in the 0z =  plane.   

(a) Evaluate V d∇ l
C

  along the circle, in the counterclockwise direction, from 

1 : (1,0,0)p  to 2 : (0,1,0)p .   

(b) Verify 2 1( ) ( )V d V p V p∇ = − l
C

 . 

 
Solution 
(a) Gradient of V in Cartesian coordinates is  

 
2 22 2 ( 3)x yV xy y x∇ = + +a a  

   

 The line integral of V∇ is written from the equation of the circle 
2 2 1x y+ =  as 

2

1

(0,1,0) 2 2

(1,0,0)

0 12 2

1 0

2 2 ( 3) ( )

              2 (1 ) 2 (1 3) 3.

p

x y x y zp

x y

x y

V d xy y x dx dy dz

x x dx y y dy
= =

= =

 ∇ = + + + + 

= − + − + =

 

 

l a a a a a 
 

  
(b) The line integral of V∇  is written from the definitions of V∇  and dl  

as 

 

2 2

1 1

2 2

1 1

2 1

( )

              

              ( ) ( ) 3

p p

x y z x y zp p

p p

p p

V V V
V d dx dy dz

x y z

V V V
dx dy dz dV

x y z

V p V p

 ∂ ∂ ∂∇ = + + + + ∂ ∂ ∂ 
∂ ∂ ∂= + + =
∂ ∂ ∂

= − =

 

 

l a a a a a a 

 

 

 The line integral of the gradient of a scalar field is independent of the path of 
integration; it only depends on the initial and terminal points of the path. 
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Exercise 2.7  
Given a scalar field cos(2 3 )V x y z= + + , find, at point :(2,1,1)p ,  (a) gradient 

of V, and (b) directional derivative of V along xa . 

Ans. (a) (2 3 )sin(8)x y z− + +a a a , (b) 2sin(8)− . 

Exercise 2.8  
If a scalar field V has the unit of the volt, what is the unit of V∇ ? 
Ans. Volt per meter. 

Exercise 2.9  
Are the following expressions true? (a) ( )U V U V∇ + = ∇ + ∇ ,  

(b) ( )UV V U U V∇ = ∇ + ∇ , (c) ( ) ( )4 34U U U∇ = ∇ , and  

(d) ( ) ( )1/ 1/U U∇ = ∇ .     

Ans.  (a) Yes, (b) Yes, (c) Yes, (d) No. 
 

Review Questions with Hints 

RQ 2.5 What are the significances of the magnitude and direction of the gra-
dient of V?   [Eq.(2-34)] 

RQ 2.6 Does 0V =  at a point in space imply 0V∇ =  at the point?[Eq.(2-34)] 
RQ 2.7 State the relation between the directional derivative of V in the la -

direction and the gradient of V.  [Eq.(2-36)] 
RQ 2.8 Define the del operator in Cartesian coordinates. [Eq.(2-40] 
RQ 2.9 Express V∇  in the three coordinate systems. [Eq.(2-43)] 

2.3   Flux and Flux Density 

The flux usually means a flow of something, and is defined as a scalar quantity 
crossing a reference point per unit area per unit time.  When the concept of the 
flux is used in the study of electromagnetics, the flux may represent the number of 
field lines passing through a given surface.  In addition, the flux density is used to 
represent the number of field lines per unit area.  The flux density forms a vector 
field, which is generally given as a smooth function of position in three-
dimensional space. 

From geometry, a smooth curve is defined as one on which the tangent line va-
ries only continuously as we move along the curve.  Since a physical vector quan-
tity exhibits no abrupt changes in direction as a function of position, we can draw 
a smooth line connecting spatial points in the vector field in such a way that the 
vector at each point is tangential to the line.  These lines are called the field lines, 
or flux lines.  The tangent to the field line represents the direction of the vector at 
the point, while the density of the field lines in a region surrounding the point 
represents the magnitude of the vector.  Electromagnetics involves two flux den-
sities: the electric flux density D measured in coulombs per square meter and the 
magnetic flux density B measured in webers per square meter.  
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The total flux passing through a surface is equal to the surface integral of the 
flux density over the given surface.  As an example, let us consider an electron 
cloud of a number density 3[m ]en −  flowing with a velocity v[m/s].  The flow of 

electrons can be conveniently described by a flux density, which is defined as the 
number of electrons crossing per unit area of a cross section per unit time.  Here, 
the cross section is a plane perpendicular to the direction of flow of the electrons.  
The flux density of flow of the electrons, N, is equal to the product of the number 
density and the velocity. i.e.,  

 en=N v  -2 1[m s ]−          (2-53) 

With reference to Fig. 2.10, the differential area ds  on surface S is equivalent to 

an area cosd αs  on the cross section.  Thus, the differential flux dΨ  passing 

through the area ds , or the number of electrons passing through ds  per unit 

time, is written as  

 
cos N sd d d dΨ = α = =N s N s a a N s   

where cos α  is conveniently replaced by the dot product of Na  and as , which 

are unit vectors in the directions of N and ds, respectively.  The total flux passing 
through surface S is therefore  

 d dΨ = Ψ =  N s
S S

                         (2-54) 

Again, the total flux through a surface S is equal to the surface integral of the 
flux density over S.  It is important to note that the magnitude of the flux density 
is the quantity crossing per unit area of a cross section, or a plane perpendicular to 
the direction of the flux density.  

     
 

 
 

Fig. 2.10 The differential flux crossing a differential area, d dΨ = N s . 
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Field lines can graphically show the spatial distribution of a given vector field, 
as illustrated in Fig. 2.11.      

 

 
 

Fig. 2.11 Flux lines (a) uniform flux lines (b) slightly diverging flux lines (c) radial flux 
lines produced by a point divergence source (d) flux lines starting at a point source and end-
ing at a point sink (e) concentric flux lines produced by a circulation source. 

 
Exercise 2.10  
What should be the functional form of the flux density illustrated in Fig. 2.11(c), if 
its total flux is conserved in three dimensional space? 
Ans.  2~ (1/ ) RR a  

Exercise 2.11  
What should be the functional form of the flux density illustrated in Fig. 2.11(e), if 
its circulation is conserved in three dimensional space? 
Ans.  ~ (1/ ) φρ a  

 

Review Questions with Hints 

RQ 2.10 State the relation between the flux and flux density. [Eq.(2-54)] 
RQ 2.11 When a flux density is defined as the quantity per unit area, identify the 

surface of which the unit area is a part.   [Fig.2.10] 
RQ 2.12 What is the significance of the dot product in Eq. (2-54)?  [Fig.2.10] 

2.4   Divergence and Divergence Theorem 

The divergence is a vector operator acting on a flux density, or a vector field with 
the dimension of a scalar quantity per unit area.  The divergence of a flux density 
is defined in such a way that the net outward flux through a closed surface is di-
rectly linked to the source enclosed by the surface.  The divergence is based on a 
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premise that the total flux coming out of a source is conserved in three dimension-
al space.  The net outward flux through a close surface remains the same only if 
the surface encloses the same source.  By the same token, if no source is enclosed 
by the surface, the amount of the outward flux is exactly the same as that of the 
inward flux, no net outward flux.  From the definition of the divergence, we can 
derive the divergence theorem, which is very useful for converting a closed sur-
face integral of a flux density into a volume integral, and vice versa. 

2.4.1   Divergence of a Flux Density 

The divergence of a flux density D, which is denoted as div D , results in a scalar 

quantity at a point in space.  The divergence of D involves an imaginary surface 
of an infinitesimal extent surrounding the given point such that  
  

the divergence of D at point 1p  is the ratio of the net outward flux, passing 

through a closed surface centered at 1p , to the enclosed volume as the volume 

shrinks to a point at 1p .   
 

The divergence of D at point 1p  is written as    

 
0

lim
d

div
Δ →

≡
Δ

 D s
D S

v v


                         (2-55) 

The small circle on the integration sign signifies that surface S is a closed one cen-
tered at 1p .  In the above equation, Δv  is the volume bounded by the closed 

surface S, and ds  is the differential area vector on S, pointing out of the volume 
enclosed by S.  

With reference to Fig. 2.12, we apply the definition of the divergence in Eq. (2-
55) to a rectangular parallelepiped of an incremental volume x y zΔ = Δ Δ Δv , 

which is centered at point 1p  with the edges parallel to the Cartesian axes.  In 

the presence of a flux density x x y y z zD D D= + +D a a a , we need to know the 

values of D on the six faces of the parallelepiped to compute the closed surface 
integral of D.  Since the parallelepiped will eventually shrink to a point at 1p , it 

is more convenient to expand D on the face in Taylor series centered at 1p .  Se-

parating the closed surface integral in Eq. (2-55) into six parts, which are the sur-
face integrals over the six faces of the parallelepiped, we have 

 

1 2 3 4 5 6

0

0

1 1 2 2 3 3 4 4 5 5 6 6

0

lim

lim

lim

d

d d d d d d

d d d d d d

Δ →

Δ →

Δ →

 = + + + + + 
 = + + + + + 


     

D s

D s D s D s D s D s D s

D s D s D s D s D s D s

S

S S S S S S

v

v

v



     

     


   (2-56) 
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where superscript 1, for instance, denotes that 1D  is the value of D at the center 
of face 1.  Upon expanding D on each face in Taylor series centered at 1p , the 

outward fluxes through the six faces of the parallelepiped are   

 
1

1 1 1

at 2o
p

x
d d

x

 Δ ∂= + ∂  

D
D s D s  , 1

xd y z= Δ Δs a            (2-57a) 

 
1

2 2 2

at 
2o

p

y
d d

y

 Δ ∂= + 
∂  

D
D s D s  , 2

yd x z= Δ Δs a            (2-57b) 

 
1

3 3 3

at 2o
p

x
d d

x

 Δ ∂= − ∂  

D
D s D s  , 3

xd y z= −Δ Δs a           (2-57c) 

 
1

4 4 4

at 
2o

p

y
d d

y

 Δ ∂= − 
∂  

D
D s D s  , 4

yd x z= −Δ Δs a           (2-57d) 

 
1

5 5 5

at 2o
p

z
d d

z

 Δ ∂= + ∂  

D
D s D s  , 5

zd x y= Δ Δs a            (2-57e) 

 
1

6 6 6

at 2o
p

z
d d

z

 Δ ∂= − ∂  

D
D s D s  , 6

zd x y= −Δ Δs a            (2-57f) 

where the higher-order terms in the Taylor series are ignored.  The minus sign in-
side the bracket signifies that the corresponding face is receded from point 1p  in 

the negative direction along the coordinate axis, whereas the minus sign in the ex-
pression for ds is to make ds point away from the enclosed volume.  It should be 
noted, for instance, that oD  and the partial derivative of D in Eq. (2-57a) are 

those evaluated at point 1p , although they, when combined as in the bracket, 

represent 1D  at the center of face 1.  Combining the six expressions given in Eq. 
(2-57) we have 

 
1 11

1 11

1 1 2 2 3 3 4 4 5 5 6 6

at at at 

at at at 

x y z
p pp

yx z

p pp

d d d d d d

x y z
x y z

DD D
x y z

x y z

+ + + + +

 ∂ ∂ ∂= Δ Δ Δ + + 
∂ ∂ ∂  

 ∂∂ ∂
 = Δ Δ Δ + +

∂ ∂ ∂  

D s D s D s D s D s D s

D D D
a a a

     

            (2-58) 

where we have used / ( / ) ( / ) ( / )x x y y z zx D x D x D x∂ ∂ = ∂ ∂ + ∂ ∂ + ∂ ∂D a a a , and 

the like. 
Substituting Eq. (2-56), Eq. (2-58) and the differential volume x y zΔ = Δ Δ Δv  

into Eq. (2-55), the divergence of D in Cartesian coordinates is 
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 yx z
DD D

div
x y z

∂∂ ∂
= + +

∂ ∂ ∂
D                         (2-59) 

The divergence of D is a scalar quantity specific to the point in space where the 
partial derivatives of D are evaluated.  The del operator enables us to express the 
divergence of D as   

 div = ∇D D                                (2-60) 

Following the same procedure, we can obtain the expression for div D  in other 

coordinates.  The divergence of D in the general coordinates ( , , )u v w  is  

 ( ) ( ) ( )2 3 1 3 1 2
1 2 3

1
u v wh h D h h D h h D

h h h u v w
∂ ∂ ∂ ∇ = + + ∂ ∂ ∂ 

D         (2-61) 

where 1h , 2h , and 3h  are the metric coefficients as in Eq. (2-45).   

In the three coordinate systems, the divergence of D is written as follows:       
 

 yx z
DD D

x y z

∂∂ ∂
∇ = + +

∂ ∂ ∂
D  (Cartesian) (2-62a) 

 
1 1

( ) z
D D

D
z

φ
ρ

∂ ∂∂∇ = ρ + +
ρ ∂ρ ρ ∂φ ∂

D  (cylindrical) (2-62b) 

 2
2

1 1 1
( ) ( sin )

sin sinR

D
R D D

R R R R
φ

θ

∂∂ ∂∇ = + θ +
∂ θ ∂θ θ ∂φ

D  (2-62c) 

  (spherical) 

Although the del operator is defined in Cartesian coordinates only, the symbol 
∇ D  is used to represent div D  in cylindrical and spherical coordinates as well, 

without suggesting a dot product between ∇  and D.   
 
 

 
 

Fig. 2.12 A rectangular parallelepiped with a differential volume. 
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Example 2-10 
In the region 0R >  in spherical coordinates, find the divergence of the 
following vector fields:  

(a) 2

1
RR

=D a , and 

(b) 
1

RR
=A a . 

 

Solution 
(a) From (2-62c)  

 

2
2

2
2 2

1 1 1
( ) ( sin )

sin sin

1 1
       0.

R

D
R D D

R R R R

R
R R R

φ
θ

∂∂ ∂∇ = + θ +
∂ θ ∂θ θ ∂φ

∂  = = ∂  

D
 

 

(b) From (2-62c) 

 

2
2 2

1 1 1
R

R R R R
∂  ∇ = = ∂  

A  

 

A vector field with a zero divergence is said to be a solenoidal field.  The field 
lines of D and A will look the same as in Fig. 2.11(c), if drawn on a paper, even 
though they yield different divergences 0∇ =D  and 0∇ ≠A .  From 

0∇ =D  we see that there is no source or sink in the region 0R > .  The field 

D must be produced by a point source located at the origin, because the integral of 
D over a surface enclosing the origin is nonzero. The vector field A is a non-
solenoidal field.  The field A must be produced by the source distributed in the 
region 0R > , as is evident from 0∇ ≠A .  

 
Example 2-11 
Verify the vector identity ( ) ( ) ( )V V V∇ = ∇ + ∇A A A   .  

 

Solution 
In Cartesian coordinates, we write 

( ) ( ) ( ) ( )

( )

          

          

           

x y z

yx z
x y z

x y z x x y y z z

yx z

V VA VA VA
x y z

AA AV V V
A A A V V V

x y z x y z

V V V
A A A

x y z

AA A
V

x y z

 ∂ ∂ ∂∇ = + + ∂ ∂ ∂ 
∂ ∂ ∂ ∂ ∂ ∂= + + + + +  ∂ ∂ ∂ ∂ ∂ ∂   

 ∂ ∂ ∂= + + + + ∂ ∂ ∂ 
∂ ∂ ∂

+ + + ∂ ∂ ∂ 

A

a a a a a a




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Thus,  

( ) ( ) ( )V V V∇ = ∇ + ∇A A A                     (2-63) 

 
Exercise 2.12   
Find the divergence of the following vector fields at point ( ), , (1,1, 6)x y z =   

(a) 2 3x y zx z yz= + +A a a a , 

(b) ( ) ( )23cos / 4sin / 2RR R θ φ= φ + θ −A a a a . 

Ans. (a) 3, (b) 3 /2 . 

Exercise 2.13    
Given a vector field ( ) cos( )=D r A k r , where r is position vector, and A and k 

are constants in Cartesian coordinates, under what condition does D become  
solenoidal. 
Ans. ⊥A k . 

2.4.2   Divergence Theorem 

Although the divergence of a vector field is given by the partial derivatives of the 
field, it inherently involves a closed surface, enclosed volume, and the surface 
integral of the field.  The divergence theorem follows from the definition of the 
divergence, stating that the volume integral of ∇ D  over a volume is equal to 
the closed surface integral of D over the surface bounding the volume.  The di-
vergence theorem is expressed as 

 d d∇ = D D s
V S

v                          (2-64) 

where S is the bounding surface of the volume V, and ds is the differential area 
vector on S, which is always directed out of the enclosed volume.   

To verify the divergence theorem, let us consider a finite volume V as shown in 
Fig. 2.13, which is bounded by a surface S.  For the sake of argument, we subdi-
vide V into a large number of infinitesimal elements of volume.  Figure 2.13 
shows three elements, 1k −Δv , kΔv , and 1k +Δv , positioned next to each other with 

their top faces coincident with S.  We see that the element kΔv  shares its faces 

with the adjoining elements except for the top face.  Under these conditions, if the 
face on the right-hand side of kΔv  is considered to belong to kΔv , the differen-

tial area vector ds on the face is directed toward the right, but should be directed 
toward the left if the face is considered to belong to 1k +Δv .  Here, let us consider 

the divergence of D  at the center of the volume element kΔv , which is  

expressed as  
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 ( )
0

lim k

k k k

d
Δ

Δ Δ →
∇ =

Δ
 D s

D
v v

s

v





                       (2-65) 

where kΔs  is the bounding surface of kΔv .  Rewriting Eq. (2-65) leads to 

 ( )
0 0

lim lim
k kk k

k d
Δ ΔΔ → Δ →

  ∇ Δ =     D D s
vv ss

v                  (2-66) 

The term in bracket on the right-hand side of Eq. (2-66) represents the net flux 
coming out of kΔv .  In view of the principle of conservation of the flux, this flux 

will eventually cross the outer surface S with no change in the amount.  There-
fore, the total flux passing through the boundary surface S is equal to the sum of 
the fluxes coming out of all the individual elements of volume.  The net outward 
flux through S is written from Eq. (2-66) as   

 ( )
1 10 0

lim lim
k k

k k

k N k N

kN N
k k

d
= =

Δ Δ→∞ →∞
= =Δ → Δ →

   ∇ Δ =   
   
  D D s

v
v

s
s

v                (2-67) 

The left-hand side of Eq. (2-67) just equals the volume integral of ∇ D  over V, 

whereas the right-hand side equals the surface integral of D over all the faces of 
all the elements of volume.  If a face is shared by two adjoining elements of  
volume, it contributes nothing to the surface integral because of the opposite di-
rections of ds on the face. As a consequence, the right-hand side of Eq. (2-67) re-
duces to the surface integral of D over the boundary surface S.  The divergence 
theorem is therefore verified. 

 
 

 
 

Fig. 2.13 A finite volume V with a boundary surface S is subdivided into many infinitesimal 
elements of volume.  

 

 
Example 2-12 
For a flux density 2 2( ) x y zx y x y z= − +A r a a a , verify the divergence theorem 

over a cube two units on a side centered at the origin as shown in Fig. 2.14. 
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Solution 
The surface integral of A over each face of the cube is as follows: 

( )
1

1 1 2 2

1 1

1 12

1 1

( )

           (1) 0

y z

x y z xy z

y z

y z

d x y x y z dydz

ydy dz

= =

=− =−

= =

=− =−

= − +

= =

  

 

A s a a a a
S

 
 (face at 1x = ) 

2

1 1 1 12

1 1 1 1
( ) ( 1) 0

y z y z

xy z y z
d dydz ydy dz

= = = =

=− =− =− =−
= − = − − =    A s A a

S
   ( 1x = − ) 

3

1 1 1 12

1 1 1 1

4
( ) (1)

3

x z x z

yx z x z
d dxdz x dx dz

= = = =

=− =− =− =−
= = − = −    A s A a

S
   ( 1y = ) 

4

1 1 1 12

1 1 1 1

4
( ) ( 1)

3

x z x z

yx z x z
d dxdz x dx dz

= = = =

=− =− =− =−
= − = − = −    A s A a

S
   ( 1y = − ) 

5

1 1 1 1

1 1 1 1
( ) (1) 4

x y x y

zx y x y
d dxdy dx dy

= = = =

=− =− =− =−
= = =    A s A a

S
   ( 1z = ) 

6

1 1 1 1

1 1 1 1
( ) ( 1) 4

x y x y

zx y x y
d dxdy dx dy

= = = =

=− =− =− =−
= − = − − =    A s A a

S
   ( 1z = − ) 

 
Combining the above results, the closed surface integral of A is  

16
3

d = A s
S
                                (2-68) 

 
Next, the divergence of A is computed as 

2 2 2( ) ( ) ( ) 2 1x y x y z xy x
x y z

∂ ∂ ∂∇ = + − + = − +
∂ ∂ ∂

A  

 
The volume integral of ∇ A  over the cube is  

1 1 1 2

1 1 1

1 1 1 1 1 12

1 1 1 1 1 1

1 1 1

1 1 1

(2 1)

              2

16
                

3

x y z

x y z

x y z x y z

x y z x y z

x y z

x y z

d xy x dxdydz

xdx ydy dz x dx dy dz

dx dy dz

= = =

=− =− =−

= = = = = =

=− =− =− =− =− =−

= = =

=− =− =−

∇ = − +

= −

+ =

   

     

  

A
V

v

    (2-69) 

 

The two results in Eqs. (2-68) and (2-69) are equal, and the divergence 
theorem is therefore verified. 

 
Example 2-13 
For a flux density ( ) sin φ= φB r a  given in cylindrical coordinates, verify the 

divergence theorem over a cylinder of radius 2 and height 2, centered at the origin, 
as shown in Fig. 2.14. 
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Solution 
Surface integrals of B over the faces of the cylinder are  

2 1

0 1
sin (2 ) 0

z

cylin z
d d dz

φ= π =

φ ρφ= =−
= φ φ =  B s a a   (cylindrical surface) 

2 2

0 0
sin ( ) 0ztop

d d d
φ= π ρ=

φφ= ρ=
= φ ρ φ ρ =  B s a a   (top plate) 

2 2

0 0
sin ( ) 0zbottom

d d d
φ= π ρ=

φφ= ρ=
= φ −ρ φ ρ =  B s a a   (bottom surface) 

 

Closed surface integral of B is therefore 

0
cylind top bottom

d d d d= + + =   B s B s B s B s
S
            (2-70) 

 

Next, the divergence of B is 

1 1 1
( ) cosz

B B
B

z
φ

ρ

∂ ∂∂∇ = ρ + + = φ
ρ ∂ρ ρ ∂φ ∂ ρ

B              (2-71) 

 
Volume integral of ∇ B  over the cylinder is  

2 2 1 2

00 0 1

1
cos 2sin 0

z

z
d d d dz

ρ= φ= π = φ= π

φ=ρ= φ= =−
∇ = φρ ρ φ = φ =

ρ   B
V

v      (2-72) 

 
Two results in Eqs. (2-70) and (2-72) are equal, and the divergence theorem 
is therefore verified.  
 
Although the integral of ∇ B  over the cylinder is zero in Eq. (2-72), ∇ B  

may not be necessarily zero inside the cylinder as can be seen from Eq. (2-
71).  In view of these we conclude that the flux arises from the source 
distributed in the region /2 /2−π < φ < π  inside the cylinder, and 

completely terminates at the sink distributed in the region 
/2 3 /2π < φ < π .  The divergence provides a useful way of checking the 

presence of the divergence source or sink distributed in a region of space.          
 
 

 
  

Fig. 2.14 A cube and a cylinder. 
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Example 2-14 
Given a vector field 2( ) (1/ ) RR=A r a  in spherical coordinates, verify the 

divergence theorem over the spherical shell of an inner radius 1R  and an outer 

radius 2R  as shown in Fig. 2.15.  

 
Solution 

The differential area vector ds is always directed outward from the enclosed 
volume.  Thus, ds is along the direction of Ra  on the outer sphere, but 

along the direction of R−a  on the inner sphere.  

   Surface integrals of A over two spheres are  

2 2
220 0

2

1
( sin ) 4R Router

d R d d
R

φ= π θ=π

φ= θ=
= θ φ θ = π  A s a a           (2-73a) 

2 2
120 0

1

1
( sin ) 4R Rinner

d R d d
R

φ= π θ=π

φ= θ=
= − θ φ θ = − π  A s a a        (2-73b) 

 

Closed surface integral of A is therefore 

4 4 0d = π − π = A s
S
  

 

Next, the divergence of A in spherical coordinates is 

2
2 2

1 1
0R

R R R
∂  ∇ = = ∂  

A  

 

The volume integral of ∇ A  and the closed surface integral of A are both 

zero.  The divergence theorem is therefore verified. 
 
We note from Eq. (2-73) that a total flux of 4π  enters the volume through 
the inner sphere, while a  total flux of 4π  leaves it through the outer 
sphere.  Furthermore, the divergence of A is zero at every point in the given 
volume, implying that no flux is generated from inside the volume. 
 
 

 
 
 

Fig. 2.15 A spherical shell bounded by two spheres. 
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Exercise 2.14  

Under what conditions do you have  0d = A s
S
 , where the surface S is bound-

ing a volume V? 
Ans.  (1) 0=A  in V, (2) no source and no sink in V, (3) all the fluxes from the 
source in V terminate at the sink in V. 

 
Review Questions with Hints 

RQ 2.13 State the divergence of a flux density in words.  [Eq.(2-55)] 
RQ 2.14 Does 0∇ =A  at a point in space directly mean 0=A  at the point? 

   [Eq. (2-55)] 
RQ 2.15 What is the unit of ∇ D , if the unit of D is the coulomb per square 

meter? [Eq. (2-55)] 
RQ 2.16 State the divergence theorem in words. [Eq. (2-64)] 
RQ 2.17 What should be the unit of a vector field if the divergence and the di-

vergence theorem are to be meaningful? [Eq. (2-64)] 
RQ 2.18 Is ∇ D  useful for checking the presence a discrete source other than 

the distributed source or sink?  If not, how can you detect a point 
source? [Eq.(2-64)]  

2.5   Curl and Stokes’s Theorem 

A simple circulation source generates field lines in the form of concentric circles.  
For instance, an infinitely long straight wire carrying a dc current produces mag-
netic field lines around the wire in the form of concentric circles.  As was stated 
earlier, the closed line integral of a vector field H around a closed path C, centered 
at point 1p , is referred to as the circulation of H around C at 1p .  As the total 

flux from a point divergence source is conserved in space, the circulation of a vec-
tor field due to a simple circulation source is conserved in space; that is, the circu-
lation is the same if the path of integration encloses the same source, and zero if 
the path encloses no source, regardless of the shape and orientation of the path.  
The curl is a vector operator acting on a vector field of the dimension of a scalar 
quantity per unit length.  The curl of a vector field is defined in such a way that it 
is directly linked to the circulation source enclosed by the path of integration.  
From the definition of the curl, we can derive the Stokes’s theorem, which is very 
useful for converting the closed line integral of a vector field into a surface 
integral, and vice versa.     

2.5.1   Curl of a Vector Field 

The curl of a vector field H, which is denoted as curl H , results in a vector quan-

tity at a point in space.  The curl of H involves an imaginary loop of an infinite-
simal extent around the point in space such that  
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the component of curl H  in the ka -direction at point 1p  is the ratio of the 

circulation of H around a loop, centered at 1p  with the loop surface perpendi-

cular to ka , to the loop area as the loop shrinks to a point at 1p . 
 

The k-component of curl H  at point 1p  is written as 

 
0

limk

d
curl

Δ →
=

Δ
 H l

H a C

s s


 

                         (2-74) 

where C is the closed loop centered at 1p  having ka  as the unit normal to the 

loop surface, and Δs  is the area of the loop surface.  The direction of ka  on 

Δs  and the direction of dl on C follow the right-hand rule: the right thumb points 
in the direction of ka  when the fingers advance in the direction of dl.  

 

The curl of H at point 1p  is a vector whose magnitude is the maximum circula-

tion of H per unit area of the loop surface, as the loop shrinks to a point at 1p , 

and whose unit vector is normal to the loop surface oriented for such maximum.  
 
The curl of H at point 1p  is expressed as      

  
0

lim n

d
curl

Δ →
=

Δ
 H l

H aC

s s


                        (2-75) 

where C is the closed loop centered at 1p  oriented for the maximum circulation 

per unit area, Δs  is the loop area, and na  is the unit normal to the loop surface.  

Again, the direction of na  on Δs  and the direction of dl on C follow the right-

hand rule. 
The curl H  is a vector, and is thus expanded in component form as 

 
( ) ( ) ( )x x y y z zcurl curl curl curl= + +H H a H a H a  

The x-component is equal to the projection of the curl H  onto the x-axis, that is, 

( ) ( )x xcurl curl=H H a , and of course the circulation of H per unit area of the 

yz-plane as the loop area shrinks to zero.  
With reference to a rectangular loop of width wΔ  and height hΔ  centered at 

point 1p  as shown in Fig. 2.16, we obtain the component of curl H  in the direc-

tion of sin cosk x z= α + αa a a .  In the limit as the loop tends to zero, we write 

the circulation of H around the rectangular loop C as     

 1 1 2 2 3 3 4 4

0 0
lim limd d d d d
Δ → Δ →

   = + + +   H l H l H l H l H l
Cs s
             (2-76) 
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where superscript 1 stands for side  of loop C on which the vector field is 
1=H H . Since the loop will eventually shrink to a point at 1p , it is more conve-

nient to expand H on the side of the loop in Taylor series centered at 1p . With the 

help of the Taylor series expansion of H, the terms on the right-hand side of Eq. 
(2-76) are written as

 
1

1 1 1

at 
2o

p

w
d d

y

 Δ ∂= + 
∂  

H
H l H l  , 1d x zx z= −Δ + Δl a a  (2-77a) 

 
1 1

2 2 2

at at 2 2o
p p

x z
d d

x z

 Δ ∂ Δ ∂= − + ∂ ∂  

H H
H l H l  , 2d yw= −Δl a  (2-77b) 

 
1

3 3 3

at 
2o

p

w
d d

y

 Δ ∂= − 
∂  

H
H l H l  , 3d x zx z= +Δ − Δl a a  (2-77c) 

 
1 1

4 4 4

at at 2 2o
p p

x z
d d

x z

 Δ ∂ Δ ∂= + − ∂ ∂  

H H
H l H l  , 4d yw= Δl a  (2-77d) 

It should be noted, for instance, that oH  and the partial derivatives of H in Eq. 

(2-77d) are those evaluated at point 1p , although they, when combined as in the 

bracket, represent 4H  on side of the loop. Combining the expressions in Eq. 
(2-77), we obtain  

 
1 11 1

1 11 1

1 1 3 3 2 2 4 4( ) ( )

x z y y
p pp p

y yz x

p pp p

d d d d

w x w z w x w z
y y x z

H HH H
w z w x

y z x y

+ + +

∂ ∂ ∂ ∂= −Δ Δ + Δ Δ + Δ Δ − Δ Δ
∂ ∂ ∂ ∂

   ∂ ∂∂ ∂
   = Δ Δ − + Δ Δ −

∂ ∂ ∂ ∂      

H l H l H l H l

H H H H
a a a a

   

     

  (2-78) 
 

where we have used / ( / ) ( / ) ( / )x x y y z zx H x H x H x∂ ∂ = ∂ ∂ + ∂ ∂ + ∂ ∂H a a a , 

and the like.  Substituting Eqs. (2-76) and (2-78) into Eq. (2-74), the circulation 
of H per unit area of the plane perpendicular to the direction of ka , which we de-

note as ( )kCIR H , is  

 
1 11 1

0
( ) limit

            sin cos

y yz x
k

p pp p

y yz x

H HH Hz x
CIR

h y z h x y

H HH H

y z x y

Δ →

    ∂ ∂∂ ∂Δ Δ    = − + −    Δ ∂ ∂ Δ ∂ ∂     

∂ ∂   ∂ ∂= α − + α −   ∂ ∂ ∂ ∂   

H
s

 (2-79) 
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where we used w hΔ = Δ Δs  for the surface area of the loop, and the relations 
/ sinz hΔ Δ = α  and / cosx hΔ Δ = α  obtained from Fig. 2.16.  For the mo-

ment, we use the notation ( )kCIR H  to represent the circulation of H, per unit 

area, around the loop with the loop surface perpendicular to ka , and the notation 

( )kcurl H  to represent the k-component of curl H  that is obtained from the pro-

jection of curl H  in the direction of ka .    

If 90oα = , the unit normal to the loop surface is along the x-axis; that is, 

k x=a a . Under this condition Eq. (2-79) becomes  

 ( ) yz
x

HH
CIR

y z

∂∂
= −

∂ ∂
H                       (2-80a) 

This is the circulation of H per unit area of the 1x x=  plane at 1p .  Similarly, if 

0oα = , the unit surface normal is along the z-axis; that is, k z=a a .  Under this 

condition Eq. (2-79) becomes   

 ( ) y x
z

H H
CIR

x y

∂ ∂
= −

∂ ∂
H                       (2-80b) 

This is the circulation of H per unit area of the 1z z=  plane at 1p .  The same 

procedure can be followed to obtain  

 ( ) x z
y

H H
CIR

z x

∂ ∂
= −

∂ ∂
H                        (2-80c) 

Next, in view of Eq. (2-80), we rewrite Eq. (2-79) as    

 ( ) ( )( ) ( )( )k x k x z k zCIR CIR CIR= +H a a H a a H   

where we used sinx k = αa a  and cosz k = αa a , which can be obtained from 

Fig. 2.16.  Extending the above expression to an arbitrary unit vector ka , we ex-

press ( )kCIR H  as 

 
( ) ( ) ( ) ( )

            ( ) ( ) ( )

k x x k y y k z z k

x x y y z z k

CIR CIR CIR CIR

CIR CIR CIR

= + +

 = + + 

H H a a H a a H a a

H a H a H a a

  


       (2-81) 

Again, the left-hand side of Eq. (2-81) is the circulation of H per unit area of the 
plane perpendicular to an arbitrary unit vector ka . Suppose the bracket in Eq. (2-

81) represents a vector in the direction of a unit vector na . In view of the fact that 

the right-hand side of Eq. (2-81) is maximum for k n=a a , we identify the brack-

et in Eq. (2-81) with the maximum circulation of H per unit area, occurring in 
the direction of na , which we call curl H . We also note that the circulation of H 
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per unit area of the plane perpendicular to xa , or ( )xCIR H , is the x-component 

of curl H , and so on.        

From Eq. (2-80), the component form of  curl H  in Cartesian coordinates is  

 y yz x z x
x y z

H HH H H H
curl

y z z x x y

∂ ∂   ∂ ∂ ∂ ∂ = − + − + −    ∂ ∂ ∂ ∂ ∂ ∂    
H a a a  (2-82) 

The del operator allows us to write curl H  in determinant form as  

 

x y z

x y z

curl
x y z

H H H

∂ ∂ ∂= ∇ × =
∂ ∂ ∂

a a a

H H  

In the general coordinates, ( , , )u v w , the curl of H is expressed as  

 

1 2 3

1 2 3

1 2 3

1
u v w

u v w

h h h

h h h u v w
h H h H h H

∂ ∂ ∂∇ × =
∂ ∂ ∂

a a a

H                   (2-83) 

where 1h , 2h , and 3h  are the metric coefficients as given in Eq. (2-45).  In the 

three coordinate systems, the curl of H is expressed as follows:  

 

x y z

x y z

x y z

H H H

∂ ∂ ∂∇ × =
∂ ∂ ∂

a a a

H  (Cartesian) (2-84a) 

 
1

z

z

z

H H H

ρ φ

ρ φ

ρ
∂ ∂ ∂∇ × =

ρ ∂ρ ∂φ ∂
ρ

a a a

H  (cylindrical) (2-84b) 

 2

sin

1
sin

sin

R

R

R R

R R

H R H R H

θ φ

θ φ

θ
∂ ∂ ∂∇ × =

θ ∂ ∂θ ∂φ
θ

a a a

H  (spherical) (2-84c) 

In cylindrical and spherical coordinates, the curl of H is also denoted as ∇ × H , 

without suggesting a cross product between ∇  and H. 
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Fig. 2.16 A rectangular loop for the calculation of ( ) kcurl H a . 
 

 
Example 2-15 
In the region 0ρ >  in cylindrical coordinates, find the curl of the following 

vector fields: (a) 1 2

1
φ=

ρ
F a ,  (b) 2

1
φ=

ρ
F a ,  (c) 3 φ=F a , and (d) 2

4 φ= ρF a .  

 

Solution 
From Eq. (2-84b) we obtain the curl of the given vector fields as follows: 

(a) 1 3

1 1

0 1/ 0

z

zz

ρ φρ
∂ ∂ ∂∇ × = = −

ρ ∂ρ ∂φ ∂ ρ
ρ

a a a

F a . 

 

(b) 2

1
0

0 1 0

z

z

ρ φρ
∂ ∂ ∂∇ × = =

ρ ∂ρ ∂φ ∂

a a a

F . 

 

(c) 3

1 1

0 0

z

zz

ρ φρ
∂ ∂ ∂∇ × = =

ρ ∂ρ ∂φ ∂ ρ
ρ

a a a

F a . 
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(d)  4

3

1
3

0 0

z

zz

ρ φρ
∂ ∂ ∂∇ × = = ρ

ρ ∂ρ ∂φ ∂
ρ

a a a

F a .  

 
The field lines of these vector fields are schematically drawn in Fig. 2.17.  The 
curl of 2F  is zero at every point in the region 0ρ > .  A vector field with zero 

curl is called an irrotational field, or a conservative field.  The field 2F  must be 

produced by a circulation source located at 0ρ = , because 2 0∇ × =F (no circu-

lation source in the region 0ρ > ), and the circulation of 2F  around any loop en-

closing the z-axis is nonzero.  The other fields must be produced by the circula-
tion source distributed in the region 0ρ > , because they have a nonzero curl in 
the region 0ρ > .  There may or may not be a circulation source along the z-axis 

for these fields.  For instance, from 30 0
lim lim( )2 0d φ φδ→ δ→

= πδ = F l a a
C

  , where δ 

is the radius of C, we see that there is no circulation source for 3F  lying along the 

z-axis.  
A paddle wheel may be used as a detector for the curl source in a region of 

space: a nonzero circulation will make the wheel rotate.  The direction of the curl 
and the direction of rotation of the paddle wheel follow the right-hand rule: the 
right thumb points in the direction of the curl when the fingers follow the rotation 
of the wheel. 

 
 

 
 

Fig. 2.17 Field lines of the four vector fields, directed along the φ-direction.  A paddle 
wheel is used to detect the curl of the vector field. 

 
 

Example 2-16 
Verify the identity ( ) ( ) ( )V V V∇ × = ∇ × + ∇ ×A A A  in Cartesian coordinates. 
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Solution 
The left-hand side of the identity is expanded in component form as 

( )

  

x y z

x y z

x z y y x z z y x

x z y y x z z y x

yz x z
x y

V
x y z

VA VA VA

VA VA VA VA VA VA
y z z x x y

V V V V V V
A A A A A A

y z z x x y

AA A A
V V

y z z x

∂ ∂ ∂∇ × =
∂ ∂ ∂

   ∂ ∂ ∂ ∂ ∂ ∂ = − + − + −    ∂ ∂ ∂ ∂ ∂ ∂    
   ∂ ∂ ∂ ∂ ∂ ∂ = − + − + −    ∂ ∂ ∂ ∂ ∂ ∂    

∂ ∂ ∂ ∂+ − + − ∂ ∂ ∂ ∂ 

a a a

A

a a a

a a a

a a y x
z

A A
V

x y

∂ ∂ + −   ∂ ∂   
a

 

 

Rewriting the above equation, we have 

( ) ( ) ( )

x y z x y z

x y z x y z

V V V
V V V V

x y z x y z

A A A A A A

∂ ∂ ∂ ∂ ∂ ∂∇ × = + = ∇ × + ∇ ×
∂ ∂ ∂ ∂ ∂ ∂

a a a a a a

A A A  

 

The vector identity is therefore verified: 

∇ × = ∇ × + ∇ ×( ) ( ) ( ).V V VA A A                     (2-85) 

 
Exercise 2.15  
Find the curl of a vector field ( ) sin( )=H r A k r , where r is position vector, and 

A and k are constants in Cartesian coordinates. 
Ans. ( )cos( )∇ × = ×H k A k r . 

Exercise 2.16  
With reference to 2F in Example 2-15, assuming a unit circulation source pro-

duces a unit circulation of 2F , find the magnitude of the source at 0ρ = . 

Ans. 20 0

1
lim lim 2 2d φ φδ→ δ→

= πδ = π
δ F l a a

C
  . 

2.5.2   Stokes’s Theorem 

Although the curl of a vector field is given by the partial derivatives of the field, it 
inherently involves a closed loop, loop area, and the closed line integral of the  
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field.  The Stokes’s theorem follows from the definition of the curl, stating that 
the surface integral of ∇ × H  over an open surface is equal to the closed line 
integral of H around the loop bounding the surface.  The Stokes’s theorem is 
expressed as 

 ( ) d d∇ × = H s H l
S C

                          (2-86) 

where the surface S is bounded by the closed loop C.  The direction of dl on C and 
the direction of ds on S are governed by the right-hand rule: the right thumb points 
in the direction of ds when the four fingers advance in the direction of dl. 

To verify the Stokes’s theorem, let us consider an open surface S as shown in 
Fig. 2.18, which is bounded by a contour C.  For the sake of argument, we subdi-
vide S into a large number of infinitesimal elements of surface.  Figure 2.18 
shows three elements, 1k −Δs , kΔs , and 1k +Δs , which are positioned next to each 

other with their top sides coincident with C.  When the positive direction of C and 
the normal direction to S, or as , satisfy the right-hand rule as shown in Fig. 2.18, 

the unit normal to kΔs , or ka , should follow the direction of as .  Then, accord-

ing to the right-hand rule, the direction of travel on kΔc , or the contour bounding 

kΔs , should be counterclockwise.  As we see in the figure, the right side of kΔs  

is shared with the adjoining element 1k +Δs .  The direction of travel on this line 

segment is upward if the line segment is considered to belong to kΔs , but is 

downward if it is considered to belong to 1k +Δs .  From the definition of the curl, 

at the center of a surface element kΔs , we can write  

 [ ]
0 0

lim ( ) lim
kk k

k k d
ΔΔ → Δ →

 ∇ × Δ =   H a H l
cs c

s                   (2-87) 

Adding circulations of H on all individual surface elements, we have 

1 10 0

lim ( ) ( ) lim
k

k k

N N

k kN N
k k

d
Δ→∞ →∞

= =Δ → Δ →

   ∇ × Δ =   
   
  H a H l

c
s c

s               (2-88) 

From calculus we recognize the left-hand side of Eq. (2-88) as the surface integral 
of ∇ × H  over S.  Meanwhile, the right-hand side of Eq. (2-88) is the sum of the 
line integrals of H along all the contours of all the surface elements.  If a part of 
the contour is shared by two adjoining surface elements, it contributes nothing to 
the net line integral, because of the opposite directions of travel on the path.  As a 
result, the right-hand side of Eq. (2-88) reduces to the closed line integral of H 
around the contour C bounding the given surface S.  The Stokes’s theorem is 
therefore verified.   
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Fig. 2.18 Surface elements of surface S bounded by a contour C . 
 
   

Example 2-17 
For the vector field cos φ= ρ φA a  given in cylindrical coordinates, verify 

Stokes’s theorem over a quadrant of a disk of radius a as shown in Fig. 2.19.  
 
Solution 

Curl of A in cylindrical coordinates is 

2

1
2cos

0 cos 0

z

zz

ρ φρ
∂ ∂ ∂∇ × = = φ

ρ ∂ρ ∂φ ∂
ρ φ

a a a

A a  

 

Integrating ∇ × A  over surface S, we have 

/2 2

0 0
( ) (2cos ) ( )

a

z zd d d a
ρ= φ=π

ρ= φ=
∇ × = φ ρ ρ φ =  A s a a

S
          (2-89) 

 

Next, separating the circulation of A around C into three parts, we have  

d d d d= + +   A l A l A l A l
C
      

 

 

where  

0
( cos0 ) ( ) 0

a od d
ρ=

φ ρρ=
= ρ ρ = A l a a 


 

/2 2

0
( cos ) ( )d a ad a

φ=π

φ φφ=
= φ φ = A l a a 


  

0
( cos90 ) ( ) 0o

a
d d

ρ=

φ ρρ=
= ρ ρ = A l a a 


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The closed line integral is therefore 

2d a= A l
C
                            (2-90) 

 

The two results in Eqs. (2-89) and (2-90) are equal, and the Stokes’s theorem 
is thus verified. 

 

 
 

Fig. 2.19 A quadrant of a disk. 
 
 

Exercise 2.17   
Verify the distributive law, ( )∇ × + = ∇ × + ∇ ×A B A B , by Stokes’s theorem. 

Ans. [ ] [ ]( ) ( ) ( )d d d d∇ × + = + = ∇ × + ∇ ×   A B s A l B l A B s
S C C S

     . 

  
Review Questions with Hints 

RQ 2.19 State the curl of a vector field at a point in space in words. [Eq.(2-75)] 
RQ 2.20 If 0∇ × =A  at a point, does it means 0=A  at the point? [Eq.(2-75)] 
RQ 2.21 If the dimension of A is a scalar per unit length, what is the dimension 

of curlA ?  [Eq.(2-75)] 
RQ 2.22 How can you identify a conservative field? [Fig.2.17] 
RQ 2.23 State Stokes’s theorem in words. [Eq.(2-86)] 
RQ 2.24 Can Stokes’s theorem be applied to any vector field, regardless of the 

dimension of the vector field? Eq.(2-86)] 
RQ 2.25 Is ∇ × H  useful for checking the presence of a discrete source other 

than the distributed circulation source?  If not, how can you detect it? 
  [Eq.(2-86)] 

2.6   Dual Operations of ∇ 
2.6   D ual Operations of ∇  
 

To summarize, the vector operators such as gradient, divergence, and curl embody 
special arrangements of the partial derivatives such that each has certain physical 
significance. The gradient represents the maximum directional derivative of the 
scalar field at a given point in space. The existence of a distribution of divergence 
sources gives rise to a nonzero divergence of the vector field in the given region.  
Similarly, the existence of a distribution of vortex sources gives rise to a nonzero 
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curl of the vector field in the given region.  These vector operations can be easily 
represented by the ∇ operator acting on a scalar or a vector field.   

A second del operator may act on the gradient, divergence, or curl.  Although 
the del operator is defined in the Cartesian coordinates only, the second operation 
is simply interpreted as an additional gradient, divergence, or curl in the other 
coordinates.  A dual operation of ∇ on a scalar or a vector field involves the 
second partial derivatives.  Even if dual operations may not have physical signi-
ficance, some are very useful for mathematically expressing electromagnetic 
processes.  The dual operations of ∇, which are frequently encountered in  
electromagnetics, are as follows:       

 
(a) The divergence of the gradient of a scalar field V results in a scalar field.   

In Cartesian coordinates, it is express as  

2 2 2

2 2 2x y z

V V V V V V
V

x y z x y z

 ∂ ∂ ∂ ∂ ∂ ∂∇ ∇ = ∇ + + = + + ∂ ∂ ∂ ∂ ∂ ∂ 
a a a         (2-91) 

 

 This is called the Laplacian of V.  In Cartesian coordinates, the Laplacian 
operator is defined as  

     

2 2 2
2

2 2 2x y z
∂ ∂ ∂∇ = + +

∂ ∂ ∂
 

 

 The Laplacian operator in the general coordinates ( , , )u v w  is 

( ) ( ) ( )2
2 3 1 3 1 2

1 2 3

1 2 3

1

1 1 1
                         

u v w

u v w

h h h h h h
h h h u v w

h u h v h w

∂ ∂ ∂ ∇ = ∇ ∇ = + + ∂ ∂ ∂ 

 ∂ ∂ ∂+ + ∂ ∂ ∂ 

a a a

a a a




 (2-92) 

 

 where the metric coefficients are as follows: 

1 2 31,   1,   1h h h= = =  ( , , ) ( , , )u v w x y z=   (Cartesian) 

1 2 31,   ,   1h h h= = ρ =  ( , , ) ( , , )u v w z= ρ φ  (cylindrical) 

1 2 31,   ,   sinh h R h R= = = θ  ( , , ) ( , , )u v w R= θ φ  (spherical) 
 

 The dot product precedes any differentiation in Laplacian operator.  For 
example,  

u v u v u vu v u v u v
∂ ∂ ∂ ∂ ∂ ∂ = ≠  ∂ ∂ ∂ ∂ ∂ ∂ 

a a a a a a    

 
 In the three coordinate systems, the Laplacian of V is written as follows: 

2 2 2
2

2 2 2

V V V
V

x y z
∂ ∂ ∂∇ = + +
∂ ∂ ∂

 (Cartesian)       (2-93a) 
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2 2
2

2 2 2

1 1V V V
V

z

 ∂ ∂ ∂ ∂∇ = ρ + + ρ ∂ρ ∂ρ ρ ∂φ ∂ 
 (cylindrical) (2-93b) 

2
2 2

2 2 2 2 2

1 1 1
sin

sin sin
V V V

V R
R R R R R

∂ ∂ ∂ ∂ ∂   ∇ = + θ +   ∂ ∂ θ ∂θ ∂θ θ ∂φ   
  

 (spherical) (2-93c) 
 
(b) The curl of the gradient of a scalar field is always zero 

( ) 0V∇ × ∇ =                               (2-94) 
  
 Equation (2-94) can be readily verified by directly evaluating the gradient 

and the curl in Cartesian coordinates.   
 
 Alternatively, applying Stokes’s theorem to the left-hand side of Eq. (2-94), 

we obtain 

( )V d V d dV∇ × ∇ = ∇ =    s l
S C C

                (2-95) 

 
 We used Eq. (2-37) in Eq. (2-95).  The closed line integral on the right-hand 

side is identically zero because the initial and terminal points are the same on 
the closed loop C.  The integrand on the left-hand side of Eq. (2-95) should 
be zero at every point on surface S, because S may be arbitrary.  The vector 
identity is thus verified.   

 
(c) The divergence of the curl of a vector field is always zero 

( ) 0∇ ∇ × =A                          (2-96) 

 
 Equation (2-96) can be readily verified by direct substitution. 
 
 Alternatively, by successively applying the divergence and Stokes’s 

theorems to the left-hand side of Eq. (2-96), we have 

( ) ( )d d d∇ ∇ × = ∇ × =  A A s A l
V S C

v               (2-97) 

 

 Since the surface S, bounding an arbitrary volume V, has no contour, 0=C , 
the closed line integral on the right-hand side of Eq. (2-97) is always zero. 
Since V is arbitrary, the integrand on the left-hand side of Eq. (2-97) should 
be zero at every point in V to satisfy the equality.  The vector identity is 
therefore verified.  

 
(d) The Laplacian of a vector field results in a vector field 

( ) ( ) ( )
2 2 2

2 2 2 2
2 2 2 x x y y z zE E E

x y z
∂ ∂ ∂∇ = + + = ∇ + ∇ + ∇
∂ ∂ ∂

E E E
E a a a      (2-98) 

 



2.7   Helmholtz’s Theorem 107
 

(e) The gradient of the divergence of a vector field results in a vector field 

2 22 2 2 2

2 2

22 2

2

        

          

yx z
x y z

y yx z x z
x y

yx z
z

EE E

x y z x y z

E EE E E E

x x y x z y x y y z

EE E

z x z y z

∂ ∂ ∂ ∂ ∂ ∂∇∇ = + + + +  ∂ ∂ ∂ ∂ ∂ ∂   
   ∂ ∂∂ ∂ ∂ ∂

= + + + + +      ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   
 ∂∂ ∂

+ + +  ∂ ∂ ∂ ∂ ∂ 

E a a a

a a

a



 (2-99) 

 

 In many cases, it is easier to take the gradient of ∇ E  rather than directly 

evaluating Eq. (2-99).   
 
(f) The curl of the curl of a vector field results in a vector field 

2∇ × ∇ × = ∇∇ − ∇E E E                      (2-100) 
 

 Equation Eq. (2-100) can be readily verified by direct substitution. 
 

Exercise 2.18  
Verify the identities in Eqs. (2-94) and (2-96) by direct substitution. 

2.7   Helmholtz’s Theorem 

A vector field is uniquely defined in a region of space, if its divergence and its 
curl are both specified within the region, and the normal component of the field 
is specified on the boundary. 

 
If the boundary is at infinity where the vector field diminishes to zero, the vector 
field is uniquely determined by its divergence and its curl only.   

Vector fields can be classified into four categories according to the divergence 
and the curl as follows:  

(1) 0∇ =A  and 0∇ × =A . (2-101a) 
(2) 0∇ =A  and 0∇ × ≠A . (2-101b) 
(3) 0∇ ≠A  and 0∇ × =A . (2-101c) 
(4) 0∇ ≠A  and 0∇ × ≠A . (2-101d) 

A vector field is said to be a solenoidal field if its divergence is zero, and said to 
be an irrotational field if its curl is zero. 

 
Example 2-18 
Show that a vector field A is a many-valued function of position, if it is defined by 
∇ × =A B  only, with no information about its divergence.     
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Solution 
With the help of (2-94), we rewrite the equation as  

( )V∇ × + ∇ × ∇ =A B  → ( )V∇ × + ∇ =A B  
 

Since V is arbitrary, the solution V+ ∇A  is a multi-valued function of 
position. 
 

Example 2-19 
Show that a vector field B is a many-valued function of position, if it is defined by 

0∇ =B  only, with no information about its curl.     

 
Solution 

With the help of Eq. (2-96), we rewrite the equation as   

( ) 0∇ + ∇ ∇ × =B K   → ( ) 0∇ + ∇ × =B K  
 

Since K is arbitrary, the solution + ∇ ×B K  is a multi-valued function of 
position. 
 

Exercise 2.19   
Determine if the following vector fields are solenoidal, irrotational, or both:  
(a) 2 22 x y zxy y x− + +a a a , (b) cos sinρ φφ − φa a , and (c) 2sin(3 )/R R Ra . 

Ans. (a) solenoidal, (b) both, (c) irrotational. 
 
 

Review Questions with Hints 

RQ 2.26  State Helmholtz’s theorem in words.                                       
RQ 2.27  What is a solenoidal field? [Eq.(2-101)] 
RQ 2.28  What is an irrotational field? [Eq.(2-101)] 

Problems 

2-1 For the ellipse 2 2( /16) ( / 4) 1x y+ = , determine the unit tangent vector at 

a point 1:(2, 3, 0)p  on the ellipse by using a parametric representation of 

the ellipse with a parameter    
 (a) t, as in cos t  and sin t , and  
 (b) x, the space coordinate. 
 (c) Is t in part (a) the polar angle φ shown in Fig. 2.20? 
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  Fig. 2.20  An ellipse(Problem 2-1). 

 
2-2 A closed loop C forms a circle of radius 0.5, centered at a point 

( 2x = , 1y = ) in the xy-plane as shown in Fig. 2.21.  Find 

 (a) parametric representation of C in terms of ϕ, and  
 (b) expression for dl on C . 
 

 

 
 
  Fig. 2.21 A circle centered at point ( 2, 1)x y= = (Problem 2-2). 

 
2-3 Given a vector field 2( ) ( )x yx y= + +E a a , find the line integral of E from 

point :( 1,0,0)A −  to point :(1,2,0)B  along a path (a) 1C , and (b) 2C  as 

shown in Fig. 2.22. 
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  Fig. 2.22 Two paths of integration(Problem 2-3). 

 
2-4 Find the line integral of x y zy z x= + +E a a a  from point 

( ): 1, 0, 0A x y z= = =  to point ( ): 0, 1, /2B x y z= = = π  along a spiral 

defined by ( ) cos sinx y zt t t t= + +r a a a .  

2-5 Given a vector field sin cos cos cos sinRR θ φ= θ φ + θ φ − φA a a a  in 

spherical coordinates, determine the close line integral of A around path C 
shown in Fig. 2.23.  

 
 
 

 
 
  Fig. 2.23  A closed path(Problem 2-5). 

 
2-6 Determine the closed line integral of a vector field x=A a  around the cir-

cle that is defined by 4R = , 30oθ = , and 0 /2≤ φ ≤ π  in spherical 

coordinates, in the direction of increasing φ. 
2-7 Find the area of a circular strip shown in Fig. 2.24. 
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  Fig. 2.24  A circular strip (Problem 2-7). 
 
2-8 Given that 3 cos 2 zzρ φ= ρ − ρ φ −A a a a  in cylindrical coordinates, de-

termine the closed surface integral of A over the bounding surface of a half 
cylinder defined by 4ρ ≤ , 30 210o o≤ φ ≤ , and 0 5z≤ ≤  as show in 
Fig. 1.33. 

2-9 For the vector field ( )2 23/ cosRR φ= + φD a a  given in spherical coordi-

nates, determine the closed surface integral of D over the bounding surface 
of a volume defined by 0 4R≤ ≤  and 30 60o o≤ φ ≤  as shown in  
Fig, 2.25. 

 
 

  Fig. 2.25  A segment of a sphere (Problem 2-9). 
 
2-10 Determine the gradient of the following scalar fields: 
 (a) 23 10x yU ze += + , 

 (b) ( )25 sin ln 1V z= ρ φ − + , 

 (c) 2sin cos /W R= θ φ . 
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2-11 Take the gradient of a scalar function ( )V z=r  in two different ways and 

compare the results following these steps:  
 (a) Find V∇  in Cartesian coordinates. 
 (b) Transform V into spherical coordinates and then take the gradient. 
 (c) Transform the result in (b) back into Cartesian coordinates. 
2-12 Two families of curves are given by 2 2

1( , )f x y x y c= + =  and 
2 2

2( , ) ( 6)g x y x y c= − + =  in the 0z =  plane, where 1c  and 2c  are 

constants.  Determine the smaller angle between the two curves at point 
:(3,4,0)p . 

2-13 An ellipsoid is defined by 2 2 2 /4 5x y z+ + = .  Find, at point 

1:(2, 3 /2,1)p  on the ellipsoid,  

 (a) outward unit normal vector, and 
 (b) expression for the tangent plane.  
2-14 A family of surfaces is defined as 2 2 2( , , ) 4f x y z x y z c= + + =  in Car-

tesian coordinates.  A curve crosses the family of surfaces at right angles, 
and passes through point :(2,6,32)p .  Find the parametric representation 

of the curve by using x as parameter. 
2-15 An ellipsoidal surface is defined by 2 2 22 8x y z+ + =  as shown in  

Fig. 2.26.   Find 
 (a) parametric representation of the surface by using ρ and φ as parameters, 
 (b) differential area vector at point 1:( 3,1, 2)p  on the ellipsoid, and 

 (c) outward surface normal at 1p  by using the gradient, and compare its 

direction with that of (b). 
 

 
 
  Fig. 2.26 An ellipsoid (Problem 2-15). 
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2-16 Consider a scalar field ( )f =r k r  given in Cartesian coordinates, where 

r  is position vector, and x x y y z zk k k= + +k a a a (a constant vector). 

 (a) Find f∇ . 

 (b) What is the geometric shape that is defined by 1( )f c=r (a constant)? 

 (c) What is the significance of 1c  in part (b)?  

2-17 Under the condition ox x≈ , a smooth function ( )f x  can be expanded by 

Taylor series as ( ) ( ) ( )( )o o of x f x f x x x′= + − , where f ′  is the first de-

rivative of f.  Verify the Taylor series by use of the gradient of f. 
2-18 For the scalar fields U, V, and W given in Problem 2-10, determine the line 

integral of the gradient of each field from point ( )1: 2,2,0p  to point 

( )2: 0,0,2p  in Cartesian coordinates along the intersection between a sur-

face 2 2 22 8x y z+ + =  and the 045φ =  plane: 

 (a) 
2

1

p

p
U d∇ l  in Cartesian coordinates, 

 (b) 
2

1

p

p
V d∇ l  in cylindrical coordinates, 

 (c) 
2

1

p

p
W d∇ l  in spherical coordinates. 

2-19 Determine the divergence of the following vector fields: 

 (a) ( )1/22 2 2
x y zx y z

−
 = + + + + A a a a ,    ( 2 2 2 0x y z+ + > ), 

 (b) 3ln cos zzρ φ= ρ + ρ φ +B a a a , 

 (c) ( )23 sin sin cosR
RR Re R− −

θ φ= + θ + θ φC a a a . 

2-20 Take the divergence of a vector field xx=D a  in two different ways and 

compare the results following these steps:  
 (a) Find ∇ D  in Cartesian coordinates. 

 (b) Transform D into spherical coordinates and then take the divergence. 

2-21  A vector field is defined as ( )sin sin cosρ φ= ρ φ φ + φA a a  in cylindrical 

coordinates.  Verify divergence theorem over the volume enclosed by the 
four surfaces 2ρ = , 4ρ = , 0z = , and 3z = , by computing 

 (a)  closed surface integral 
S

d A s , and 

 (b)  volume integral d∇ A
V

v  in cylindrical coordinates. 

2-22 Given a vector field ( )sin / cosRR φ= φ + φD a a  in spherical coordinates, 

verify divergence theorem over the volume defined by 1 2R≤ ≤  and 
2π ≤ φ ≤ π , as shown in Fig. 2.27, by computing 

 (a) closed surface integral 
S

d D s , and 

 (b) volume integral d∇ D
V

v  in spherical coordinates. 
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  Fig. 2.27 A hemispherical shell(Problem 2-22). 

 
2-23 A vector field is defined as 23 zz=D a  in Cartesian coordinates.  Verify 

divergence theorem over the volume bounded by a cone of half angle 
30oθ =  and the 2z =  plane, by computing 

 (a) closed surface integral 
S

d D s , and  

 (b) volume integral d∇ D
V

v . 

2-24 Take the curl of a vector field 2
y zx z= −A a a  in two different ways and 

compare the results following these steps: 
 (a)  Find ∇ × A  in Cartesian coordinates. 
 (b)  Transform A into cylindrical coordinates and then take the curl. 
2-25 Show that the line integral of a vector field H is independent of the path of 

integration, if H is an irrotational field. 

2-26 For the vector field ( ) 12 2( 2) ( 2) x yx y y x
−
 = + − − − + H a a , find 

 (a) ∇ × H  everywhere except for the point( 0x = , 2y = ), 

  (b) 
1

d H l
C

 , and 

 (c) 
2

d H l
C

 . 

 Here 1C  and 2C  are concentric circles of radius 1 and 3, respectively, 

centered at the origin in the xy-plane. 

2-27 For the vector field ( ) ( )2 22 2x yx y xy y= − + +A a a  given in Cartesian 

coordinates, verify Stokes’s theorem over a triangle residing in the  
xy-plane as shown in Fig. 2.28. 
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 Fig. 2.28 A triangular region in the xy-plane (Problem 2-27). 

 
2-28 Given that ( )1 2(3 ) cos 1 sin z

−
ρ φ= ρ + ρ φ + ρ + φB a a a  in cylindrical coor-

dinates, verify Stokes’s theorem over the outer surface of a hollow cylind-
er, which is closed except for a circular opening on top as shown in  
Fig. 2.29.   

   

 
 
  Fig. 2.29 A hollow cylinder with an opening on top (Problem 2-28). 

 
2-29 A vector field 3 sinRR Rφ= + θH a a  is given in spherical coordinates.  

Over the conical surface shown in Fig. 2.29, verify Stokes’s theorem by 
computing 

 (a) closed line integral d H l
C
 , and  

  (b) surface integral ( ) d∇ × H s
S

 . 
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  Fig. 2.30 A conical surface (Problem 2-29). 

 
2-30 Consider the vector field ( ) ( ), , cosx y z =E A k r , where A and k are 

constant vectors, and r is position vector in Cartesian coordinates.  Under 
what condition is E 

 (a)  solenoidal? 
  (b)  irrotational? 
 



 

Chapter 3 
Electrostatics 

In the first two chapters, we discussed in detail mathematical topics, such as vec-
tor algebra, coordinate systems, and vector calculus, which provide essential tools 
for the study of electromagnetics. We are now ready to study the basic concepts of 
electromagnetics and learn about their applications. This chapter focuses on elec-
trostatics, which deals with static electric fields induced by static electric charges. 
The static electric fields and charges are constant in time, although they may vary 
in space. In the present chapter, we will see that all discussions of static electric 
fields can be boiled down to the divergence and the curl of the electric field. They 
are two fundamental relations in the sense that they allow us to uniquely deter-
mine a static electric field in a given region of space according to Helmholtz’s 
theorem.  

After completing the discussion of steady electric currents in Chapter 4, we 
study magnetostatics in Chapter 5, which deals with static magnetic fields induced 
by steady electric currents. We will also see that all discussions of the static mag-
netic fields can be boiled down to the divergence and the curl of the magnetic 
field. Chapter 6 discusses the modification of the above two curl equations under 
time-varying conditions. The two modified curl equations and the two divergence 
equations comprise Maxwell’s equations, which form the foundation of electro-
magnetic theory. Chapters 7 and 8 explore the electromagnetic waves formed by 
mutually coupled time-varying electric and magnetic fields.  

The fundamental laws of electromagnetics were established through experi-
mental observations and a generalization process. They are usually expressed in 
the form of mathematical formulas. This does not necessarily mean that an elec-
tromagnetic law can be derived from another through mathematical manipulations, 
although some auxiliary relations may be derived from the fundamental laws. 
Whereas the steps taken for solving an electromagnetic problem may have their 
origins in either physical arguments or mathematical theorems, it is important to 
distinguish between those origins to avoid confusion and best comprehend the un-
derlying concepts.  

Although one may consider electrostatics as a simpler case of electromagnetics, 
a complete mastery of electrostatics is essential not only for better understanding 
of general electromagnetic theory, but also for solving practical problems, such as 
those encountered with laser printers, Liquid Crystal Displays (LCDs), and elec-
trostatic actuators in Microelectromechanical Systems (MEMS). 



118 3   Electrostatics
 

In the present chapter, our discussion starts with Coulomb’s law, followed by 
the concept of electric fields. We then introduce Gauss’s law and define electric 
potential, and show how they can be used for determining the electric field in a 
given problem. Extending our discussion of static electric fields into material me-
dia, we define electric flux density. We compute the energy stored in electric 
fields and examine how a capacitor can store electric energy. We will see how the 
divergence and the curl of a static electric field can be combined into Poisson’s 
and Laplace’s equations, and discuss applications of these equations to boundary 
value problems for electric potential, and thus, electric fields. 

3.1   Coulomb’s Law 

Static electricity was known to ancient Greeks who observed that rubbing a piece 
of amber on fur or silk attracted straw, lint or feather. Electron is the Greek word 
for amber. It took many centuries before the magic revealed its connection to stat-
ic electric charges. In a simple atomic model, an atom consists of a positively 
charged nucleus and negatively charged electrons orbiting around the nucleus. 
Rubbing amber against fur removes the bound electrons of the fur and imparts 
them to the amber, causing the fur to be positively charged and the amber to be 
negatively charged.  

Coulomb’s law is a physical law; it was established through elaborate experi-
ments on two static electric charges separated in free space. Coulomb’s law states 
that the electric force exerted on a charge is proportional to the product of two 
charges and inversely proportional to the square of the distance between the 
charges. The mathematical expression for Coulomb’s law is  

 1 2
2

1
4 o

q q
F =

πε R
                              (3-1) 

where 1q  and 2q  are the charges measured in coulombs [C], and R is the dis-

tance between the charges measured in meters [m]. The universal constant oε  is 

called the permittivity of free space (or vacuum), measured in farads per meter 
[F/m], having the value of 

 128.854 10o
−ε = ×  [F/m] 

It is acceptable to use ( ) 91/36 10o
−ε ≅ π × [F/m] ignoring a small error. In a ma-

terial medium, oε  is replaced by a material constant ε  called a permittivity, as 

will be discussed in Section 3-5.  
Two point charges of the same polarity repel each other along the line joining 

two charges, whereas two point charges of the opposite polarities attract each oth-
er along the line. Coulomb force is another name for the electric force exerted on a 



3.1   Coulomb’s Law 119
 

point charge due to the other. Using vector notation, we express the Coulomb 
force exerted on 1q  due to 2q  as 

 1 2
1 1 22

1 24 o

q q
−

−

=
πε

F a
R

              [N]            (3-2) 

In the above equation, 1 2−R  and 1 2−a  are the magnitude and the unit vector of 

the distance vector defined by  

 1 2 1 2− = −r rR                              (3-3) 

This is a vector drawn from the point of 2q  to the point of 1q  in space. The sub-

script 1-2 on R suggests that 1 2−R  is a vector “from 2 to 1”, while mimicking the 

subtraction on the right-hand side of the equal sign. Throughout the text, subscript 
a-b denotes something from b to a, whereas subscript ab may stand for some-
thing from a to b. The unit vector of 1 2−R  can be expressed in terms of two posi-

tion vectors 1r  and 2r , that is,  

 1 2 1 2
1 2

1 2 1 2

−
−

−

−
= =

−
r r

a
r rR

R
                         (3-4) 

Inserting Eq. (3-4) into Eq. (3-2), the Coulomb force on point charge 1q  due to 

point charge 2q  is expressed as follows:  

 1 2 1 2
1 3

1 2
4 o

q q −
=

πε −
r r

F
r r

              [N]            (3-5) 

where 1r  and 2r  are the position vectors of 1q  and 2q , respectively.  

The relation between the vectors in Eq. (3-5) is shown in Fig. 3.1, in which 
charge 1q  is located at point 1p  with position vector 1r , while charge 2q  is lo-

cated at point 2p  with position vector 2r . In view of Eq. (3-5), point 1p  

represents a point in space at which the electric force 1F  is observed; it is called a 

field point. Meanwhile, point 2p  represents a point at which the source charge is 

located; it is called a source point. From now on, the distance vector refers to a 
vector from a source point to a field point. In this case, 1r  or r stands for the posi-

tion vector of the field point, whereas 2r  or ′r  stands for the position vector of 

the source point. Since the Coulomb force is observed at the field point, we ex-
press those vector quantities such as 1F , 1r , 1 2−R , and 1 2−a  in terms of the base 

vectors xa , ya , and za  at the field point 1p . It should be noted that their scalar 

components may depend on the coordinates of both source and field points.  
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Fig. 3.1 Two point charges are at position vectors 1r  and 2r . 

The Coulomb force is a mutual force such that the force acting on 2q  due to 

1q  has the same magnitude as 1F  but is directed along the opposite direction, 

2 1= −F F . Expressed mathematically,  

 2 1 2 1
2 13

2 1
4 o

q q −
= = −

πε −
r r

F F
r r

                    (3-6) 

It is important to note that since 2F  is observed at point 2p , this force should be 

described by the base vectors at point 2p , which is now a field point.  

 
Example 3-1 
Determine the Coulomb force acting on a point charge 1q  located at (2,3,5) in 

Cartesian coordinates due to a point charge 2q  located at (1,1,3). 

 
Solution 

Position vectors of 1q  and 2q  are, respectively, 

1 2 3 5x y z= + +r a a a  

2 3x y z= + +r a a a  

Distance vector is 

1 2 1 2 2 2x y z− = − = + +r r a a aR  
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The magnitude and unit vector of 1 2−R  are 

2 2
1 2 1 2 1 2 2 3− = − = + + =r rR                  (3-7a) 

1 2

1 2 2
3 3 3x y z− = + +a a a a                     (3-7b) 

Substituting Eq. (3-7) into Eq. (3-2), we obtain 

1 2
1 3

( 2 2 )
4 3 x y z

o

q q
= + +

πε
F a a a . 

 

Example 3-2 
Find an expression for the electric force acting on 1q  at ( , , ) (2,3, 3)x y z =  due 

to 2q  located at the origin in (a) Cartesian coordinates, and (b) spherical coordinates 

Solution 
(a) Position vectors of the charges are, respectively, 

 1 2 3 3x y z= + +r a a a  

 2 0=r  

 Distance vector and its magnitude are  

 1 2 1 2 2 3 3x y z− = − = + +r r a a aR  

 2 2 2
1 2 2 3 ( 3) 4− = + + =R  

 From Eq. (3-5), the electric force on 1q  is  

1 2 1 2
1 1 23 4

1 2

(2 3 3 )
4 4 x y z

o o

q q q q
−

−

= = + +
πε πε

F a a a
R

R .            (3-8) 

(b) Radial distance from the origin to the point of 1q  is 

 2 2 22 3 ( 3) 4R = + + =  

 Since the source point is at the origin, the distance vector is simply given by 

 1 2 4 R− = aR  

 The electric force on 1q  due to 2q  is therefore 

1 2 1 2
1 1 22 3

1 24 4 R
o o

q q q q
−

−

= =
πε πε

F a a
R

                    (3-9) 

 Coordinate transformation of Eq. (3-9) into Cartesian coordinates can show 
that the results in Eq. (3-9) and Eq. (3-8) are the same.  
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Exercise 3.1 
 A charge 2q  experiences an electric force of 1[N] at a distance 1[m] from 

another charge. Find the distance at which the force on 2q  is reduced to 0.5[N]. 

Ans. 1.414[m] .  

3.2   Electric Field Intensity 

The electric field intensity is defined as the electric force exerted on a unit test 
charge. If a point charge q is located at a point with position vector ′r  in free 
space, the electric field intensity at a point with position vector r is expressed as  

 3
( )

4 o

q ′−=
πε ′−

r r
E r

r r
           [V/m]            (3-10) 

which is measured in volts per meter. E(r) in Eq. (3-10) is a vector function. For 
the charge q located at the position vector ′r , E(r) specifies the electric force vec-
tor acting on a unit charge located at the position vector r. The vector function 
E(r) defines a vector field, called an electric field, in the region surrounding the 
source charge. As an example, the electric field due to a point charge q is depicted 
in Fig. 3.2, in which shades are used for visual effects.  
 
 

 

Fig. 3.2 The electric field due to point charge q at position vector ′r . 

Example 3-3 
Find an expression for the electric field of a point charge q located at the origin in 
(a) Cartesian coordinate system, and  
(b) spherical coordinate system.  
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Solution 
(a)  Position vectors of the field and source points are 

 x y zx y z= + +r a a a  

 0′ =r  

 Magnitude of the distance vector is 

 2 2 2x y z′= − = + +r rR  

 From Eq. (3-10), the electric field of a point charge q located at the origin in 
Cartesian system is 

+ +
=

πε + +2 2 2 3/2
( ) .

4 [ ]
x y z

o

x y zq

x y z

a a a
E r                    (3-11) 

(b)  For a point charge located at the origin, the distance vector in spherical 
coordinates is 

 RR= aR  

 The electric field of the charge q located at the origin in spherical system is  

2
( )

4 R
o

q
R

=
πε

E r a                            (3-12) 

The point charge placed at the origin has spherical symmetry: it appears the 
same as we move around it varying θ and φ while keeping R constant. As 
was discussed in Chapter 1, the resulting vector field should be independent 
of θ and φ, and have neither the θ- nor the φ-component.  

In Eqs. (3-11) and (3-12), the origin is excluded, because it is physically 
occupied by the point charge, and therefore the electric field is not defined.  

 

Exercise 3.2 
 Show that E in Eq. (3-12) is irrotational, forming a conservative field, and also 

solenoidal in the region 0R > . 

Ans. 0∇ × =E  and 0∇ =E . 

3.2.1    Electric Field due to Discrete Charges 

The electric field intensity obeys the principle of superposition such that the total 
E due to multiple charges is equal to the vector sum of E‘s due to all the indi-
vidual charges. The superposition of the electric field is based on the fact that the 
electric field of a charge is unaffected by the existence of the other charges or  
other electric fields. According to the principle of superposition, the total E at  
position vector r due to N point charges is expressed as 

 
3

1

( )
4

N
j j

j o j

q

=

−
=

πε −


r r
E r

r r
                       (3-13) 
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where jq  is a charge at position vector jr . As an example, the electric field in-

tensity due to two point charges 1q  and 2q  is depicted in Fig. 3.3, in which 

shades are used for visual effects. 

 

Fig. 3.3 Principle of superposition of the electric field intensity. 

Example 3-4 
Determine E due to two point charges +q and –q separated by a small distance d, 
which is called an electric dipole, as shown in Fig. 3.4. 

 

Fig. 3.4 An electric dipole consists of two identical charges of the opposite polarities sepa-
rated by a small distance. 
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Solution 
Position vector of a field point in Cartesian coordinates is  

x y zx y z= + +r a a a  

Position vectors of two source points are 

( /2) zd+ =r a  

( /2) zd− = −r a  

Two distance vectors are given as follows: 

( /2)x y zx y z d+ +≡ − = + + −r r a a aR              (3-14a) 

( /2)x y zx y z d− −≡ − = + + +r r a a aR              (3-14b) 

Applying the law of cosines to two triangles, ( )q op+  and ( )q op− , we have  

2 21 1
2 2( ) 2 ( )cosr d r d+ = + − θR                   (3-15a) 

2 21 1
2 2( ) 2 ( )cos( )r d r d− = + − π − θR                (3-15b) 

From Eq. (3-13), the electric field of a dipole is in general written as  

3 3( )
4 ( ) ( )o

q + −

+ −

 
= − πε  

E r
R R
R R

                     (3-16) 

Under the condition d>>r , the term 21
2( )d in the radicand in Eq. (3-15) is 

ignored compared with the other two. With the aid of the binomial 
expansion, (1 ) 1na na± ≈ ±  (for 1a <<  and for any real n), we write  

3 2 3/2 3

1 1 1 3
1 cos

( ) [ cos ] 2
d

r rd r r+
 ≅ ≅ + θ − θ  R

           (3-17a) 

3 2 3/2 3

1 1 1 3
1 cos

( ) [ cos ] 2
d

r rd r r−
 ≅ ≅ − θ + θ  R

           (3-17b) 

Inserting Eqs. (3-14) and (3-17), into Eq. (3-16), and substituting R=r , 

we obtain  

( )3( ) 3 cos
4 z x y z

o

q d
d x y z

R R
 = − + + + θ πε  

E r a a a a        (3-18) 

Transforming the coordinates, we have  

x y z Rx y z R+ + =a a a a                    (3-19a) 

cos sinz Rd d d θ− = − θ + θa a a                 (3-19b) 
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Substituting Eq. (3-19) into Eq. (3-18), the electric field intensity of an 
electric dipole is 

[ ]3
( ) 2cos sin

4 R
o

q d

R θ= θ + θ
πε

E r a a                 (3-20) 

The electric dipole is the simplest model of an atom for electricity. It is 
useful for examining the interaction between a material and an external 
electric field for the electrical property of the material.  
 

Exercise 3.3 
 Two identical point charges are at 1x = −  and 3x =  on the x-axis, 

respectively. Locate the point where E is zero. 

Ans. A point at 1x =  on the x-axis.  

Exercise 3.4 
 Is it always true that E due to multiple charges is irrotational only because E due 

to a single point charge is irrotational?  

Ans. Yes, because 0∇ × =E  is a linear equation.  

3.2.2   Electric Field due to a Continuous Charge Distribution 

When a large number of discrete charges are concentrated in a small region of 
space, and the spacing between adjacent charges is much shorter than the distance 
from the charge to the field point, we may disregard the discrete nature of the 
charges and treat the charges as a continuous quantity in the given region. Under 
these conditions, the given region of space is subdivided into many infinitesimal 
elements of volume, each of which is large enough to contain a large number of 
charges yet small enough to be considered as a point when seen from the field 
point. Then the total electric field intensity at the field point is obtained by sum-
ming the contributions from all the individual volume elements.  

To describe the charges distributed in a volume, we define a volume charge 
density ρv  as charges per unit volume, which is measured in coulombs per cubic 

meter 3[C/m ] . The volume charge density allows us to use a volume integral, in-

stead of the summation, in computing the total electric field intensity. Similarly, 
for the charges confined to a surface, we define a surface charge density ρs  as 

charges per unit area, which is measured in coulombs per square meter 2[C/m ] . If 

the charges are confined to a line, we define a line charge density ρl  as charges 

per unit length, which is measured in coulombs per meter [C/m] . For the total 

electric field intensity due to ρs , or ρl , a surface integral is taken over the sur-

face of ρs , or a line integral is taken along the line of ρl .  
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Let Δv  be an incremental volume centered at position vector ′r , containing 
an incremental charge qΔ . The volume charge density at the point is then defined 
as 

 
0

( ) lim
q

Δ →
Δ′ρ =
Δ

rv v v
            3[C/m ]            (3-21) 

Here, Δv  is large enough to contain a large number of discrete charges but small 
enough to be regarded as a point at position vector ′r . The volume charge density 

( )′ρ rv  is generally a smooth function of position in three-dimensional space, and 

thus has continuous partial derivatives. 
When a volume charge of a density 3[C/m ]ρv  is present in a region of space, 

the region is first subdivided into N incremental elements of volume before we can 
compute the electric field of the charge. An element of volume centered at posi-
tion vector j′r , which is denoted as ( )j′Δ rv , will contain an incremental charge 

( ) ( )j j jq ′ ′= ρ Δr rv v . Next, we apply Coulomb’s law to these incremental charges, 

and add the electric field intensities due to all the individual elements. Taking the 
limit as N → ∞  and 0Δ →v , we obtain the electric field intensity at position 
vector r as  

 
2

10

( ) ( )
( ) lim

4

N
j j

N
j o j

→∞
=Δ →

′ ′ρ Δ
=

πε ′−


r r a
E r

r r

Rv

v

v
                  (3-22) 

where aR  is a unit vector in the direction of the distance vector j′= −r rR . We 

note that the charge contained in an element of volume ( )j′Δ rv  is regarded as a 

point charge in Eq. (3-22). Nevertheless, Eq. (3-22) is distinguished from Eq. (3-
13) in that the volume charge density ρv  is a continuous function of position. We 

know from calculus that the right-hand side of Eq. (3-22) is a volume integral of 
the summand over a total volume N Δv . The electric field intensity due to a vo-
lume charge density ρv  is therefore  

 2

1
( )

4 o

d
′

′ρ
=

πε
′E r aRV

v

R
v            [V/m]           (3-23) 

Here, R and aR  are the magnitude and direction of the distance vector 

′= −r rR , and r and ′r  are the position vectors of the field and source points, 
respectively. It should be noted that E in Eq. (3-23) is expressed in terms of mixed 
coordinates: the primed coordinates are used to express the quantities at the source 
point, whereas the unprimed coordinates are used to express the quantities at  
the field point. We also note that the coordinate axes of the primed system  
exactly coincide with those of the unprimed system; they are only called different-
ly. The volume integral in Eq. (3-23) is conducted in the primed coordinates, 
while the unprimed coordinates are regarded as constants. The unit vector aR  
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cannot be taken outside the integral in Eq. (3-23), because it varies with  
the primed coordinates, as is evident from the distance vector 

( ) ( ) ( )x y zx x y y z z′ ′ ′ ′− = − + − + −r r a a a .  

Following the same procedure as was used for the volume charge, the surface 
with a surface charge density ρs  is subdivided into many incremental elements of 

surface. A surface element of an area d ′s  carries an incremental charge d′ρ ′s s , 

which is regarded as a point charge at position vector ′r . Applying Coulomb’s 
law to these incremental charges, we obtain the electric field intensity due to a sur-
face charge density ρs  as  

 2

1
( )

4 o

d
′

′ρ
=

πε
′E r aRS

s

R
s              [V/m]         (3-24) 

where 2 2 2 1/2[( ) ( ) ( ) ]x x y y z z′ ′ ′ ′= = − = − + − + −a r r a aR R RRR  in Cartesian 

coordinates. Again, the surface integral in Eq. (3-24) is conducted in the primed 
coordinates, while the unprimed coordinates are regarded as constants.  

The same procedure is followed to obtain the electric field intensity of a line 
charge density ρl . A line segment of a differential length d ′l  contains an incre-

mental charge d′ρ ′l l , which is regarded as a point charge at position vector ′r . 

Applying Coulomb’s law to these incremental charges, we obtain the electric field 
intensity due to a line charge density ρl  as  

 2

1
( )

4 o

d
′

′ρ
=

πε
′E r aRL R

l l               [V/m]          (3-25) 

where ′= = −a r r aR RRR .  

 

Fig. 3.5 Electric field intensity due to a volume charge density. 



3.2   Electric Field Intensity 129
 

Example 3-5 
Determine the electric field intensity of an infinitely long, straight, line-charge of a 
uniform density ρ ol  that is along the z-axis, as shown in Fig. 3.6. 

 

Fig. 3.6 An infinitely long, straight, line-charge. 

Solution 
In view of the cylindrical symmetry of the line charge, the field point is 
assumed to be on the y-axis without loss of generality. The position vectors 
of the field and source points are  

ρ= ρr a  

'zz′ ′=r a  

The distance vector is expressed in terms of the base vectors ρa , φa , and 

za  at the field point. Noting that z z′ =a a , we have  

zzρ′ ′= − = ρ −r r a aR                       (3-26) 

Differential charge at the source point is  

dq dz ′= ρ ol  
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From Coulomb’s law, the differential field dE at the field point due to dq at 
the source point is  

3 2 2 3/24 4 ( )
z

o o

zdz dz
d

z
ρ ′ρ −′ ′ρ ρ

= =
′πε πε ρ +

a a
E o o

R
l lR

              (3-27) 

We see from Eq. (3-27) that two differential charges of an equal amount 
dz ′ρ ol , located at z a′ =  and z a′ = −  will result in 0zd =E a .  

Adding only the ρ-component of dE, we obtain  

2

2 2 3/2 2 2

/
4 ( ) 4

z

o o
z

dz z
d

z z

′=∞
∞ρ ρ

−∞
′=−∞

 ρ ρ ρ ρ′ ′ ρ = = =
 ′πε ρ + πε ′ρ + 

 
a a

E E o ol l     (3-28) 

The electric field intensity at a distance ρ from an infinitely long, straight, 
line-charge of a density ρ ol , which lies along the z-axis, is 

2 o
ρ

ρ
=

πε ρ
E aol                  [V/m]         (3-29) 

Here, ρ ol  is the line charge density, while ρ is the radial distance in 

cylindrical coordinates. 
For future reference  

2

2 2 3/2 2 2

/
( )

dx x a
x a x a

=
+ +                     (3-30) 

Let us now examine the line charge for symmetry. The infinitely long line 
charge lying along the z-axis has cylindrical symmetry, translational 
symmetry in the z-direction, and twofold rotational symmetry about the x-
axis. The line charge appears the same even if it is rotated about the z-axis, 
or displaced in the z-direction, or rotated about the x-axis by 180o . Under 
these conditions, the resultant vector field is independent of φ and z, and has 
no φ- and no z-component such that it is of the form ( ) ( )Eρ ρ= ρE r a , as we 

see from Eq. (3-29). 
  

Example 3-6 
A uniform line charge density ρ ol  forms a circle of radius a in the 0z =  plane, 

with the center at the origin, as shown in Fig. 3.7.  
(a) Find E at a point 1:(0,0, )p b  on the z-axis. 

(b) Show that the line charge can be regarded as a point charge positioned at the 
origin as b → ∞ .  
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Fig. 3.7 A line charge density on a circle. 

Solution 
(a) Position vectors of the field and source points are 

zb=r a  

1 1(cos sin )x ya a′ρ′ = = φ + φr a a a  

In a mixed coordinate system, the distance vector is expressed as  

zb a ′ρ′= − = −r r a aR  

The unit vector ′ρa  will be transformed to the unprimed coordinates if it 

does not vanish in the final expression for E. 
Differential charge at the source point with position vector ′r  is  

dq ad ′= ρ φol  

Differential field at the field point with position vector r is  

3 2 2 3/2

( )

4 4 ( )
z

o o

a bad ad
d

a b
′ρ− +′ ′ρ φ ρ φ

= =
πε πε +

a a
E o o

R
Rl l              (3-31) 

Although the field dE due to charge dq at 1′φ = φ  has exactly the same 

form as the field dE due to charge dq at 1′φ = φ + π , the direction of ′ρa  at 

1′φ = φ  is opposite to the direction of ′ρa  at 1′φ = φ + π . Thus, the terms 



132 3   Electrostatics
 

with ′ρa  do not contribute to dE. By adding the z-components of dE, we 

obtain the total electric field intensity at the field point as  

φ = π

φ =

ρ ρ
= = φ =

πε + ε + 
' 2

2 2 3/2 2 2 3/2' 0
' .

4 ( ) 2 ( )
z z

o o

ab ab
d d

a b a b

a a
E E o ol l       (3-32) 

(b) The total charge on the circle is 

2Q a= π ρ ol                             (3-33) 

Substituting Eq. (3-33) for ρ ol  in Eq. (3-32), and using the approximation 
2 2 3/2 3( )a b b+ ≈  as b → ∞ , we obtain  

24 z
o

Q
b

=
πε

E a                          (3-34) 

Eq. (3-34) can be viewed as the electric field intensity at a distance b from a 
point charge Q positioned at the origin.  
 

Exercise 3.5 
A uniform line charge density ρ ol  extends from 10z = −  to 10z =  along the z-

axis. Determine E at a point ( )3,4,0  in Cartesian coordinates. [Hint: Eq. (3-28]] 

Ans. 
3 4
5 55 5

x y

o

ρ  = + πε  
E a aol . 

Exercise 3.6 
 An infinitely long line charge of a density 3[nC/m]ρ =l  is parallel to the z-axis, 

passing through a point (0,2,0) in Cartesian coordinates. Determine E at a point 
(4,5,-2). 

Ans. 8.6 6.5 [V/m]x y= +E a a . 

Review Questions with Hints 

RQ 3.1 State Coulomb’s law in words. [Eq.(3-1)]  
RQ 3.2 What are the source and field points? [Fig.3.2] 
RQ 3.3 Define electric field intensity. [Eq.(3-10)] 
RQ 3.4 State the principle of superposition of E. [Eq.(3-13)] 
RQ 3.5 What are the units of volume, surface, and line charge density?  
  [Eqs.(3-23)(3-24)(3-25)] 
RQ 3.6 Describe how E varies with distance for a point charge, an electric di-

pole, and an infinitely long line charge, respectively. 
  [Eqs.(3-12)(3-20)(3-29)] 
RQ 3.7 Describe how E due to an electric dipole varies with the separation be-

tween two charges. [Eq.(3-20)] 
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3.3   Electric Flux Density and Gauss’s Law 

In section 3-2, the electric field of a point charge was obtained as in Eqs. (3-11) 
and Eqs. (3-12). We also saw that a point charge is the simplest source of the elec-
tric field. Figure 3-8(a) illustrates the electric field intensities observed at different 
points in space, which are produced by a point charge. In Fig. 3-8(b), electric field 
lines are used to depict the electric field, which are also called electric flux lines.  
Electric field lines originate from positive charges and terminate on negative 
charges. The electric field vector at a point is tangential to the field line, and the 
magnitude of the field is described by the density of the field lines in the neigh-
borhood of the point. Extending the electric field to a distribution of charges, the 
total electric field intensity at a point is the sum of those due to the individual 
charges, in accordance with the principle of superposition. Both a single and  
multiple charges produce the electric field showing no abrupt change in the mag-
nitude and direction in free space. Therefore, the electric field lines of a charge 
distribution are given by smooth curves in a homogenous medium. 

 

Fig. 3.8 A point charge (a) electric field vectors (b) electric field lines. 

3.3.1   Electric Flux Density 

We now examine the experiment on electrostatic induction as depicted in Fig. 3.9. 
The space between two concentric and perfectly conducting spheres is filled with 
a dielectric, or an insulating material, such that no free charge may be in motion in 
the region. The net charges of +Q[C] are imparted to the inner sphere where they 
are free to move. The charges should distribute themselves uniformly on the  
surface of the conductor in order not to produce any electric field inside the con-
ductor. Otherwise, the internal electric field would accelerate the charges instanta-
neously, generating an infinite conduction current, and thus causing redistribution 
of the charges until there is no electric field inside the conductor. Just after the 
outer conductor is connected momentarily to ground for discharge, the induced 
charges of −Q[C] are observed on the outer conductor, independent of the dielec-
tric filling in the gap. This electrostatic induction was interpreted by early pioneers 
as the result of some sort of displacement, or the electric flux, which starts at the 
inner conductor and ends at the outer conductor.  
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The total electric flux Ψ  coming out of the inner conductor equals the net 
charge on the conductor. That is, 

 QΨ = +                                (3-35) 

which is measured in coulombs[C]. Here, we define the electric flux density D as 
the electric flux per unit area, which is measured in coulombs per square me-
ter 2[C/m ] . The electric flux density is a vector field, generally given as a smooth 

function of position. It is important to note that the magnitude of D represents the 
net flux crossing a unit area of the cross section, or the plane perpendicular to the 
direction of D.  

 

Fig. 3.9 Electrostatic induction. The total electric flux equals the net charge +Q[C].  

Let us digress briefly and explore the uniform surface charge on a perfectly 
conducting sphere for symmetry. The uniform surface charge has spherical sym-
metry: it appears the same as we move around it varying θ and φ while keeping R 
constant in spherical coordinates. As was mentioned in Chapter 1, the spherical 
symmetry assures that the resultant vector field is independent of θ and φ, and has 
neither the θ- nor the φ-component. Therefore the electric flux density induced by 
the uniform surface charge on the sphere should be of the form ( ) RG R=D a  in 

spherical coordinates.  
We see from Fig. 3.9 that the geometry of the two-sphere configuration has 

spherical symmetry, and thus the uniform distribution of charges on the conduc-
tors also has the spherical symmetry. As a result, the electric flux density in the 
gap should be of the form ( )R RD R=D a . To compute the total electric flux, we 

construct a hypothetical sphere of radius oR  in the space between the conductors, 

and take the surface integral of D over the sphere as follows: 

 
2 2 2

0 0
sin 4R o o Rd D R d d R D

π π

θ= φ=
Ψ = = θ θ φ = π  D s

S
            (3-36) 
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Noting that the total electric flux QΨ = + , the electric flux density on the hypo-

thetical sphere of radius oR  is obtained from Eq. (3-36) as  

 
24R R R

o

Q
D

R
+= =
π

D a a                         (3-37) 

The electric flux density given in Eq. (3-37) would remain the same, even if the 
gap were filled with a different dielectric, or even if the inner sphere were shrun-
ken to a point at the origin and the outer sphere were expanded to infinity, keeping 
the total charges on the spheres constant. In view of these discussions, the electric 
flux density due to a point charge q located at the origin is given, in spherical 
coordinates, as  

 24 R

q

R
=

π
D a                 2[C/m ]                (3-38) 

It is should be noted that Eq. (3-38) is true regardless of the dielectric surrounding 
the point charge.  

Borrowing from Section 3-2, the electric field intensity due to a point charge q 
located at the origin in free space is  

 
24 R

o

q
R

=
πε

E a                            (3-12) 

Comparison of Eq. (3-38) with Eq. (3-12) leads to the relation between D and E in 
free space, that is,  

 o= εD E                   2[C/m ]               (3-39) 

where oε  is the permittivity of free space. This is the constitutive relation for D 

and E in free space.  
Following the same procedure as was used for the electric field, the electric 

flux density due to a continuous distribution of charges is expressed as follows:  

 2

1
( )

4
d

′
′ρ

=
π

′D r aRV

v

R
v          (volume charge)     (3-40a)  

 2

1
( )

4
d

′
′ρ

=
π

′D r aRS

s

R
s            (surface charge)     (3-40b) 

 2

1
( )

4
d

′
′ρ

=
π

′D r aRL R
l l          (line charge)       (3-40c) 

where 2 2 2 1/2[( ) ( ) ( ) ]x x y y z z′ ′ ′ ′= − = − + − + −r rR  in Cartesian coordinates, 

and aR  is a unit vector in the direction of R. We note that Eq. (3-40) is written  

in terms of mixed coordinates: the primed coordinates are used to express the  
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quantities at the source point, while the unprimed coordinates are used to express 
the quantities at the field point.  

In a material medium, the expression for D is the same as Eq. (3-40). However, 
the constitutive relation in Eq. (3-39) needs to be modified. The behavior of a di-
electric in an external electric field will be discussed in Section 3-5.  
 
Exercise 3.7 

 A net charge of +Q[C] is imparted to a conducting cube. Find the total electric 
flux leaving the cube. 

Ans. +Q[C] 

Exercise 3.8 
 One sphere in Fig. 3.9 is brought closer to the other(not concentric any more). (a) 

Are +Q and −Q still uniform on the spheres? If not, (b) locate the point where the 
charges are concentrated the most.  

 [Hint: 0=E  inside the conductor due to electric dipoles straddling the gap.]  

Ans. (a) No, (b) The point where two spheres are closest to each other. 

Exercise 3.9 
 Determine the divergence of the electric flux density that is produced by a point 

charge in free space. 

 Ans. 0∇ =D . 

3.3.2   Gauss’s Law 

Earlier, the electric flux density caused by a point charge located at the origin was 
obtained as in Eq. (3-38). By taking the divergence of both sides of Eq. (3-38), we 
obtain 0∇ =D  in the region 0R > . This implies that the integral of D over 

any closed surface, not enclosing the origin, is identically zero. Next, from Eq. (3-
38) we can easily show that the closed surface integral of D over a sphere centered 
at the origin is equal to q. Does this imply that the integral of D over any closed 
surface S, enclosing the origin, is always equal to q? To answer this question, we 
separate the volume enclosed by S into two parts: a small sphere centered at the 
origin and the remainder between the sphere and S. Since the closed surface 
integral of D over the bounding surface of the remainder is always zero, the 
integral of D over S shrinks to the closed surface integral of D over the small 
sphere center at the origin. Thus the integral of D over any closed surface, enclos-
ing the origin, is always equal to q. The principle of superposition makes it possi-
ble to extend the electric flux of a point charge to an arbitrary distribution of 
charges.  

Generalizing the electric flux of a point charge to an arbitrary distribution of 
charges leads to the Gauss’s law, which states that  

the net outward electric flux passing through any closed surface is equal to the 
total charge enclosed by that surface.  
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Gauss’s law is expressed mathematically as  

 d Q= D s
S
                 [C]               (3-41) 

The small circle on the integral sign signifies that surface S is closed. The dot 

product in the integrand is required to convert the differential area ds  on sur-

face S to an equivalent area on the cross section of D. It should be noted that the 
differential area vector ds, on a closed surface, always points outward from the 
enclosed volume. For this reason, a positive value of the integral on the left-hand 
side of Eq. (3-41) means that the electric flux of Q coulombs is coming out of the 
volume enclosed by surface S.  

Gauss’s law can also be written in terms of a volume charge density ρv as  

 d d= ρ D s
S V v v                            (3-42) 

where V is the volume bounded by the surface S. 
Coulomb’s law is the fundamental law of electrostatics, which we can apply 

any time to determine E of a charge distribution. Meanwhile, Gauss’s law is par-
ticularly useful for determining D when the charge distribution has certain sym-
metry. The application of Gauss’s law, however, is subject to the proper choice of 
a closed surface S, called a Gaussian surface. It should be noted that the Gaussian 
surface is a hypothetical surface defined mathematically. Through the Gaussian 
surface, the closed surface integral of D can be greatly simplified to a simple alge-
braic equation. The Gaussian surface S should be chosen such that  

D on the Gaussian surface is always constant and normal to the sur-
face( d Dds= =D s constant). Otherwise, D on a part of the Gaussian surface is 

tangential to the surface( 0d =D s ).  

To obtain the point form of Gauss’s law, which is also called the differential 
form, both sides of Eq. (3-42) are divided by an incremental volume Δv  bounded 
by a small closed surface S. Taking the limit as 0Δ →v , we have 

 
0 0

lim lim
d Q

Δ → Δ →
=

Δ Δ
 D s

S

v vv v


                      (3-43) 

We immediately recognize that the left-hand side of Eq. (3-43) is the divergence 
of D, and the right-hand side is the volume charge density at a point in space, or 
the center of Δv . The point form of Gauss’s law is therefore,  

 ∇ = ρD v                3[C/m ]                (3-44) 

Alternatively, we can derive the point form by applying divergence theorem to the 
left-hand side of Eq. (3-42) such as 

 d d∇ = ρ D
V V vv v                          (3-45) 
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Since the volume V may be arbitrary, only if it encloses all the charges under con-
sideration, the two integrands in Eq. (3-45) should be the same at every point in V 
to satisfy the equality, namely, ∇ = ρD v .  

 
Example 3-7 
Determine the electric field intensity due to a uniform volume charge density ρvo  

forming a spherical shell of an inner radius a and an outer radius b, as shown in 
Fig. 3.10.  

 

Fig. 3.10 A volume charge forming a spherical shell.  

Solution 
The volume charge has spherical symmetry, and thus the resulting D is 
expected to be of the form ( )R RD R=D a . In view of the functional form of 

D, we construct a Gaussian surface in the form of a spherical surface 
concentric with the charge.  

(a) In the region R b≥ , the net outward electric flux through the Gaussian 
surface of radius 1R b≥  is  

2 2 2
1 10 0

sin 4R RS
d D R d d D R

π π

θ= φ=
= θ θ φ = π  D s           (3-46) 

 where the differential area vector 2
1 sin Rd R d d= θ θ φs a  

Next, the total charge enclosed by the Gaussian surface is  

2 2 3 3

0 0

4
sin ( )

3

b

R a
Q d R dR d d b a

π π

= θ= φ=

π= ρ = ρ θ θ φ = ρ −   V v vo vov    (3-47) 

 where the differential volume 2 sind R dR d d= θ θ φv  

Combining Eqs. (3-46) and (3-47) leads to  

     3 3
2
1

( )
3RD b a

R

ρ
= −vo  

 Thus, in the region R b≥ , omitting subscript 1 for generalization,  
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 3 3
2

( )
3R R RD b a

R

ρ
= = −D a avo   

     3 3
2

( )
3 R

o o

b a
R

ρ
= = −

ε ε
D

E avo .  (3-48) 

(b) In the region a R b≤ ≤ , the net outward electric flux through the Gaussian 
surface of radius 2a R b≤ ≤  is  

     2
24R R Rd D d D R= = π D s a s

S S
    

 The total charge enclosed by the Gaussian surface is  

 
2 2 2 3 3

20 0

4
sin ( )

3

R

R a
Q d R dR d d R a

π π

= θ= φ=

π= ρ = ρ θ θ φ = ρ −   V v vo vov  

 Combining the two equations gives 

 3 3
22

2

( )
3RD R a
R

ρ
= −vo  

 Thus, in the region a R b≤ ≤ , omitting subscript 2 for generalization, 

     3 3
2

( )
3 RR a
R

ρ
= −D avo  

     3 3
2

( )
3 R

o o

R a
R

ρ
= = −

ε ε
D

E avo . (3-49) 

(c) In the region R a≤ , no charge is enclosed by the Gaussian surface of 
radius 3R a≤ , and thus 0RD = . In the region R a≤ , we have  

     0= =D E . (3-50) 

 Even if the closed surface integral of D is always zero regardless of the 
closed surface, in a region of space, it does not necessarily means that 

0=D  at every point in the region. In this particular example, however, D is 
known to be of the form ( )R RD R=D a . Thus, if the closed surface integral 

of D over the Gaussian surface is zero, we have 0RD =  at every point on 

the Gaussian surface, and thus 0=D  in the given region.  
The magnitude of the electric field intensity given in Eqs. (3-48)-(3-50) is 

normalized by /3 oρ εvo , and plotted as a function of R for 2a =  and 

4b =  in Fig. 3.11. We note that E  is smooth in each region, and 

continuous everywhere.  
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Fig. 3.11 Normalized E versus R  

Let us rewrite E expressed by Eq. (3-48) as  

3 3
2 2

1 4
( )

4 3 4R R
o o

Q
b a

R R
π = ρ − = πε πε 

E a avo           (3-51) 

The term in bracket represents the total charge Q contained in the spherical 
shell. In view of Eq. (3-51), we note that, in the region R b≥ , the electric 
field intensity is the same as if all charges were concentrated on a point at the 
center. This is because the spherical shell and the point have the same 
spherical symmetry.  

 

Example 3-8 
Determine E due to an infinitely long and straight line charge of a uniform density 
ρ ol , which is along the z-axis in free space as shown in Fig. 3.12.  
 
Solution 

As was discussed in Example 3-5, the infinitely long line charge has 
cylindrical, translational, and twofold rotational symmetries. Thus the 
resulting D is expected to be of the form ( )Dρ ρ= ρD a . In view of the 

functional form of D, we construct a Gaussian surface in the form of a 
cylinder of radius 1ρ  and length L. 

On the side surface, the differential area vector 1d d dz ρ= ρ φs a , and thus 

1d D d dzρ= ρ φD s  

On the top and bottom plates of the cylinder, D is normal to ds. Thus, 

0d =D s  

The net outward electric flux through the Gaussian surface is therefore 

2 /2

1 10 /2
           2

side top bottom

z

d d d d

D d dz D
π

ρ ρφ= =−

= + +

= ρ φ = π ρ

   

 

D s D s D s D s
S

L

L
L

   
            (3-52) 
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Next, the total charge enclosed by the Gaussian surface is 

/2

/2

z

z
Q dz

=

=−
= ρ = ρ

L

L oLl l                         (3-53) 

From Eqs. (3-52) and (3-53), we obtain 

12
Dρ

ρ
=

πρ
ol  

Omitting subscript 1 in 1ρ  for generalization, D and E due to the line 

charge density are  

     
2

Dρ ρ ρ
ρ

= =
πρ

D a aol  

2o o
ρ

ρ
= =

ε πε ρ
D

E aol                           (3-54) 

The line charge density ρ ol  should not be confused with ρ that is the radial 

distance in cylindrical coordinates. Eq. (3-54) is the same as Eq. (3-29) that 
was obtained by Coulomb’s law. 
 

 

Fig. 3.12 Gaussian surface for an infinitely long line charge 

Example 3-9 
Determine E due to an infinite sheet of a uniform surface charge density ρso , 

which coincides with the 0z =  plane as shown in Fig. 3.13. 
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Fig. 3.13 An infinite sheet of a uniform surface charge density.  

Solution 
We explore the charge distribution for symmetry. The infinite sheet of 
surface charges has the following symmetries:  

(1) Translational symmetries in the x- and y-directions such that  
D is independent of x and y. 

(2) Rotational symmetry about the z-axis such that  
D has neither the x- nor the y-component. 

(3) Twofold rotational symmetry about the x-axis such that 
( )z zD z=D a  for 0z > , and  

( )z zD z= −D a  for 0z < . 

In view of the functional form of D, we construct a Gaussian surface in the 
form of a rectangular parallelepiped, which extends across the sheet of the 
charge, as shown in Fig. 3.13. 

The electric flux through each face of the parallelepiped is 

z z z ztop top
d D dxdy AD= = D s a a   

( )z z z zbottom bottom
d D dxdy AD= − − = D s a a   

0
sides

d = D s  

The net outward electric flux through the Gaussian surface is  

2 zd AD= D s
S
                           (3-55) 

Next, the total charge enclosed by the Gaussian surface is 

A
Q d A= ρ = ρ so sos                          (3-56) 

Equating Eq. (3-55) with Eq. (3-56) we obtain 

2zD
ρ

= so  
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Therefore, in the region 0z > ,  

2 z

ρ
=D aso        2[C/m ]  

2 z
o

ρ
=

ε
E aso               [V/m]              (3-57) 

Similarly, in the region 0z < ,  

     
2 z

ρ
= −D aso   

2[C/m ]  

2 z
o

ρ
= −

ε
E aso             [V/m]               (3-58) 

If the sheet of surface charges is finite in extent, it has no such symmetries as 
(1) and (2). In that case, it is impossible to construct a Gaussian surface, and 
thus we use Coulomb’s law for finding E.  
 

Exercise 3.10 
 Two infinite sheets of uniform surface charges ρso  and −ρso  are coincident with 

the 3z =  and 0z =  planes, respectively, in free space. Find E everywhere. 

Ans. ( / )o z= − ρ εE aso  for 0 3z< < , and 0=E  for 3z >  or 0z < .  

Exercise 3.11 
 A uniform volume charge density ρvo  forms a sphere of radius a in free space. 

Find ∇ D  in the regions (a) R a< , and (b) R a> . 

Ans. (a) ∇ = ρD vo , (b) 0∇ =D . 
 

Exercise 3.12 
 A hollow sphere with a negligible thickness carries a uniform surface charge 

density in free space. Show 0=E  inside the sphere. 

Ans. From spherical symmetry ( )R RD R=D a . In the interior, 24 0RR Dπ = . 

Review Questions with Hints 

RQ 3.8 State Gauss’s law in words. [Eq.(3-41)] 
RQ 3.9 Under what conditions can Gauss’s law be used for E ?  
  [Fig.3.12] 
RQ 3.10 Does 0∇ =D  at a point 1p  mean 0=E  at the point?   

  [Eqs.(3-12)(3-38)] 
RQ 3.11 Are electric flux lines of an arbitrary distribution of charges always 

smooth in free space? [Eq.(3-13),Fig.3.8] 
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3.4   Electric Potential 

In the previous sections we saw that Coulomb’s law and Gauss’s law provide the 
direct method of determining the electric field of a given charge distribution,  
although Coulomb’s law involves summing vectors, which may not be 
straightforward in many cases, and the application of Gauss’s law is limited to a 
charge distribution having a certain symmetry. In search of an indirect method of 
obtaining the electric field, we define an electric potential from the relation be-
tween an electric force and the work done. The electric potential is a scalar quanti-
ty, which can be obtained from a charge distribution or another electric potential, 
and is thus much easier to deal with. Moreover, the electric potential carries phys-
ical significance; namely, the work done in moving a unit charge from a point in 
space to another in an electric field. It also plays an important role in boundary 
value problems, in which we determine the electric field in a region of space from 
the charges or electric potentials specified at the boundaries.  

3.4.1   Work Done in Moving a Charge 

If an electric field exists in a region of space, we can move a charge from a point 
in space to another only after the electric force acting on the charge is offset by an 
external force, a mechanical force, for instance. Let us consider a situation in 
which we move a charge q in the direction of la  in an electric field E. To start 

with, we compute the electric force acting on q:  

 e q=F E   [N] 

To cancel out eF , we need to apply an external force extF  to the charge in such a 

way that we get 0e ext+ =F F . Therefore,  

 ext q= −F E   [N] 

When we move a charge q by a small distance dl in the la -direction, the work 

done is  

 ( )ext l ldW dl q dl= = −F a E a                     (3-59) 

Upon substituting ld dl=l a  into Eq. (3-59), the work done, or energy expended, 

in moving a charge q by a vector differential length dl in an electric field E is  

 dW q d= − E l               [J]            (3-60) 

It is important to note that the minus sign on the right-hand side of Eq. (3-60) is to 
make a positive value of dW on the left-hand side the work done by the external 
force, or by us.  
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The total work done in carrying a charge q from point B to point A in an elec-
tric field E is therefore written as follows:  

 
A A

B B
W dW q d= = −  E l          [J]  (3-61) 

Although the work done is a scalar, it involves a sense of direction: a positive W 
represents the work done by us, while a negative W represents the work done by 
the electric field.  

 

Exercise 3.13 
 In an electric field 2x yy x= +E a a , a charge located at point (2,3,0)  is moved 

a unit distance in an la -direction. Find la  for the maximum work done. 

Ans. (3/5) (4 /5)l x y= − −a a a . 

3.4.2   Electric Potential due to a Charge Distribution 

The potential difference A BV −  is defined as the work done in carrying a positive 

unit charge from initial point B to terminal point A. In an electric field E, the po-
tential difference between two points A and B is written as  

 
A

A B B
V d− = − E l          [V]  (3-62) 

which has the unit of the volt[V]. As was mentioned earlier, in our notations, sub-
script A-B stands for something “from B to A”.  

The absolute electric potential, or electric potential, is the potential difference 
between a given point in space and the zero reference point, which is usually cho-
sen to be at infinity. Otherwise, the zero reference point is specified in the given 
system as a point, a line, or a surface in space. The electric potential at point A is 
defined as  

 
A

AV d
∞

= − E l     [V]    (3-63) 

The potential difference is expressed in terms of the electric potentials as  

 
A B

A B A BV V V d d− ∞ ∞
= − = − + E l E l      [V]               (3-64) 

The electric potential is generally given as a function of position; it forms a scalar 
field in a region of space.  

Let us now consider the electric potential due to a point charge q located at the 
origin. Substituting the electric field expressed by Eq. (3-12) into Eq. (3-63), the 
electric potential at point 1 1 1:( , , )A R θ φ  in spherical coordinates is 
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1

2
14 4

A R

o o

q q
V d dR

R R∞ ∞
= − = − =

πε πε E l               (3-65) 

where we used ( sin )Rd dR R d R dθ φ= + θ + θ φl a a a . Omitting 1 in 1R  for  

generalization, the electric potential of a point charge located at the origin is 

 
4 o

q
V

R
=

πε
  [V]  (3-66) 

We see from Eq. (3-66) that V depends on R only, implying that V is independent 
of the path of integration.  

Wirth reference to Fig. 3.14, we can show that the path independence of the po-
tential difference is rooted in the law of conservation of energy. Consider two sep-
arate paths between two points A and B in an electric field as shown in Fig. 3.14. 
If the potential difference A BV −  depended on the path, we would carry a charge 

from B to A along a path that demands less work done, and return to B along the 
other path gaining a net energy. To satisfy the law of conservation of energy, the 
potential difference should be independent of the path of integration. 

 

Fig. 3.14 A BV −  is independent of the path of integration.  

The electric potential obeys the principle of superposition as the electric field. 
Thus the electric potential due to N point charges 1q , 2q ,…, Nq  located at 

points with positions vector 1r , 2r ,…, Nr  is expressed as  

 
1

1
4

N
j

jo j

q
V

=

=
πε −

r r
                          (3-67) 

The electric potential due to a continuous distribution of charges can be obtained 
from Eq. (3-67) by replacing jq  with d′ρ ′v v , d′ρ ′s s , or d′ρ ′l l , substituting 

j−r r  with ′= −r rR , and taking the limits as N → ∞ . Following this proce-

dure we express the electric potential as follows: 
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1

4 o

V d
′

′ρ
=

πε
′V

v

R
v        (volume charge)      (3-68a) 

 
1

4 o

V d
′

′ρ
=

πε
′S

s

R
s       (surface charge)      (3-68b) 

 
1

4 o

V d
′

′ρ
=

πε
′L R

l l     (line charge)          (3-68c) 

Note that the zero reference point is taken at infinity in the above equations. 
The electric potential of a point charge varies as 1/R , whereas the electric 

field varies as 21/R . 

 
Example 3-10 
An infinitely long straight line is along the z-axis, carrying a uniform line 
charge density ρ ol  in free space, as shown in Fig. 3.15. Find an expression for 

A BV −  between two points :( , ,0)A AA ρ φ  and :( , ,0)B BB ρ φ  in cylindrical 

coordinates.  
 

Solution 
 We try two different methods for the solution: the first method uses Eq. (3-

62), and the second one uses Eq. (3-68c) and (3-64). 
 

(a) A BV −  from Eq. (3-62) 

 

 Inserting E of a line charge ρ ol  expressed by Eq. (3-54) into Eq. (3-62), 

noting that zd d d dzρ φ= ρ + ρ φ +l a a a  in cylindrical coordinates, we get  

     
( )

2

      
2

A

B

A A

A B zB B
o

o

V d d d dz

d

− ρ ρ φ

ρ=ρ

ρ=ρ

ρ
= − = − ρ + ρ φ +

πε ρ
ρ

= − ρ
πε ρ

 



E l a a a ao

o

 l

l
 

 Here, Aρ , Bρ , and ρ ol  are constants, while ρ is a variable.  

The potential difference between two points A and B, due to a line charge 
density ρ ol , is 

ln
2

B
A B

o A

V −

 ρ ρ=  πε ρ 
ol                          (3-69) 

 Here, Aρ  and Bρ  are radial distances in cylindrical coordinates, while ρ ol  

is the line charge density. 
 



148 3   Electrostatics
 

(b) A BV −  from Eqs. (3-68c) and (3-64) 
 

 By using the position vectors of the field and source points, A ρ= ρr a  and 

z zz z′′ ′ ′= =r a a , the distance vector and its magnitude are written as  

 A zzρ′ ′= − = ρ −r r a aR  

 2 2
A z ′= ρ +R  

 Inserting d dz ′=′l  into Eq. (3-68c), the electric potential at point A is  

 2 2

2 2

1
ln

4 4

zz

A Az zo oA

dz
V z z

z

′=∞′=∞

′=−∞ ′=−∞

′ρ ρ  ′ ′= = + ρ + = ∞
 πε πε′ρ + o ol l  

 Similarly, the electric potential at point B is obtained as  

 
2 2

1
4

z

B z
o B

dz
V

z

′=∞

′=−∞

′ρ
= = ∞

πε ′ρ + ol  

 Note that the potential difference cannot be expressed in terms of the electric 
potentials in this case.  

For future reference 

     ( )= + +
+ 2 2

2 2
ln .

dx
x x a

x a
 (3-70) 

 

Fig. 3.15 An infinitely long line charge density. 

Example 3-11 
A uniform line charge density ρ ol  forms a quadrant of a radius a in the 0z =  

plane as shown in Fig. 3.16. Determine V at point (0,0,1)  in cylindrical  

coordinates.  
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Fig. 3.16 Line charge density forming a quadrant.  

Solution 
Position vector of the field point on the z-axis is 

z=r a  

In mixed coordinates, position vectors of the source points are expressed as  

    a ′ρ′ =r a  on 1L  

    yy ′′ ′=r a  on 2L  

    xx ′′ ′=r a  on 3L  

Magnitudes of the distance vectors are 

21z a a′ρ′= − = − = +r r a aR         on 1L         (3-71a) 

21z yy y′′ ′ ′= − = − = +r r a aR        on 2L         (3-71b) 

21z xx x′′ ′ ′= − = − = +r r a aR       on 3L         (3-71c) 

Differential lengths are 

d a d ′= φ′l                on 1L          (3-72a) 

d dy′=′l                 on 2L          (3-72b) 

d dx ′=′l                 on 3L          (3-72c) 
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Separating Eq. (3-68c) into three parts, we have  

1 2 3

1 1 1 1
4 4o o

V d d d d
′

ρ ρ  = = + + πε πε  
′ ′ ′ ′   L L L L

o o

R R R R
l ll l l l        (3-73) 

Inserting Eqs. (3-71) and (3-72) into Eq. (3-73), we have 

( ) ( )

/2

2 2 20 0 0

2 2

2 0 0

1 1 1
4 1 1 1

   ln 1 ln 1
4 2 1

a a

y x
o

a a

y xo

V a d dy dx
a y x

a
y y x x

a

π

′ ′ ′φ = = =

′ ′= =

 ρ ′ ′ ′= φ + + 
πε ′ ′ + + + 

 ρ π ′ ′ ′ ′= + + + + + + πε + 

  o

o

l

l

 

Thus,  

( )2

2
2 ln 1

4 2 1o

a
V a a

a

 ρ π= + + + πε + 
ol  

It is important to note that the three integrals on the right-hand side of Eq. (3-73) 
should be evaluated as three definite integrals, not as three parts comprising a 
closed line integral. This is obvious from the fact that a positive charge should 
result in a positive electric potential. Thus, each integral in Eq. (3-73) is 
conducted along the line charge in the direction of increasing coordinate.  
 

It should be noted that the electric potentials expressed by Eq. (3-63) and Eq. (3-
68c) involve different kinds of integrals: V in Eq. (3-63) involves a line integral of 
E, while V in Eq. (3-68c) involves a definite integral of the line charge density. 

 
Exercise 3.14 

 With reference to ρvo  in Fig. 3.10, find the electric potential in the region 

R b> . 

Ans. 3 31 4
( )

4 3o

V b a
R

π = ρ − πε  
vo . 

Exercise 3.15 
 Explain why E and V, due to ρvo  in Fig. 3.10, can be obtained as if the charges 

were concentrated on the origin.  

Ans. The electric flux density is always of the form ( )R RD R=D a . 

3.4.3   Conservative Field 

To recapitulate, the potential difference A BV −  is the work done in carrying a unit 

charge from point B to point A, and is given by the negative line integral of E from 
point B to point A as shown in Eq. (3-62). If the direction of travel is reversed, such 
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as from point A to point B, the negative line integral now represents the potential 
difference B AV − , which is just equal to A BV −−  simply because the limits of inte-

gration is interchanged. With reference to Fig. 3.14, consider the the situation in 
which we carry a unit charge from point B to point A along path , and return to 
point B along path . In this case, the work done is expressed as  

 
A B

A B B A B A
V V d d− −+ = − − E l E l 

                   (3-74) 

On the left-hand side of Eq. (3-74), we have A B A BV V− −=  , because the potential 

difference is independent of the path, and B A A BV V− −= −  , because the limits of in-

tegration are interchanged. Consequently, the left-hand side of Eq. (3-74) is zero. 
Meanwhile, the right-hand side of Eq. (3-37) is obviously the negative of the 
closed line integral of E around the closed path formed by  and . In view of 
these, we conclude that the closed line integral of E is always zero, namely,  

 0d = E l
C
                              (3-75) 

Since Eq. (3-75) is based on the law of conservation of energy, it is one of the 
fundamental relations for the static electric field.  

Next, applying Stokes’s theorem to Eq. (3-75), we have 

 ( ) 0d∇ × = E s
S

  

Since the surface S may be arbitrary, the equality is satisfied only if the integrand 
is zero at every point on S. Thus, we have  

0∇ × =E                               (3-76) 

The static electric field is an irrotational field, and called a conservative field. 
It is important to note that Eqs. (3-75) and (3-76) are true only for the static 

electric field. Under time-varying conditions, neither the curl nor the closed line 
integral of the time-varying electric field is zero. 

 
Exercise 3.16 

 If the term with θa  is missing in Eq. (3-20), may the remaining ( )E r  be a static 

electric field, which may be produced by some other charge distribution? 

Ans. No, because 0∇ × ≠E . 

Exercise 3.17 
 For the three fields, E due to a point charge at the origin as Eq. (3-12), ′E  due to 

a point charge not at the origin, and ′′E  due to arbitrary multiple charges, show 
0∇ × =E  from Eq. (3-12). What are the laws underlying 0′ ′′∇ × = = ∇ ×E E ? 

Ans. ∇ × E  is independent of coordinate system, and E satisfies superposition 
principle. 
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3.4.4   E as the Negative Gradient of V 

The differential of electric potential, dV, represents the work done in moving a 
unit charge along a differential length vector dl, that is  

 dV d= −E l                            (3-77) 

Borrowing from section 2-2, the differential of a smooth function V, in general, is 

 ( )dV V d= ∇ l                           (3-78) 

This is the dot product between the gradient of V and the differentia length vector 
dl(see Eq. (2-37)). Comparison of Eq. (3-77) with Eq. (3-78) leads to  

 V= −∇E              [V/m]            (3-79) 

The static electric field equals the negative gradient of the electric potential. Eq-
uation (3-79) enables us to obtain E first by calculating V from a charge distribu-
tion, and then taking the negative gradient of V. We note that Eq. (3-79) conforms 
with the conservative nature of E; that is, 0∇ × =E . 

The electric potential has the physical significance of the work done, and is 
thus a smooth function of position. Otherwise, its derivative, or the electric force, 
might show an abrupt change as a function of position. If an electric potential field 
V is present in a region of space, the spatial points of a constant V form a smooth 
surface, called an equipotential surface. This surface is always normal to the elec-
tric field lines for the obvious reason that no work should be done in moving a 
charge around on an equipotential surface. 

 

Fig. 3.17 Equipotential surfaces (blue lines) are perpendicular to electric field lines (black 
lines). 1 2V V d− = −E l . 

Example 3-12  
Referring to Fig. 3.4, find V and then E of an electric dipole located at the origin 
in free space. 

 

Solution 
We replace R in Eq. (3-66) with +R  or −R , which is the distance 
between the field point and a charge of the electric dipole. Applying the 
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principle of superposition, the electric potential V due to the electric dipole 
is written as 

1 1
4 o

q
V + −

 = − πε  R R
                        (3-80) 

Applying the law of cosines to triangles ( )q op+  and ( )q op− , and applying 

the binomial expansion to Eq. (3-15), under the condition r d>> , we obtain  

1
2 cosr d+ ≅ − θR                          (3-81a) 

1
2 cosr d− ≅ + θR                          (3-81b) 

Inserting Eq. (3-81) into Eq. (3-80), we have 

21 1
2 2

cos 1 cos
4 ( cos )( cos ) 4o o

q d qd
V

r d r d r

θ θ≅ ≅
πε − θ + θ πε

        (3-82) 

We define the electric dipole moment as q=p d , where d is a vector drawn 

from the point of –q to the point of +q. With the aid of the electric dipole 
moment q=p d  and the position vector RR=r a , we rewrite Eq. (3-82) as  

2

1
4

R

o

V
R

=
πε

p a
                          [V]               (3-83) 

Taking the negative gradient of V in spherical coordinates, we have  

     2

1 1 cos
sin 4R

o

qd
V

R R R Rθ φ

  ∂ ∂ ∂ θ= −∇ = − + +   ∂ ∂θ θ ∂φ πε   
E a a a  

The electric field due to an electric dipole located at the origin is  

3
(2cos sin )

4 R
o

p
R θ= θ + θ

πε
E a a          [V/m]           (3-84) 

Here, p is the magnitude of the dipole moment p. Eq. (3-84) is of course the 
same as Eq. (3-20). Note that E of an electric dipole is inversely proportional 
to the cube of distance, whereas E of a point charge is inversely proportional 
to the square of distance.  
 

By using a numerical method, we compute, from Eq. (3-84), the electric field lines 
and equipotential surfaces in the yz-plane, and plot them to scale in Fig. 3.18. The 
electric field lines intersect the equipotential surfaces at right angles. We note that 
the 0z =  plane is an equipotential surface of 0V = , as is evident from Eq. (3-
83)( 0R =p a ).  
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Fig. 3.18 Electric field lines (black lines) and equipotential surfaces (blue lines) of an elec-
tric dipole. 

Example 3-13 
A uniform surface charge density ρso  forms a disc of radius a centered at the 

origin in the 0z =  plane, as shown in Fig. 3.19. Find V and E at point (0,0, )b .  
 

Solution 
Using the position vectors of the field and source points, zb=r a  and 

′ρ′ ′= ρr a , the distance between two points is written as   

     2 2
zb b′ρ′ ′ ′= − = − ρ = + ρr r a aR  

Differential surface area on the disk is  

    d d d′ ′ ′= ρ ρ φ′s  

From Eq. (3-68b), we obtain 

     

2

2 20 0

2 2

1
4 4

  
2

a

o o

so

o

V d d d
b

b a b

π

′ ′ ′ρ = φ =

′ρ ρ ρ ′ ′= = ρ φ
πε πε ′+ ρ

ρ  = + −
 ε

′  S

so so

R
s

         (3-85) 



3.4   Electric Potential 155
 

 

Fig. 3.19 A disk of a uniform surface charge density ρso . 

Replacing b in Eq. (3-85) with z for generalization, the electric potential on 
the z-axis is  

2 2

2
so

o

V z a z
ρ  = + −

 ε
                       (3-86) 

Since Eq. (3-86) is obtained by assuming 0x y= = , it has no directional 

derivative in the xa - or ya -direction. Nevertheless, we can obtain E from 

Eq. (3-86) by taking its negative gradient, because E of the surface charge 
only has the z–component on the z-axis. That is,  

2 2
1

2
so

z
o

dV z
E

dz z a

 ρ
= − = − ε + 

 

Thus, at point (0,0, )b , we have 

2 2
1

2
so

z
o

b

b a

 ρ
= − ε + 

E a .                     (3-87) 

Exercise 3.18 
 Describe the equipotential surfaces of (a) a point charge placed at the origin, and 

(b) an infinitely long line charge lying along the z-axis. 

Ans. (a) Concentric spheres, (b) Coaxial circular cylinders.  

Exercise 3.19 
 Justify 1 2V V>  in Fig. 3.17. 

Ans. 0d <E l .  
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Exercise 3.20 
 Justify that the 0z =  plane in Fig. 3.18 is an equipotential surface of 0V = . 

Ans. For the 0z =  plane, 0R =p a  in Eq. (3-83). 

 
Review Questions with Hints  

RQ 3.12 What is meant by a negative work done. [Eq.(3-60)] 
RQ 3.13 Does 0=E  at a point 1p  in space mean 0V =  at 1p ? [Eq.(3-63)] 

RQ 3.14 Does 0V =  at a point 1p  in space mean 0=E  at 1p ? [Eq.(3-63)] 

RQ 3.15 Explain why 0∇ × =E  is considered as a fundamental relation for 
electrostatics.  [Fig.3.14]  

RQ 3.16 What is the significance of the minus sign in V= −∇E . [Fig.3.17] 
RQ 3.17 Distinguish between two different kinds of integrals that may be in-

volved in an expression for V. [Eqs.(3-63)(3-68)] 

3.5   Dielectric in a Static Electric Field 

Up to this point our discussion was limited to static electric fields in free space. 
We now turn our attention to material media placed in an externally applied elec-
tric field. In the atomic model, a material is viewed as an aggregate of atoms ar-
ranged in a three-dimensional array in free space. In the shell model of an atom, 
electrons occupy the shells around a nucleus in an ordered manner. The electrons 
at the outermost shell, called the valence electrons, are responsible for the electric-
al property of a material. According to their electrical properties, material media 
are classified into three categories such as conductor, semiconductor, and insula-
tor. In the conductor, the binding force on the valence electrons is so weak that the 
electrons easily detach themselves from the atoms and migrate from atom to atom. 
These electrons are called the free electrons or the conduction electrons. In the 
presence of an externally applied electric field, the free electrons are accelerated in 
a short period of time before they collide with impurities or imperfections of the 
lattice, and scatter in random directions. As the result of these repeated accelera-
tion and random scattering, the free electrons can move at a constant speed, con-
stituting a steady conduction current in the conductor. In the insulator, or the  
dielectric, the valence electrons are tightly bound by the atomic force so that they 
may not be freed by an external electric field of a moderate strength. Nevertheless, 
the external field causes the valence electrons to be displaced with respect to the 
much heavier, positively charged nucleus, resulting in a separation of charges. 
These charges are called the bound charges. Although the bound charges cannot 
contribute to a conduction current, they induce electric dipoles in the material, 
each of which comprises of two identical charges of the opposite polarities sepa-
rated by a small distance. The semiconductor contains a relatively small number 
of free electrons, and is thus positioned between the conductor and the insulator 
from the standpoint of conductivity.  

Although the atoms of a dielectric may be electrically neutral under normal 
conditions, an externally applied electric field always induces electric dipoles in 
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the material, whether or not the dipole moment is strong enough to be detected. At 
the macroscopic scale in which the discrete nature of the electric dipoles is ig-
nored, the sum of the electric fields of the dipoles forms a polarization field, which 
is generally given as a function of position in the material. Since the polarization 
field is always opposite in direction to the external electric field, under static con-
ditions, the sum of the two fields, called the internal electric field, is always small-
er than the external field. The ratio between the external and internal fields is  
defined as the relative permittivity of the material, which is the characteristic  
parameter of a dielectric determining the electrical property of the material.  

Polar molecules of some dielectrics exhibit permanent dipole moments even in 
the absence of an external electric field. The permanent dipole moment originates 
from unequal sharing of the valence electrons within a bond. For example, the wa-
ter molecule is a polar molecule in which each hydrogen-oxygen bond is polar co-
valent in a bent structure. When there is no external electric field, polar molecules 
are randomly oriented, and thus yield no net dipole moment in the material. In the 
presence of an externally applied electric field, however, the molecular dipoles 
align with the electric field, resulting in a net dipole moment in the material. Whe-
reas nonpolar molecules return to their original neutral state when the external 
electric field is removed, polar molecules may or may not return to the initial ran-
dom state, depending on the material.  

3.5.1   Electric Polarization  

For an electric dipole, consisting of two charges of q+  and q−  separated by a 

small distance d , the dipole moment is a vector defined as 

 q=p d                 [C m]               (3-88) 

where d is a vector drawn from the point of q−  to the point of q+ . At the ma-
croscopic scale in which the discrete nature of the electric dipole moments can be 
ignored, it is convenient to define the electric polarization P, or the dipole moment 
density, as follows:  

 
0

1

1
( ) lim j

j

Δ

Δ → =

=
Δ P r p

n v

v v
          2[C/m ]             (3-89) 

where n is the number density of dipoles(the number of dipoles per unit volume), 
and Δv  is the incremental volume centered at position vector r. Although the di-
pole moments, jp , are discrete vectors enclosed in Δv , the polarization vector 

( )P r  is a smooth function of position in the material.  

The electric polarization can induce electric charges on the surface of a dielec-
tric. Consider Fig. 3.21, in which electric dipoles are induced in a dielectric by an 
external electric field. The induced dipole moments are directed along the direc-
tion of a unit vector pa , which is at an angle θ with respective to an outward unit 
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normal to the surface, na . In the figure, the black dot represents the center of an 

electric dipole whose charges are denoted by + and –, separated by a distance d. 
For the sake of argument, the dielectric is sliced into hypothetical layers of a 
thickness 1

2 cosd θ . As can be seen in Fig. 3.20(a), layer 2 contains an equal 

amount of the positive and negative charges that stem from the dipoles with their 
centers in layer 3 or 1. In contrast, as shown in Fig. 3.20(b), there are net positive 
charges in layer 1 and free space that stem from the dipoles with their centers in 
layer 2 or 1. The net positive charges in layer 1 and free space constitute a surface 
charge on the surface of the dielectric.  

 

Fig. 3.20 The polarization surface charges induced by an electric polarization (a) No net 
charge in layer 2, (b) Net positive charges in layer 1 and free space. 

For an incremental area Δs  on the surface of the dielectric, the net surface 
charge contained in Δs  is computed as follows:  

 
[ ]cos

    ( )( ) ( )p n n

Q q d

q d

Δ = Δ θ
= Δ = Δa a P a

n s
n s s 

                  (3-90) 

where the term in bracket represents the volume of a parallelepiped, 
3cos [m ]dΔ × θs , which extends from the surface to the bottom of layer 2. In Eq. 

(3-90), q is the bound charge of an electric dipole, n is the volume number density 
of the dipoles, and the electric polarization ( ) pq d=P an . Dividing both sides of 

Eq. (3-90) by Δs , and taking the limit as 0Δ →s , we define the polarization 
surface charge density PSρ , i.e.,  

 PS nρ ≡ P a               2[C/m ]           (3-91) 

Here, P is the electric polarization on the surface of the dielectric, and na  is an 

outward unit normal to the surface. The polarization surface charge PSQ  is the  

total surface charge induced on the dielectric. i.e., 
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                   (3-92) 

where S is the closed surface bounding the dielectric. 
If the dielectric is electrically neutral, having no net charge, the polarization 

surface charge PSQ  should be counterbalanced by the volume charge inside the 

material, called the polarization volume charge PVQ . Namely,  
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                     (3-93) 

where the divergence theorem is used. In view of the volume integral in Eq. (3-
93), we define the polarization volume charge density PVρ  as 

 PVρ ≡ −∇ P                 3[C/m ]            (3-94) 

If the electric polarization P is constant in the dielectric such that 0∇ =P , then 

we have 0PVρ =  in the interior, and thus 0PV PSQ Q= = . Although the net pola-

rization volume charge and the net polarization surface charge may be zero, the 
polarization surface charge density PSρ  may be nonzero on the surface of the di-

electric.  
The polarization charge densities PSρ  and PVρ  produce a polarization electric 

field in the dielectric such as  
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PS PV
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d d′ ′
′ ′

ρ ρ= +
πε πε

′′ E a aR RS VR R
vs               (3-95) 

where R and aR  are the magnitude and unit vector of ′= −r rR . In view of oε  

in Eq. (3-95), we see that the polarization charges PSρ  and PVρ  are assumed to 

be in free space as far as the polarization field pE  is concerned. 
 

Example 3-14 
An external electric field induces a constant electric polarization, o zP=P a , in a 

dielectric cylinder of radius a and height b, lying along the z-axis. Find  
(a) polarization charge densities PSρ  and PVρ , and 

(b) polarization charges PSQ  and PVQ . 
 

Solution 
(a) From Eq. (3-91),  

     ( ) 0PS n o zP ρρ = = =P a a a           (side surface) 

     ( ) ( )PS o z z oP Pρ = ± = ±a a             ( ± , top and bottom surfaces) 
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 From Eq. (3-94),  

 ( ) 0PV o zPρ = −∇ = −∇ =P a . 

(b) Total polarization surface charge is 

 
2 2     0 0

PS PS PS PS PSside top bottom

o o

Q d d d d

P a P a

= ρ = ρ + ρ + ρ

= + π − π =

   S
s s s s  

 Total polarization volume charge is 

 0PV PVV
Q dv= ρ =  

The constant P induces PSρ  only on the top and bottom surfaces. 

 
Exercise 3.21 

 A constant electric polarization, o xP=P a , is induced in an isotropic medium by 

an external electric field E. Determine the direction of E.  

Ans. x+a . If P is parallel to E, it is called an isotropic material.  

Exercise 3.22 
 Show that PVρ  is always zero in an isotropic material having no net charge  

Ans. 0∇ =D  in the material, and thus 0∇ =P .  

3.5.2   Dielectric Constant 

When a net charge of 3[C/m ]ρv  is injected into a dielectric, its electric field be-

haves as an external field that induces the electric polarization P and the polariza-
tion volume charge density PVρ  in the material. The sum of the external electric 

field due to ρv  and the polarization electric field due to PVρ  forms the internal 

electric field. From Eq. (3-44), the relation between the internal electric field and 
the charges in the material is written as  

 
( )

          
o PV∇ ε = ρ + ρ

= ρ − ∇

E

P
v

v




                           (3-96) 

where we used Eq. (3-94) for PVρ . It should be noted that ρv  and PVρ  are as-

sumed to reside in free space as far as the internal electric field is concerned. Re-
writing Eq. (3-96), we have 

 ( )o∇ ε + = ρE P v                             (3-97) 
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At this point, we redefine the electric flux density D in a dielectric such that  

 o= ε +D E P            2[C/m ]            (3-98) 

Another name for D is the displacement density. The newly defined electric flux 
density, if it is used in Eq. (3-97), enables us to express Gauss’s law in the dielec-
tric as  

 ∇ = ρD v               3[C/m ]            (3-99) 

It is important to note that the electric flux density in the material is related, 
through Eq. (3-99), only to the net charge ρv  that is imparted to the material, 

apart from the induced polarization charges. Therefore, Gauss’s law is indepen-
dent of the material. Upon applying divergence theorem to Eq. (3-99), the integral 
form of Gauss’s law is  

 d Q= D s
S
                             (3-100) 

Gauss’s law states that the net outward electric flux through any closed surface is 
equal to the net charge enclosed by that surface irrespective of the material sur-
rounding the charge. 

In a homogenous, linear, and isotropic dielectric, also called a simple medium, 
the electric polarization is directly proportional to the electric field in the material 
such that  

 o e= ε χP E              2[C/m ]           (3-101) 

The constant eχ  is called the electric susceptibility. In general, eχ  may vary 

with position(inhomogeneous), and depend on the magnitude(nonlinear medium) 
and direction(anisotropic) of E. In the scope of this book, we only deal with sim-
ple media for which eχ  is constant, and independent of the magnitude and direc-

tion of E. Inserting Eq. (3-101) into Eq. (3-98) leads to   

 (1 )o e o r= ε + χ ≡ ε ε ≡ εD E E E        2[C/m ]           (3-102) 

The constitutive relation of a material is obtained as   

 = εD E                                (3-103) 

Here , ε is the permittivity of the material, rε  is the relative permittivity or the di-

electric constant, and oε  is the permittivity of free space. The dielectric constant 

is a measure of the electrical property of a material medium. If rε  of a material is 

given, the electric susceptibility can be obtained as 1e rχ = ε −  from Eq. (3-102). 

Consider Fig. 3.21, in which a dielectric is placed is an external electric field 

oE . Although the induced polarization vector P is parallel to the electric field in 
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the material, the polarization field due to P is opposite in direction to the electric 
field such that the static internal field is always weaker than the static external 
field. The dielectric constant is a proportionality factor between the external and 
internal electric fields in the material. A larger dielectric constant means that the 
atoms of the material are more susceptible to an electric field, producing a strong-
er polarization field and thus a weaker internal field in the material.  

 

 

Fig. 3.21 The internal field E is the sum of the external and polarization fields. 

Example 3-15 
A net charge of +Q[C] is imparted to a conducting sphere of radius a. The sphere 
is then enclosed by a spherical dielectric shell of rε , with inner radius b and outer 

radius c, as shown in Fig. 3.22(a). Find the polarization surface charge densities 
on two surfaces of the dielectric shell. 
 

Solution 
From the spherical symmetry of the system, D is expected to be 

( )R RD R=D a  everywhere, if 0RD ≠ .  

In the region b R c≤ ≤ , from Gauss’s law we obtain  

π = π ε ε = +2 24 4 ( )R o r RR D R E Q  

Thus,  

= =
πε ε 24R R R

o r

Q
E

R
E a a                     (3-104) 

Inserting Eq. (3-104) into Eq. (3-101), with the aid of 1e rχ = ε − , we get  

ε −= ε χ =
ε π 2

1
4

r
o e R

r

Q

R
P E a                    (3-105) 
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Inserting Eq. (3-105) into Eq. (3-91), noting that the outward unit normal 

n R= −a a  on the inner surface at R b= , we get  

ε −ρ = = −
ε π

1 2

1
4

r
PS n

r

Q

b
P a        (at R b= )     (3-106) 

Inserting Eq. (3-105) into Eq. (3-91), noting that the outward unit normal 

n R=a a  on the outer surface at R c= , we get  

ε −ρ = =
ε π

2 2

1
4

r
P S n

r

Q

c
P a         (at R c= )     (3-107) 

From Eq. (3-105), in the dielectric, 0∇ =P  and therefore 0PVρ = .  

 

Fig. 3.22 A net charge is enclosed by a dielectric shell.  

As far as the internal electric field is concerned, the dielectric may be 
replaced with the induced polarization charges residing in free space, as 
shown in Fig. 3.22(b). Applying Gauss’s law in the region b R c< < , we 
have  

π ε = + π ρ2 2
14 ( ) 4o R PSR E Q b                   (3-108) 

Inserting Eq. (3-106) into Eq. (3-108), we obtain  

=
πε ε 24 R

o r

Q

R
E a          (b R c< < )         (3-109) 

Equation (3-109) is the same as Eq. (3-104). In the region b R c< < , D is 
obtained by multiplying E in Eq. (3-109) by the permittivity o rε = ε ε . It 

should be remembered that D cannot be obtained directly from 1PSρ  and 

2PSρ .  
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Exercise 3.23 
 In view of the permanent dipole moment of water molecules, explain why rε  of 

water decreases with temperature? 

Ans. Random orientation due to thermal agitation.  

Exercise 3.24 
 Can rε  be less than one in an isotropic material under static conditions?  

Ans. No, P is always parallel to E.  

Exercise 3.25 
 Explain why PSρ  does not have to be included in Eq. (3-96) or (3-99)? 

Ans. ( ) 0o∇ ε =E  for E of PSρ . 

3.5.3   Boundary Conditions at a Dielectric Interface 

By now, we should have a good understanding of the two relations, d Q= D s
S
  

and 0d = E l
C
 , which represent Gauss’s law and irrotational nature of E. They 

are two fundamental relations for static electric fields in the sense that their point 
forms allow us to uniquely determine E in a region of space, in accordance with 
Helmholtz’s theorem, regardless of the material. To be specific, Gauss’s law is in-
dependent of the material because of the new definition of D in the material, and 
the irrotational nature of E is rooted in the law of conservation of energy, which is 
independent of the material.  

In a homogeneous material, the static electric field is given as a smooth function 
of position, meaning that the direction of E does not change abruptly from a point in 
space to another. This is evident from the fact that E of a point charge is a smooth 
function of position, and E obeys the principle of superposition. However, this is not 
the case for E at an interface between two materials of different permittivities. The 
conditions for E and D at an interface are called the boundary conditions.  

To obtain the boundary conditions for E and D, let us consider an interface 
formed by two adjoining dielectrics of permittivities 1ε  and 2ε  as shown in Fig. 

3.23. We first compute the circulation of E around a rectangular loop abcda by 
assuming that 1E  and 2E  are the electric field intensities on the upper and low-

er sides of the loop, respectively. As the height hΔ  tends to zero, 1E  and 2E  

represent the electric field intensities on the opposite sides of the interface. Ac-
cording to the irrotational nature of E, the circulation of E around the loop should 
be zero, namely,  

 1 2             ( ) ( )

             0

b c d a

abcd a b c d

c a

t tb d

d d d d d

E w d E w d

= + + +

= Δ + + − Δ +

=
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         (3-110) 
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where subscript t stands for the tangential component. As the height hΔ  goes to 
zero, the line integrals along the left and right sides of the loop, bc and da, vanish 
in Eq. (3-110). Under these conditions, Eq. (3-110) becomes 

 1 2( ) ( ) 0t tE w E wΔ + − Δ =  

The boundary condition for the tangential component of E is therefore  

 1 2t tE E=                [V/m]                (3-111) 

The tangential component of E is continuous across the interface between two 
different dielectrics. Applying Eq. (3-103) to Eq. (3-111), the boundary condition 
for the tangential component of D is 

 21

1 2

tt DD
=

ε ε
                             (3-112) 

The tangential component of D is discontinuous across an interface formed by two 
different dielectrics. 

We next apply Gauss’s law to the circular cylinder of a cross section Δs  and a 
height hΔ , as shown in Fig. 3.23, by assuming that 1D  and 2D  are the electric 

flux densities on the top and bottom surfaces of the cylinder. As the height hΔ  
tends to zero, 1D  and 2D  represent the electric flux densities on the opposite 

sides of the interface. The integral of D over the bounding surface of the cylinder 
is equal to the surface charge enclosed in the cylinder, namely,  
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          (3-113) 

where subscript n stands for the normal component. In the above equation, ρS  is 

the surface charge density on the interface, and thus ρ ΔS s  is the net surface 

charge enclosed in the cylinder as the height hΔ  goes to zero. The integral of D 
over the side surface of the cylinder vanishes as hΔ  tends to zero. Under these 
conditions, Eq. (3-113) becomes 

 1 2n nD DΔ − Δ ρ ΔSs s = s  

The boundary condition for the normal component of D is therefore 

 1 2n nD D− = ρS           2[C/m ]               (3-114) 
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If there is no surface charge on the interface, 0ρ =S , we have  

 1 2n nD D=                              (3-115) 

The normal component of D is continuous across the interface between two differ-
ent dielectrics, if there is no surface charge at the interface. Applying Eq. (3-103) to 
Eq. (3-115), the boundary condition for the normal component of E is 

 1 1 2 2n nE Eε = ε                            (3-116) 

The normal component of E is discontinuous across the interface between two dif-
ferent materials. 

 

Fig. 3.23 An interface between two different dielectrics of permittivites 1ε  and 2ε .  

Example 3-16 
Two vectors 1E  and 2E  represent the electric field intensities in two adjoining 

dielectrics with permittivities 1ε  and 2ε , respectively, as shown in Fig. 3.24. 

Find 2E  and 2θ  in terms of 1E , 1ε , 2ε , and 1θ , assuming no surface charge at 

the interface.  
 

Solution 
Two components of 1E  that are normal and tangential to the interface are  

1 1 1cosnE E= θ  

1 1 1sintE E= θ  

The tangential component of E is continuous cross the interface such that 

2 1 1 1sint tE E E= = θ                        (3-117) 

The normal component of D is continuous cross the interface such that 

2 1

1 1 1 1 1     cos
n n

n

D D

E E

=
= ε = ε θ

                     (3-118) 
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Rewriting Eq. (3-118), with the aid of 2 2 2n nD E= ε , we have  

1
2 1 1

2

cosnE E
ε

= θ
ε

                       (3-119) 

Combining Eqs. (3-117) and (3-119), we have  

2 2 2 2 2
2 2 2 1 1 1 2 1( ) ( ) sin ( / ) cost nE E E E= + = θ + ε ε θ  

The rotation angle of 2E , with respect to the surface normal, is obtained 

from Eqs. (3-117) and (3-119) as  

1 12 2
2 1

2 1

tan tan tant

n

E

E
− −  ε

θ = = θ ε 
               (3-120) 

In view of 1 2θ > θ  in Fig. 3.24, we note that 1 2ε > ε  in Eq. (3-120).  

 

Fig. 3.24 An interface between two adjoining dielectrics. 

Exercise 3.26 
 What is the boundary condition for the normal component of D at an interface 

between free space and a material with a volume charge density ρv . 

Ans. 1 2n nD D= .  

 
Review Questions with Hints  

RQ 3.18 Sate the relation between the electric polarization and induced polariza-
tion charge in a material. [Eqs.(3-91)(3-94)] 

RQ 3.19 What is Gauss’s law in material media?  [Eqs.(3-99)(3-100)] 
RQ 3.20 What material parameter determines the polarization charge induced in 

a dielectric? [Eq.(3-101)] 
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RQ 3.21 State the relation between D and E in a dielectric. [Eq.(3-103)] 
RQ 3.22 State the boundary conditions for tE  and nD  at an interface between 

two different dielectrics with no surface charge. [Eqs.(3-111)(3-115)] 
RQ 3.23 Do static electric field lines reflect from an interface between two dif-

ferent dielectrics?  [Fig.3.24] 
RQ 3.24 Is the total electric flux conserved at the opposite sides of an interface 

between unlike dielectrics? [Eq.(3-115)] 
RQ 3.25 Can you derive the boundary conditions for D and E from the point 

form of the two fundamental relations? [Eqs.(3-99)(3-76)] 

3.6   Perfect Conductor in a Static Electric Field 

Although the conductor contains a very large number of free electrons, it is electr-
ically neutral under normal conditions. The negative charges of the free electrons 
are counterbalanced by the positive charges of the ionized lattice atoms. Thus 
there is no net charge in the conductor. In the absence of an externally applied 
electric field, the free electrons collide with the impurities and imperfections of 
the lattice, and scatter in random directions. Consequently, there is no net motion 
of the free electrons in the conductor. In contrast, in the presence of an external 
electric field, the free electrons gain a net speed during the mean time between 
collisions and give rise to a conduction current in the material. The conductivity is 
a measure of how easily the free electrons can produce the conduction current un-
der the influence of an electric field. A perfect conductor is one with an infinite 
conductivity, whereas a perfect dielectric is one with zero conductivity.  

If a net charge is injected into a perfect conductor, the charge should be distri-
buted on the surface of the conductor in order not to create any electric field inside 
the conductor. Otherwise, an internal electric field would generate an infinite con-
duction current, which in turn redistributes the charge instantaneously until there 
is no electric field inside the conductor. In a perfect conductor,  

 0=E                                   (3-121) 

 0ρ =v                                   (3-122) 

where ρv  is the net volume charge density in the conductor. 

Consider a perfect conductor placed in free space as shown in Fig. 3.25. The 
circulation of E around a rectangular loop abcda is zero, irrespective of the ma-
terial, namely,  
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where t stands for the tangential component. The line integral along the bottom 
side of the loop, cd, is zero because 0=E in the perfect conductor. The line inte-
grals along the left and right sides of the loop, da and bc, vanish as hΔ  tends to 
zero. Under these conditions, Eq. (3-123) becomes 

 1( ) 0tE wΔ =  

Thus, on the surface of a perfect conductor, we have 

 0tE =                               (3-124) 

The tangential component of E is always zero on the surface of a perfect con-
ductor. This implies that no work is done in moving a charge around on the sur-
face of a perfect conductor; the surface of a perfect conductor is an equipotential 
surface.  

Next, we apply Gauss’s law to a circular cylinder half embedded in the conduc-
tor as shown in Fig. 3.25. The integral of D over the bounding surface of the cy-
linder is equal to the surface charge enclosed in the cylinder, namely,  
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              (3-125) 

where n stands for the normal component. Here, ρs  is the surface charge density 

on the perfect conductor, and ρ Δs s  is thus the total surface charge enclosed in 

the cylinder as the height hΔ  goes to zero. The surface integral over the bottom 
plate is zero because 0= =E D  in a perfect conductor. The surface integral over 
the side surface vanishes as 0hΔ → . Under these conditions, Eq. (3-125) be-
comes 

 1nD Δ = ρ Δss s  

Thus, on the surface of a perfect conductor, we have  

 nD = ρs                               (3-126)  

The normal component of D on the surface of a perfect conductor is equal to 
the net surface charge density on the conductor. It is important to note that ρs  

in Eq. (3-126) is the net surface charge on the conductor, except the polarization 
charges. 

The boundary conditions expressed by Eqs. (3-124) and (3-126) can also be  
applied to an interface between a perfect conductor and a perfect dielectric. 
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Fig. 3.25 A perfect conductor in free space. 

Example 3-17 
A net charge of +Q[C] is given to a perfectly conducting sphere of radius a, which 
is then enclosed by a perfectly conducting spherical shell of inner radius b and 
outer radius c, as shown in Fig. 3.26. Determine the surface charge densities in-
duced on the inner surface at R b=  and the outer surface at R c= , and identify 
the source of the surface charges for the two cases: (a) the outer conductor is  
isolated (b) the outer conductor is grounded. 

 

Fig. 3.26 A conducting sphere with a net charge +Q[C] is enclosed by a conducting shell. 

Solution 
From the spherical symmetry of the system, D is expected to be 

( )R RD R=D a  everywhere, whether or not it is grounded.  
 

(a) In the region a R b< ≤ , applying Gauss’s law we obtain 

 π = +24 RR D Q  

 Electric flux density at R b=  is  

= =
π 24R R R

Q
D

b
D a a                      (3-127a) 
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 On the surface at R b= , using Eqs. (3-127a) and (3-126), and noting that 
the outward unit normal to the surface is n R= −a a , we obtain the surface 

charge density as 

ρ = − = −
π 24

i
R

Q
D

bs         (at R b= )       (3-127b)  

 In the region R c≥ , the net charge enclosed by the Gaussian surface is 
+Q  because the outer shell is electrically neutral. From Gauss’s law we 
obtain  

 π = +24 RR D Q  

 The electric flux density at R c=  is  

= =
π 24R R R

Q
D

c
D a a                      (3-128a) 

 On the surface at R c= , using Eqs. (3-128a) and (3-126), and noting that 
the outward unit normal to the surface is n R=a a , we obtain the surface 

charge density as 

ρ = =
π 24

o
R

Q
D

cs           (at R c= )        (3-128b) 

 The negative surface charge iρs  at R b=  stems from the free electrons of 

the outer conductor, whereas the positive surface charge oρs  at R c=  

stems from the ionized lattice atoms of the same conductor. Note that +Q  

and iρs  jointly result in 0=E  in the interior of the outer conductor.  

(b) The outer conductor is at zero potential, because of its connection to ground. 
No electric field line starts at the conductor and ends at ground, or vice versa. 
Thus,  

0 o
nD = = ρs              ( R c= ) 

 In the region a R b< ≤ , D is the same as that in part (a). Thus,  

ρ = −
π 24

i Q

bs             ( R b= ) 

 Note that two charges +Q  and iρs  jointly result in 0=E  in the region 

b R< < ∞ . The surface charge iρs  is the net charge came from ground.  

 
Exercise 3.27 

 A point charge +Q  is at a distance 1[m] from an infinite conducting surface at 
0z =  connected to ground. Find the total charge induced on the conductor. 

Ans. −Q .  
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Exercise 3.28 
 Describe the shape of the electric field lines between q+  and the conducting 

surface in Exercise 3.27.  

Ans. Field lines start at q+  and end on the conducting surface at right angles.  
 

Review Questions with Hints 

RQ 3.26 Why is it that 0= = ρE v  in a perfect conductor. [Eqs.(3-121)(3-122)] 

RQ 3.27 What are the boundary conditions for E and D at an interface between a 
perfect conductor and a perfect dielectric?  [Eqs.(3-124)(3-126)] 

RQ 3.28 Is the surface of a perfect conductor an equipotential surface, even if it 
has net charges? [Eqs.(3-121)(3-124)] 

3.7   Electrostatic Potential Energy 

As was stated earlier, the electric potential at a point in space is the work done in 
bringing a unit charge from infinity to the point against the electric field. In other 
words, the product of the electric potential and the charge located at the point is 
the potential energy of the charge. To hold the charge in place, however, we need 
to counterbalance the Coulomb force exerted on the charge by applying an exter-
nal force on the charge, for instance a mechanical force. If we remove our hold on 
the charge, the potential energy is transformed into the kinetic energy of the 
charge, which will accelerate the charge and send it back to infinity. Extending 
this concept to a system of charges, the work done in assembling the charges is 
stored as the potential energy of the system of charges.  

To compute the potential energy of a system of charges of the same polarity, 
we add the energies expended in bringing the individual charges from infinity to 
the predetermined positions. When we bring the first charge 1q  from infinity to a 

point in free space, no energy is expended. That is,  

 1 0W =                                (3-129) 

When we bring a second charge 2q  to a prearranged point near charge 1q , we 

have to move against the electric field produced by 1q , and thus expend the ener-

gy given by  

 1
2 2

2 14 o

q
W q

−

 
=  πε R

                       (3-130) 

This is simply the product of 2q  and the electric potential due to 1q . In our nota-

tions, the subscript 2-1 in 2 1 2 1− = −r rR  is to denote the distance from charge 

“1” to charge “2”. With the help of the obvious relation 2 1 1 2− −=R R , Eq. (3-130) 

is rewritten as  
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 2 1 1 2
2

2 1 1 2

1 1
2 4 2 4o o

q q q q
W

− −

= +
πε πεR R

                  (3-131) 

Following the same procedure used for 2W , we express the energy expended in 

bringing a third charge 3q  to a prearranged point near the charges 1q  and 2q  as  

 

21
3 3 3

3 1 3 2

3 2 2 33 1 1 3

3 1 3 2 1 3 2 3

4 4

1 1
    

2 4 4 2 4 4

o o

o o o o

qq
W q q

q q q qq q q q

− −

− − − −

  
= +   πε πε   

   
= + + +   πε πε πε πε   

R R

R R R R

       (3-132) 

Again, 3W  is the product of 3q  and the electric potential due to the previous 

charges 1q  and 2q . Note that Eq. (3-132) has been rewritten by making use of 

the relation a b b a− −=R R . Next, by summing the three terms 1W , 2W , and 3W , 

the total energy expended in assembling the first three charges is 

 

( )

1 2 3

2 23 31 1

1 2 1 3 2 1 2 3

23 1
1 1 2 2 3 3

3 1 3 2

2 4 4 2 4 4

1
  

2 4 4 2

o o o o

o o

W W W

q qq qq q

qq q
q V q V q V

− − − −

− −

+ +

   
= + + +   πε πε πε πε   

 
+ + = + + πε πε 

R R R R

R R

        (3-133) 

We see that the three brackets in Eq. (3-133) represent the electric potentials 1V , 

2V , and 3V  at the points of 1q , 2q , and 3q , respectively. By following the 

same procedure, we obtain the total energy stored in a system of N point charges 
as  

 
1

1
2

N

E j j
j

W q V
=

=             [J]            (3-134) 

Here, jV  is the electric potential at the location of the charge jq , which is caused 

by all other charges except jq .  

We can obtain the energy stored in a continuous distribution of charges of a vo-
lume charge density ρv  in the same manner as for discrete charges. By replacing 

jq  in Eq. (3-134) with the incremental charge jρ Δv v , and taking the limit as 

N → ∞  and 0Δ →v , we write the energy of the volume charge density ρv  as  

  
10

1
lim

2

N

E j jN
j

W V
→∞

=Δ →

= ρ Δ v
v

v                     (3-135) 
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From calculus we recognize the right-hand side of Eq. (3-135) as a volume 
integral of the function Vρv . The electrostatic potential energy of a volume 

charge density ρv  is therefore,  

 
1
2EW V d= ρV v v              [J]            (3-136) 

where V is the volume occupied by the volume charge density ρv , and V is the 

electric potential at a point in volume V.  
It is often more convenient to express the potential energy in terms of E and D 

than the charge density ρv . Upon applying Gauss’s law, Eq. (3-136) becomes  

 ( )1
2EW V d= ∇ D

V
v                         (3-137) 

Rewriting Eq. (3-137), with the help of the vector identity 

( ) ( ) ( )V V V∇ = ∇ + ∇D D D   , we have  

 
( ) ( )1 1

2 2
1 1

    
2 2

EW V d V d

V d d

= ∇ − ∇

= +

 

 

D D

D s D E

V V

S V

v v

v

 

 
               (3-138) 

where we have used divergence theorem and the relation V= −∇E . In the above 
equation, S is the bounding surface of the volume V, which may be arbitrary only 
if it is large enough to enclose all the charges. Let us examine the closed surface 
integral on the right-hand side of Eq. (3-138). Let the surface S be a spherical sur-

face of radius R, which tends to infinity. Then, as R → ∞ , the terms V, D , and 

ds ( 2 sinR d d= θ θ φ ), in the closed surface integral, vary as 1/R , 21/R , and 
2R , respectively. In view of these, we see that the closed surface integral varies as 

1/R , and becomes zero as R → ∞ . The electrostatic potential energy is there-

fore expressed as  

 
1
2EW d=  D E

V
v             [J]             (3-139) 

Upon using the constitutive relation = εD E , Eq. (3-139) becomes 

 21
2EW E d= εV v                            (3-140) 

In view of Eq. (3-139), we can define the electrostatic energy density ew  as 

 
1
2ew = D E                 3[J/m ]         (3-141) 

which has the unit of the joule per cubic meter.    
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Example 3-18 
Determine the potential energy of a volume charge of a uniform density ρv  that 

is assembled in a spherical shell of inner radius a and outer radius b, in free space, 
as shown in Fig. 3.27.  

 
Fig. 3.27 A uniform volume charge in a spherical shell. 

Solution 
We compute the work done in bringing and stacking thin spherical layers of 
charges one by one. To start with, the total charge enclosed in a sphere of 
radius 1R  is 

( )3 3
1

4
3

Q R a
π= ρ −v  

The electric potential at 1R R=  is the same as if Q were concentrated on a 

point at the origin, i.e., 

( )3 3
1

1 1

1 4
4 4 3o o

Q
V R a

R R
π = = ρ − πε πε  

v              (3-142) 

A thin spherical layer of radius 1R  and thickness dR  contains a net charge of  

2
14dq R dR= ρ πv                          (3-143) 

The energy expended in bringing dq  from infinity to the spherical surface 

at 1R R=  is obtained from Eqs. (3-142) and (3-143) as  

( )2 3 3
1 1

4
3 o

dW Vdq R R a dR
 π= = ρ − ε 

v  

The total energy expended in assembling the volume charge is 

( )2 3 3

2 5 5 3 2 2

4
3

4 1 1
                ( ) ( )

3 5 2

R b

E R a
o

o

W dW R R a dR

b a a b a

=

=

π= = ρ −
ε

π  = ρ − − − ε  

 v

v

 (3-144) 
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We see from Eq. (3-144) that if 0a = , the volume charge forms a sphere of 

radius b, and the potential energy is simply given as 5kb , where k is a 
constant. We note that EW  in Eq. (3-144) cannot be expressed in the form 

of 5 5( )k b a− , which is simply a subtraction of V due to the charges in a 

sphere of radius a from that due to the charges in a sphere of radius b. This 
leads us to conclude that the potential energy does not follow the principle of 
superposition.  
 

Exercise 3.29 
 Find the potential energy of the three identical point charges of 1[ ]Cμ  being 1[m] 

apart, in free space, along the x-axis.  

Ans. 0.022[J] . 

Exercise 3.30 
 Two parallel, infinite sheets with surface charge densities ρs  and −ρs  are 

separated by a distance a in free space. Find the energy density in between. 

Ans. 2 /(2 )e ow = ρ εs . 

 
Review Questions with Hints 

RQ 3.29 Express the electrostatic potential energy of a volume charge density. 
  [Eq.(3-136)] 
RQ 3.30 Express the electrostatic potential energy in terms of field quantities. 
  [Eq.(3-140)] 
RQ 3.31 Define the electrostatic energy density. [Eq.(3-141)] 

3.8   Electrostatic Boundary Value Problems 

Thus far we learned about the methods of obtaining the electric field from a given 
charge distribution. In most practical problems, however, the charge distribution 
may not be known in the given region. We now introduce Poisson’s equation, 
Laplace’s equation, and the method of images, which allow us to determine V and 
E in a region of space from the charges and electric potentials specified at the 
boundaries. Electrostatic problems involving boundary values are called boundary 
value problems.  

3.8.1   Poisson’s and Laplace’s Equations 

We start with two fundamental relations governing the static electric field, that is, 

 ∇ = ρD v                           (3-145) 

 0∇ × =E                           (3-146) 
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Limiting our discussion to a homogeneous, linear, and isotropic medium, the con-
stitutive relation between E and D is  

 = εD E                                (3-147) 

where the permittivity ε is constant, independent of the magnitude and direction of 
E. Let us recall the relation between E and V, i.e., 

 V= −∇E                              (3-148) 

Inserting Eqs. (3-147) and (3-148) into Eq. (3-145), we have  

 ( )V−∇ ε ∇ = ρv                           (3-149) 

Since ε is constant in the simple medium, it can be taken outside the divergence 
operator in Eq. (3-149). The Poisson’s equation is therefore,  

 2V
ρ

∇ = −
ε
v                              (3-150) 

The operator 2∇ , read “del squared”, is the Laplacian operator, which represents 
the divergence of the gradient of a scalar field. If there is no net volume charge in 
the given region, the Poisson’s equation reduces to the Laplace’s equation, that is,  

 2 0V∇ =                                (3-151) 

The Poisson’s and Laplace’s equations are second-order differential equations, 
each of which requires two independent boundary values for the determination of 
two constants of integration. These constants then uniquely specify a particular so-
lution in the given region. When Laplace’s equation is solved in a region where 
there is no volume charge, other charges, such as point, line, and surface charges, 
may be used as boundary values.  

The Laplace’s equation in Cartesian coordinates is  

 
2 2 2

2 2 2 0
V V V
x y z

∂ ∂ ∂+ + =
∂ ∂ ∂

             (Cartesian)      (3-152a) 

The Laplacian of V in cylindrical and spherical coordinates can be obtained by 
taking the divergence of the gradient of V in their respective coordinates. The Lap-
lace’s equations in cylindrical and spherical coordinates are as follows:  

 
2 2

2 2 2

1 1
0

V V V
z

  ∂ ∂ ∂ ∂ρ + + =  ρ ∂ρ ∂ρ ρ ∂φ ∂   
        (cylindrical)     (3-152b) 

 
2

2
2 2 2 2 2

1 1 1
sin 0

sin sin
V V V

R
R R R R R

∂ ∂ ∂ ∂ ∂   + θ + =   ∂ ∂ θ ∂θ ∂θ θ ∂φ   
 

                                       (spherical)              (3-152c) 
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Exercise 3.31 
 Show that the following electric potentials satisfy Laplace’s equation:  

(a) 2 cos(2 )xV e y−= , and (b) [ ]ln tan( /2)V = θ . 

3.8.2   Uniqueness Theorem 

From calculus we know that a second-order differential equation such as Poisson’s 
equation should have two independent homogeneous solutions, which are obtained 
as if there were no source in the given region of space. If they are linearly com-
bined in such a way as to satisfy two independent boundary conditions, the linear 
combination must be a unique solution, or the only solution, in the given region. 
This is called the uniqueness theorem, which asserts that the solution of Poisson’s 
equation satisfying the given boundary conditions is a unique solution in the 
given region. The uniqueness theorem allows us to solve Poisson’s equation in an 
intuitive manner, in which we only need to guess the solution satisfying the given 
boundary conditions.  

To verify the uniqueness theorem, we proceed as follows. Suppose 1V  and 2V  

are two solutions of Poisson’s equation in a region R, which has a finite volume 
V and a bounding surface S, namely,  

 2
1( )V

ρ
∇ = −

ε
r v                             (3-153a) 

 2
2( )V

ρ
∇ = −

ε
r v                            (3-153b) 

Let us assume that 1V  and 2V  satisfy the same boundary condition such that  

 1 2( ) ( )V V V= =r rs s s                           (3-154) 

where rs  is the position vector of a point on the boundary surface S.  

In the region R , we define a scalar field as 

 1 2( ) ( ) ( )V V V≡ −r r r                           (3-155) 

With the help of Eqs. (3-153) and (3-154), we obtain the Laplacian of ( )V r  and 

the value of ( )V r  at the boundary as follows:  

 2 2 2
1 2( ) ( ) ( ) 0V V V∇ = ∇ − ∇ =r r r                    (3-156a)  

 1 2( ) ( ) ( ) 0V V V= − =r r rs s s
                      (3-156b) 

The differential equation and the boundary value given in Eq. (3-156a) and Eq. (3-
156b) can be viewed as another boundary value problem in the region R.  
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Upon substituting V  and V∇   for A and V in the vector identity 

( ) ( ) ( )A A A∇ = ∇ + ∇V V V   , we have 

 ( ) ( ) ( )V V V V V V∇ ∇ = ∇ ∇ + ∇ ∇         

Integrating both sides of the above equation over a volume V, we have  

 ( ) ( ) ( )V V d V V d V V d∇ ∇ = ∇ ∇ + ∇ ∇  V V V
v v v               (3-157) 

The first term on the right-hand side of Eq. (3-157) should vanish, because of Eq. 
(3-156a). Rewriting the left-hand side of Eq. (3-157) by use of divergence theo-
rem, and substituting the boundary condition given in Eq. (3-156b), we have 

 ( ) ( ) 0V V d V V d∇ ∇ ∇ =  s
V S

=v      

Thus Eq. (3-157) becomes  

 ( ) 0V V d∇ ∇ =V v                        (3-158) 

The integrand in the volume integral in Eq. (3-158) is always positive. Thus we 
should have 0V∇ =  at every point in V to satisfy the equality. In the region R, 

the function ( )V r is obtained as  

 1 2( ) ( ) ( )V V V C= − =r r r                     (3-159) 

where C is a constant, and r is the position vector of a point in R. Equation (3-
159) should be satisfied at every point in R, including the points on the boundary 
surface S. Applying the boundary condition expressed by Eq. (3-156b) to Eq. (3-
159) gives 0C = . Thus, at every point in the region R, we have 

 1 2( ) ( )V V=r r                           (3-160) 

which verifies the uniqueness theorem.  
Since the above proof holds true irrespective of ρv , the uniqueness of the solu-

tion of Laplace’s equation is also verified. Even if we find a solution of Laplace’s 
equation by trial and error such that it satisfies the given boundary conditions, the 
solution is the only solution in the given region. 

 
Exercise 3.32 

 A long conducting trough is along the z-axis, maintained at zero potential. Its 
cross section is a square of side b as  (bottom side, x-axis; left side, y-axis). (a) 
Does sinh( / )sin( / )V n x b n y b= π π , 1,2,..n = , satisfy Laplace’s equation 

and the boundary condition? (b) Why no unique solution?  

Ans. (a) Yes, (b) Laplace’s equation requires two boundary conditions. 



180 3   Electrostatics
 

3.8.3   Examples of Boundary Values Problems 

Example 3-19 
Two parallel conducting plates are separated by a distance d, and maintained at 

0V =  and oV V= , as shown in Fig. 3.28. The gap is filled with a volume 

charge density sin( / )o z dρ = ρ πv . Ignoring the fringing effect of E at the edges 

of the conductors, find  
(a) electric potential in the gap, and  
(b) surface charge densities induced on the conductors. 

 

Fig. 3.28 Two parallel plates filled with volume charges.  

Solution 
(a)  If the edge effects are ignored, E and V are obtained as if the plates and the 

charge distribution were infinite in extent in the xy-plane. From translational 
symmetries in the x- and y-directions, Poisson’s equation is written as  

2

2 sino

o

d V
z

dz d

ρ π = −  ε  
 

 Upon integrating both sides with respective to z twice, we obtain  

2

1 2sino

o

d
V z c z c

d

ρ π   = + +   ε π   
                 (3-161) 

 where 1c  and 2c  are constants of integration   

Applying the boundary conditions to Eq. (3-161), we have  

2( 0) 0V z c= = =                         (3-162a) 

1( ) oV z d V c d= = =                        (3-162b) 
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 Combining Eqs. (3-162) and (3-161), V in the gap is 

2

sino o

o

Vd
V z z

d d

ρ π   = +   ε π   
.                    (3-163) 

(b)  From Eq. (3-163), the electric field in the gap is  

 coso o
z

o

d V
V z

d d

 ρ π = −∇ = − +  ε π   
E a  

 On the conducting surfaces at 0z =  and z d= , we have 

 (0) (0) o o
o o z

o

d V

d

 ρ
= ε = ε − − ε π 

D E a  

 ( ) ( ) o o
o o z

o

d V
d d

d

 ρ
= ε = ε − ε π 

D E a  

 A unit normal to the surface at 0z =  is n z=a a , and a unit normal to the 

surface at z d=  is n z= −a a . From Eq. (3-126), the induced surface 

charge densities are 

(0) o o o
z

d V
D

d

ρ ε
ρ = = − −

πs          at 0z =             (3-164a) 

( ) o o o
z

d V
D d

d

ρ ε
ρ = − = − +

πs        at z d=             (3-164b) 

 The surface charge densities in Eq. (3-164) are not equal in magnitude. The 
charge densities /o oV d±ε  stem from the potential difference oV , whereas 

the charge density /od− ρ π  originates from the net charge 2 /odρ π  

contained in a volume 1 1 d× × 3[m ]  in the gap. 

 
Example 3-20 
Two semi-infinite conducting plates take a wedge form as shown in Fig. 3.29. 
They are at angles 1φ  and 2φ  with respect to the x-axis, and maintained at 

potentials 1V  and 2V , respectively. Find V in the regions:  

(a) 1 2φ ≤ φ ≤ φ , and  

(b) 2 1( 2 )φ ≤ φ ≤ φ + π . 
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Fig. 3.29 Two semi-infinite conducting plates in a wedge form. 

Solution 
Keeping the uniqueness theorem in mind, and noting that 1φ = φ  and 2φ = φ  

planes are equipotential surfaces, we assume that any surface of constant φ is 
an equipotential surface. Under these conditions, V is independent of ρ and z, 
and Laplace’s equation is written in cylindrical coordinates as  

2
2

2 2

1
0

V
V

∂∇ = =
ρ ∂φ

                        (3-165) 

Upon integrating both sides of the equation twice with respect to φ, we 
obtain a general solution, with the constants of integration 1c  and 2c , as 

1 2V c c= φ + .                            (3-166) 

(a) In the region 1 2φ ≤ φ ≤ φ   

 Applying the boundary conditions to Eq. (3-166), we obtain  

1 1 1 1 2( )V V c cφ = = φ +                      (3-167a) 

2 2 1 2 2( )V V c cφ = = φ +                     (3-167b) 

 Solving the equations for 1c  and 2c , we obtain 

 1 2
1

1 2

V V
c

−
=

φ − φ
 

 1 2
2 1 1

1 2

V V
c V

−
= − φ

φ − φ
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 Thus,  

1 2
1 1

1 2

( )
V V

V V
−

= φ − φ +
φ − φ

. 1 2( )φ ≤ φ ≤ φ  (3-168) 

(b) In the region 2 1( 2 )φ ≤ φ ≤ φ + π  

 Applying the boundary conditions to the general solution in Eq. (3-166), we 
obtain 

2 2 1 2 2( )V V c cφ = = φ +  

1 1 1 1 2( 2 ) ( 2 )V V c cφ + π = = φ + π +  

 Solving the equations for 1c  and 2c , we obtain 

 2 1
1

2 1 2

V V
c

−
=

φ − φ − π
, and 2 1

2 2 2
2 1 2

V V
c V

−
= − φ

φ − φ − π
 

 Thus,  

2 1
2 2

2 1

( )
2

V V
V V

−
= φ − φ +

φ − φ − π
     ( )2 1( 2 )φ ≤ φ ≤ φ + π               (3-169) 

 The electric potentials given in Eqs. (3-168) and (3-169) are unique solutions 
in their respective regions because they satisfy Laplace’s equation and the 
given boundary conditions. They conform with the initial assumption that 
any surface of constant φ is an equipotential surface. 

 
Example 3-21 
The space between two concentric, perfectly conducting, spherical shells of 
negligible thickness is filled with a dielectric of permittivity ε as shown in Fig. 3.30. 
Two spheres have radii a and b, and maintained at potentials 1V  and 2V , 

respectively. Find V in the regions: (a) R b> , (b) a R b≤ ≤ , and (c) 0 R a< ≤ . 

 

Fig. 3.30 Two conducting shells separated by a dielectric. 
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Solution 
 From spherical symmetry, Laplace’s equation is written in spherical 

coordinates as  

 2 2
2

1
0

V
V R

R R R
∂ ∂ ∇ = = ∂ ∂ 

 

 Upon integrating both sides of the equation twice with respect to R, we 
obtain a general solution, with the constants of integration 1c  and 2c , as 

1
2

c
V c

R
= + .                              (3-170) 

(a) In the region R b>  

 Applying the boundary conditions to Eq. (3-170), we get 

1
2 2( )

c
V R b V c

b
= = = +                      (3-171a) 

2( ) 0V R c= ∞ = =                        (3-171b) 

 Solving Eq. (3-171) for 1c  and 2c , we get 

 1 2c bV=  

 2 0c =  

 Thus,  

2bV
V

R
= .    ( )R b>               (3-172a) 

(b)  In the region a R b≤ ≤  

 Applying the boundary conditions to Eq. (3-170), we get 

 1
1 2( )

c
V R a V c

a
= = = +  

 1
2 2( )

c
V R b V c

b
= = = +  

 Solving the equations for 1c  and 2c , we get 

 1 1 2( )
ab

c V V
b a

= −
−

 

 2 1 1 2( )
b

c V V V
b a

= − −
−

 

 Thus,  

1 1 21 ( )
a b

V V V V
R b a
 = + − −  − 

.        ( )a R b≤ ≤         (3-172b) 
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(c) There is no electric field in the region 0 R a< ≤ . Thus,  

1V V= .                                 (3-172c)  

3.8.4   Method of Images 

The electric field lines of an electric dipole are symmetrical about the plane placed 
in the middle as shown in Fig. 3.31(a). Furthermore, the electric field lines cross 
the middle plane at right angles, implying that the plane is an equipotential sur-
face. Upon substituting 0R =p a , which is an expression for the middle plane of 

the dipole, into Eq. (3-83), we see that the plane is at a potential of 0V = . Let us 
digress briefly and consider a boundary value problem in which a point charge 

q+  is at a distance d/2 from an infinitely large, perfectly conducting surface that 
is maintained at a zero potential, as illustrated in Fig. 3.31(b). From potential 
theory we know that the electric field lines originate on the positive charge and 
terminate on the conducting surface at right angles. It is apparent that the electric 
field lines shown in Fig. 3.31(b) are the same as those in the upper half of Fig. 
3.31(a). This is justified by the fact that the two field lines satisfy the same boun-
dary condition. Note that the solution satisfying Laplace’s equation and given 
boundary conditions is a unique solution. 

The method of images provides another way of determining the electric field in a 
given problem that involves perfectly conducting planar surfaces of zero potential. 
In the method of images, the charge distributions above the conducting surface are 
replaced with the combination of the given charges and their image charges, with the 
conducting surface removed, as illustrated in Fig. 3.32(a) and Fig. 3.32(b). The elec-
tric field of the given problem is the one obtained in the region above the middle 
plane. The principle of superposition allows us to extend the method of images to 
continuous distributions of charges and even equipotential surfaces.  

 

Fig. 3.31 (a) Dipole electric field (b) A point charge above a conducting surface. 
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Fig. 3.32 (a) Boundary value problem (b) Method of images. 

Example 3-22 
Two charges Q+  and Q−  are images of the other as shown in Fig. 3.33. From 
symmetry considerations we see that the electric field lines should be symmetrical 
about the middle plane.  

Should the electric field lines be, in addition, normal to the middle plane?  

 

Fig. 3.33 Symmetrical field lines due to symmetrical charges.  

Solution 
Two symmetrical charges Q+  and Q−  can be regarded as the sum of 
many electric dipoles straddling the middle plane. The electric field lines of 
an electric dipole are smooth everywhere, except for the source points 
occupied by the two charges of the dipole. According to the principle of 
superposition, the field lines of Q+  and Q−  are smooth in space, and thus 
normal to the middle plane.  

Example 3-23 
Find an expression for the equipotential surface of 
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(a) two infinitely long, straight, and thin lines are parallel to each other, separated by 
a distance 2d. They carry uniform line charge densities ρl  and −ρl , respectively.  

(b) two infinitely long conducting wires of a finite radius 1β  are parallel to each 

other, separated by a center-to-center distance of 12α . They are maintained at 

potentials 1V  and 1V− , respectively. 
  

Solution 
(a) Referring to Fig. 3.34(a), we first obtain the electric potential V at a point p 

from Eq. (3-69) as 

2 01 0

1 2

ln ln
2 o

V −− ρ
= − πε  

RR

R R
l                     (3-173) 

 where 1R (or 2R ) is the perpendicular distance from the point p to the line 

charge ρl (or −ρl ), and 1 0−R (or 2 0−R ) is the perpendicular distance from 

a zero reference point to the line charge ρl (or −ρl ).  

We set 1 0 2 0− −=R R  by assuming the 0y =  plane to be the zero reference 

point, which will be validated later. Under this condition, Eq. (3-173) becomes 

2

1

ln
2 o

V
ρ

=
πε

R

R
l                            (3-174) 

 Inserting expressions for 1R  and 2R  in Cartesian coordinates into Eq. (3-

174), we have 

2 2

2 2

( )
ln

4 ( )o

y d z
V

y d z

 ρ + +=  πε − + 
l                      (3-175) 

 We rewrite Eq. (3-175) and define a parameter K as follows: 

2 2

2 2

4 ( )
exp

( )
oV y d z

K
y d z

 πε + += ≡ ρ − + l
                  (3-176) 

 The second equality in Eq. (3-176) leads to 

2 2 2 2( ) ( )y d z K y d z + + = − +                    (3-177) 

 Rearranging terms in Eq. (3-177), we have 

( )2 2 2y z− α + = β                          (3-178) 

 where  

1
1

K
d

K

+α =
−

                          (3-179a) 

2
1

d K
K

β =
−

                           (3-179b) 
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 To obtain the equipotential surface of a potential 1V , we proceed as follows: 

 (1) Insert 1V V=  into Eq. (3-176) to obtain 1K K= .  

 (2) Insert 1K K=  into Eq. (3-179) to obtain 1α = α  and 1β = β .  

(3) Inserting 1α  and 1β  into Eq. (3-178), we obtain the equation of the 

equipotential surface in the yz-plane. 
 

 We see that the equipotential surface of 1V V=  is a cylinder of radius 1β , 

centered at 1y = α , as shown in Fig. 3.34(b). We see from Eq. (3-176) that 

0V >  for 1K > (the cylinder is in the region 0y > ), and 0V <  for 

1K < (the cylinder is in the region 0y < ).  

Let us now check the zero reference point. For 0V = , we can obtain 
1K =  and α = β = ∞  from Eqs. (3-176) and (3-179), which correspond to 

the 0y =  plane as can be seen from Eq. (3-178). The initial assumption for 

the zero reference point is thus validated. 
 

(b) The cross sections of the two wires are shown in Fig. 3.34(c), which are 
images of the other with respect to the middle plane, or the 0y =  plane. 

According to the method of images, we replace the left conductor with an 
infinite conducting plane of 0V =  placed in the middle, the 0y =  plane, 

as shown in Fig. 3.34(b). We then solve this boundary value problem by 
making use of the equivalent parallel line charges as shown in Fig. 3.34(a). 

For the given values of 1α  and 1β ( 1 1α > β ), we obtain K and d from 

Eq. (3-179) as 

2 2
1 1 1

1
1

K
α + α − β

=
β

                       (3-180a) 

1 1 1
1

1 1

1 1
1 2

K K
d

K K

− β −= α =
+

                    (3-180b) 

 Inserting 1K  and 1V  into Eq. (3-176), we obtain the equivalent line charge 

density as 

1

1

4
ln

oV

K

περ =l                              (3-181) 

 Next, inserting ρl  and d into Eq. (3-175), we obtain the expression for the 

equipotential surface of an electric potential V as   

2 2

2 2

( )
ln

4 ( )o

y d z
V

y d z

 ρ + +=  πε − + 
l                       (3-182) 

 Following the same procedure, we can also solve a boundary value problem 
involving an infinitely long line charge and an infinitely long conducting 
cylinder, which are parallel to each other.  



3.8   Electrostatic Boundary Value Problems 189
 

 

Fig. 3.34 (a) Two parallel line charges (b) Two equipotential surfaces ( 0V =  and 1V V= ) 

(c) Two equipotential surfaces ( 1V V=  and 1V V= − ). 
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When two infinitely long line charges of uniform densities 1[nC/m]±  are se-

parated by 2[m]  in free space, the equipotential surfaces are drawn to scale in the 

yz-plane in Fig. 3.35. 

 

Fig. 3.35 Equipotential surfaces of two parallel line charges of densities 1[nC/m]± , se-

parated by 2[m]  in free space. 

Exercise 3.33 
The conducting surface in Fig. 3.31(b) is not at zero potential. (a) Are the field 
lines still normal to the conductor? (b) Are they still equal to the upper half of Fig. 
3.31(a)? (c) If no, what is the source of the distortion?  

Ans. (a) Yes, (b) No, (c) Net surface charges on the conductor. 

Exercise 3.34 
For a boundary value problem involving ρl  and the 0y =  plane maintained at 

0V =  as in Fig. 3.34(b), find the surface charge density induced on the 0y =  

plane per unit length of the x-axis. 

Ans. 
2 2

[C/m]
( )

d

d z

ρ
−

π +
l . 
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Review Questions with Hints  

RQ 3.32 Write Poisson’s and Laplace’s equations. [Eqs.(3-150)(3-151)] 
RQ 3.33 Can Poisson’s and Laplace’s equations be applied to an inhomogene-

ous, nonlinear, and anisotropic material?  [Eq.(3-149)] 
RQ 3.34 State the uniqueness theorem for electric potential. [Eq.(3-160)] 
RQ 3.35 How many boundary conditions are required for a unique determination 

of V?  [Eq.(3-161)] 
RQ 3.36 Can an arbitrary scalar function represent an electric potential in free 

space even if it does not satisfy Laplace’s equation? [Eq.(3-149)] 
RQ 3.37 Under what conditions, is a trial solution a unique solution to a boun-

dary value problem involving no volume charge? [Eqs.(3-165)(3-167)] 
RQ 3.38 What are the principles underlying the method of images?  

[Figs.3.31,3.32]  

3.9   Capacitance and Capacitors 

Any two conducting objects can form a capacitor, regardless of their shapes and 
sizes, when they are separated by a dielectric. A capacitor can store energy in the 
electric field that is induced in the dielectric by the charges accumulated on the 
conductors. With reference to Fig. 3.36, in which two electrically neutral conduc-
tors are embedded in a dielectric of a permittivity ε, let us consider the case in 
which some free electrons are taken out of conductor 1 and imparted to conductor 
2. By doing so, conductor 2 is negatively charged due to the injected electrons, 
while conductor 1 is positively charged due to the ionized host atoms. Two con-
ductors have a net charge of an equal amount but opposite polarity. In practical 
situations, the separation of charges may be accomplished by a dc voltage source 
connected to the conductors.  

As was stated earlier, the excess charges should be distributed on the sur-
face of the conductor so that there is no electric field inside the conductor; 
the conductor is at an equipotential. The potential difference between the 
conductors, V, is of course generated by the electric field E that is induced in 
the dielectric by the net charges on the conductors. At this point, we see that 
a further separation of charges will only increase the surface charge density 
ρs  on the conductor, with no change in the charge distribution; otherwise, 

the charge distribution would induce an electric field inside the conductor. 
Thus, if the amount of the separated charges is increased by a factor of k, the 
magnitudes of ρs , E, and V are all increased by the same factor. This is evi-

dent from the relations n nD Eρ = = εs  and V= −∇E . Because of the linear 

relationship between sρ  and V, the ratio between the net charge on the con-

ductor and the potential difference between the conductors should be constant 
for a given capacitor. 
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Fig. 3.36 Two conductors separated by a dielectric. 

Energy is expended in separating the charges between the two conductors be-
cause the charge separation is done against the electric field already established in 
the dielectric. The work done is stored as the potential energy of the capacitor. For 
a fixed amount of the net charge on the conductor, the induced E strongly depends 
on the dielectric, and the geometry of the conductors such as shape, surface area, 
and distance between the conductors. 

The capacitance of a capacitor is defined as the amount of the separated charges 
on the conductor required for building up a potential difference of 1V between the 
conductors, i.e.,  

 
Q

C
V

=                       [F]            (3-183) 

The capacitance is measured in farads[F], which is equivalent to coulombs per 
volt. The capacitance is independent of the total charge Q and the potential differ-
ence V, because of the linear relationship between Q and V.  

The capacitance between two conductors can be obtained from Eq. (3-183) by 
following these steps:  

1. Assume charges Q+  and Q−  on two conductors. 
2. Choose a coordinate system considering symmetry. 
3. Find E due to Q by Coulomb’s law, Gauss’s law, or other methods. 
4. Find V by the negative line integral of E. 
5. Calculate C from Q/V. 

Alternatively,  

1. Assume potentials 1V  and 2V  on two conductors. 

2. Solve Laplace’s equation to find V between two conductors. 
3. Find E by the negative gradient of V. 
4. Find the surface charge density from nEρ = εs , and the total surface charge Q.   

5. Calculate C from ( )1 2/Q V V− . 
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3.9.1   Parallel-Plate Capacitor 

A parallel-plate capacitor consists of two parallel conducting plates of a surface 
area S, separated by a dielectric of thickness d and permittivity ε, as shown in Fig. 
3.37. To determine the capacitance, we assume charges Q+  and Q−  on the up-
per and lower conductors, respectively. By assuming the gap size d to be much 
smaller than the lateral dimension of the plate, we ignore the fringing effects of E 
at the edges of the plates, and obtain E in the gap as if the plates were infinite in 
extent. Under these conditions, the charges are uniform on the conducting plates 
with uniform surface densities given as  

 
Qρ = ±s S

                              (3-184) 

From Eqs. (3-57) and (3-58), with the aid of the principle of superposition, we ob-
tain 0=E  outside the capacitor, and, in the gap,  

 z

−ρ
=

ε
E as                             (3-185) 

The potential difference between the conducting plates is  

 
1

1 2 2
V d d−

ρ
= − =

ε E l s                       (3-186) 

The capacitance of a parallel-plate capacitor is therefore  

 
1 2

Q
C

V d−

ε= = S
               [F]          (3-187) 

The capacitance is directly proportional to the surface area and the permittivity, 
but inversely proportional to the separation between the two conductors.  

Upon inserting Eq. (3-185) into Eq. (3-139), we obtain the electric energy 
stored in the capacitor as follows: 

 

2

22

1
2 2

1
                          

2 2

EW d E d

d
d

d

ε= =

 ρ ρε = =   ε ε   

 D E
V V

s sS
S

v v

            (3-188) 

We see from Eq. (3-188) that the term in parenthesis represents the capacitance 
and the term in bracket represents the potential difference across the capacitor. In 
view of these, +the electrostatic energy stored in a parallel-plate capacitor is ex-
pressed as  

 21
2EW CV=               [J]             (3-189) 
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The stored energy is proportional to the capacitance and the square of the potential 
difference. 

 

Fig. 3.37 A parallel-plate capacitor. 

Let us imagine that we enlarge the surface area of the conducting plates, while 
maintaining the total charge on the conductor constant. Under these conditions, 
both sρ  on the conductor and E in the gap are reduced, meaning that a further se-

paration of charges is required for a potential difference of 1V between the con-
ductors; we have a higher capacitance. Similarly, if the dielectric is replaced with 
one having a larger ε, the electric field in the dielectric is reduced, meaning that an 
additional separation of charges is required for a buildup of 1V; we also have a 
higher capacitance. Even if the separation between the two conductors is reduced, 
there is no change in the electric field in the gap. In this case, however, the path of 
integration for V is reduced, and more separation of charges is required for the 1V; 
we have a higher capacitance.  

3.9.2   Examples of Capacitors 

Example 3-24 
A coaxial capacitor of a length L consists of two concentric cylindrical conductors 
of radius a and b as shown in Fig. 3.38. The space between two conductors is 
filled with a dielectric of permittivity ε. Ignoring the fringing effects of E at the 
edges of the conductors, determine the capacitance by assuming  
(a) charges Q±  on the conductors 

(b) potentials 1V±  on the conductors. 

 

Fig. 3.38 A coaxial capacitor. 
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Solution 
(a) We assume charges Q+  and Q−  on the inner and outer conductors, 

respectively. If the fringing effects are ignored, the charges are uniform on 
the conductors, and E in the gap is the same as if the capacitor were 
infinitely long. The charge distribution has cylindrical, translational(in the z-
direction), and twofold rotational(about the x-axis) symmetries. From the 
symmetries, the resultant E is expected to be of the form ( )Eρ ρ= ρE a  

everywhere.  
In the region a b< ρ < , from Gauss’s law we obtain 

2E Qρε πρ =L  

Electric field intensity in the gap is  

2
Q

Eρ ρ ρ= =
περ

E a a
L

 

Potential difference between two conductors is calculated as follows:  

( ) ln
2 2

a a

a b b b

Q Q b
V d d

a

ρ= ρ=

− ρ ρρ= ρ=

 = − = − ρ =  περ πε   E l a a
L L

   

The capacitance of the coaxial capacitor is therefore 

2
ln( / )a b

Q
C

V b a−

πε= = L
.           [F]                 (3-190) 

(b) We assume potentials 1V+  and 1V−  on the inner and outer conductors, 

respectively. Keeping the uniqueness theorem in mind, and noting the given 
boundary conditions, we assume any cylindrical surface centered on the z-
axis to be an equipotential surface. Under these conditions, V is independent 
of φ and z, and Laplace’s equation in cylindrical coordinates is thus reduced 
to  

1
0

V ∂ ∂ρ = ρ ∂ρ ∂ρ 
 

A general solution is written, with the constants of integration 1c  and 2c , 

as 

1 2 V lnc c= ρ +  (3-191) 

Applying the boundary conditions to Eq. (3-191), we get 

1 1 2 V lnc a c= +  (3-192a) 

1 1 2 V lnc b c− = +  (3-192b) 
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Inserting 1c  and 2c , obtained from Eq. (3-192), into Eq. (3-191), we get  

1 1

ln( / )
 V 2

ln( / )
a

V V
b a
ρ= −  

Taking the negative gradient of V, we have 

12 1
 

ln( / )
V

b a ρ=
ρ

E a  

12 1
 

ln( / )
V

b a ρ
ε= ε =

ρ
D E a  

On the cylindrical surface at aρ = , the surface charge density ρs  and the 

total surface charge Q are calculated as follows: 

12 1
 
ln( / )

V
D

b a aρ
ερ = =s  

( )
14

2
ln /

V
Q a

b a

πε
= π ρ =s

L
L  

The capacitance is  

1

2
2 ln( / )
Q

C
V b a

πε= = L
.            [F]           (3-193) 

 

Example 3-25 
Determine the capacitance of an isolated conducting sphere of radius a, residing in 
free space. 

 

Fig. 3.39 An isolated sphere. 
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Solution 
Frist, we compute the capacitance of a spherical capacitor consisting of two 
concentric conducting spheres of radius a and b as shown in Fig. 3.39, and 
then make the outer sphere expand to infinity. If we assume charges Q+  
and Q−  on the spheres, we see that the charge distribution has spherical 
symmetry. From the spherical symmetry, E is expected to be of the form 

( )R RE R=E a . 

In the region a R b< < , from Gauss’s law we obtain 24RD R Qπ = . 

Thus, the electric field intensity is  

24R R R
o

Q
E

R
= =

πε
E a a  

Potential difference between two spheres is  

( )2

1 1
4 4

R a R a

a b R RR b R b
o o

Q Q
V d dR

R a b

= =

− = =

 = − = − = − πε πε   E l a a   

The capacitance of the spherical capacitor is 

1
1 1

4 o
a b

Q
C

V a b

−

−

 = = πε − 
 

 [F] (3-194) 

Taking the limit as b → ∞ , the capacitance of an isolated sphere is therefore 

4 oC a= πε . [F] (3-195) 

Example 3-26 
Two parallel conducting wires of radius 1β  and length L are separated by a 

center-to-center distance of 12α  in free space as shown in Fig. 3.40. Ignoring the 

fringing effects at the edges, determine the capacitance between two wires. 

 

Fig. 3.40 Two parallel conducting wires. 
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Solution 
Assuming potentials 1V  and 1V−  on two wires leads to a boundary value 

problem as shown in Fig. 3.34(c), which we can solve by the equivalent line 
charges as shown in Fig. 3.34(a). We first obtain 1K  from Eq. (3-180a), 

and then, by inserting it into Eq. (3-181), the equivalent line charge density 
as  

1

1

4
ln

oV

K

περ =l  

Total charge on the wire of length L is  

1

1

4
ln

oVQ
K

πε= ρ =L Ll  

The capacitance is therefore  

2 2
1 1 1 1 1

2 ln ln

oQ
C

V

πε
= =

 α + α − β − β
 

L
 

With an aid of the identity 2 1ln( 1) cosha a a−+ − =  ( 1a > ), the 

capacitance can be written as 

1
1 1cosh ( / )

oC −

πε=
α β
L

 [F] (3-196) 

By assuming 1 1α >> β , the capacitance can be approximated as  

1 1ln(2 / )
oC

πε=
α β

L
. [F] (3-197) 

 
Exercise 3.35 

 With reference to Fig. 3.39, find the capacitance of a spherical capacitor by 
solving Laplace’s equation. 

Ans. 1 1 14 ( )oC a b− − −= πε − [F]. 

 
Exercise 3.36 

 What physical quantities are the same for two capacitors connected (a) in parallel, 
and (b) in series? 

Ans. (a) Potential difference, (b) Total charge. 
 

Exercise 3.37 
 Show that the capacitance of a coaxial cable in Eq. (3-190) reduces to that of a 

parallel-pate capacitor in Eq. (3-187) under the condition of / 1b a ≈ . 

 [Hint: ln( / ) ( / ) 1b a b a≈ − ]. 
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Review Questions with Hints 

RQ 3.39 Define capacitance. [Eq.(3-183)] 
RQ 3.40 Write the capacitances of a parallel-plate, a coaxial, and a spherical ca-

pacitor. [Eqs.(3-187)(3-190)(3-194)] 
RQ 3.41 Express the energy stored in a capacitor. [Eq.(3-189)] 

Problems 

3-1 Three point charges are arranged on the x-axis in free space such that 

1 [C]q Q= +  at x = l , 2 [C]q Q= −  at 2x = l , and an unknown charge 

3q  is at 3x = l . Determine 3q  so that the net force on 1q  is zero. 

3-2 A point charge, 1 [C]q Q= + , is at z a=  on the z-axis while a second 

point charge, 2 [C]q Q= + , is at a point on the y-axis. Locate 2q  on the y-

axis so that the force on 2q  in the direction of ya  is maximum. 

3-3 Identical point charges alternate in sign at eight corners of a cube of side a 
as shown in Fig. 3.41. Find the net electric force acting on the positive 
charge located at the origin. 

 

Fig. 3.41 Point charges at eight corners of a cube (Problem 3-3). 

3-4 Three identical point charges of q[C] are equally spaced on the perimeter of 
a circle of radius a. Find the net force on a charge due to the others. 

3-5 To examine the relation between the electric and gravitational forces of an 
electron, consider Fig. 3.42 in which three electrons are thrown into an in-
sulating hemispherical bowl of radius 0.1[m]a = . Assuming no friction 

between the electron and the bowl, find the height of the electrons, h. 
[Hint: For an electron 191.6 10 [C]q −= − × , 319.1 10 [Kg]em −= × .] 
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Fig. 3.42 Three electrons in an insulating hemispherical bowl (Problem 3-5). 

3-6 A uniform line charge density ρl  is along an arc that is defined by aρ = , 

and 10 ≤ φ ≤ φ  in the 0z =  plane, as shown in Fig. 3.43. Find  

 (a) E at the origin, and 
 (b) 1φ  for the maximum E  at the origin.  

 

Fig. 3.43 A line charge density along an arc (Problems 3-6, 3-7, 3-29). 

3-7 With reference to ρl  shown in Fig. 3.43 in which the line charge subtends 

an angle 1φ = π , determine E at a point on the z-axis, which is at a distance 

b from the origin. 
3-8 An infinitely long, straight, uniform line charge density ρl  is parallel to 

the z-axis and passes through a point ( , , ) (2,1,3)x y z =  in free space. Find 

E everywhere. 
3-9 Two infinitely long line charges of a uniform density ρl  are both parallel 

to the z-axis and pass through points ( ,0,0)a  and ( ,0,0)a− , respectively, 

in Cartesian coordinates. Determine E at point (0, ,0)b  in free space. 
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3-10 A uniform surface charge density ρs  is confined in an infinitely long and 

narrow region defined by a x a− ≤ ≤  and z−∞ ≤ ≤ ∞  in the 0y =  

plane. Find E  at point ( , , ) (0, ,0)x y z b=  in free space.  

3-11 The region occupied by the surface charge density ρs  in Problem 3-10 

can be subdivided into many infinitely long and narrow strips of a width 
dx, each of which can be considered as an infinitely long line charge. Find  

 (a) equivalent line charge density of a strip, and 
 (b) E at a point ( , , ) (0, ,0)x y z b=  by adding E‘s of the line charges. 

3-12 A net charge of [C]Q  is uniformly distributed on a disc of radius a, which 
is placed in the 0z =  plane with the center at the origin. A point p is on 
the +z-axis, at a distance b from the origin. Find  

 (a) surface charge density ρs  on the disk, and  

 (b) electric field intensity 1E  at p. 

 Let 2E  be the electric field intensity at p obtained as if ρs  were infinite 

in extent in the xy-plane, with no change in its value, and 3E  be that at p 

obtained as if ρs  were a point charge of [C]Q  at the origin. Find the 

ranges of b in which 1E  can approximate 

 (c) 2E  with an error less than 1%, and  

 (d) 3E  with an error less than 1%. 

3-13  A uniform volume charge density ρv  forms a hemispherical shell of inner 

radius 1 and outer radius 2, as shown in Fig. 2.27. Determine E at the ori-
gin.  

3-14 The electric field intensity of an electric dipole is given as 

( ) ( ) [ ]3/4 2cos sino Rq d R θ= πε θ + θE r a a . Find an expression for the 

electric field lines in a plane of constant φ.  [Hint: ( )/ /RdR Rd E Eθθ = .] 

3-15 Three point charges, 3[ C]μ , 5[ C]− μ , and 4[ C]μ , are located at three 

points, ( , , ) (1[cm],0,0)x y z = , (0,1[cm],0) , and (0,0,3[cm]) , respec-

tively. Find the net outward flux through a cube 4[cm] on a side, which is 
centered at the origin with the faces normal to the coordinate axes. 

3-16 An infinitely long line charge of a density 20[nC/m] is oriented along the 
x-axis. Find the net electric flux through a sphere of radius 10[cm]  
centered at the origin. 

3-17 In the experiment of electrostatic induction, the outer spherical shell is as-
sumed to be perfectly conducting. Show by Gauss’s law that all the in-
duced charges of − [C]Q  should be distributed on the inner surface of the 

conductor. 
3-18 Two uniform surface charge densities 1ρs  and 2ρs  form two concentric 

spheres of radius a and b ( 0 a b< < ) with the center at the origin in free 
space. Determine D everywhere.  
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3-19 A uniform surface charge of a density 25[ C/m ]μ  forms a sphere of radius 

10[cm], with the center at the origin, in free space. Meanwhile, an infinite-
ly long line charge of a density 0.1[ C/m]μ  is parallel to the y-axis and 

passes through a point (0,0,20[cm]) in Cartesian coordinates. Find D  at 
the point (0,1[m],0). 

3-20 An electric flux density is given as /R R=D a  in spherical coordinates. 

Find the total charge contain in a spherical shell of an inner radius a and an 
outer radius b (0 )a b< < , with the center at the origin. 

3-21 Given a volume charge density 3[C/m ]ze −ρ =v  in Cartesian coordi-

nates, find the electric field intensity everywhere. 
3-22  Given a volume charge density 2 31/cosh ( ) [C/m ]zρ =v  in Cartesian 

coordinates, find D by using the point form of Gauss’s law and considering 
the symmetry of the charge. [Hint: 2tanh( )/ 1/cosh ( )d x dx x= .] 

3-23 An infinite plane with a uniform surface charge density ρs  is defined by 

6 3 2 12x y z+ + = . Determine E at the point :(0.5, 1, 1)op  in Cartesian 

coordinates. 
3-24  Two infinite, parallel, perfectly conducting plates are separated by an air 

gap of length d as shown in Fig. 3.44. Two plates carry uniform charges of 
the opposite polarities. Show that the charges should be distributed on the 
inner surfaces(bottom of the upper plate and top of the lower plate). 

 [Hint: Principle of superposition and Gauss’s law.]  

 
Fig. 3.44 Two parallel conducting plates (Problem 3-24). 

3-25  In the presence of an electric field x yy x= +E a a  in Cartesian coordi-

nates, find the work done in carrying a charge 3[ C]μ  from a point 

1:(3,4,0)p  to a point 2:(0,1,0)p  along  

 (a) parabola defined by ( )2
1y x= − , and 

 (b) straight line defined by 1y x= + . 

 (c) Is E a conservative field?  
 (d) Check the answer in part (c) with ∇ × E .  
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3-26 Consider two vector fields, 1
z

xe −=E a  and 2
2 /Rθ=E a . Do they 

represent static electric fields? 
3-27  Two infinitely long, parallel, uniform line charges of densities ρl  and 

−ρl  are parallel to the z-axis and pass through two points ( ,0,0)a  and 

( ,0,0)a− , respectively. Find V by taking the origin as the zero reference 

point. 
3-28  For the same line charges as given in Problem 3-27, find V everywhere by 

assuming the zero reference point to be at the point ( ,0,0)b , where 

b a< . 

3-29 With reference to the line charge density ρl  shown in Fig. 3.43, (a) find V 

at point :(0,0, )p b  if 1 2φ ≠ π , (b) is it possible to obtain E, at point p, by 

taking the negative gradient of the result in part (a)? If not, why not? 
3-30 An electric potential is given in Cartesian coordinates as 

( ) ( ) ( ) ( )2 2 2 2
8 ln 2 3 / 2 3V x y x y = + + + − + − 

 
, find the location 

of the zero reference point. 
3-31 An electric dipole moment, z=p a , is located at the origin. Find an ex-

pression for the equipotential surfaces in the 0x =  plane. 
3-32 Two infinite, parallel, perfectly conducting plates of a negligible thickness 

intersect the z-axis at right angles at 0.2[m]z =  and 0z = , respectively 

carrying uniform surface charge densities 245[ C/m ]sρ = μ  and 
245[ C/m ]sρ = − μ , respectively. The lower half of the space in between is 

filled with a dielectric of 1.5rε = . When the lower conducting plate is 

maintained at a potential 0V = , find  
 (a) D, E, P, and V in the region 0 0.2[m]z< < , and 

 (b) total surface charge density on each plate, the net and induced charges. 
3-33  A point charge of [C]q  is embedded at the center of a dielectric 

sphere( 2.5rε = ) of radius a. Find 

 (a) D, E, and P everywhere, and 
 (b) PVρ  and P Sρ  induced in the dielectric.  

3-34 A very large dielectric slab of thickness d is placed on the 0z =  plane in 

an electric field, 1 5 5 3y z= +E a a , as shown in Fig. 3.45. Inside the di-

electric, the electric field vector 2E  is observed to be at an angle 45o  to 

the z -axis. Find  
 (a) 2E  and rε  in the dielectric, and 

 (b) P Sρ  induced on the surfaces at 0z =  and z d= . 
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Fig. 3.45 A dielectric slab in an electric field (Problem 3-34). 

3-35 With reference to Fig. 3.45, we can replace the dielectric slab with the pola-
rization surface charges P Sρ  and P S−ρ  residing in an external electric 

field, 1 5 5 3y z= +E a a , as far as the internal electric field is con-

cerned, as shown in Fig. 3.46. Find the internal electric field 2E  in the re-

gion 0 z d< < , and compare it with the result in Problem 3-34. 

 

Fig. 3.46 The dielectric slab in Fig. 3.45 is replaced with the polarization surface 
charges(Problem 3-35). 

3-36 A perfectly conducting sphere of radius a is enclosed by a perfectly con-
ducting spherical shell of radii b and c, as shown in Fig. 3.47. The lower 
half of the space in between is filled with a dielectric of rε . If the net 

charges Q+  and Q−  are given to the inner and outer conductors, respec-
tively, find  

 (a) E in the gap(air and dielectric), 
 (b) distributions of Q+  and Q−  on the conductors, and 
 (c) polarization surface charge at the dielectric-conductor interface. 
 (d) Is E zero inside the conductors? 
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Fig. 3.47 Concentric spheres half filled with a dielectric (Problem 3-36). 

3-37 An infinitely long line charge, lying along the z-axis, is parallel to an infi-
nitely long dielectric bar with a concave surface, as shown in Fig. 3.48. We 
desire to find an expression for the concave surface S, which will cause the 
electric field 2E  to be parallel to the x-axis inside the dielectric. The sur-

face S can be represented by the position vector ( ) ( )x yx t y t= +r a a , 

where t  is a parameter. In this case, a unit vector tangent to S is given by 
( )T x yA x y′ ′= +a a a , and a unit vector normal to S is given 

by ( )N x yA y x′ ′= − +a a a , where /x dx dt′ = , /y dy dt′ = , and A is a 

constant. Find, in terms of x, y, x ′ , y ′ , and 1E , 

 (a) tangential and normal components, 1TE , 1NE , 2TE , and 2NE , on 

S, and  
 (b) differential equation for S . 

 (c) Show that S is expressed as 2 2 2( 1) ( 1)r r rx y cε − + ε = ε −  for h c<<  

and ( )/ 1dx dy << . 

 

Fig. 3.48 Shaping of electric field lines by a concave surface (Problem 3-37). 
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3-38  Three identical point charges of 5[nC] are located at the three vertices of a 
right triangle, in free space, which correspond to points (1,0,0), (0,0,0), 
and (0,1,0) in Cartesian coordinates(in units of meters). Find the potential 
energy of the three charges. 

3-39 A uniform surface charge density 22[ C/m ]μ  forms a sphere of radius 

10[cm], with the center at the origin. Find the potential energy. 
3-40 With reference to the volume charge density ρv  as shown in Fig. 3.27, 

find the potential energies by using  
 (a) electric field as in Eq. (3-140), and 
 (b) electric potential as in Eq. (3-136). 
3-41 A perfectly conducting spherical surface is defined by 

2 2 2( 2) 4x y z+ + − = , which is maintained at a potential 10[V] in free 

space. Let us try three functions for V outside the sphere, which are chosen 
so as to satisfy the boundary condition, 10[V]V =  on the sphere. Which 

of the following functions represents V outside the sphere?  

 (a) ( )22 2 2 6V x y z = + + − +  . 

 (b) ( )22 2 2 8V x y z= + + − + . 

 (c) ( )22 220 / 2V x y z= + + − . 

3-42 An electric potential is given as 2 /R
oV V e R−=  in spherical coordinates in 

free space. Find 
 (a) volume charge density ρv  everywhere,  

 (b) electric field intensity everywhere, and  
 (c) total charge in the whole space. 
3-43 A perfectly conducting, elongated ellipsoidal surface is defined as 

2 2 24 4 4x y z+ + = . It is filled with a volume charge density 3[C/m ]oρ  

and connected to ground. By assuming oε = ε  everywhere, find V and E 

everywhere. 
3-44 Two infinite, parallel, perfectly conducting plates of a negligible thickness 

intersect the z-axis at right angles at 20[cm]z =  and 0z = . The upper 

plate is at a potential 10[V] while the lower one is at zero potential. The 
lower half of the space in between is filled with an imperfect dielectric con-
taining a volume charge density 34[nC/m ] ( 2.0rε = ). Find V and E in 

the gap, air and dielectric. 
3-45 In free space, two parallel conducting planes are defined by 

2 3 6x y z+ + =  and 2 3 12x y z+ + = , respectively. The former is at a 

potential 10[V], while the latter is at zero potential. Find V everywhere. 
3-46 A conical surface with half angle oθ  is perfectly conducting and is at a po-

tential oV . It is insulated from another perfectly conducting surface(the 
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0z =  plane) of zero potential by a tiny air gap, as shown in Fig. 3.49. 
Find 

 (a) V and E in the region /2oθ < θ < π , and 

 (b) surface charge densities on two conducting surfaces. 

 
Fig. 3.49 A boundary value problem (Problem 3-46). 

3-47 A point charge q is at a distance d from an infinitely large, bent into an L 
shape, grounded, perfectly conducting plate, as shown in Fig. 3.50. Find 

 (a) V and E in the first quadrant of the xy-plane, and  
 (b) ρs  induced on the conductor.  

 
Fig. 3.50 An infinite conducting sheet bent into an L shape (Problem 3-47). 

3-48  A very long, straight wire with a uniform line charge density 5[nC/m]  is 

parallel to the x-axis at a distance 2[m] above an infinite, grounded, per-
fectly conducting surface, coincident with the xy-plane. Find an expression 
for E in the region 0z > .  

3-49 Two very long, parallel, perfectly conducting cylinders of a radius 0.1[m] 
are separated by a center-to-center distance of 1[m] as shown in Fig. 3.51. 
Two conductors are maintained at potentials 100[V]−  and 100[V] , re-

spectively. Find the location and density of the equivalent line charges.  
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Fig. 3.51 Two parallel conducting cylinders (Problem 3-49). 

3-50 A very long straight wire with a line charge density 2[nC/m]ρ = −l is pa-

rallel to a very long perfectly conducting cylinder of a radius 0.2[m], car-
rying a net charge of 2[nC] per unit length, as shown in Fig. 3.52. They are 
separated by a center-to-center distance of 0.85[m]. Find 

 (a) V outside the cylinder, and 
 (b) surface charge densities at points 1p , 2p , and 3p  on the cylinder. 

 Is the charge uniform on the perfectly conducting cylinder? 

 

Fig. 3.52 A very long line charge and a very long conducting cylinder (Problem 3-50). 

3-51 A parallel-plate capacitor consists of two conducting plates of an area S, se-
parated by a distance d. The lower half of the space in between is filled 
with a dielectric of a permittivity 1ε  as shown in Fig. 3.53. Ignoring the 

fringing effects at the edges, show that the capacitance is 1 1 1
1 2C C C− − −= + , 

where 1C  and 2C  are the capacitances of the individual layers.  

 

Fig. 3.53 A parallel-plate capacitor (Problem 3-51). 
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3-52 Consider a parallel-plate capacitor as shown in Fig. 3.54. The left half of 
the gap is filled with a dielectric of permittivity 1ε , and the plates are 

maintained at potentials oV  and 0 , respectively. Ignoring the fringing ef-

fects at the edges, show that the capacitance is 1 2C C C= + , where 1C  

and 2C  are the capacitances of the individual sections.  

 

Fig. 3.54 A parallel-plate capacitor (Problem 3-52). 

3-53 A parallel-plate capacitor consists of two conducting plates of an area S, 
which coincide with the z d=  and 0z =  planes, respectively. The ca-

pacitor is filled with an inhomogeneous dielectric of 1r zε = + . Ignoring 

the fringing effects at the edges, find the capacitance. 
3-54 A parallel-plate capacitor with a dielectric( 1ε = ε ) is charged to a voltage 

oV  for ot t−∞ < < (see Fig. 3.55). At time ot t= , the switch is opened, 

and a new dielectric slab( 2ε = ε ) is slowly pushed into the capacitor while 

the old one is pushed out. Find  
 (a) force F required for inserting the dielectric, and  
 (b) potential difference between two plates as a function of y. 

 

Fig. 3.55 A parallel-pate capacitor (Problem 3-54). 



 

Chapter 4 
Steady Electric Current 

In the previous chapter, we focused our attention on static electric charges that are 
fixed in space and constant in time. Otherwise, we assumed that the charges relax 
to a steady distribution in an instant. Electric charges, however, can move under 
the influence of an electric field. The charges moving in a conductor constitute a 
conduction current, while those moving in a vacuum constitute a convection cur-
rent. From basic circuit theory, the readers should be familiar with the conduction 
current flowing in a simple electric circuit, which is governed by Ohm’s law, stat-
ing that the voltage across a resistor is equal to the product of the resistance and 
the current passing through it. According to the principle of conservation of 
charge, electric charges cannot be created or destroyed. This principle manifests 
itself as the equation of continuity in electromagnetics, and Kirchhoff’s current 
law in circuit theory, stating that the sum of all currents entering a junction in an 
electric circuit is equal to zero. On a macroscopic scale, when we are concerned 
with the currents flowing in conducting wires, the current is defined as charges 
passing through a reference point per unit time. At the microscopic scale, when 
the magnitude and direction of the current are assumed to vary as functions of po-
sition in a region of space, we define the current density as charges passing 
through a reference point per unit area per unit time.  

In electromagnetics, we frequently encounter three types of currents: conduc-
tion current, convection current, and displacement current density. In the conduc-
tor, the loosely bound valence electrons easily detach themselves from the host 
atoms and make up a sea of electrons, called free electrons or conduction elec-
trons. In the presence of an externally applied electric field, the free electrons 
gain an average velocity called a drift velocity, and form a conduction current. In 
contrast, charged particles moving in a vacuum or in a rarefied gas constitute a 
convection current. The electron beam in a cathode-ray tube, the accelerated elec-
trons in a photomultiplier, and the electrical discharge in a bolt of lightning are a 
few examples of convection currents. While the conduction and convection cur-
rents are directly related to the motion of electric charges, the displacement cur-
rent density is an equivalent current that involves no electric charges, but behaves 
as a conduction or convection current as far as the time-varying magnetic field is 
concerned.  
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4.1   Convection Current 

The convection current is formed by the electric charges moving in a vacuum. In 
order to describe the spatial variation of the current, we define the current density 
as charges passing through a unit area of the cross section per unit time. In view of 
the definition, the current density can be regarded as a kind of flux density. The 
current density is measured in amperes per square meter 2[A/m ] , or coulombs per 

square meter per second 2[C /m sec]⋅ . While the current is a scalar quantity, the 

current density is a vector quantity, which may vary from point to point in space, 
forming a vector field in a region of space. It is important to note that the current 
density is defined as the current through a cross section, or a plane perpendicular 
to the direction of the current. 

Let us consider Fig. 4.1, in which a volume charge of an uniform density 
3[C/m ]ρv  moves with a constant velocity v, passing through a surface S. The to-

tal charge crossing an incremental area Δs  in a short period of time tΔ  is  

 cosQ tΔ = ρ Δ Δ θvv s  (4-1) 

In the above equation the term cosΔ θs  represents the equivalent area of Δs , 
which is given in the cross section, or the projection of Δs  onto the plane per-
pendicular to the direction of v. Upon using the relation cos θ = va as , where 

va  is a unit vector in the direction of v and as  is a unit normal to Δs , Eq. (4-1) 

becomes 

 ( )Q t tΔ = ρ Δ Δ = ρ Δ Δvv a a v sv s vs    (4-2) 

where we used = vv v a  and Δ = Δs ass . The incremental current through the 

incremental area Δs  is therefore 

 
Q

I
t

ΔΔ = = ρ Δ ≡ Δ
Δ

v s J sv    (4-3) 

The current density J is defined, from Eq. (4-3), as 

 ≡ ρJ vv  2[A/m ]  (4-4) 

where ρv  is the volume charge density, and v is the velocity of flow of the 

charges. The current density has the unit of the ampere per square meter 2[A/m ] . 

The current density is a vector whose unit vector points in the direction of flow of 
the current, and whose magnitude equals the charges crossing a unit area of the 
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cross section per unit time. The total current through a surface S is therefore given 
by the surface integral of J over S, that is,  

 I d=  J s
S
  [A] (4-5) 

The current is measured in amperes [A].  

 

Fig. 4.1 Volume charge density ρv  moving with a velocity v. 

Example 4-1 
An electron cloud is accelerated between two electrodes in a photomultiplier as 
depicted in Fig. 4.2. In the 0y =  plane, the volume charge density is assumed to 

be uniform as 3[C/m ]oρ , which is negative because of the negative electron 

charge. The electron cloud crosses the electrodes at 0y =  and y d=  at the 

speeds [m/s]ov  and 1[m/s]v , respectively. Find the current densities in (a) 

0y =  plane, and (b) y d=  plane. 

 
Fig. 4.2 An electron cloud accelerated between two electrodes at 0y =  and y d= . 
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Solution 
(a) Current density at a point on the 0y =  plane is  

o o yv= ρJ a  (4-6) 

(b) The incremental distances traveled by the electrons in a time tΔ  are 

o ov tΔ = Δl  at 0y =   

1 1v tΔ = Δl  at y d=   

 Combining the two equations gives  

1
1 o

o

v v
Δ=
Δ

l
l

 (4-7) 

In a time tΔ , the net charge crossing the 0y =  plane is o oρ Δ Sl , while 

the net charge crossing the y d=  plane is 1 1ρ Δ Sl , where S is the cross 

sectional area of the electron beam. From the principle of conservation of 
charge, the amount of the two charges should be the same, i.e.,  

1
1

o
o

Δρ = ρ
Δ

l
l

  (4-8) 

 Inserting Eqs. (4-7) and (4-8) into Eq. (4-4), the current density at a point on 
the y d=  plane is  

1
1 1

1

o
y o o y o o y

o

v v v
  Δ Δ= ρ = ρ = ρ  Δ Δ   

J a a a
l l
l l

 (4-9) 

 We see from Eq. (4-6) and Eq. (4-9) that the current densities are the same 
even if the charges are accelerated. 

 
Exercise 4.1 

 The cathode of a CRT provides a current density 20.5[A/cm ]  at 800 Co  for an 

electron beam of a radius 0.24[mm] . Find the current carried by the beam. 

Ans. 0.9[mA] . 

  
Review Questions with Hints  

RQ 4.1 What is the relation between current density, volume charge density, 
and velocity of the charge?  [Eq.(4-4)] 

RQ 4.2 What is the relation between the current density and total current pass-
ing through a surface? [Eq.(4-5)] 

RQ 4.3 May accelerated charges constitute a steady current? [Fig.4.2] 



4.2   Conduction Current and Ohm’s Law 215
 

4.2   Conduction Current and Ohm’s Law 

The solid copper is a typical example of a good conductor having a very high con-
ductivity. Copper atoms, having a single valence electron, arrange themselves at 
regular sites in the face-centered cubic crystal structure. The loosely bound va-
lence electrons easily detach themselves from the lattice atoms and make up an 
electron cloud in the solid. The electrostatic force between the negatively charged 
electron cloud and the positively charged copper ions is the origin of the metallic 
bonding of the solid copper. Initiated by the thermal energy of the solid, the free 
electrons migrate from atoms to atoms, and, in the course of the migration, collide 
with the crystal defects, impurities, and mostly with vibrating lattice atoms. In the 
absence of an externally applied electric field, the free electrons move in random 
directions exhibiting no net displacement. However, an external electric field can 
cause the free electrons to accelerate in one direction before they collide with the 
lattice. In endless cycles of the acceleration and the randomizing collision, the free 
electrons gain a constant velocity called a drift velocity, and form a steady current 
called a conduction current in the material.  

Under the influence of an externally applied electric field E, an electron is ac-
celerated to a velocity v in the conductor before it collides with the lattice. Ex-
pressed mathematically, 

 o o
e

e
t

m
= + E

v v  [m/s]  

where ov  is the velocity of the electron just after the collision, ot  is the period 

of time before the electron collides with the lattice again, and e and em  are the 

electron charge and electron mass, respectively. The average of the velocities of 
all individual electrons is expressed as 

 
1

1 N

oj o j o
j e e

e e
t t

N m m=

 
= + = 

 
 E E

v v  [m/s] (4-10)  

Since the velocity of an electron just after a collision, ojv , is random in the mag-

nitude and direction, the average of the initial velocities of the electrons is zero in 
Eq. (4-10). In the above equation, ot  is the average time called the mean time be-

tween collisions and v  is the average velocity called the drift velocity of the free 
electrons 

As can be seen from Eq. (4-10), the drift velocity of the free electrons is direct-
ly proportional to the electric field in the metallic conductor, that is, 

 e e= −μv E  [m/s]  (4-11) 
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where eμ  is the electron mobility measured in square meters per volt per second 
2[m /V sec]⋅ . For examples, 20.0032[m /V sec]eμ = ⋅  for copper, and 

20.0056[m /V sec]eμ = ⋅  for silver.  

Substitution of Eq. (4-11) into Eq. (4-4) leads to the conduction current density, 
i.e.,  

 e e= −ρ μJ E  2[A/m ]  (4-12) 

Here, eρ  is the volume charge density of the free electrons given by  

 e en eρ =  (4-13) 

where en  is the number density of the free electrons(number of electrons per unit 

volume), and e is the electron charge, 191.602 10 [C]e −= − × . In a metallic con-

ductor, J is always parallel to E; the minus sign in Eq. (4-12) is canceled by the 
negative value of eρ .  

Upon inserting Eq. (4-13) into Eq. (4-12), we obtain the point form of Ohm’s 
law as  

 = σJ E  2[A/m ]  (4-14) 

The conductivity σ of a metallic conductor is defined as 

 e en eσ = − μ  [S/m] (4-15) 

which is measured in siemens per meter[S/m], or amperes per volt per 
mete [ ]A/V m⋅ . Note that the conductivity σ is always positive. For examples, 

75.80 10 [S/m]σ = ×  for copper, and 76.17 10 [S/m]σ = ×  for silver.  

Semiconductors contain two kinds of charge carriers, electrons and holes. They 
both contribute to the conductivity of the semiconductor such that  

 e e h hn e n eσ = μ + μ  [S/m] (4-16) 

where e  is the absolute value of the electron charge, en  and hn  are the num-

ber densities, and eμ  and hμ  are the mobilities of the electrons and holes, re-

spectively. The conductivity of the intrinsic semiconductor increases with temper-
ature, whereas that of the metal decreases with temperature. This is because the 
total number of charge carriers increases with temperature in the intrinsic semi-
conductor, while the electron mobility decreases with temperature in the conduc-
tor. In semiconductors, the conductivity is in the range of 10 to 1010 [S/m]− . For 

intrinsic silicon, 20.14[m /V s]eμ = ⋅ , 20.045[m /V s]hμ = ⋅ , and 
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16 -31.0 10 [m ]e hn n= = ×  at 300K . For germanium, 20.39[m /V s]eμ = ⋅ , 
20.19[m /V s]hμ = ⋅ , and 19 -32.3 10 [m ]e hn n= = ×  at 300K .  

 
Example 4-2 
Given a copper wire of a diameter 2[mm] for which the conductivity 

75.8 10 [S/m]σ = ×  and the electron mobility 20.0032[m /V sec]eμ = ⋅ , find  

(a) volume density of free electrons, and 
(b) drift velocity for a current 25[A] in the wire.  
 

Solution 
(a)  From Eq. (4-15), we obtain  

7

19

29 -3

5.8 10
(1.6 10 )(0.0032)

              1.13 10 [m ]

e
e

n
e −

σ ×= =
μ ×

= ×

 

(b) Current density in the wire is 

6 2
3 2

25
J 7.96 10 [A/m ]

(10 )
current

area −= = = ×
π

 

 The drift velocity is, from Eq. (4-4), 

6

29 19

4

J J 7.96 10
1.13 10 1.6 10

                   4.4 10 [m/s]

v e

v
n e −

−

×= = =
ρ × ×

= ×

   

 The free electrons in a copper wire carrying a current 25[A] have a drift 
velocity of a mere 0.44[mm/s], which is amazingly slow compared with a 
current pulse propagating at a speed close to light. This discrepancy will be 
explained in terms of the wave theory in Chapter 7.  

 
Exercise 4.2 

 Find the ratio between the free electron densities of solid copper and silver by 
using the known values of σ and μ. 

Ans. / 1.65Cu Ag
e en n = .  

Exercise 4.3 
 In the intrinsic silicon at 300K , find the ratio between the conductivities due to 

the electrons and the holes. 

 Ans. / 3.1e hσ σ = . 

 



218 4   Steady Electric Current
 

Review Questions with Hints  

RQ 4.4 Why is it that the drift velocity is constant in a metallic conductor, even 
though free electrons are accelerated between collisions? [Eq.(4-10)] 

RQ 4.5  What causes the conductivity to be different in conductors? [Eq.(4-15)] 
RQ 4.6  What makes Ag have a larger σ than Cu( en , eμ , or both)? [Eq.(4-15)] 

4.3   Resistance 

A conducting body of a finite conductivity is called a resistor. By applying the 
point form of Ohm’s law to a homogeneous conducting material as shown in Fig. 
4.3, we can derive the voltage-current relationship for conducting bodies in terms 
of the conductor length L, cross-sectional area S, and conductivity σ. When a vol-
tage a bV −  is applied across terminals a and b, an electric field is established in 

the conductor in such a way that E is directed from the terminal a of a higher po-
tential to the terminal b of a lower potential. If the electric field E can be assumed 
to be uniform over the cross section S, the induced current density J is also uni-
form over S, and such a material is called a homogeneous conducting material. In 
this case, the total current I flowing through the cross section S is expressed as  

 JI d E= = = σ J s
S

S S  (4-17) 

where we used Eq. (4-14). From Eq. (3-62) we obtain the relationship between the 
voltage across the terminals and the electric field intensity in the conductor as 

 
a

a b b
V d E− = − = E l L  (4-18) 

Combination of Eq. (4-17) with Eq. (4-18) leads to the voltage-current relation-
ship, that is,  

 a bV
R

I
− = ≡

σ
L
S

 [Ω] (4-19) 

where L is the conductor length, S is the cross-sectional area, and σ is the conduc-
tivity. The ratio between the voltage and current is referred to as the resistance, 
which is measured in ohms[Ω]. The resistance also can be expressed in terms of 
the resistivity ρ, namely, 

 R
ρ= L
S

 [Ω] (4-20) 

The resistivity is the reciprocal of the conductivity, 1/ρ = σ , and is measured in 

units of ohm meters [ m]Ω ⋅ . The resistivity ρ should not be confused with a radial 

distance ρ in cylindrical coordinates or a line charge density ρl .  
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From Eq. (4-19) we derive Ohm’s law as 

 V RI=  [V]  (4-21) 

This states that the voltage across a resistor is equal to the product of the resis-
tance and the current flowing through the resistor. Notice that subscript a-b is 
omitted in Eq. (4-21) for simplicity. 

The conductance G is the reciprocal of the resistance R such that 

 
1

G
R

σ= = S
L

 [S] (4-22) 

The conductance is measured in units of siemens[S], while the conductivity is 
measured in units of siemens per meter[S/m]. 

 

Fig. 4.3 A homogeneous conducting body of a finite conductivity. 

The resistance of a homogenous conducting body can be obtained by solving a 
boundary value problem. The procedure for finding the resistance is as follows: 

1. Assume potential difference oV  between conductor terminals. 

2. Choose a coordinate system. 
3. Find V by solving Laplace’s equation. 
4. Determine electric field from V= −∇E . 

5. Obtain current density and total current from = σJ E  and I d=  J s
S
 . 

6. Find R from /oV I .  

 
Example 4-3 
A conducting material of a conductivity σ forms a half-ring with a rectangular 
cross section, as shown in Fig. 4.4(a). The same material is used for a straight bar 
having the same cross section and volume as the half-ring, as shown in Fig. 4.4(b). 
Ignoring the fringing effects at the edges, find the resistances of the two 
conducting bodies.  
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Fig. 4.4 A half-ring and a straight bar with the same cross section and volume. 

Solution 
(a) Ignoring the edge effects, we can obtain V in the half-ring as if the half-ring 

were infinite in extent in the ρ- and z-directions in cylindrical coordinates. 
For the boundary conditions, we assume oV V=  at φ = π , and 0V =  at 

2φ = π . With the uniqueness theorem in mind, we assume the planes of 
constant φ to be equipotential surfaces. Under these conditions, V is 
independent of ρ and z everywhere, and Laplace’s equation reduces to 

2

2 0
d V
d

=
φ

  

 A general solution is, with the constants of integration 1c  and 2c , written 

as  

1 2V c c= φ +  (4-23) 

 Applying the boundary conditions to Eq. (4-23), we have 

1 2( ) oV V c cφ = π = = π +   

1 2( 2 ) 0 2V c cφ = π = = π +   

 Solving the above equations for 1c  and 2c , and inserting the result into Eq. 

(4-23), we have 

2o
o

V
V V= − φ +

π
 

 Current density in the conductor is therefore  

          o

V

V
φ

= σ = −σ∇
σ=
ρπ

J E

a
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 Total current through the rectangular cross section is given as  

0
( )

                ln( / )

b z c
o

s a z

o

V
I d d dz

V
c b a

ρ= =

φ φρ= =

σ= = ρ
ρπ

σ
=

π

  J s a a 
 

 The resistance of the half-ring is therefore 

1 ln( / )
oV

R
I c b a

π= =
σ

. (4-24) 

(b) The resistance of the bar is obtained simply from Eq. (4-19) as 

2

( )
2 ( )

a b
R

c b a
π += =

σ σ −
L
S

 (4-25) 

 It can be shown by a numerical method that the resistance of the straight bar 
is larger than that of the half-ring, 2 1R R> . 

 
Exercise 4.4 

 A copper wire of No. 10 AWG is listed as one with a diameter 2.588[mm] and a 
resistance 3.277[ /Km]Ω . Verify the listed resistance. 

Exercise 4.5 
 Find the relationship between the resistance and the wire length, when a 

conducting wire is being lengthened, while keeping the volume constant. 

Ans. 2~R L .  

 
Review Questions with Hints  

RQ 4.7 State Ohm’s law in words. [Eq.(4-21)] 
RQ 4.8 Express the resistance in terms of conductivity. [Eq.(4-19)] 
RQ 4.9 Express the resistance in terms of resistivity. [Eq.(4-20)] 

4.4   Equation of Continuity 

According to the principle of conservation of charge, electric charges cannot be 
created or destroyed. Charges are generated only in pairs of a positive and a nega-
tive charge. Therefore, in an electrically neutral conductor, the negative charges of 
the free electrons are counterbalanced by the positive charges of the ionized lattice 
atoms; the net charge is zero in a discharged conductor. Certainly, the recombina-
tion of an electron with an ionized atom exactly consumes one negative and one 
positive charge, without changing the net charge in the conductor. The principle of 
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conservation of charge is a law of nature, which is known as the equation of conti-
nuity in electromagnetics. 

Let us consider the net current  flowing  out of a closed surface S. The net 
current can be obtained by the integral of the current density J over the closed 
surface S, that is, 

 I d=  J s
S
  (4-26) 

For simplicity, let us assume that the current is generated by the positive charges 
in motion. If the net current I flowing out of the closed surface S is nonzero, the to-
tal charge Q enclosed by the surface should decrease in accordance with the prin-
ciple of conservation of charge, i.e., 

 
dQ d

I d
dt dt

= − = − ρV v v  (4-27) 

where ρv  is the volume charge density, and V is the volume enclosed by S. With 

the help of divergence theorem, combination of Eq. (4-26) with Eq. (4-27) leads to 

 
              ( )

d
d d

dt
d

d
dt

∇ = − ρ

ρ
= −

 



J
V V

V

v

v

v v

v


 (4-28) 

In the above equation, the time derivative is taken inside the volume integral, be-
cause V is independent of time. Next, noting that V may be arbitrary only if it en-
closes all charges, the integrands in Eq. (4-28) should be the same at every point 
in V for the equality. Namely,  

  
t

∂ρ
∇ = −

∂
J v   (4-29) 

This equation is referred to as the equation of continuity, stating that  

the net current flowing out of a closed surface is equal to the time rate of de-
crease of the charge enclosed by the surface.  

The current density J in Eq. (4-29) may be the conduction or the convection cur-
rent density, or both.  

Under static conditions, the charge density ρv  is independent of time, and thus 

Eq. (4-29) becomes 

 0∇ =J  (4-30) 
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Upon taking the integral of Eq. (4-30) over a volume V, and applying divergence 
theorem, we have 

 

1 2 3

0

           ...

d

d d d

=

= + + +


  

J s

J s J s J s

S

S S S



  


 (4-31) 

Here, the closed surface integral of J over S is broken up into the integrals of J 
over the parts comprising S. Each term on the right-hand side of Eq. (4-31) 
represents the current through a part of S, as shown in Fig. 4.5. Rewriting Eq. (4-
31) in terms of the currents, we obtain Kirchhoff’s current law, i.e., 

 0j
j

I =  (4-32) 

It states that the sum of all the currents flowing out of a junction is zero. 

 

Fig. 4.5 Kirchhoff’s current law. 

4.4.1   Relaxation Time Constant 

As was stated earlier, the net charge imparted to a conductor should be distributed 
on the surface of the conductor in such a way that 0ρ =v  and 0=E  inside the 

conductor. By applying the equation of continuity we can compute the time taken 
by the excess charges to settle in a static distribution. Let us begin with a volume 
charge density ρv  introduced in the interior of a good conductor. The charge will 

induce an electric field in the conductor, according to Gauss’s law, as 

 
ρ

∇ =
ε

E v  
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By using the point form of Ohm’s law, = σJ E , we rewrite the above equation as  

 v

σ∇ = ρ
ε

J  (4-33) 

Here, the conductivity σ is constant, independent of E, by assuming a homogen-
ous, linear, and isotropic material. Inserting Eq. (4-33) into Eq. (4-29), we obtain 

 0
t

∂ρ σ+ ρ =
∂ ε

v
v  (4-34) 

Upon solving Eq. (4-34) for ρv , applying the initial condition ( 0) otρ = = ρv , we 

have  

 ( / )( ) t
ot e − σ ερ = ρv  (4-35) 

As the excess charges spread out to the surface of the conductor, the initial volume 
charge density oρ  exponentially decreases with time in the conductor. The vo-

lume charge density reduces to1/e , or 36.8%, of its initial value in a relaxation 

time constant, which is given by  

 
ετ =
σ

 [s] (4-36) 

For instance, inserting 75.80 10 [S/m]σ = ×  and 128.854 10 [F/m]o
−ε ≅ ε = ×  

into Eq. (4-36), we obtain the relaxation time constant in copper as 
191.53 10 [s]−τ = × , which is the shortest time that we may encounter in electro-

magnetics.  
 

Exercise 4.6 
 Determine the relaxation time constant in amber for which dielectric constant is 

2.7 and resistivity is 145 10 [ m]× Ω ⋅ . 

Ans. 3.3 hours. 
 
Exercise 4.7 

 Find the ratio between the relaxation time constants in copper and silver, by 
assuming oε ≅ ε  for two conductors. 

Ans. / 1.06Cu Agτ τ = . 

 
Review Questions with Hints  

RQ 4.10 State the equation of continuity. [Eq.(4-29)]  
RQ 4.11 State the equation of continuity under static conditions. [Eq.(4-30)]  
RQ 4.12 State Kirchhoff’s current law. [Eq.(4-32)] 
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RQ 4.13 Express the relaxation time constant. [Eq.(4-36)] 
RQ 4.14 Can you explain the linear relationship between τ and ε in terms of the 

electric polarization and the internal electric field. [Fig.3.21] 

4.5   Power Dissipation and Joules’s Law 

To recapitulate briefly, an externally applied electric field accelerates the free 
electrons in a conductor during the mean time between collisions. The free elec-
trons soon collide with the lattice atoms and scatter in random directions. In the 
course of the acceleration and collision, the free electrons gain kinetic energy from 
the electric field and dissipate it as thermal energy of the lattice atoms. In other 
words, some of the potential energy of the electric field is converted to the kinetic 
energy of the free electrons, and is completely dissipated as heat.  

From circuit theory we are already familiar with the electrical power expressed 
by the product of the voltage and current. Nevertheless, in the present section, we 
derive the electrical power from the general relation between energy and force. 
Suppose that an electric field E exerts a Coulomb force on a free electron, causing 
it to move by a distance dl  in the direction of dl. If the displacement of the elec-

tron is done in a short period of time dt, the power delivered by the electric field 
to the electron is  

 
e d

p e
dt

= =E l
E v

   [W] (4-37) 

where e is the electron charge, and /d dt=v l  represents the drift velocity of the 

electron in the material. In view of Eq. (4-37), the total power delivered to the free 
electrons contained in a differential volume dv  is expressed as  

 
( ) ( )

    
e edP n d p n d e

d

= =

=

E v

E J

v v

v




 [W] (4-38) 

where en  and v are the number density and drift velocity of the free electrons, 

respectively, and J is the current density expressed by Eq. (4-14).  
The total power dissipated in a volume V is equal to the integral of dP over the 

given volume, i.e., 

 P d=  E J
V

v  [W] (4-39) 

This is known as Joule’s law. Note that the power is measured in watts[W], or 
joules per second.  

From Eq. (4-39) we define the volume power density as  

 
dP

d
= E J

v
  3[W/m ]  (4-40) 

which is called the point form of Joule’s law.  
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Joule’s law in Eq. (4-39) can be transformed into a more common form, that is, 
P V I= . Consider a straight conducting wire in which a differential volume is de-

fined as d d d=v sl , where d l  is a differential length along the wire, and ds  is 

a differential area in the cross section. Assuming that the electric field intensity E 
is directed along the wire, and is uniform throughout the cross section, we rewrite 
Eq. (4-39) as 

 ( ) ( )P d E d J d V I= = =  E J
V L S

v s l  [W] (4-41) 

Substitution of Ohm’s law expressed by Eq. (4-21) into Eq. (4-41) leads to the fa-
miliar expression for the ohmic power loss:  

 2P I R=  [W]  (4-42) 

which is the power dissipated in a resistance R. 
 

Example 4-4 
A silver fuse of slow-blow type is designed to disconnect the circuit in 10 seconds 
at a current twice as large as the current rating of the fuse. For a metallic silver, 
specific heat is 0.233[J/g K]⋅ , density is 310.49[g/cm ] , resistivity 

is [ ]81.59 10 Ω m−× ⋅ , and melting point is 1235[K] . Assuming these 

coefficients are independent of temperature, determine the diameter of a silver 
fuse rated at 20[A] of a dc-current. 
 

Solution 
Let the silver fuse have cross section 2[m ]S  and length [m]L . The 

thermal energy required to raise the fuse temperature from 293[K] (room 
temperature) to 1235[K] (melting point) is 

( )6 3
3

9

J g
0.233 10.49 10 [cm ] (1235 293)[K]

g K cm

    ( ) 2.30 10 [J]

TW
   = × × × × × −   ⋅   

= × ×

S L

SL

 

Total electrical energy expended in the resistance R, in 10[s], by a dc-current 
of 40[A] is 

8
2 2 41.59 10

10[s] 40 10 2.54 10 [J]EW I R
−

−×= × = × × = ×L L
S S

 

Equating TW  with EW , we obtain the diameter D as follows: 

4
2 2 2 13

9

2.54 10
( /4) 1.10 10

2.30 10
D

−
−×≡ π = = ×

×
S  

Thus, 

0.65[mm]D =  
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Exercise 4.8 
 A copper wire of No. 10 AWG, as previously mentioned in Exercise 4.4, is rated 

at 30[A]. Find the maximum power dissipated in the wire per kilometer. 

Ans. 2.95[KW].  

Exercise 4.9 
 Consider two voltage sources of 110[V] and 220[V], which are to deliver the 

same power to identical loads through identical pairs of wires. Find the ratio be-
tween (a) currents, and (b) power losses in two pairs of wires. 

Ans. (a) 110 220/ 2I I = , (b) 110 220/ 4P P = . 

Exercise 4.10 
 Is it true that the total power dissipated in the resistors connected (a) in parallel, 

and (b) in series is the sum of the powers dissipated in the individual resistors? 

Ans. (a) Yes, (b) Yes.  
 
Review Questions with Hints  

RQ 4.15 Express Joule’s law in terms of current density. [Eq.(4-39)] 
RQ 4.16 Express ohmic power loss. [Eq.(4-42)] 
RQ 4.17 How can you reduce the ohmic power loss in a power transmission 

line?  [Eq.(4-42)] 

4.6   Steady Currents at an Interface  

The steady current density J can be uniquely determined in a region of space if its 
divergence and its curl are specified in the given region, according to Helmholtz’s 
theorem. The equation of continuity for the steady current given in Eq. (4-30) de-
fines the divergence of J as 

 0∇ =J   (4-43) 

It is important to note that Eq. (4-43) is independent of the material occupying the 
region under consideration. Next, upon combining one of the fundamental laws of 
electrostatics, 0∇ × =Ε , and the point form of Ohm’s law, = σJ E , we obtain 
the curl of J as follows:  

 ( / ) 0∇ × σ =J  (4-44) 

In general, the conductivity σ may not be taken outside the curl operator, because 
it may vary as a function of position in an inhomogeneous material, and change 
across an interface between two differential materials. We note that Eqs. (4-43) 
and (4-44)constitute two fundamental relations for the current density under static 
conditions.  
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The integral forms for Eqs. (4-43) and (4-44) can be obtained by taking a vo-
lume integral of Eq. (4-43) and a surface integral of Eq. (4-44), and then applying 
divergence and Stokes’s theorems, respectively. These procedures lead to the 
integral form of the governing equations for the steady current density:  

 0d = J s
S
  (4-45) 

 
1

0d =
σ J l

C
   (4-46) 

Here, S is a closed surface and C is a closed loop; they are independent of each 
other. The conductivity σ in Eq. (4-46) may not be taken outside the integral, be-
cause the closed loop C may traverse materials of different conductivities.  

The same procedure as was used for the boundary conditions for E and D in 
Chapter 3 can be followed to obtain the boundary conditions for J at an interface 
between two different conductors of conductivities 1σ  and 2σ . That is, 

 1 2J Jn n=  (4-47) 

 21

1 2

JJ tt =
σ σ

 (4-48) 

where n and t stand for the normal and tangential components, respectively. The 
normal component of J is continuous across the interface, whereas the tangential 
component of J is discontinuous across the interface. 

 
Example 4-5 
The 0z =  plane is an interface between two lossy dielectrics with permittivities 

1ε  and 2ε , and conductivities 1σ  and 2σ , respectively, as shown in Fig. 4.6. 

In region 2( 0z < ), a steady current is given as 2
2 [A/m ]y zb c= +J a a . Find  

(a) 1J  in region 1( 0z > ), 

(b) 1E  and 2E , and  

(c) surface charge density induced on the interface.  

Solution 
(a) Let 1 1 1J Jy y z z= +J a a  in region 1. Then, from the boundary conditions, 

1
1

2

J y b
σ

=
σ

 (tangential component)  

1J z c=  (normal component) 

 Combining two components we get 

 1
1

2
y zb c

σ
= +

σ
J a a .  
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(b) By the point form of Ohm’s law we obtain 

 1
1

1 2 1
y z

b c= = +
σ σ σ
J

E a a   

 2
2

2 2 2
y z

b c= = +
σ σ σ
J

E a a .  

(c) Normal components of D at the interface are  

 1
1 1 1

1
z zD E c

ε= ε =
σ

  

 2
2 2 2

2
z zD E c

ε
= ε =

σ
  

 From the boundary condition for the normal component of D at the interface, 
we obtain  

21
1 2

1 2
z zD D c

 εερ = − = − σ σ 
s  2[A/m ]  (4-49) 

 We note that the induced ρs  is proportional to the difference between the 

relaxation time constants in two adjoining conductors. 

 

Fig. 4.6 Steady currents in two adjoining conductors. 

Exercise 4.11 
 With reference to Fig. 4.6, express the ratio between two conductivities in terms of 

the tilt angles of J. 

Ans. 1 2 1 2tan / tan /θ θ = σ σ . 
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Review Questions with Hints  

RQ 4.18 State two governing equations for J. [Eqs.(4-43)(4-44)] 
RQ 4.19 State boundary conditions for J. [Eqs.(4-47)(4-48)] 
RQ 4.20 Which component of J is responsible for the surface charge induced on 

a conductor-conductor interface? [Eq.(4-49)] 

4.7   Analogy between D and J  

The permittivity ε is a characteristic of the dielectric, whereas the conductivity σ is 
a characteristic of the conductor. When a material of a permittivity ε and a con-
ductivity σ is in an electric field E, the flux density D is related to E by ε, and the 
current density J is related to E by σ, i.e.,  

 = εD E  (4-50a) 

 = σJ E  (4-50b) 

In the same way as the closed surface integral of D is equal to the enclosed net 
charge Q, the closed surface integral of J is equal to the outward total current I, 
i.e.,  

 d Q= D s
S
  (4-51a) 

 d I= J s
S
  (4-51b) 

In the above equations, S may refer to the same closed surface. In addition, we see 
from the boundary conditions that both D and J terminate on the surface of the 
perfect conductor at right angles. In view of these considerations, we note that D, 
ε, and Q are analogous to J, σ, and I, respectively. 

 

Fig. 4.7 Analogy between D and J. 
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Let us now consider two perfect conductors embedded in a lossy dielectric, 
which are connected to a dc-voltage source as illustrated in Fig. 4.7. From the 
analogy between D and J, we can derive a simple relation between the capa-
citance and the leakage resistance between two conductors, which may be use-
ful for determining the capacitance from the known resistance, and vice versa. 
With reference to Fig. 4.7, the potential difference between the two conductors 
is  

 
a

a b b
V d− = − E l  (4-52) 

From Eq. (4-51b) and Eq. (4-52) we can express the leakage resistance between 
two conductors as  

 

a

a b b
dV

R
I d

−
−

= = 


E l

J s
S




 (4-53) 

Next, from Eq. (4-51a) and Eq. (4-52) we can express the capacitance between 
two conductors as  

 
a

a b
b

dQ
C

V d−

= =
−




D s

E l

S





 (4-54) 

The line integral of E in Eq. (4-53) is exactly the same as that in Eq. (4-54). In a 
simple medium in which ε and σ are constant, the product of Eq. (4-53) and Eq. 
(4-54), with the aid of Eq. (4-50), leads to 

 RC
ε=
σ

 (4-55) 

The product of R and C of a two-conductor configuration is equal to the relaxation 
time constant in the material in between. By using Eq. (4-55) we can determine 
the leakage resistance from the known capacitance, and vice versa. We can rewrite 
Eq. (4-55), with the aid of 1/R G= , as  

 
C

G

ε=
σ

 (4-56) 

It is important to note that Eqs. (4-55) and (4-56) are true only in a simple medium 
in which both ε and σ are constant. 
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Example 4-6 
Find the leakage resistance per unit length of a coaxial capacitor, which is filled 
with a lossy dielectric of permittivity ε and conductivity σ. The radius of the inner 
conductor is a, and the inner radius of the outer conductor is b.  
 

Solution 
From Eq. (3-190), the capacitance per unit length of the coaxial capacitor is  

2
ln( / )

C
b a
πε=  [F/m]  

The leakage resistance is, from Eq. (4-55),  

1 ln( / )
2
b a

R
C

ε= =
σ πσ

 [Ω] (4-57) 

We of course obtain the same resistance as Eq. (4-57) if we follow the 
procedure for R given in Section 4-3. 

 
Exercise 4.12 

 A parallel-plate capacitor of capacitance 0.01[ F]μ  has a lossy dielectric of 

2.5rε =  and 310 [S/m]−σ =  between two plates. Find its leakage resistance. 

Ans. 2.2[ ]R = Ω . 

Exercise 4.13 
 With reference to the coaxial capacitor given in Example 4-6, find the leakage 

resistance following the procedure for R given in Section 4.3. 

Review Questions with Hints 

RQ 4.21 What makes the field lines of D and J appear the same? [Eq. (4-50)] 
RQ 4.22 Write the relations that exhibit analogy between D and J. 
  [Eqs. (4-50)(4-51)] 
RQ 4.23 Write the relation between the capacitance and the leakage resistance.   

[Eq. (4-55)] 

Problems 

4-1 Given that a current density 20.3 0.4 [A/cm ]y z= +J a a , find the total 

current crossing the cylindrical surface defined by 2[cm]aρ = = , 

0 ≤ φ ≤ π , and 0 2[cm]z b≤ ≤ = , as shown in Fig. 4.8.  
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 Fig. 4.8 A cylindrical surface(Problem 4-1). 

4-2 A current density is given as 
21020 ze − ρ=J a 2[A/m ]  in cylindrical coor-

dinates(ρ in units of meters). Find the total current passing through the 
spherical surface defined by 0.4[m]R =  and 0 50o≤ θ ≤  as shown in 

Fig. 4.9.  

 

 Fig. 4.9 A spherical surface (Problem 4-2). 

4-3 With reference to the spherical surface( 0.4[m]R =  and 50oθ = ) as 

shown in Fig. 4.9, if the current density is given as 
26cos( ) z= ρJ a 2[A/m ]  in cylindrical coordinates(ρ in units of meters), 

find the total current through the surface. 
 [Hint: Equation of continuity.] 
4-4 The heated cathode residing in the 0z =  plane induces thermionic emis-

sion of electrons of a density N 2[electrons/m sec]⋅ . The anode residing 
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in the z d=  plane is at a higher potential than the cathode by oV [V], ac-

celerating the electrons in the z-direction. Find, as a function of position,  
 (a) velocity of the electrons,  
 (b) volume charge density, and 
 (c) current density between the electrodes.  
 (Electron mass is m, and electron charge is e.) 
4-5 A straight wire of radius a is made of a conducting material( 1σ = σ ) and 

coated with another conducting material( 2σ = σ ). Determine the outer ra-

dius of the coated wire that carries the same amount current in the core and 
the coating, if the electric field is uniform in the cross section.  

4-6 A silicon bar with a rectangular cross section 4[mm] 2[mm]×  is 

10[mm] long. For intrinsic silicon, 20.14[m /V s]eμ = ⋅ , 
20.045[m /V s]hμ = ⋅ , and 16 -31.0 10 [m ]e hn n= = ×  at 300K . If the 

voltage drop along the length of the bar is 5[V], find  
 (a) conductivity,  
 (b) total current,  
 (c) resistance, and  
 (d) power dissipated in the silicon bar. 
4-7 When an intrinsic silicon is doped with a small amount of donors, the elec-

tron density is increased by 10% at 300K. How much is the conductivity 
increased due to the doping? 

 [Hint: Use typical values of the electron and hole mobilities.] 
4-8 Two concentric, perfectly conducting cylindrical surfaces of radii 

5[cm]a =  and 6[cm]b =  are 10[cm] long. The space in between is 

filled with graphite of a conductivity 47 10 [S/m]σ = × . Ignoring the edge 

effects, find the resistance between two conductors.  
4-9 An ohmic medium of conductivity σ fills the gap between two concentric 

hemispheres of radii a and b as shown in Fig. 4.10. Ignoring the edge ef-
fects, find the resistance. 

 

 Fig. 4.10 Concentric hemispheres filled with an ohmic medium(Problem 4-9). 
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4-10 The conductivity of copper depends of temperature as 

( ) 1
1o oT T

−
σ = σ + α −   , where T is temperature in degrees Celsius , 

75.8 10 [S/m]oσ = ×  at 20 Co
oT = , and the temperature coefficient 

0.0039α = 1[ C ]o − . Determine the resistance of 10[m]-long copper wire 

of diameter 0.2[mm] at temperature (a) 30 CoT = − , and (b) 40 CoT = .  
4-11 Consider two concentric, perfectly conducting spherical shells of radii a 

and b as shown in Fig. 4.11. The space in between is filled with a lossy di-
electric of conductivity σ and permittivity ε. This lossy capacitor has been 
charged to [C]oQ±  and, at time 0t = , disconnected from the source. Find 

the current density in the gap for 0t > , ignoring the electromagnetic in-
duction that may be caused by the time-varying current.  

 

 Fig. 4.11 Two concentric spherical shells filled with a lossy dielectric(Problem 
4-11). 

4-12 A cylindrical capacitor of length L  consists of two concentric, perfectly 
conducting cylindrical surfaces of radii a and c as shown in Fig. 4.12. The 
gap is filled with two different lossy dielectrics: ( 1σ  and 1ε ) for a b< ρ <  

and ( 2σ  and 2ε ) for b c< ρ < . It is connected to a voltage source of 

[V]oV . Find (a) current density, and (b) resistance between two conductors. 
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 Fig. 4.12 Cylindrical capacitor filled with two different materials(Problems 4-12, 4-13). 

4-13 When the cylindrical capacitor shown in Fig. 4.12 was disconnected from 
the source at time ot t= , a net charge of oQ [C] was observed on the inner 

conductor. Find the current density between two conductors for ot t> .  

4-14 Two parallel conducting plates of an area S coincide with the z d=  and 
0z =  planes, which are at potentials oV V=  and 0V = , respectively. 

The gap in between is filled with an inhomogeneous material of conduc-

tivity ( )1 /o z dσ = σ + . Ignoring the edge effects, find 

 (a) current density, 
 (b) electric field, and 
 (c) resistance between two conductors.  
4-15 The 0z =  plane is an interface between two lossy dielectrics: ( 1σ  and 

1ε ) for 0z <  and ( 2σ  and 2ε ) for 0z > . A uniform current density 

1 2 3y z= +J a a 2[A/m ]  exists in the region 0z < . Find 

 (a) 2J  in the region 0z > ,  

 (b) electric fields in both regions, and  
 (c) surface charge density on the interface. 
4-16 A parallel-plate capacitor has two conducting plates of an area S, which are 

separated by a lossy dielectric of thickness d, conductivity σ, and permit-
tivity ε. The capacitor has been fully charged to a voltage oV V=  by a 

voltage source, and then disconnected from the source at time 0t = . Find, 
for 0t > ,  

 (a) charge density on the conductor, 
 (b) power dissipated in the dielectric, and  
 (c) Show that the total energy expended in the dielectric equals the total 

energy stored in the capacitor at 0t = .  



 

Chapter 5 
Magnetostatics 

In Chapter 3, we focused our discussions on electrostatics, which is primarily con-
cerned with the electric field E and electric flux density D.  Initially, we introduced 
the electric field to describe the interaction between static electric charges separated 
by free space.  We defined the electric flux density to account for the interaction be-
tween an external electric field and a material medium.  We could define the per-
mittivity ε of a material medium from the relation between D and E.  We saw that 
the static electric field, in a region of space, is governed by the two fundamental re-
lations, ∇ = ρD v  and 0∇ × =E , which are specified in the region.  

In this chapter, we turn our attention to magnetostatics, which is primarily con-
cerned with magnetic field H and magnetic flux density B.  As E and D are re-
lated through the constitutive relation = εD E  in a simple medium, H and B are 
related through = μB H  in a simple magnetic medium.  As the static electric 
field is governed by the two fundamental relations, the static magnetic field, in a 
region of space, is governed by the fundamental relations, 0∇ =B  and 

∇ × =H J , which are specified in the region.  In view of these relations, an anal-
ogy between E and H and between D and B is apparent.  Although the analogy 
can help us comprehend the concept of magnetostatics to a certain degree, we 
should not rely entirely on this analogy in studying magnetostatics.  For instance, 
B is responsible for the magnetic force on an electric charge in motion, as E is re-
sponsible for the electric force exerted on an electric charge.  In the same way as 
D is defined in a dielectric, H is newly defined in a magnetic material.   

Magnetism was first discovered by ancient people in pieces of lodestone, which 
attracted iron pieces.  Lodestone is a naturally magnetized piece of magnetite 
found near the ancient city called Magnesia.  The word magnet is derived from 
the Greek word for Magnesian stone.  Magnetism was thought to be independent 
of electricity until 1819, when Hans Christian Oersted observed that the needle of 
a compass was deflected when placed near a current-carrying wire.  Oersted’s ob-
servation established a link between magnetic and electric fields, in that when an 
electric field produces a current in a wire, the current generates a magnetic field.  
The link is not complete, however, because a static magnetic field cannot generate 
a static electric field.  We will learn in Chapter 6 that a time-varying B induces a 
time-varying E, completing the link between magnetic and electric fields under 
time-varying conditions.  
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A steady current, or a direct current, generates a static magnetic field.  Our 
discussion of static magnetic fields starts with the Biot-Savart law, which relates a 
static magnetic field to a steady current.  We next explore Ampere’s circuital law, 
which is a special case of the Biot-Savart law, just as Gauss’s law is a special case 
of Coulomb’s law.  Ampere’s circuital law is particularly useful when the geome-
try under consideration has certain symmetry.  We introduce the concept of mag-
netization vector to account for the interaction between an external magnetic field 
and a magnetic material.  The magnetic field intensity H is redefined in the mag-
netic material to account for the effect of the magnetization on the total magnetic 
flux in the material.  We will learn that the magnetization leads to the constitutive 
relation of the magnetic material, = μB H , where the permeability μ is characte-
ristic of the material.  After we obtain two fundamental relations for static mag-
netic fields, 0∇ =B  and ∇ × =E J , we discuss the boundary conditions for B 

and H at an interface between two different magnetic materials.  We continue 
with our discussion to cover inductance, magnetic energy, and torque.            

5.1    Lorentz Force Equation 

We recall from Chapter 3 that an electric charge q, either at rest or in motion, ex-
periences an electric force eF  in the presence of an electric field E, that is,   

 e q=F E                    [N]                   (5-1) 

As the electric field intensity E is defined as the electric force on a unit charge, the 
magnetic flux density B can be defined as the magnetic force exerted on a unit 
charge in motion.  It was found from experiments that an electric charge q mov-
ing with a velocity v in a magnetic flux density B experiences a magnetic force 

eF .  The magnetic force is expressed mathematically as 

 m q= ×F v B                 [N]                   (5-2) 

The magnetic flux density B has the unit of the tesla[T] or the weber per square 
meter 2[Wb/m ] .  

If a charge q moves with a velocity v in the presence of both an electric field E 
and a magnetic flux density B, the total force exerted on the charge is therefore 

 ( )e m q= + = + ×F F F E v B  [N] (5-3) 

which is called the Lorentz force equation.   
It is important to note that eF  is exerted on an electric charge, whether or not 

it is in motion, but mF  is exerted on an electric charge in motion only.  Because 

mF  is always perpendicular to the direction of motion of the charge, or the direc-

tion of v, there is no expenditure of the magnetic energy, even though the charge 
is displaced in the force field that is produced by the magnetic field.  In other 
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words, there is no transfer of the magnetic energy stored in B to the kinetic energy 
of the charge.  For this reason, the magnetic field cannot change the speed of the 
charge but changes the direction of motion of the charge. 

 
Example 5-1 
In a uniform magnetic flux density, o zB=B a , an electron crosses the x-axis at 

right angles, with an initial velocity o yv=v a , at time 0t = . 

(a) Show that a circle is traced by the electron in the xy-plane for time 0t ≥ .  
(b) Find the radius or  of the trace in terms of the electron charge e, electron mass 

m, and initial speed ov .    

 

Fig. 5.1 An electron moving in a magnetic flux density. 

Solution 
(a) Magnetic force on the electron is 

m e= ×F v B                               (5-4) 

 B does not change v .  Therefore, mF  is constant at time 0t ≥  and 

mF  is always perpendicular to the direction of move of the electron.  mF  

behaves as a centripetal force, and thus the electron moves along the 
circumference of a circle. 

(b) If the electron moves on a circle with a velocity ov φ=v a , from Eq. (5-4) 

we write  

( )m o o z o oe v B e v Bφ ρ= − × = −F a a a    ( 0)e <              (5-5) 

 At steady state, mF  is balanced by mass x acceleration of the electron, 

which is expressed as  

                       ( )

o

o

dd d d d
m m mv

dt d dt d dt

mv

φ

ρ

φ φ= =
φ φ

= − ω

av v

a
                    (5-6) 
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 where we used /d dφ ρφ = −a a  as in Eq. (1-68), and tφ = ω (angular 

velocity multiplied by time).   
Equating Eq. (5-5) with Eq. (5-6) we have 

oe B

m
ω =                   [rad/s]               (5-7) 

 Inserting o ov r= ω  into Eq. (5-7), the radius of the circular path is 

     

o
o

o

mv
r

e B
=                [m]. 

  
Exercise 5.1 

 With reference to Fig. 5.1, find the electric field intensity E which, together with 
B, will cause the electron to move along a straight line for time 0t ≥ .   

Ans.  o o xv B= −E a .  

5.2   The Biot-Savart Law  

Earlier, we defined the magnetic flux density B as a sort of a force field.  We now 
turn our attention to the magnetic field H, which is defined as a vector field in-
duced by a steady current.   

The Biot-Savart law is an experimental law, which states that the differential 
magnetic field intensity dH  due to a steady current I flowing through a vector 
differential length d ′l  is 

 24

Id
d

′×
=

π
l a

H R

R
             [A/m]             (5-8) 

The differential field intensity dH is viewed as a vector located at the field point 
with position vector r, whereas the differential current element Id ′l  as a vector 
located at the source point with position vector ′r .  The current element Id ′l  
corresponds to a small segment of the conducting wire of negligible thickness car-
rying the steady current I.  A conducting wire of negligible thickness is referred 
to as a filament throughout the text.  In Eq. (5-8), R and aR  are the magnitude 

and unit vector of the distance vector defined by ′= −r rR .  The filamentary 
current I has the unit of the ampere[A], and the magnetic field intensity H has the 
unit of the ampere per meter[A/m].   

In view of Eq. (5-8), we see that the cross product is conveniently used to spe-
cify the direction of dH, which is normal to the plane formed by Id ′l  and aR , 

and the sine of the angle between d ′l  and aR , simultaneously.  It is important 

to remember that the cross product d ′ ×l aR  should be treated as a vector located 
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at the field point in unprimed coordinates(see Fig. 5.2), even though it may con-
tain scalar components expressed in primed coordinates.  We see from Eq. (5-8) 
that the magnetic field intensity is inversely proportional to the square of the dis-
tance between the current element and the field point, as E is inversely propor-
tional to the square of the distance between the charge and the field point.  How-
ever, in contrast to E, which is directed along the distance vector R,, the magnetic 
field vector dH is always normal to R..  

The total magnetic field intensity H, due to a steady current I flowing through a 
filament, is equal to the sum of the contributions from all the individual current 
elements comprising the filamentary current, i.e.,  

 24

I d
′

′ ×
=

π
l a

H R

C R
             [A/m]            (5-9) 

where the path of integration ′C  corresponds to the filament carrying the current I.  
As, was discussed previously in Chapter 4, if a current is distributed over a vo-

lume V, it can be described by the current density = ρJ vv , which is the product 

of the volume charge density ρv  and the velocity of flow of the charges, v.  Si-

milarly, if the current is confined to a surface, it can be described by the surface 
current density = ρJ vs s , where ρs  is the surface charge density.  For these vo-

lume and surface currents, the equivalent current elements are defined as  

 Id d d′ ′ ′= =′ ′l J Jsv s                            (5-10) 

The differential volume d ′v  or the differential area d ′s  is assumed to be cen-
tered at the source point with position vector ′r .  The symbol “ ' ” in Eq. (5-10) 
is to denote that the quantity is closely related to the current located at the source 
point.  Inserting Eq. (5-10) into Eq. (5-9) allows us to write the Biot-Savart law as  

 24

d
′

′ ×
=

π
′


J a

H R

V R

v
         [A/m]               (5-11) 

 24

d
′

′ ×
=

π
′


J a

H R

S

s

R

s
         [A/m]               (5-12) 

Again, R and aR  are the magnitude and direction of the distance vector defined 

by ′= −r rR .  It is important to note that even though ′J  and aR  may be ex-

pressed in primed coordinates, the cross product ′ ×J aR  should be expanded by 

the base vectors at the field point. 
Although the expression for the Biot-Savart law, as given in Eqs. (5-9), (5-11), 

and (5-12), employs a mixed coordinate system, the coordinate axes of the primed 
system coincide with those of the unprimed system; they are only referred to by 
different names.  The purpose of the mixed system is to distinguish variables, or 
the coordinates of the source point, from constants, or the coordinates of the field 
point, in the integral for H. 
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Fig. 5.2 A magnetic field dH at position vector r due to a current element Id ′l  at position 
vector ′r .  

Example 5-2   
Determine H due to an infinitely long straight filament lying along the z-axis and 
carrying a steady current I. 

 

Solution 
From symmetry considerations, we employ cylindrical coordinate system, 
and assume the field point to be on the 0z =  plane for simplicity in 
calculation, as shown in Fig. 5.3.   

Using the relation z z ′=a a , the distance vector is expanded by the base 

vectors at the field point, i.e., 

             
z

z

z

z

′ρ

ρ

′ ′= − = ρ −
′= ρ −

r r a a

a a

R
 

Differential length vector along the filament is also expressed in terms of the 
base vectors at the field point as    

zd dz′ ′=l a  

From Eq. (5-9) we obtain 

3 2 2 3/2

2

2 2

( )

4 4 ( )

/
                                           

4

z zz z

z z

z

z

I dz z I dz
z

I z

z

′ ′=+∞ =+∞ρ φ

′ ′=−∞ =−∞

′=+∞

φ

′=−∞

′ ′× ρ − ′ρ= =
′π π ρ +

′ρ ρ=
π ′ρ +

 
a a a a

H

a

R
       (5-13) 
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Here, φa  is taken outside the integral, because it is independent of z ′ .  

We also used the relations, z ρ φ× =a a a , 0z z× =a a , and the integral 
2 2 3/2 2 2 2 1/2( ) ( / )( )x a dx x a x a C− −+ = + + .   

The magnetic field intensity due to an infinitely long filament carrying a 
steady current I is therefore 

2
I

φ=
πρ

H a                [A/m]              (5-14) 

The direction of H and the direction of flow of I are related through the 
right-hand rule: the right thumb points in the direction of I when the fingers 
follow the direction of H. 

Let us now examine the symmetry to see what it can tell us about H.  
The infinitely long filamentary current has cylindrical symmetry(no change 
after rotated about the z-axis) and translational symmetry in the z-
direction(no change after displaced along the z-axis).  Consequently, the 
resulting H should be independent of φ(cylindrical symmetry) and 
z(translational symmetry).  We also note that the vector d ′ ×l aR  is always 

in the direction of φa  for the infinitely long filamentary current I.  

Therefore, the resultant H only has the φ-component that only depends on ρ, 
as is evident from Eq. (5-14).    

 

Fig. 5.3  An infinitely long straight filament carrying a steady current I . 

Let us now digress briefly and derive a formula useful for finding H of a finite 
filamentary current extending between 1z z=  and 2z z= 1 2( )z z< , as shown in 

Fig. 5.4.  From Eq. (5-13), at a point on the xy-plane, H is obtained as 
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2

1

2 1

2 2 2 2 2 2
2 1

4 4

z z

z z

z zI z I

z z z

′=

φ φ

′=

   ′   = = −
   πρ πρ′ρ + ρ + ρ +  

H a a  

For the angles 1θ  and 2θ  as defined in Fig. 5.4, we express the magnetic field 

intensity at a distance ρ from a finite filamentary current I as  

 [ ]1 2cos cos
4

I
φ= θ + θ

πρ
H a  [A/m] (5-15) 

Equation (5-15) always holds true for any 1z  and 2z .  The direction of H is de-

termined by the right-hand rule: When the right thumb points in the direction of I, 
the fingers rotate in the direction of H.     

 

Fig. 5.4  H due to a filamentary current of a finite extent. 

Example 5-3 
Determine H at a field point :( , ,0)p a b  in Cartesian coordinates( 0,  0a b> > ), 

which is produced by the steady current I flowing in the filament bent into an L 
shape as shown in Fig. 5.5.    
 

Solution 
For the segment of the filament existing in the region 0y < , substituting 

1 0θ = , 2θ = α , and aρ =  into Eq. (5-15) we obtain its magnetic field 

intensity as 

[ ]1 1 cos ( )
4 z

I

a
= + α −

π
H a  

For the segment of the filament existing in the region 0x < , substituting 

1θ = β , 2 0θ = , and bρ =  into Eq. (5-15) we obtain its magnetic field 

intensity as 
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[ ]2 cos 1 ( )
4 z

I

b
= β + −

π
H a  

In the above equations, the direction, z−a , has been determined by the 

right-hand rule. 
From Fig. 5.5 we obtain 

2 2
cos sin( 90 )o b

a b
α = − α − = −

+
 

2 2
cos sin( 90 )o a

a b
β = − β − = −

+
. 

The magnetic field intensity at the field point p is therefore  

1 2 2 2 2 2

2 2

1 ( ) 1 ( )
4 4

                 ( )
4

z z

z

I b I a
a ba b a b

I
a b a b

ab

   
= + = − − + − + −   π π+ +   

 = + − +
 π

H H H a a

a

 

 

Fig. 5.5 An L shaped filament carrying a current I. 

Example 5-4 
A filament is formed into a circle of radius a in the xy-plane as shown in Fig. 5.6. 
Determine H at a field point :(0,0, )p b  due to a steady current I flowing in the 

filament in the counterclockwise direction. 
 
Solution 

In cylindrical coordinates, the differential length and the distance vectors are 

d a d ′φ′ ′= φl a  

zb a ′ρ′= − = −r r a aR  
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Although two vectors d ′l  and R are expressed in terms of ′ρa  and ′φa , 

we just insert them into Eq. (5-9), understanding that their cross product 
d ′ ×l aR  can be expressed later in terms of ρa , φa , and za , and obtain 

2 '

2 30

( )

4 4
z

C

Ia d b aId ′φ = π ′φ ρ

′ ′φ =

′′ φ × −×
= =

π π 
a a al a

H R

R R
 

Separating the integral into two parts, we have  

22 2

2 2 3/2 2 2 3/20 04 ( ) 4 ( )
zIaIab

d d
a b a b

′ ′φ = π φ = π

′ρ′ ′φ = φ =
′ ′= φ + φ

π + π + 
a

H a  

The unit vector ′ρa  depends on ′φ , and the integral of ′ρa  with respect to 

′φ , from 0 to 2π, is zero.   
Thus, at a point on the z-axis, the magnetic field intensity is 

2

2 2 3/22( ) z

Ia
a b

=
+

H a  [A/m] (5-16) 

 

Fig. 5.6 A circular filament carrying a current I. 

Exercise 5.2 
 A filament forms a square of side a centered at the origin in the xy-plane, with the 

sides perpendicular to the coordinate axes.  Find H at the origin due to I flowing 
counterclockwise in the filament.  

Ans. 2 2 /( )z I a= πH a .  
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Exercise 5.3 
 For a finite filament with current I, extending from 1z z=  to 2z z= , show that 

H is the sum of the contributions from the segments 1 oz z  and 

2oz z ( 1 2oz z z< < ).  

Ans. cos cos( ) 0θ + π − θ = . 

 
Review Questions with Hints 

RQ 5.1 State Lorentz force equation. [Eq.(5-3)] 
RQ 5.2 Explain the relative orientation of the coordinate axes of the primed and 

unprimed systems used for the Biot-Savart law. [Fig.5.2] 
RQ 5.3 What is the significance of the cross product used in the expression for 

the Biot-Savart law? [Fig.5.2] 
RQ 5.4 In what way does H due to I flowing in an infinite filament vary with 

distance? [Eq.(5-14)] 
RQ 5.5 Write the formula for H due to I flowing in a finite filament. [Eq.(5-15)] 

5.3   Ampere’s Circuital Law 

Ampere’s circuital law is analogous to Gauss’s law for electricity in the sense that 
it allows us to solve the problem with certain symmetry by solving a simple alge-
braic equation.  Ampere’s circuital law is a special case of the Biot-Savart law; 
the former can be derived from the latter(see Section 5-5).  As the point form of 
Gauss’s law relates the divergence of D to a charge distribution, the point form of 
Ampere’s circuital law relates the curl of H to a current distribution. 

Ampere’s circuital law states that the line integral of H around a closed path 
is equal to the current enclosed by that path.  Ampere’s circuital law is ex-
pressed as  

 
d I= H l

C
                                 (5-17) 

The direction of travel on C and the direction of flow of I are governed by the 
right-hand rule: the right thumb points in the direction of I when the fingers follow 
the positive direction on C.  

With reference to Fig. 5.7, we can show that the enclosed current I in Eq. (5-
17) is equal to the integral of the current density J over any surface bounded by 
the closed path C.  From the equation of continuity in a static condition, that is, 

0∇ =J , the integral of J over any closed surface oS  is zero.  Expressed ma-

thematically,  

 0
o

d = J s
S

                                (5-18) 
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Suppose the closed surface oS  forms a closed hemispherical shell as shown in Fig. 

5.7(a).  In view of Eq. (5-18), we see that the total current entering the hemisphere 
through the base plate is equal to the total current leaving the hemisphere through 
the spherical surface.  If we remove the base plate from the hemisphere as shown 
in Fig. 5.7(b), the circular rim of the hemisphere forms a closed path C.  As is evi-
dent in Fig. 5.7(b), the current enclosed by C is equal to the current flowing through 
the surface S bounded by C.  Since oS  may be arbitrary, the surface S can also be 

arbitrary only if it is bounded by C. 

 
Fig. 5.7 The current enclosed by C equals the current flowing through S. 

From the above discussion, we can express Ampere’s circuital law in terms of 
the current density J as  

 
d d= H l J s

C S
                             (5-19) 

where S is the surface bounded by the closed path C.  The direction of dl on C and 
the direction of ds on S are related by the right-hand rule: the right thumb points 
in the direction of ds when the fingers advance in the direction of dl.  Ampere’s 
circuital law states that the line integral of H around a closed path is equal to the 
total current flowing through the surface bounded by that path. 

Applying Stokes’s theorem to the left-hand side of Eq. (5-19) we have   

 d d∇ × = H s J s
S S

                           (5-20) 

Since S may be arbitrary in Eq. (5-20), the two integrands should be the same at 
every point on S in order to satisfy the equality.  The point form of Ampere’s cir-
cuital law is therefore   

 ∇ × =H J                               (5-21) 

Equation (5-21) is one of the two fundamental relations governing static magnetic 
fields.  It should be noted that Ampere’s circuital law, as given in Eqs. (5-17), (5-
19), and (5-21), holds true only for static magnetic fields.  Under time-varying 
conditions, Ampere’s circuital law should be modified to account for the electro-
magnetic induction observed by Faraday, which we will discuss in Chapter 6.  
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Ampere’s circuital law expressed by Eq. (5-19) is very useful for determining 
the magnetic field intensity H, only if the closed path C can be chosen in such a 
way that H at every point on C is constant and tangential to C.  Such a path is 
called an Amperian path.  

 
Example 5-5 
An infinitely long filament is oriented along the z-axis, with a steady current I 
flowing in the +z-direction.  Determine H by using Ampere’s circuital law. 

 

Fig. 5.8 An infinitely long filamentary current and an Amperian path. 

Solution 
As was stated previously in Example 5-2, an infinitely long filamentary 
current has cylindrical and translational symmetries.  In addition, the Biot-
Savart law, or the term Id ′ ×l aR , tells us that dH is always in the direction 

of φa .  Consequently, the resulting H should be of the form ( )H φ φ= ρH a : 

H has the φ-component only, which depends on ρ only.  From these 
discussions, we take a circle centered at the current as an Amperian path. 

Applying Ampere’s circuital law to the Amperian circle of radius ρ gives 

( )2

0
( ) ( )2

           

d H d H

I

π

φ φ φ φφ=
= ρ ρ φ = ρ πρ

=
 H l a a

C
   

Thus, we have    

( )
2

I
H φ φ φ= ρ =

πρ
H a a

                       
(5-22) 
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The result is of course the same as Eq. (5-14) that was obtained by the Biot-
Savart law.    
 

Example 5-6 
An infinitely long coaxial cable consists of an inner conductor of radius a, and an 
outer conductor of radii b and c, as shown in Fig. 5.9.  It carries a steady current 
I, flowing in the opposite directions, uniformly distributed in the conductors.  
Determine H everywhere by using Ampere’s circuital law.   
 

 

Fig. 5.9 A coaxial cable carrying a steady current I. 

Solution  
A close examination of the geometry reveals that the coaxial cable has 
cylindrical symmetry, and translational symmetry in the z-direction.  
Therefore, the resultant H is independent of φ and z.  Next, suppose that the 
current in the inner conductor is composed of a large number of filamentary 
currents.  Since H of a filamentary current is circumferential, a pair of 
filamentary currents located at 1 1( , )ρ φ  and at 1 1( , )ρ −φ , as shown in Fig. 

5.9(b), jointly produce a magnetic field intensity directed only in the 
direction of φa .  Thus, the resultant H should be of the form ( )H φ φ= ρH a  

everywhere, even in the interior of the conductor.  
In the region 0 a< ρ ≤ , the closed line integral of H around a circle of 

radius ρ is  

( )2

0
( ) 2 ( )d H d H

π

φ φ φ φφ=
= ρ ρ φ = πρ ρ H l a a

C
               (5-23) 

The current enclosed by the circular path is 

2

2 I
a

πρ
π

 

Combining the two equations, we obtain 

22
I

H
aφ φ φ
ρ= =

π
H a a         (0 )a< ρ ≤          (5-24a) 
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In the other regions, the closed line integral of H is the same as Eq. (5-23), 
except that the enclosed current is different in different regions such as   

     I ( )a b≤ ρ ≤  

     

2 2

2 2

c
I

c b
− ρ
−

 ( )b c≤ ρ ≤  

0 ( )cρ ≥  

Thus, the magnetic field intensity in the coaxial cable is  

2
I

φ=
πρ

H a  ( )a b≤ ρ ≤             (5-24b) 

2 2

2 22
I c

c b φ
− ρ=

πρ −
H a  ( )b c≤ ρ ≤             (5-24c) 

0=H  ( )cρ ≥                 (5-24d) 

A circular Amperian path around the coaxial cable encloses no net current, 
and thus H is zero outside the coaxial cable as given in Eq. (5-24d).  In 
general, a zero circulation of H around a closed path does not necessarily 

mean  0=H  at every point on the path; 0d = H l
C
  in a uniform field 

z=H a .  In this problem, however, we are aware of the functional form of 

H; namely, ( )H φ φ= ρH a .  Thus, a zero circulation of H directly leads to 

0=H  at every point on the path, outside the coaxial cable.  
 

Example 5-7 
A toroidal coil has N turns closely wound on an air core and carries a steady 
current I as shown in Fig. 5.10.  The toroid has an inner radius a and an outer 
radius b.  Find H everywhere.   

 

Fig. 5.10 A toroidal coil. 
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Solution 
The closely wound toroidal coil has cylindrical symmetry(rotational 
symmetry about the z-axis), and thus the resulting H is independent of φ.  If 
the toroidal coil is rotated about the x-axis by 180o , it appears the same 
except for the reversed direction of the current in the coil.  Note that if we 
reverse the current in the original coil, the direction of the resultant H should 
also be reversed.  In view of this, we see that H cannot have the ρ-
component, because the vector component Hρ ρa  appears the same even if 

it is rotated about the x-axis by 180o .  From these symmetry 
considerations so far, we arrive at a conclusion that H is of the form 

( , ) ( , )z zH z H zφ φ= ρ + ρH a a .  Assuming an ideal toroidal coil in which no 

current penetrates the 1φ = φ  plane( 1φ  is constant), we see that the line 

integral of H around any closed path 1C , which lies flat on the 1φ = φ  

plane, is zero, i.e.,  

1 1 1

( ) ( ) ( , )

           0

z z z zd H H d dz H z dzφ φ ρ= + ρ + = ρ

=
  H l a a a a

C C C
          (5-25) 

Here, we use zd d dzρ= ρ +l a a  in the 1φ = φ  plane.  Suppose 1C  is a 

rectangle with the left side at 1ρ = ρ  and the right side at 2ρ = ρ , being 

parallel to the z-axis in the 1φ = φ  plane.  Since Eq. (5-25) should be 

satisfied regardless of the height of 1C , we obtain the relation 

1 2( , ) ( , )z zH z H zρ = ρ  from Eq. (5-25), implying that zH  is constant 

everywhere.  The finite extent of the toroidal coil, however, assures that 
0=H  at infinity, meaning that 0zH =  everywhere.  From the 

discussions so far, we conclude that H of the toroidal coil is of the form 
( , )H zφ φ= ρH a . 

Inside the toroidal coil( a b< ρ < ), taking a circle of radius ρ as an 
Amperian path C, from Ampere’s circuital law we obtain  

2

0
2d H d H d H

π

φ φ φ φ φ= ρ φ = ρ φ = πρ  H l a a
C C
    

Since C encloses the total current of NI, Ampere’s circuital law gives   

2
NI

H φ =
πρ

 

Inside the toroidal coil, we have  

2
NI

H φ φ φ= =
πρ

H a a  (inside)           (5-26a) 
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Outside the toroidal coil, no net current is enclosed by C.  Thus,   

0=H     (outside)             (5-26b) 

We notice that the final magnetic field intensity given in Eq. (5-26a) is of the 
form ( )H φ φ= ρH a ; it is not against our expectation of ( , )H zφ φ= ρH a .  
 

Exercise 5.4 
 A thin conducting coating on a long dielectric cylinder of radius a carries a 

uniform surface current density J [A/m]s o z=J a .  Find H everywhere. 

Ans. 0=H  for aρ < , and J /oaφ= ρH a  for aρ > .   
 

Exercise 5.5 
 What would be the functional form of H inside the toroidal coil with a rectangular 

cross section?  

Ans. ( )H φ φ= ρH a .  
 

Review Questions with Hints 

RQ 5.6   State Ampere’s circuital law in words.   [Eq.(5-17)] 
RQ 5.7  What is meant by the current enclosed by a closed loop?  [Fig.5.7]  
RQ 5.8 What determines the positive direction of C in Eqs. (5-17) and (5-19)?  
  [Fig.5.7] 
RQ 5.9 How do you choose an Amperian path?  [Fig.5.8] 
RQ 5.10 Is it possible to apply Ampere’s circuital law to a current element of a 

finite extent?  [Eq.(5-15)] 
RQ 5.11  Does zero circulation of H mean 0=H  at every point on the loop? 
  [Eq.(5-22), Fig.5.8] 
RQ 5.12  Write the point form of Ampere’s circuital law. [Eq.(5-21)] 

5.4   Magnetic Flux Density 

Earlier, the magnetic flux density B was defined in terms of the magnetic force 
exerted on a charge moving in B.  As D is related to E by the constitutive relation 

o= εD E , in free space, B is related to H by the constitutive relation given, in free 

space, as   

 o= μB H              [T] or 2[Wb/m ]          (5-27) 

The magnetic flux density is measured in tesla[T] or webers per square me-
ter 2[Wb/m ] .  The proportionality constant oμ  is called the permeability of free 

space, and has the value of  

 74 10o
−μ = π ×               [H/m]             (5-28)  

which is measured in henries per meter.  
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The total magnetic flux passing through a surface S is equal to the integral of B 
over the surface, that is, 

 dΦ =  B s
S
                 [Wb]                (5-29) 

which is measured in webers.  The dot product in Eq. (5-29) is necessary to con-
vert the differential area ds  in S into an equivalent area in the cross section of 

B.  This is because B  is originally defined as the magnetic flux passing through 

a unit area of the plane perpendicular to B.      
We recall from electrostatics that the electric flux lines always begin at a posi-

tive charge and end at a negative one.  Thus the net outward electric flux through 
a closed surface is not zero if the surface encloses a net charge.  In contrast, the 
magnetic flux lines always close upon themselves because there are no isolated 
magnetic charges or no isolated magnetic poles.  For instance, even if a perma-
nent magnet is broken up into pieces on an atomic scale for the purpose of separat-
ing the north and south poles, each piece always has a north and a south pole.   

From the Biot-Savart law given in Eq. (5-8), we acknowledge that a differential 
current element Id ′l  produces the magnetic field lines of the form of concentric 
circles.  Applying the principle of superposition of the magnetic field leads us to 
conclude that the magnetic field lines should be of the form of closed lines regard-
less of the current distribution.  

Gauss’s law for magnetism states that the net outward magnetic flux through 
a closed surface is always zero.  Expressed mathematically,  

 0d = B s
S
                              (5-30) 

Equation (5-30) can also be viewed as an expression for nonexistence of isolated 
magnetic charges, and an expression for the law of conservation of magnetic flux.  
Applying divergence theorem to Eq. (5-30), we obtain the point form of Gauss’s 
law for magnetism as   

 0∇ =B                                (5-31) 

It should be noted that Eq. (5-21) and Eq. (5-31) constitute two fundamental rela-
tions for static magnetic fields.  

So far, we obtained the curl of H and the divergence of B, which are essential 
for a unique determination of the static magnetic field in a region of space accord-
ing to the Helmholtz’s theorem.  To repeat, in Chapter 3, we obtained the curl of 
E and the divergence of D, which are essential for a unique determination of the 
static electric field in a region of space.  For future reference, collecting the fun-
damental relations for static electric and static magnetic fields, we have    

 

0

0

v

∇ × =
∇ = ρ
∇ × =
∇ =

E

D

H J

B





                              (5-32) 
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Applying the divergence and Stokes’s theorems, the integral form of the funda-
mental relations is obtained as follows: 

 

0

0

d

d d

d d

d

=

= ρ

=

=


 
 


E l

D s

H l J s

B s

C

S V

C S

S

v v





 








                          (5-33) 

Although there is no coupling between E  and H, time-varying electric  and  
magnetic fields become coupled to each other such that a time-varying electric field 
generates a time-varying magnetic field, and vice versa.  Under time-varying con-
ditions, the two divergence equations in Eq. (5-32) remain valid, but the two curl 
equations need to be modified to account for Faraday’s electromagnetic induction 
and the concept of displacement current density.  

 
Example 5-8 
A thin conducting shell of a radius a is connected to two very long filaments as 
shown in Fig. 5.11.  The filamentary current I becomes a surface current, 

J θ=J as s , which is uniform in the φa -direction on the sphere.  Show  

(a) 0zH =  on the 0z =  plane, 

(b) 
2

I
φ= −

πρ
H a  outside the sphere. 

[Hint: Helmholtz’s theorem.] 

 

Fig. 5.11 A conducting spherical shell connected to two very long filaments. 
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Solution 
(a) For the differential surface current J d ′θ′as s  given at the source point 

( , , )a ′ ′θ φ , the differential field dH at the field point 1 1:(0, ,0)p y  is obtained 

from Eq. (5-12) as 

2

J

4

d
d ′θ′ ×

=
π
a a

H Rs s

R
                           (5-34) 

Position vectors of the source and field points are 

sin cos sin sin cosx y za a a′ ′ ′′ ′ ′ ′ ′ ′= θ φ + θ φ + θr a a a  

1 yy=r a  

Distance vector and its magnitude are 

1sin cos ( sin sin ) cosx y za y a a′ ′ ′ ′ ′ ′= − = = − θ φ + − θ φ − θr r a a a aRRR  

1/22 2 2 2 2 2
1sin cos ( sin sin ) cosa y a a′ ′ ′ ′ ′ = θ φ + − θ φ + θ R  

In the above equation R is expanded by xa , ya , and za , because of 

x x′ =a a , y y′ =a a , and z z′ =a a . 

Applying the coordinate transformation cos cos x′θ ′ ′= θ φ +a a  

cos sin siny z′ ′ ′θ φ − θa a to Eq. (5-34), we obtain 

3

1

J
cos cos cos sin sin

4
sin cos ( sin sin ) cos

x y z
d

d

a y a a

′ ′ ′ ′ ′ ′= θ φ θ φ − θ
π

′ ′ ′ ′ ′− θ φ − θ φ − θ

a a a

H s s
R

 

The z-component of dH is therefore 

13

J
cos cos

4
s

z z

d
d y

′ ′ ′= θ φ
π

H a a
s

R
  

The two differential current elements at points ( , , )a ′ ′θ φ  and ( , , )a ′ ′π − θ φ  

jointly produce 0zd =H a  at 1p  on the 0z =  plane.  In addition, the 

filamentary current produces H in the direction of φa  only, as is evident 

from the Biot-Savart law.  From these discussions and the cylindrical 
symmetry we conclude that 0z =H a  at every point on the 0z =  plane 

outside the sphere.  We may consider the 0z =  plane as a boundary on 
which the normal component of H is specified to be zero, 0z =H a .  

This boundary condition is useful for part (b), which will be solved by 
applying Helmholtz’s theorem that requires the normal component of the 
field to be specified at the boundary.   
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(b) In the region 0z ≥  outside the sphere, a trial solution /(2 )Iφ= − πρH a  

satisfies not only Ampere’s circuital law, but also the fundamental 
relations( 0∇ =B  and 0∇ × =H  in the source free region), and the 

boundary condition( 0zH = ).  Thus, it must be a unique solution in the 

given region according to Helmholtz’s theorem.  By the same token, the 
trial solution is also a unique solution in the region 0z ≤  outside the 
sphere.    

Review Questions with Hints 

RQ 5.13 State Gauss’s law for magnetism in words.  [Eq.(5-30)] 
RQ 5.14 Write a mathematical expression for the statement that the magnetic 

flux line is always closed. [Eq.(5-30)] 
RQ 5.15 Express the law of conservation of magnetic flux. [Eq.(5-30)] 
RQ 5.16 What are two fundamental relations for static magnetic fields?  
  [Eqs.(5-32)(5-33)] 

5.5   Vector Magnetic Potential 

In Chapter 3, we saw that the irrotational nature of E, 0∇ × =E , leads to the 
electric potential V defined through the relation V= −∇E .  We also witnessed 
that the electric potential is much easier to handle than E because of its scalar na-
ture.  For instance, the electric potential is conveniently used for determining E 
by first calculating V from a given charge distribution and then taking the negative 
gradient of V.  In the same way as the electric potential, we can define the scalar 
magnetic potential mV  through the relation mV= −∇H .  However, the potential 

mV  is a many-valued function because of the non-conservative nature of H.  As 

an example, the scalar magnetic potential is given as /(2 )mV I= − φ π  in the pres-

ence of H that is produced by an infinitely long filamentary current I.  In this 
case, the potential mV  has many values at a point in space as φ increases past 2π.  

The relation, ( )mV∇ × = ∇ × −∇ =H J , states that mV  is useful only in the region 

with 0=J .  In this section, we focus our attention on the vector magnetic poten-
tial A, which is useful for determining B, whether or not the given region contains 
a current distribution. 

The solenoidal nature of B is mathematically expressed as 0∇ =B .  By 

making use of the vector identity ( ) 0∇ ∇ × =U , we can define the vector mag-

netic potential A as  

 = ∇ ×B A                              (5-35) 

The unit of A is the weber per meter[Wb/m].  If we find the vector potential A 
from a given current distribution, we can obtain B by taking the curl of A.   
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We can derive the relation between the vector magnetic potential A and the cur-
rent density J from the Biot-Savart law.  Rewriting the Biot-Savart law for B, we 
have  

 
34

o Id
′

′μ ×=
π 

l
B

C R
R

                           (5-36) 

Borrowing from Section 2-2, we have 

 
3

1∇ = −
R R

R
                              (2-49) 

where the distance vector ′= −r rR .  Inserting Eq. (2-49) into Eq. (5-36) we get 

 

1
4

oI d
′

μ  ′= − × ∇ π  B l
C R

 

Substituting 1/U = R  and d ′=L l  into the vector identity 

( ) ( ) ( )U U U∇ × = ∇ × + ∇ ×L L L , and inserting the identity into the right-hand 

side of the above equation,  we get   

 ( )1
4 4

o oI Id d
d

′ ′

′ ′μ   μ   ′= ∇ × − ∇ × = ∇ ×    π π    
 

l l
B l

C CR R R
         (5-37) 

In Eq. (5-37) we used 0d ′∇ × =l , which is true because ∇  acts on the unprimed 
coordinates only.  On the right-hand side of Eq. (5-37), the curl operator can be 
taken outside the line integral because it is independent of the path ′C .  Thus Eq. 
(5-37) reduces to  

 
4
oI d

′

′μ= ∇ ×
π

l
B

C R
                         (5-38) 

Comparison of Eq. (5-38) with Eq. (5-35) gives an expression for A, i.e., 

 
4
oI d

′

′μ=
π

l
A

C R
 [Wb/m] (line current)          (5-39a) 

where the line integral is performed along the filamentary current I.  If the current 
is distributed over a volume V or across a surface S, we can obtain the expression 
for A due to J or Js  simply by substituting the equivalent current element given 

in Eq. (5-10) into Eq. (5-39a):    

 
4

o d
′

′μ=
π

′
J

A
V R

v  [Wb/m]  (volume current)       (5-39b) 

 
4

o d
′

′μ=
π

′
J

A
S

s

R
s  [Wb/m] (surface current)        (5-39c) 

where R  is the magnitude of the distance vector ′= −r rR . 
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We see that Eq. (5-39) is much simpler than the Biot-Savart law, since it does 
not involve the cross product.  The vector potential A may be a many-valued 
function in space, because ∇ A  is not yet specified.  For instance, there is no 

change in B even if + ∇ϕA  is used in place of A in the equation = ∇ ×B A .  
We find it convenient to set 0ϕ = , because of 0∇ =A , under static conditions, 

as can be shown in the next section.  
The vector magnetic potential A does have physical significance: the closed 

line integral of A equals the magnetic flux passing through the surface bounded by 
the path of integration.  The magnetic flux through a surface S is  

 
dΦ =  B s

S
  

Using the relation = ∇ ×B A  and applying Stokes’s theorem, we have 

 ( ) d dΦ = ∇ × = A s A l
S C

                     (5-40) 

The circulation of A around a closed loop C equals the magnetic flux enclosed 
by C. 

5.5.1   Ampere’s Circuital Law from the Biot-Savart Law 

The point form of Ampere’s circuital law can be derived from Biot-Savart law 
with the help of the vector magnetic potential.  To start with, we rewrite the curl 
of H, in free space, by use of o= μB H  and = ∇ ×B A , as   

 
1 1

o o

∇ × = ∇ × = ∇ × ∇ ×
μ μ

H B A                    (5-41) 

Applying the vector identity  ( ) 2∇ × ∇ × = ∇ ∇ − ∇A A A  to Eq. (5-41), we 

have  

 ( ) 21

o

 ∇ × = ∇ ∇ − ∇ μ
H A A                      (5-42) 

At this point we digress briefly and, from Eq. (5-39b), show that the divergence of 
A is always zero.  By taking the divergence of both sides of Eq. (5-39c), we have 

 4 4
o od d

′ ′

′ ′μ μ  ∇ = ∇ = ∇  π π  
′ ′ 

J J
A

V VR R
v v                (5-43) 

In the above equation the divergence operator is taken inside the volume integral 
because it is independent of ′V . The volume integral in Eq. (5-43) is zero, as can 
be shown by making use of the vector identities below:  
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1 1 1′     ′ ′ ′∇ = ∇ + ∇ = ∇     

     

J
J J J

R R R R
                 (5-44a) 

 
1 1 1′     ′ ′ ′ ′ ′ ′ ′∇ = ∇ + ∇ = ∇     

     

J
J J J

R R R R
                (5-44b) 

In Eq. (5-44), we used 0′∇ =J , which is due to the fact that ∇  is independent 

of the primed coordinates, and 0′ ′∇ =J , which is the equation of continuity that 

steady currents should satisfy at all times.  Using the identity 

( ) ( )1/ 1/′∇ = −∇R R , where 
1/22 2 2( ) ( ) ( )x x y y z z′ ′ ′ = − + − + − R , we can 

combine Eq. (5-44a) and Eq. (5-44b) such that 

 

′ ′   ′∇ = −∇   
   

J J
R R

                          (5-45) 

Inserting Eq. (5-45) into Eq. (5-43) and applying the divergence theorem, we have 

 
4 4

o o d
d

′ ′

′ ′ ′μ μ ′∇ = − ∇ = − π π 
′ 

J J s
A

V SR R
v                (5-46) 

The volume ′V  in Eq. (5-46) may be chosen in such a way that it includes all the 
current ′J  and an empty space surrounding ′J .  In that case, no current passes 
through the surface ′S  bounding the volume ′V , and thus the closed surface 
integral on the right-hand side of Eq. (5-46) becomes zero:   

 0∇ =A                                (5-47) 

We note that the vector magnetic potential A is solenoidal. 
Next, inserting Eq. (5-47) into Eq. (5-42), we obtain     

 21

o

∇ × = − ∇
μ

H A                           (5-48) 

The curl of H is linearly proportional to the Laplacian of A.   
We now obtain the Laplacian of A in term of the source current J.  To start 

with, note that the Laplacian of A is a vector with three vector components: 

 2 2 2 2( ) ( ) ( )x x y y z zA A A∇ = ∇ + ∇ + ∇A a a a                (5-49) 

Inserting A expressed by Eq. (5-39b) into Eq. (5-49), and collecting the terms with 
the unit vector xa , we have  

 2 2 2J 1
J

4 4
o x o

x xA d d
′ ′

′ μ μ  ′∇ = ∇ = ∇   π π   
′ ′ V VR R

v v           (5-50) 
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where R  is the magnitude of the distance vector ′= −r rR .  In Eq. (5-50), the 

Laplacian operator 2∇  is taken inside the integral sign, because it is independent 
of the primed coordinates.   

Let us focus our attention on a small region surrounding a field point, and im-
age that the source point with position vector ′r  gradually moves toward the field 
point with position vector r.  Under these conditions, the term 2(1/ )∇ R  in Eq. 

(5-50) increases very rapidly compared with the source current Jx′ , and becomes 

infinite when ′ =r r .  In view of these considerations, the volume integral in Eq. 
(5-50) can be performed over an infinitesimal volume ′Δ  surrounding the field 
point, with an infinitely small error.  Since, however, 2(1/ )∇ = ∞R  at ′ =r r , 

we may exclude the center point, a single point, from ′Δ  without affecting the 
volume integral.  The new infinitesimal volume surrounding the field point is de-
noted by ′Δ  as shown in Fig. 5.12.  For the moment, ′Δ  is a hollow sphere with 
an outer radius α and an inner radius δ, although δ shrinks to zero in the end.  The 
outer radius α is such that it is short enough so that Jx′  is assumed to be constant 

in the interior of ′Δ , and yet long enough so that 2(1/ ) 0∇ ≈R  on the outer sur-

face of ′Δ (see Fig. 5.12).  Thus, we have J ( ) J ( )x x′ ′ =r r  at any point in the vo-

lume ′Δ , and the source current Jx′  can be taken outside the volume integral in 

Eq. (5-50) such that 

 

2 2J 1
4
o x

xA d
′Δ

μ  ∇ = ∇ π  
′ R

v                     (5-51a) 

By making use of the identity 2U U∇ = ∇ ∇  and the divergence theorem we 

write Eq. (5-51a) as         

 1 2

2

0

J J1 1
lim '

4 4
o x o x

xA d d
′Δ +δ→

μ μ  ∇ = ∇ ∇ = ∇ π π  
′  s

S SR R
v         (5-51b) 

where 1 2+S S  is the bounding surface of ′Δ .  In Eq. (5-51b) we let the inner ra-

dius shrink to zero( 0δ → ), while the center point is excluded from the volume 

integral, which gives 2(1/ )∇ = ∞R .  Since we have 2(1/ ) 0∇ ≈R  on the outer 

surface 2S , the integral on the right-hand side of Eq. (5-51b) reduces to a closed 

surface integral over the inner surface 1S .  Using the relation 
2(1/ ) ( / )∇ = − aRR R , and noting that the unit normal to surface 1S  is along the 

direction of the distance vector ′ =a aRs , we write Eq. (5-51b) as  

 

1

2
2

2 20 0

J J 4
lim lim

4 4

       J

o x o x
x S

o x

A d
δ→ δ→

 μ μ πδ′∇ = − = −  π π δ 
= −μ


a

sR

R
          (5-52a) 
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where 24πδ  is the area of the surface 1S  at δR = .  Following the same proce-

dure as was used for xA , we can obtain the Laplacian of yA  and zA : 

 
2 Jy o yA∇ = −μ

             
              (5-52b) 

 
2 Jz o zA∇ = −μ                            (5-52c) 

Combining the results in Eq. (5-52) leads to the vector Poisson’s equation:    

 
2

o∇ = −μA J                               (5-53) 

Next, inserting Eq. (5-53) into Eq. (5-48), we obtain the point form of Ampere’s 
circuital law, that is, 

 ∇ × =H J  

As was mentioned earlier, while the Biot-Savart law relates the current element 
Id ′l  at a source point to the differential field dH at a field point, the point form of 
Ampere’s circuital law relates the curl of H at a point in space to the current densi-
ty J at that point.  The point form of Ampere’s circuital law is therefore advanta-
geous in describing the local effect in magnetostatics.  

 

 

Fig. 5.12 An infinitesimal volume ′Δ , bounded by surfaces 1S  and 2S , excludes the 

field point at the center. 

Example 5-9 
An infinite sheet of current, with a uniform current density Jo y=J aS , coincides 

with the 0z =  plane.  Determine H on the z-axis by using vector magnetic 
potential.  
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Solution 
From Eq. (5-39c), the vector potential dA at the position vector r, due to the 
current element d ′JS s  at the position vector ′r , is 

J

4
o o yd d

μ
=

π
′

a
A

R
s  

where 
1/22 2 2( ) ( )x x y y z′ ′ ′ = − = − + − + r rR   

Vector magnetic potential at a field point ( , , )x y z , in general, is  

 

J

4
o o y

x y
dx dy

∞ ∞

′ ′=−∞ =−∞

μ
′ ′=

π 
a

A
R

 

Magnetic flux density is  

J
4

yo o

x y
dx dy

∞ ∞

′ ′=−∞ =−∞

μ ′ ′= ∇ × = ∇ ×
π  

a
B A

R
             (5-54) 

The integrand in Eq. (5-54) is computed in Cartesian coordinates by use of 
1/22 2 2( ) ( )x x y y z′ ′ ′ = − = − + − + r rR :   

[ ]

1/22 2 2

3/22 2 2

0 ( ) ( ) 0

          ( ) ( ) ( )

x y z

y

x z

x y z

x x y y z

z x x x x y y z

−

−

∂ ∂ ∂∇ × =
∂ ∂ ∂

′ ′ − + − + 

′ ′ ′ = − − − + − + 

a a a
a

a a

R         (5-55) 

Inserting Eq. (5-55) into Eq. (5-54), we have 

3/22 2 2

3/22 2 2

J
4 ( ) ( )

J ( )
     

4 ( ) ( )

o o x

x y

o o z

x y

z dx dy

x x y y z

x x dx dy

x x y y z

∞ ∞

′ ′=−∞ =−∞

∞ ∞

′ ′=−∞ =−∞

′ ′μ
=

π ′ ′ − + − + 
′ ′ ′μ −

−
π ′ ′ − + − + 

 

 

a
B

a
           (5-56) 

On the right-hand side of Eq. (5-56), the second integral vanishes because 
the integrand is an odd function of x ′ . In view of the limits of integration, 
−∞  and ∞ , we rewrite the first integral as 

3/22 2 2

J
4 ( ) ( )

o o x

x y

z dx dy

x y z

∞ ∞

′ ′=−∞ =−∞

′ ′μ=
π ′ ′ + + 
 

a
B                (5-57) 



264 5   Magnetostatics
 

Substituting 2 2 2( ) ( ) ( )x y′ ′ ′+ = ρ  and dx dy d d′ ′ ′ ′ ′= ρ ρ φ  into Eq. (5-57), 

we evaluate the integral in cylindrical coordinates as 

2

3/2 1/20 0 2 2 2 2

0

J J 2
4 4( ) ( )

J
   

2

o o x o o x

o o x

z d d z

z z

z

z

′ρ =∞

∞ π

′ ′ρ = φ =

′ρ =

′ ′ ′μ ρ ρ φ μ − π= =
π π′ ′   ρ + ρ +   

μ=

 
a a

B

a

 

Thus, 

2
o o xJμ

=
a

B                      ( 0)z >   

2
o o xJμ

= −
a

B            ( 0)z <  

The magnetic field intensity is   

2
o

x
o

J= =
μ
B

H a  ( 0)z >            (5-58a) 

2
o

x

J
= −H a  ( 0)z <           (5-58b) 

 

Fig. 5.13 An infinite sheet of a uniform surface current.  
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Exercise 5.6 
 A circular filament of radius a is centered at the origin in the 0z =  plane, 

carrying a steady current I.  Find A at point (0,0, )b .  

Ans. 0. 
 

Exercise 5.7 
 The surface current JS  in Fig. 5.13 has translational symmetries in the x- and y-

directions.  By using Eqs. (5-39c) and (5-53), find the functional form of A. 

Ans. ( )y yA z=A a  from Eq. (5-39c), ( )1 2 yC z C= +A a  from Eq. (5-53).  

Review Questions with Hints 

RQ 5.17 Define vector magnetic potential. [Eq.(5-35)] 
RQ 5.18 Express the relation between A and the source current.  [Eq.(5-39)] 
RQ 5.19 Express vector Poisson’s equation. [Eq.(5-53)] 
RQ 5.20 Which of the thee expressions in Eq. (5-39) is the solution of the vector 

Poisson’s equation. [Eq.(5-39b)] 
RQ 5.21 What are two fundamental relations for A. [Eqs.(5-36)(5-47)] 

5.6   The Magnetic Dipole 

A magnetic dipole is a small loop carrying a current; the diameter of the loop is 
much smaller than the distance between the loop and the field point.  The magnet-
ic dipole is the simplest model of an atom for magnetism.  It provides a simple 
means of studying the magnetic behavior of material media.  To explore the mag-
netic dipole, let us consider a circular filament of radius a centered at the origin in 
the 0z =  plane, carrying a steady current I, as shown in Fig. 5.14.  Without loss 
generality, we assume a field point p to be on the yz-plane.  Point p′  is the 
source point at which a differential current element Id ′l  is located.  From Eq. 

(5-39a), the vector magnetic potential at point p is 

 4
oI d

′

′μ=
π 

l
A

C R                            (5-59) 

Employing a mixed coordinate system, we expand the vectors r, ′r , and R by the 
base vectors in Cartesian coordinates, xa , ya , and za , while expressing their 

scalar components in terms of spherical coordinates. Namely,  

 
sin cosy zR R= θ + θr a a  

 
cos sinx ya a′ ′ ′= φ + φr a a  

 

1/211 2 2 2 sin sinR a aR
−−− ′ ′ = − = + − θ φ r rR  



266 5   Magnetostatics
 

At far distances( R a>> ), by using the binomial expansion, the inverse distance 
1−R  can be approximated as   

 

1/22
1

2

1 2
1 sin sin

1
     1 sin sin

a a
R R R

a
R R

−
−  ′= + − θ φ 

 
 ′≅ + θ φ 
 

R
                 (5-60) 

The higher order terms such as 2 2/a R  are omitted in Eq. (5-60).  

The differential length vector d a d ′φ′ ′= φl a , located at the source point p′  

on the circular loop, is expressed in terms of the base vectors at the field point p as  

 (cos sin cos cos sin )Rd a d θ φ′ ′ ′ ′ ′= φ φ θ + φ θ + φl a a a         (5-61) 

Substituting Eqs. (5-60) and (5-61) into Eq. (5-59), we obtain 

 

(

)

2

0

2

0

1
1 sin sin cos sin

4

                                    cos cos sin

   sin sin sin
4

o
R

o

I a
a d

R R

I a a
d

R R

π

′φ =

θ φ

π

φ ′φ =

μ  ′ ′ ′= + θ φ φ φ θ π  
′ ′+ φ θ + φ

μ  ′ ′ ′= θ φ φ φ π  





A a

a a

a

 

Thus, we have   

 
2

2 sin
4
oIa

R φ
μ

= θA a  [Wb/m]          (5-62) 

In vector notation, the vector magnetic potential due to the magnetic dipole with a 
magnetic dipole moment m is  

 24
o R

R

μ ×
=

π
m a

A  [Wb/m]          (5-63) 

where the magnetic dipole moment is defined as  

 2
z zI a IS= π =m a a  2[A m ]⋅           (5-64) 

The magnetic dipole moment is a vector whose magnitude is the product of the 
loop area and the current flowing in the loop, and whose unit vector is normal to 
the loop surface, obeying the right-hand rule: the right thumb points in the direc-
tion of m when the fingers follow the direction of I in the loop.  
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By taking the curl of A in spherical coordinates, we obtain the magnetic flux 
density B as  

 ( )3 2cos sin
4

o
R

m

R θ
μ

= θ + θ
π

B a a         [T] (5-65) 

We see from (5-65) that B of a magnetic dipole is analogous to E of an electric di-
pole.  The expression for B in Eq. (5-65) will be identical to that of E in Eq. (3-
84), if we replace m and oμ  in Eq. (5-65) with p and 1/ oε , respectively.  Both 

Eqs. (3-84) and (5-65) represent the far-field patterns under the conditions of 
R d>>  and R a>> .  

 

Fig. 5.14 A magnetic dipole. 

The electric field lines of an electric dipole and the magnetic field lines of a 
magnetic dipole are obtained by numerical methods, without relying on the bi-
nomial expansion, and drawn to scale in Fig. 5.15.   
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Fig. 5.15 The near field patterns of (a) an electric dipole (b) a magnetic dipole. 

Exercise 5.8 
 Find the differential equation for the magnetic flux lines, in the yz-plane, at far 

distances from the origin where the dipole is located[Hint: Eq. (5-65)].  

Ans. 
2 22cos sin

3sin cos
z

y

Bdz
dy B

θ − θ= =
θ θ

, where 1tan
y
z

−  θ =  
 

. 

Exercise 5.9 
 For a magnetic dipole moment zm=m a  located at the origin, find the point on 

a sphere, centered at the origin, at which B  is maximum.  

Ans. The intersection of the sphere and the z-axis. 
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Review Questions with Hints 

RQ 5.22 Define magnetic dipole and magnetic dipole moment. 
   [Fig.5.14, Eq.(5-64)] 
RQ 5.23 Can you distinguish between far field patterns of an electric and a mag-

netic dipole?  [Eqs.(3-84)(5-65)] 
RQ 5.24 Sketch near field patterns of electric and magnetic dipoles. [Fig.5.15]  

5.7   Magnetic Materials 

The simplest atomic model comprises a positively charged nucleus and negatively 
charged electrons orbiting around the nucleus.  The orbiting electrons induce a 
magnetic dipole moment of the atom.  The electron spin and nuclear spin are oth-
er sources of the magnetic dipole moment, which are rooted in the quantum 
theory.  The effect of the nuclear spin is however three orders of magnitude 
smaller than those of the orbiting electrons and the electron spin, and is therefore 
neglected in most cases.          

The magnetic property of a material is determined by the interaction between the 
lattice atoms and an externally applied magnetic field.  In the absence of an exter-
nal magnetic field in a diamagnetic material, the magnetic dipole moment due to 
the orbiting electrons cancels that due to the electron spin, and thus the lattice atom 
exhibits no net dipole moment.  An externally applied magnetic field, however, 
exerts either a centrifugal or a centripetal force on the orbiting electrons.  Since the 
electron orbits are quantized and thus cannot be changed, the electron velocity is 
reduced to counterbalance the magnetic force exerted on the orbiting electrons.  
The external field causes an imbalance between the dipole moments due to the or-
biting electrons and the electron spin, and results in a net dipole moment in the 
diamagnetic material, which is in the opposite direction to the external magnetic 
field.  Diamagnetic materials, such as gold, silver, copper, lead, and silicon, have 
a negative magnetic susceptibility of the order of 510−− , and thus a relative 
permeability slightly less than one.  Superconductors are perfect diamagnetic 
materials with a susceptibility 1mχ = −  and a relative permeability 0rμ = .  

No magnetic flux density is allowed inside a superconductor( 0=B ).  This 
implies that a superconductor completely expels the magnetic field, and is thus 
levitated in the magnetic field.  All materials exhibit diamagnetism, although the 
diamagnetic effect may be overwhelmed by other stronger magnetic effects in some 
materials.         

When the magnetic dipole moments are caused by the orbiting electrons and the 
electron spin, they do not cancel completely in a paramagnetic material.  Whereas 
the dipole moment is induced only by an externally applied magnetic field in a di-
amagnetic material, the atoms in a paramagnetic material have a permanent dipole 
moment even in the absence of an external magnetic field.  Under normal conditions, 
the permanent dipole moments are randomly oriented in the paramagnetic material, 
yielding no net dipole moment.  In the presence of an externally applied magnetic 
field, the permanent dipole moments align with the external field and result in a net 
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dipole moment in the material, which is turn increase the total magnetic field in the 
interior of the material.  Paramagnetic materials, such as air, aluminum, platinum, ti-
tanium, and tungsten, have a magnetic susceptibility of the order of 510−  and a rela-
tive permeability slightly larger than one.  For most practical purposes, we may as-
sume oμ = μ  for diamagnetic and paramagnetic materials, and regard them as 

nonmagnetic materials.      
The atoms in a ferromagnetic material have a large permanent dipole moment 

because of the dominant electron spin.  In the absence of an external magnetic 
field in a ferromagnetic material, the electron spins are coupled together by strong 
interatomic forces, and aligned in the same direction in microscopic regions of the 
material, called the magnetic domains.  In view of a complete alignment of the 
dipole moments in a domain, the magnetic domain is said to be fully magnetized.  
Under normal conditions, the domains of different spin orientations are randomly 
distributed in the material yielding no net dipole moment.  However, in the pres-
ence of an external magnetic field, the domains with a spin orientation parallel to 
the external field grow at the expense of the other domains, and result in a large 
net dipole moment in the material.  Ferromagnetic materials, such as iron, cobalt, 
and nickel, have a very large rμ  ranging from 250 to 5000, and their alloys, such 

as permalloy and mumetal, have a relative permeability as large as 510 .  Unlike 
the diamagnetic and paramagnetic materials, the ferromagnetic material is a nonli-
near material in that rμ  depends not only on the magnetic field intensity, but also 

on the course of the previous magnetic states of the material.   

5.7.1  Magnetization and Equivalent Current Densities 

According to the atomic model of a material, a magnetized material can be re-
garded as an aggregate of discrete magnetic dipole moments positioned at the 
equivalent lattice points in free space.  For the macroscopic magnetic property of 
a material, we define the magnetization M as the magnetic dipole moments per 
unit volume, i.e.,       

 
0

1

1
lim j

j

Δ

Δ → =

=
Δ M m

n v

v v
 [A/m]              (5-66) 

where n is the number density of the lattice atoms, or the magnetic dipoles, and 

jm  represents the dipole moment vector within the incremental volume Δv .  

We note that M is a continuous function of position, whereas jm  is a discrete 

vector located at a point in space.  The magnetization M is measured in amperes 
per meter.  A magnetic material with a nonzero M is said to be magnetized. 

The magnetization M induces surface currents on the material.  To investigate 
the magnetization surface current, we consider an interface between a magnetized 
material, in the region 0z ≤ , and free space(or air with little error), in the region 

0z > , as shown in Fig. 5.16.  For simplicity, the magnetic dipole is represented 
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by a square loop of side a, carrying a current I.  Note that the center of the loop is 
marked with a dot in the figure.  The current loop is oriented in such a way that 
the direction of its dipole moment m, or the unit vector ma , is at an angle θ to the 

outward unit normal to the interface, na , which is along the direction of za .  It 

is assumed that the material is fully magnetized to a magnetization M by an exter-
nal magnetic field.  Accordingly, the directions of the external field, M, and m 
are all parallel to the unit vector ma .  For the sake of argument, we slice the  

material into hypothetical layers of thickness ( /2)sina θ .  A side view of the 

material is given in Fig. 5.16(a), in which a small circle with a dot(or a cross) in-
dicates the direction of the current flowing in the upper(or lower) side of the 
square loop.  We see in Fig. 5.16(a) that the dipoles with the center within layer 1 
contribute to the net current flowing in the air, flowing out of the paper.  Similar-
ly, the dipoles with the center within layer 2 contribute to the net current flowing 
in layer 1, also flowing out of the paper.  In contrast, the dipoles with the center 
within layer 1 or layer 3 jointly produce zero net current in layer 2.  The net cur-
rents flowing in the air and in layer 1 constitute the surface current induced by the 
magnetization.    

We now compute the surface current density induced on the surface of the ma-
terial, referring to Fig. 5.16(b), in which the front view of the material is given.  
In the figure, the tilt of the magnetic dipole moment m, with respect to the surface 
normal na , causes the square loop to appear as a rectangle of sina a× θ .  As 

was stated earlier, only the dipoles with the center within layer 1 or layer 2 can 
contribute to the surface current.  To be specific, a single magnetic dipole contri-
butes to a filamentary current of a length a on the surface, which is done by the 
upper side of the square loop.  Thus only the dipoles with the center within the 
shaded region shown in Fig. 5.16(b) can contribute to the surface current flowing 
through the 0x =  plane, which is taken as a reference plane.  In view of these 
considerations, the surface current density is defined as the current flowing 
through the reference plane per unit length of the y-axis.  The magnitude of the 
surface current density is therefore 

 
2( sin ) sinmsJ I a= θ = θmn n  

where n  is the number density of the dipoles, and the term in parenthesis is the 
area of the shaded region shown in Fig. 5.16(b).  Upon using the relation 

=M mn , and noting that the surface current flows in the x-direction, the magne-

tization surface current density msJ  is defined as   

 ms n= ×J M a  [A/m]          (5-67) 

where na  is the unit normal to the surface pointing out of the material.  The unit 

of msJ  is the Ampere per meter. 
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Fig. 5.16 Magnetization surface current. A magnetic dipole is represented by a square cur-
rent loop. (a) Side view (b) Front view. 

The magnetization M may also induce the magnetization current density mJ  

inside the material, which is measured in units of Amperes per square meter.  
Consider Fig. 5.17, in which the magnetization surface current density msJ  is in-

duced on the surface of a material with the magnetization M, filling the region 
0z ≤ .  In accordance with the equation of continuity, if the net surface current 

crossing the circumference of a closed loop C , which lies flat on the surface of the 
material, is nonzero, there must be a net current flowing from the interior of the 
material to the surface.  This current is referred to as the magnetization current.  
The magnetization current and the magnetization surface current are both rooted 
in the current of the magnetic dipole.  The current in a square loop shown in Fig. 
5.17 behaves as the magnetization current inside the material, and, at the same 
time, as the magnetization surface current on the surface of the material.  

With reference to Fig. 5.17, the differential surface current msdI  passing 

through the differential length dl  on the circular loop C is written in terms of the 

magnetization surface current density msJ  as follows:   

 ( )( )ms ms ndI d dρ ρ= = ×J l a M a a l   
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where ρa  represents a unit vector normal to dl, or the loop, and we use Eq. (5-

67) for msJ . Upon applying the vector identity ( ) ( )× = ×A B C A B C  , the dif-
ferential surface current crossing dl becomes  

 
( )ms ndI d dρ= × =M a a l M l   

In the above equation, the relation, n ρ φ× =a a a , is used to represent the direction 

of dl.  The net surface current flowing out of the loop C, crossing the circumfe-
rence of C on the surface of the material, is therefore 

 ( )msI d d= = ∇ × M l M s
C S

   [A]              (5-68) 

where S is the surface of the material that is enclosed by C.  Notice that Stokes’s 
theorem is used in Eq. (5-68).  Next, from the equation of continuity, the net sur-
face current msI  in Eq. (5-68) should be equal to the net current passing through 

the loop surface S, which is given by the surface integral of the current density 

mJ , called the magnetization current density.  That is,  

 ms mI d=  J s
S

  [A]               (5-69) 

Since, in Eqs. (5-68) and (5-69), the closed loop C and the enclosed surface S may 
be arbitrary, the two integrands of the two surface integrals should be the same at 
every point on the surface of the material.  Thus, 

 m = ∇ ×J M  2[A/m ]           (5-70) 

As we can see from Eqs. (5-67) and (5-70), the magnetization M of a magnetized 
material induces the magnetization current density mJ  in the material, and the 

magnetization surface current density msJ  on the surface of the material.  Al-

though the current mJ  may be zero in the material, because of a constant M, the 

surface current msJ  is always induced on the surface of the material. 

 

Fig. 5.17 Magnetization current and magnetization surface current. 
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Example 5-10 
A permanent magnet forms a circular cylinder of radius a and height b, having a 
uniform magnetization o zM=M a .  Find mJ  and msJ . 

Solution 
From Eq. (5-70), we have  

( ) 0m o zM= ∇ × =J a  

From Eq. (5-67), we have 

           0
ms n

o z zM

= ×
= × =

J M a

a a
 (top surface) 

( ) 0ms o z zM= × − =J a a  (bottom surface) 

ms o z oM Mρ φ= × =J a a a
 

(side surface) 

From the above results, we note that the permanent magnet is equivalent to a 
cylindrical conducting sheet of radius a and height b carrying a surface 
current density oM φ=J as . 

 
Exercise 5.10 

 For a sphere of radius a formed by the magnetized material with a magnetization 

o zM=M a , find msJ  on the surface of the sphere.  

Ans. sin [A/m]oM φθa . 

Review Questions with Hints 

RQ 5.25 Define magnetization M. [Eq. (5-66)]  
RQ 5.26 Relate msJ  and mJ  to the magnetization M. [Eqs.(5-67)(5-70)] 

RQ 5.27 What are the units of msJ  and mJ ? [Eqs.(5-67)(5-70)] 

RQ 5.28 Does 0m =J  at a point in a magnetized material mean 0=M  at that 

point? [Eq.(5-70)] 

5.7.2   Permeability 

In the study of electrostatics in Chapter 3 we discussed the interaction between a 
dielectric and an externally applied electric field.  When an electric polarization is 
induced in the material by the external field, it gives rise to an electric field called 
a polarization field.  We saw that the sum of the external and the polarization 
fields constitutes the internal electric field in the material.  We redefined the elec-
tric flux density D inside the material such that ∇ D  is related to the net charge 

only, which is responsible for the external electric field.  We also learned that the 
relation between D and E determines the permittivity of the material. 
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The magnetic flux density B in a magnetic material is analogous to E in a di-
electric.  When an externally applied magnetic field induces the magnetization M, 
and thus the magnetization current density mJ  in the material, the sum of the ex-

ternal magnetic flux and that due to mJ  constitutes the internal magnetic flux 

density B in the material.  We redefine H in the material such that it is related to 
the free current J, excluding mJ  induced in the material, which is responsible for 

the external field.  In a magnetic material, the internal B is the sum of the magnet-
ic fluxes produced by the free current and the magnetization current, i.e., 

          

m
o

∇ × = +
μ

= + ∇ ×

B
J J

J M

                          (5-71)  

Here, J is the free current(conduction and/or convection current), and mJ  is the 

magnetization current induced in the material.  In view of oμ  in Eq. (5-71), we 

note that Eq. (5-71) is based on the atomic model of a material, in which the mag-
netic material is considered as an aggregate of the magnetic dipole moments posi-
tioned at the equivalent lattice points in free space.  Rewriting Eq. (5-71), we 
have 

 o

 
∇ × − = μ 

B
M J                             (5-72) 

We now redefine H in the magnetic material as 

 o

≡ −
μ
B

H M                               (5-73) 

or 

 ( )o= μ +B H M  [T]             (5-74) 

The newly defined H makes the point form of Ampere’s circuital always hold true 
irrespective of the material such that  

 ∇ × =H J  2[A/m ]         (5-75) 

It is important to note that J in Eq. (5-75) is the free current density, excluding the 
magnetization current induced in the material.   

To find the integral form of Eq. (5-75) we take the surface integral of both sides 
of Eq. (5-75) over a surface S, i.e., 

 
( ) d d∇ × = H s J s

S S
   
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Application of Stokes’s theorem to the left-hand side of the above equation, noting 
that the right-hand side is the total current I, leads to Ampere’s circuital law, 
which always holds regardless of the material.  Namely,  

 d I= H l
C
  [A]               (5-76) 

Again, I is the total current enclosed by the loop C, or passing through the surface 
S bounded by C. 

The magnetization depends on the magnetic field intensity such that 

 m= χM H  [A/m]             (5-77) 

where mχ  is the magnetic susceptibility, which is a constant, independent of the 

magnitude and direction of H, in a homogeneous, linear, and isotropic material. 
Inserting Eq. (5-77) into Eq. (5-74) leads to the constitutive relation between B 

and H, which may be given in different forms as follows:  

 (1 )o m o r= μ + χ = μ μ = μB H H H  [T]                 (5-78) 

where μ is the permeability measured in henrys per meter[H/m],  oμ  is the per-

meability of free space, and rμ  is the relative permeability, which is a dimension-

less constant in a simple medium.   
From Eq. (5-78) we obtain the relation between mχ  and μ, which may be use-

ful for solving practical problems, i.e.,  

 1m
o

μχ = −
μ

                             (5-79) 

This is a dimensionless constant, independent of H, in a simple medium.  In gener-
al, mχ  may be a function of position(inhomogeneous medium), depending on the 

magnitude of H(nonlinear medium), or the direction of H(anisotropic medium). 
Magnetic materials can be classified into three groups according to rμ :   

 rμ 1                (diamagnetic)                (5-80a) 

 rμ 1                  (paramagnetic)               (5-80b) 

 1rμ >>                 (ferromagnetic)               (5-80c) 

For diamagnetic materials, the typical value of mχ  is of the order of 
6 410 ~ 10− −− − .  For paramagnetic materials, mχ  is of the order of 5 310 ~10− − .  

For ferromagnetic materials, mχ  is of the order of 1 510 ~10 . 

To recapitulate, Ampere’s circuital law and Gauss’s law for magnetism consti-
tute two fundamental relations for the static magnetic field in that they allow us to 
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uniquely determine the magnetic field in a region of space, regardless of the ma-
terial medium filling the region, in accordance with Helmholtz’s theorem.  These 
relations may be expressed either in point form or in integral form as  

 d I= H l
C
         

                    (5-81a) 

 0d = B s
S
            

                (5-81b) 

 ∇ × =H J                               (5-81c) 
 0∇ =B                                (5-81d) 

Two vector fields B and H are related by the constitutive relation:   

 = μB H                                (5-82) 

where the permeability μ is a constant, independent of H, in a simple medium. 
 

Example 5-11 
A long filament with a current I is oriented along the z-axis in free space.  It is 
then enclosed by a long hollow cylinder of permeability 1μ , with an inner radius 

a and an outer radius b, as shown in Fig. 5.18.  Find  
(a)  H and B everywhere by Ampere’s circuital law and  
(b)  magnetization current density in the hollow cylinder,   
(c)  magnetization surface current densities on the inner and outer surfaces.       
 
Solution 

As far as H is concerned, the hollow cylinder can be completely ignored, 
because it carries no free current.  From symmetry considerations, H is of 
the form ( )H φ φ= ρH a , and thus we choose a circle centered at the filament 

as the Amperian path.   

(a) In the region 0 a< ρ < , Ampere’s circuital law gives  

2
I

H φ φ φ= =
π ρ

H a a , and 
2

o
o

I
φ

μ= μ =
πρ

B H a              (5-83a) 

 In the region a b≤ ρ ≤ , we have 

2
I

φ=
π ρ

H a , and 1
1 2

I
φ

μ= μ =
π ρ

B H a                 (5-83b) 

 In the region bρ > , we have 

2
I

φ=
π ρ

H a , and 
2

o
o

I
φ

μ= μ =
πρ

B H a                 (5-83c) 

Note that the expressions for H in Eq. (5-83) are the same, independent of 
the hollow cylinder.   
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(b) In the region a b≤ ρ ≤ , inserting Eq. (5-83b) into Eq. (5-77) we obtain  

1 1
2m

o

I
φ

 μ= χ = − μ πρ 
M H a                      (5-84) 

 Taking the curl of Eq. (5-84) in cylindrical coordinates, we have 

0∇ × =M  

 Then, from Eq. (5-70) we obtain 

0m =J . 

(c) On the cylindrical surface at aρ = , from Eq. (5-84) we have  

1 1
2o

I
a φ

 μ= − μ π 
M a                          (5-85) 

 The unit normal to the surface at aρ =  is n ρ= −a a .  From Eqs. (5-67) 

and (5-85) we obtain   

1
1 1

2ms n z
o

I
a

 μ= × = − μ π 
J M a a  ( )aρ =                (5-86) 

 Similarly, on the cylindrical surface at bρ = , from Eq. (5-84) we obtain  

1 1
2o

I
b φ

 μ= − μ π 
M a                           (5-87) 

 The unit normal to the surface at bρ =  is n ρ=a a , From Eqs. (5-67) and 

(5-87) we obtain  

1
2 1

2ms n z
o

I
b

 μ= × = − − μ π 
J M a a  ( )bρ =                 (5-88) 

 From Eqs. (5-86) and (5-88), we note that two surfaces of the hollow 
cylinder carry the magnetization surface currents of an equal amount, but 
flowing in the opposite directions.   

If there is no free current in a magnetized material, Ampere’s circuital law 
tells us that 0∇ × =H  in the material.  In this case, according to Eq. (5-
77) and Eq. (5-70), we have 0∇ × =M  and 0m =J  in the material.  

Under these conditions, the total magnetic flux can be obtained by adding the 
external magnetic flux and the flux produced by msJ (see Example 5-12).  
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Fig. 5.18 A long filamentary current enclosed      Fig. 5.19 Cylindrical sheets carrying the 
by a long hollow cylinder.                         magnetization surface currents. 

Example 5-12 
Since there is no free current in the hollow cylinder in Example 5-11, the total 
magnetic flux is given by the sum of the external magnetic flux and the flux pro-
duced by the magnetization surface currents 1msJ  and 2msJ  residing in free 

space as shown in Fig. 5.19.  Find B everywhere and compare it with the previous 
result in Example 5-11. 
 

Solution 
From symmetry considerations, B is of the form ( )Bφ φ= ρB a  everywhere.  

In the region 0 a< ρ < , Ampere’s circuital law gives  

( )/ o d Iμ = B l
C

 , or ( )/ 2oB Iφ μ π ρ =  

The magnetic flux density is therefore 

2
oI

Bφ φ φ
μ= =
πρ

B a a  (0 )a< ρ <            (5-89a) 

In the region a b< ρ < , Ampere’s circuital law gives  

( ) 1/ 2o msd I a Jμ = + π B l
C

  

Inserting 1Jms  expressed by Eq. (5-86) into the above equation, we have 

12 2 1
2o o

B I
I a

a
φ   μπρ = + π −   μ μ π   

 

The magnetic flux density is therefore 

1

2
I

Bφ φ φ
μ= =
πρ

B a a  ( )a b< ρ <             (5-89b) 
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In the region bρ > , Ampere’s circuital law gives 

( ) 1 2/ 2 2o ms msC
d I a J b Jμ = + π − π B l  

Inserting 1Jms  and 2Jms  given in Eqs. (5-86) and (5-88) into the above 
equation we get  

1 12 2 1 2 1
2 2o o o

B I I
I a b

a b
φ     μ μπρ = + π − − π −     μ μ π μ π     

 

The magnetic flux density is therefore 

2
oI

Bφ φ φ
μ= =
πρ

B a a  ( )bρ >              (5-89c) 

The three results in Eq. (5-89) are the same as those in Eq. (5-83). In each 
region, H is obtained from B by the relation /= μH B . An important point 
to remember is that H  cannot be obtained directly from the magnetization 
currents.  
 

If the magnetization M is induced in a magnetic material of a high permeability, by 
an externally applied magnetic field, it will in turn distort the magnetic field lines 
both inside and outside the material.  Consider Fig. 5.20(a), which depicts the case 
when a small cylinder of a high permeability μ is brought into the region of a uniform 
B.  For the sake of argument, we replace the magnetization surface current induced 
on the surface of the cylinder with a simple circular loop carrying a steady current.  
Then the magnetic flux lines are obtained, by using numerical methods, by compu-
ting and summing the external magnetic flux and the flux due to the current loop, and 
plotted to scale in Fig. 5.20(b).  We see that the magnetic flux lines are concentrated 
in the interior of the material of a high μ, while the total magnetic flux is conserved 
inside and outside the material.  This example shows that a structure made of a mag-
netic material of a high μ may be used to confine and guide magnetic flux lines.  

 

 
Fig. 5.20 A magnetic material in a uniform B (a) a cylinder of a high μ (b) the induced M 
distorts B inside and outside the cylinder.  
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Exercise 5.11 
 Determine mχ  and rμ  of a material in which M  is 10 times as large as H .   

Ans. 10mχ = , and 11rμ = . 

Exercise 5.12 
 For 0.02[T]=B  in a solid nickel of 250rμ = , find mχ , H, and M  inside the 

material.   

Ans. 249mχ = , 63.9H = [A/m], and 315.9 10M = × [A/m] . 

Review Questions with Hints 

RQ 5.29 What are two sources of B in a magnetic material?  [Eq.(5-74)] 
RQ 5.30 What is the source of H in a magnetic material?  [Eq.(5-75)] 
RQ 5.31 Define mχ , rμ , and μ.  [Eq.(5-78)] 

RQ 5.32 Categorize magnetic materials in terms of rμ . [Eq.(5-80)] 

RQ 5.33 Can you make a finite cylinder of a high μ uniformly magnetized as 

o zM=M a  by applying an external magnetic field? [Fig.5.20] 

5.7.3   Hysteresis of a Ferromagnetic Material 

An externally applied magnetic field can make a ferromagnetic material strongly 
magnetized.  Ferromagnetic materials exhibit unique magnetic properties, which 
are mainly due to the magnetized domains formed inside the material.  The rela-
tion between B and H is highly nonlinear in the ferromagnetic material in that the 
material retains a fair amount of M even after the applied field is removed, and the 
relative permeability depends on the magnetic field intensity.  However, the fer-
romagnetic material completely loses its magnetization and behaves like a para-
magnetic material, when it is heated above the Curie temperature.  

The atoms of the ferromagnetic material have a permanent magnetic dipole 
moment originating from the electron spin moment.  The magnetic dipole mo-
ments tend to align with each other over small regions called magnetic domains 
owing to the strong interatomic forces.  The magnetic domains have various 
shapes and sizes ranging from micrometers to millimeters in linear dimension.  
Every magnetic domain is fully magnetized, having a uniform magnetization, 
meaning that all constituent magnetic dipole moments point in the same direction 
within a domain.  In the absence of an external field, the magnetic domains are 
randomly oriented yielding no net dipole moment as a whole.  Under the influ-
ence of an externally applied magnetic field, however, the domains with the mag-
netization vector parallel to the applied field grow at the expense of the others, and 
result in a net dipole moment very large in magnitude.  When the external field is 
removed, it is not possible to have the domains broken again into pieces with the 
original orientations, but a residual magnetization remains in the material.  This 
phenomenon is referred to as the magnetic hysteresis; the magnetic state at the 
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present time depends on the past magnetic history of the material.  Above the Cu-
rie temperature, the ferromagnetic material behaves like a parametric material in 
the sense that the permanent dipole moments are randomly oriented, not forming 
magnetic domains.  As an example, the Curie temperature for iron is 770oC .       

 

Fig. 5.21 A ferromagnetic material with magnetic domains (a) No external B (b) An exter-
nal B of a moderate strength is applied along the blue arrow. 

The magnetic behavior of the ferromagnetic material can be well described by 
the B-H magnetization curve, which is a plot of the magnetic flux density B 
measured in the material versus the applied magnetic field intensity H, as shown 
in Fig. 5.22.  Let us begin with a ferromagnetic material that is completely de-
magnetized.  Suppose we apply a magnetic field to the material increasing its 
magnitude from zero to 1H , which may be accomplished by inserting the material 

in a solenoidal coil and increasing the current in the coil.  Then, the magnetic flux 
density grows from zero to 1B  in the material along the dotted line called the ini-

tial magnetization curve, as shown in Fig. 5.22(a).  Even if we decrease H from 

1H  to zero, B does not go to zero in the material, but it follows the upper path of 

the B-H curve and remains at a nonzero value rB  called a residual flux density.  

The phenomenon that the magnetization lags behind the field is called the hystere-
sis, meaning “to lag” in Greek.  To make the residual flux density vanish from the 
material, we need to apply the magnetic field cH  called the coercive field inten-

sity in the opposite direction.  In the ferromagnetic material, both rB  and cH  

depend on the maximum field intensity 1H . 

As the applied field H varies periodically between two maximum values 1H± , 

the trace of B forms a closed loop in the B-H plot, per cycle of the periodic mag-
netization, which we call the hysteresis loop.  The shape and size of the hysteresis 
loop depend on the ferromagnetic material and the maximum applied field.  The 
hysteresis loop is a direct consequence of the nonlinear relation between B and H.  
In the ferromagnetic material, the permeability μ is a nonlinear function of H, and 
is equal to the ratio B/H in the B-H curve, which is not necessarily a tangent to 
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the curve.  The area of the hysteresis loop corresponds to the energy dissipated in 
the form of heat, per unit volume of the material per cycle of the periodic magne-
tization.  Hard ferromagnetic materials have a wide hysteresis loop as shown in 
Fig. 5.22(a), whereas soft ferromagnetic materials have a narrow hysteresis loop 
as shown in Fig. 5.22(b). The permanent magnet is possible because of the ex-
istence of the residual flux density in the ferromagnetic material. The hard fer-
romagnetic material, having a larger coercive field intensity, makes a better 
permanent magnet because it is hardly demagnetized by an external magnetic 
field of a moderate strength.  

If the externally applied field H is strong enough to cause a total alignment of 
the magnetic dipole moments with the field, the ferromagnetic material is said to 
be saturated.  A further increase in H will result in no change in the magnetiza-
tion.  However, B increases in the material beyond the saturation, because of the 
added magnetic flux by the external field.       

 

Fig. 5.22 Hysteresis loop for (a) hard ferromagnetic material (b) soft ferromagnetic material.  

Exercise 5.13 
 For an iron metal, saturation magnetization is 57.9 10 [A/m]× , and number 

density of atoms is 28 -38.5 10 [m ]× . Find magnetic dipole moment of an atom.       

Ans. 24 29.3 10 [A m ]−× ⋅ . 

Exercise 5.14 
At saturation point p in Fig. 5.22(b), the tangent to the curve is at an angle 7o  to 
the H-axis, while the line from the origin to p is at an angle 45o .  Find rμ  at  p.   

Ans.  tan 45 / tan7 8.1o o
rμ = = (the first angle is for μ and the second for oμ ). 

 
Review Questions with Hints 

RQ 5.34 What is hysteresis loop?  [Fig.5.22] 
RQ 5.35 Explain residual flux density and coercive field intensity. [Fig.5.22] 
RQ 5.36 Explain magnetic domains and Curie temperature. [Fig.5.21]                             
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5.7.4   Magnetic Boundary Conditions 

Gauss’s law for magnetism is also called the law of conservation of magnetic flux.  
It is so named because the net magnetic flux through any closed surface is zero, 
regardless of the material medium.  Moreover, Ampere’s circuital law should also 
hold regardless of the material medium.  In view of these considerations, the two 
fundamental relations for static magnetic fields must be satisfied in any region of 
space, even at an interface between two adjoining materials.  To obtain the boun-
dary conditions for B and H at an interface between two different magnetic mate-
rials, we follow the same procedure used for E and D.  

 

Fig. 5.23 An interface of two adjoining magnetic materials of 1μ  and 2μ . 

With reference to Fig. 5.23, applying Ampere’s circuital law to the rectangular 
loop abcda, we have  

 1 2

           J

c a

t tC b d

sn

d H w H w d d

w

= Δ − Δ + +

= Δ
  H l H l H l                 (5-90) 

where t denotes the tangential component, and Jsn  denotes the surface current 

density flowing on the interface in the direction perpendicular to the loop surface.  
Even though the line integral of H along the left or the right side of the loop va-
nishes as the loop height hΔ  tends to zero, the surface current Jsn wΔ  remains 

enclosed by the loop.  The boundary condition for the tangential component of H 
is therefore 

 1 2 Jt t snH H− =                              (5-91) 

In the presence of the surface current density Jsn  on the interface, the tangential 

component of H is discontinuous across the interface. A more general expression 
for the boundary condition for H is possible if a unit normal to the interface 1 2−a  

is employed, which is directed from medium 2 to medium 1, i.e., 

 1 2 1 2( )− × − =a H H Js                            (5-92) 
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Fig. 5.24 Boundary condition for tH  at an interface with a surface current.  

If an interface is formed by two adjoining materials of finite conductivities, it 
cannot support a surface current; a surface current can exist only on a perfectly 
conducting surface.  In most practical cases, the surface current is zero at the in-
terface, 0=Js , and the boundary condition for the tangential component of H is  

 1 2t tH H=                                 (5-93) 

The tangential component of H is continuous across the interface.  Applying 
the constitutive relation, = μB H , to Eq. (5-93), we obtain 

 21

1 2

tt BB
=

μ μ
                                (5-94) 

The tangential component of B is discontinuous across the interface.  
We now apply Gauss’s law for magnetism to a cylinder extending across the 

interface as shown in Fig. 5.23.  Following the same procedure used for D, we 
obtain the boundary condition for the normal component of B as 

 1 2n nB B=                                  (5-95) 

The normal component of B is continuous across the interface.  Applying the 
constitutive relation, = μB H , to Eq. (5-95), we obtain 

 1 1 2 2n nH Hμ = μ                               (5-96) 

The normal component of H is discontinuous across the interface. 
 

Example 5-13 
Consider an interface between free space and an iron metal with 1000 oμ = μ .  

In free space, 1B  makes an angle of 1 1.0oθ =  with the normal to the interface.  

Find (a) direction of 2B  in the iron metal, and (b) ratio 2 1/B B .   
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Fig. 5.25 An interface between free space and an iron metal with 1000 oμ = μ .  

Solution 
(a) From the boundary conditions for H and B, we get 

2 1

1 1
sin(1 )o

t
o

B B=
μ μ

         (tangential component of H)      (5-97a) 

2 1 cos(1 )o
nB B=             (normal component of B)         (5-97b) 

 In the iron metal, we have 

2 1
2

2 1

( / ) sin(1 )
tan 17.46

cos(1 )

o
t o

o
n

B B

B B

μ μ
θ = = =  

Thus, 2 86.7oθ = . 

(b) Combining Eqs. (5-97a) and (5-97b), we obtain 

2 2 2 2 2
2 2 2 1( ) ( ) (1000 / ) sin (1 ) cos (1 )o o

t n o oB B B B= + = μ μ +  

 Thus, 2 1/ 17.5B B = . 

 
Example 5-14 
A long filament with a steady current oI  penetrates a dielectric sphere of ra-

dius a, for which o rμ = μ μ  and 0σ = , as shown in Fig 5.26.  Verify by use 

of Helmholtz’s theorem that the magnetic field ( /2 )oI φ= πρH a  is a unique 

solution in the region 0ρ >  in cylindrical coordinates, irrespective of the 
sphere.  
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Fig. 5.26 A long filament with a current oI  penetrating a dielectric sphere. 

Solution 
The given H satisfies Ampere’s circuital law inside and outside the sphere.  
It is tangential to the surface of the sphere, and thus continuous across the 
interface(the spherical surface), satisfying the boundary condition.  The 
given H satisfies both 0∇ × =H  and 0∇ =B  in the region 0ρ >  and 

vanishes at infinity.  Thus, the given H is a unique solution in accordance 
with the Helmholtz’s theorem. 

If the dielectric formed a cube, the given H would not be a solution, 
because it does not satisfy the boundary condition at the surface of the cube. 
 

Exercise 5.15 
 At an interface between two materials of 1μ  and 2μ , find the relation between 

the tilt angles of B in the two regions(see Fig. 5.25) in terms of 1μ  and 2μ . 

Ans. 1 2 1 2tan / tan /θ θ = μ μ . 

Exercise 5.16 
 Which boundary condition represents the conservation of magnetic flux? 

Ans. 1 2n nB B= .  

Review Questions with Hints 

RQ 5.37 What are the boundary conditions for B and H at an interface with no 
surface current?  [Eqs.(5-93)-(5-96)] 

RQ 5.38 Is the magnetic flux conserved across an interface carrying a surface 
current?  [Eq.(5-95)] 

RQ 5.39 Does an interface with no surface current always cause a bending of the 
magnetic flux line? [Eqs.(5-94)(5-95)] 
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5.8   Inductance and Inductors 

An inductor in magnetostatics is analogous to a capacitor in electrostatics.  As a 
capacitor can store energy in its electric field, an inductor can store energy in its 
magnetic field.  A single turn of wire may be the simplest inductor, as a typical 
inductor consists of many turns of wire.  When magnetic flux lines are produced 
by a single current-carrying loop, they always pass through the loop surface and 
form closed lines around the loop.  As the capacitance is defined as the ratio be-
tween the charge accumulated on the conducting plate and the potential difference 
across the plates, the inductance is defined as the ratio between the magnetic flux 
linking the loop and the current flowing in the loop.  

Let us consider a closed loop 1C  carrying a steady current 1I , and another 

closed loop 2C  situated in the neighborhood of the first one, as shown in Fig. 

5.27.  When the current 1I  in 1C  produces the magnetic flux with a density 1B , 

some flux will pass through the surface 2S  bounded by 2C .  The mutual flux 

12Φ  is defined as the magnetic flux that is produced by 1I  and links with 2C , or 

passing through the surface 2S , i.e., 

 2
12 1 dΦ =  B s

S
                             (5-98) 

If 2C  has 2N  turns, the magnetic flux linkage 12Λ  is given by   

 12 2 12NΛ = Φ                               (5-99) 

where 12Φ  is the magnetic flux linking with a single turn in 2C . In our notations, 

subscript “12” denotes something “from 1 to 2”, whereas subscript “1-2” denotes 
something “from 2 to 1”.    

 

Fig. 5.27  Magnetic coupling between two conducting loops. 
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With reference to Fig. 5.28, we can show that the magnetic flux linkage with a 
loop 2C  is equal to the total magnetic flux passing through the total surface en-

closed by 2C .  Suppose that 2C  has two turns, and that 1Σ  and 2Σ  are the sur-

faces bounded by the individual turns as shown in Fig. 5.28.  If the loop 2C  is 

uncoiled to a big loop of a single turn, we will immediately recognize that the total 
surface enclosed by 2C  is given by 1 2= Σ + ΣS , and that the same magnetic flux 

12Φ  passes through S twice in the same direction.  Thus, the magnetic flux link-

ing with 2C  must be 122Φ .  In view of these considerations, we conclude that 

the magnetic flux linkage is equal to the product of the magnetic flux linking with 
each turn and the number of turns.   

 

Fig. 5.28 Flux linkage with a loop of 2 turns. 

Two neighboring loops 1C  and 2C  as shown in Fig. 5.27 are magnetically 

coupled through the mutual flux.  To describe the magnetic coupling, we define 
the mutual inductance between two loops 1C  and 2C  as 

 
2

12 2
12 1

1 1

N
M d

I I

Λ
= =  B s

S
  [H]             (5-100) 

where 2N  is the number of turns in 2C , 2S  is the surface enclosed by a single 

turn in 2C , and 1B  is the magnetic flux density produced by 1I  flowing in 1C .  

The mutual inductance is measured in henrys[H], and should not be confused with 
the magnetization M .  In a simple medium in which the permeability μ is a con-
stant, independent of the magnitude and direction of B, Ampere’s circuital law 

( )/∇ × μ =B J  shows that 1B  is linearly proportional to 1I  flowing in 1C .  

Thus the mutual inductance defined by Eq. (5-100) should be independent of the 
current 1I .   

In the same manner, the mutual inductance 21M  is defined as the ratio be-

tween the magnetic flux linkage with 1C  and the current 2I  flowing in 2C . In a 
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linear medium in which the permeability μ is independent of the magnitude of B, 
we have  

 12 21M M=  [H]             (5-101) 

This can be readily verified by use of the concept of mutual energy in Section 5-5. 
When the magnetic flux is produced by the current 1I  flowing in 1C , it can 

link with the loop itself, which we call the magnetic flux linkage 11Λ .  The self-

inductance, or inductance, of a loop 1C  is defined as the ratio between the mag-

netic flux linkage with 1C  and the current 1I  flowing in 1C .  That is,  

 
1

11 1
1 1

1 1

N
L d

I I

Λ= =  B s
S

  [H]             (5-102) 

where 1N  is the number of turns in 1C , and 1S  is the surface enclosed by a sin-

gle turn in 1C .  The inductance is measured in henrys[H].  Although the induc-

tance may be independent of the current, it is highly dependent on the geometry of 
the conducting structure and the permeability of the surrounding medium.   

The inductance of an inductor can be determined by taking the following steps: 

1.  Assume current I in the conductor.  
2.  Choose a coordinate system considering symmetry. 
3.  Find B from I by the Biot-Savart law or Ampere’s law. 

4.  Find flux linkage N N dΛ = Φ = B s . 

5.  Find L from /L I= Λ . 

 

Fig. 5.29 Inductance of a loop C is the ratio between the magnetic flux linking with C and 
the current I. 

Example 5-15 
Find the mutual inductance between a very long straight wire and a rectangular 
loop residing in free space as shown in 5-30. 
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Fig. 5.30 A very long straight wire and a rectangular loop. 

Solution 
When a steady current I is assumed in the straight wire, the induced magnetic 
flux density is 

1 2
oI

φ
μ=
πρ

B a  

Magnetic flux linking the rectangular loop is 

( )
2

12 12 1 2

                             ln
2

b
o

a

o

I
d hd

Ih b
a

ρ=

φ φρ=

μ
Λ = Φ = = ρ

πρ
μ

=
π

 B s a a
S

 
 

In the above equation, the differential area vector ds is perpendicular to the 
narrow strip of width dρ, and is directed into the paper, parallel to 2B .    

Thus the mutual inductance is 

12
12 ln

2
oh b

M
I a

Λ μ
= =

π
 [H]                 (5-103) 

It would be demanding to find the mutual inductance by assuming a current I 
in the rectangular loop and computing the flux linkage with the straight wire.  
The mutual inductance, obtained in this way, must be the same as Eq. (5-
103), since free space is a linear medium.  

 
Example 5-16 
Find the self-inductance per unit length of a very long solenoid, which consists of 
N turns per unit length tightly wound on an air core of radius a.   
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Fig. 5.31 A very long solenoid. 

Solution 
Let us explore the solenoid for symmetry: 

(1) The solenoid has cylindrical symmetry(no change after rotated about the 
z-axis ), and translational symmetry in the z-direction(no change after 
displaced in the z-direction). Thus the resulting B should be of the form 

( ) ( ) ( )z zB B Bρ ρ φ φ= ρ + ρ + ρB a a a  at the most.   

(2) The solenoid appears the same even if it is vertically flipped, or rotated 
about the x-axis by 180o , except for the reversed direction of the current.  
If the current is reversed in the original solenoid, the direction of B should be 
reversed at every point in space.  Since the direction of Bρ ρa  remains the 

same when it is vertically flipped, B of the solenoid should have no ρ-
component such that ( ) ( )z zB Bφ φ= ρ + ρB a a .   

(3) The current flows only in the φa -direction in an ideal solenoid, and thus 

no current passes through the surface of the loop C shown in Fig. 5.31.  
Applying Ampere’s circuital law to C, we have 

2

0
( / ) ( ( )/ ) ( ) 0o od B d

π

φ φ φφ=
μ = ρ μ ρ φ = B l a a

C
  , which results in 

0Bφ = . Thus, the functional form of B should be reduced to 

( )z zB= ρB a .   
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Applying Ampere’s circuital law to loops 1C  and 2C  as shown in Fig. 

5.31, by assuming ( )z zB= ρB a , leads to a conclusion that B is constant in 

the interior and exterior of the solenoid.  Thus, B should be so far of the 
form z zB=B a  everywhere.    

Next, we can show that 0=B  at infinity, and thus 0=B  outside the 
solenoid.  To start with, the solenoid is considered to be a stack of a large 
number of identical current loops.  The magnetic field intensity of a single 
current loop varies with distance as 31/R , or 2 2 3/21/( )z + ρ  in 

cylindrical coordinates, as can be seen from Eq. (5-65). Thus, the total 
magnetic field intensity at far distances can be approximated as 

2 2 3/2 2~ ( ) ~1/B z dz−+ ρ ρ , which becomes zero at infinity. Thus, 0=B  

outside the solenoid. 
Applying Ampere’s circuital law to loop 3C  shown in Fig. 5.31, we obtain   

zhH NIh=  

In the interior of the solenoid, we have 

zNI=H a                            (5-104a) 

o zNI= μB a                           (5-104b) 

Total magnetic flux through the cross-section of the solenoid is 

2 2
oB a NI aΦ = π = μ π  

Magnetic flux linkage per unit length of the z-axis is 

2 2
oN N I aΛ = Φ = μ π  

Self-inductance per unit length of the solenoid is therefore 

2 2
oL N a

I

Λ= = μ π  [H/m]            (5-105) 

Example 5-17 
A very long coaxial cable consists of a solid inner conductor, having a radius a, 
and a cylindrical shell of negligible thickness, having a radius b.  Assuming that 
the current I flows uniformly in the inner conductor, and returns through the outer 
conductor as a uniform surface current, find the inductance per unit length of the 
cable.  
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Fig. 5.32 A coaxial cable consisting of a solid conductor and a thin cylindrical shell. 

Solution 
From symmetry considerations, we anticipate ( )Bφ φ= ρB a  everywhere.   

By using Ampere’s circuital law we obtain  

0=B  ( )bρ >               (5-106a) 

2
oI

φ
μ=
πρ

B a  ( )a b< ρ <           (5-106b) 

22
o I

a φ
μ ρ

=
π

B a  (0 )a≤ ρ ≤            (5-106c) 

(1)  In the region a b< ρ < , the magnetic flux passing through surface S shown 
in Fig. 5.32(a) is  

     
ln

2 2

b
o o

a

I I b
d d

a

ρ=

ρ=

μ μΦ = = ρ =
πρ π B s

S
 ll  

 Magnetic flux linkage with the inner conductor per unit length of the cable is  

1 ln
2

oI b

a

μΦΛ = =
πl

                         (5-107) 

(2) In the region 0 a≤ ρ ≤ , let us consider a cylindrical shell of radius 1ρ , 

thickness dρ, and length l as shown in Fig. 5.32(b).  The magnetic flux 
confined to this shell is obtained from (5-106c) as 

1
22

o I
d B d d

aφ
μ ρ

Φ = ρ = ρ
π

l l                       (5-108) 
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 It should be noted that dΦ  in Eq. (5-108) is due to the partial current 
2 2

1 1 /I I a= ρ , which is enclosed by the shell, not due to the total current I.  

The differential magnetic flux linkage with the cable, per unit length, is 
therefore given by the product of /dΦ l  and 1 /I I :  

32
11

2 42
o Id

d d
a a

μ ρρΦΛ = = ρ
πl

 

 The total magnetic flux linking the whole inner conductor, per unit length, is  

3

2 40 2 8

a
o oI I

d d
a

ρ=

ρ=

μ ρ μ
Λ = Λ = ρ =

π π                    (5-109) 

 In the above equation, subscript 1  is dropped from ρ for generalization. 
The total magnetic flux linkage with the coaxial cable, per unit length, 

equals the sum of 1Λ  and 2Λ .  The inductance per unit length of the 

coaxial cable is therefore 

1 2 ln
2 8

                 

o o

ex in

b
L

I a
L L

Λ + Λ μ μ
= = +

π π
≡ +

 [H/m]             (5-110) 

 In Eq. (5-110), exL  is called the external inductance and inL  is called the 

internal inductance.  
 
Example 5-18 
Two very long conducting wires of an equal radius a are parallel to each other in 
free space, with the axis-to-axis distance of b(b>>a).  They carry uniform 
currents flowing in the opposite directions as shown in Fig. 5.33.  Compute the 
external and internal inductances per unit length of the pair of wires.     

 

Fig. 5.33 A pair of wires carrying uniform currents in the opposite directions. 
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Solution 
In the region ( )a y b a< < −  in the yz-plane, B due to the left conductor is 

obtained by Ampere’s circuital law as 

1 2
o

x

I

y

μ= −
π

B a  

In the same region, B due to the right conductor is 

2 2 ( )
o

x

I

b y

μ= −
π −

B a  

Under the condition b a>> , the magnetic flux linkage with the pair of 
wires, per unit length, is given by the surface integral of 1 2+B B  over the 

surface S shown in Fig. 5.33, that is, 

( )1 2

1 1
2

                              ln ln

y b a
o

ex y a

o o

I
d dy

y b y

I Ib a b
a a

= −

=

μ  Λ = + = + π − 
μ μ− = ≅ π π 

 B B s
S


 

The external inductance per unit length of the wires is therefore  

lnex o
ex

b
L

I a
Λ μ= =

π
                       (5-111) 

In the interior of the left conductor, for instance, there exist two B’s 
originating from two different sources: one is due to the internal current I and 
the other is due to the current flowing in the other conductor.  Under the 
condition b a>> , B due to I flowing in the other conductor is ignored 
compared with that due to the internal current.  Thus the internal inductance 
of a wire, per unit length, is equal to /8oμ π  as given by Eq. (5-110).  The 

internal inductance of the pair of wires is therefore  

4
o

inL
μ

=
π

 [H/m]            (5-112) 

The total inductance per unit length of a pair of wires is therefore  

1
ln

4
o

ex in

b
L L L

a

μ  = + = + π  
 [H/m]            (5-113) 

 

Exercise 5.17 
  The coaxial cable shown in Fig. 5.32 is made of conductors of 1μ  and the gap 

material of 2μ .  Find the external and internal inductances per unit length. 

Ans. 2 ln [H/m]
2ex

b
L

a

μ
=

π
 and 1

8inL
μ

=
π

. 
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Exercise 5.18 
 The toroid shown in Fig. 5.10 has a mean radius ( )/2o a bρ = + ( )b a>> −  such 

that B in the interior can be assumed to be constant.  Find the inductance. 

Ans. 
2 2( )

[H]
4( )

oN b a
L

a b

μ −
=

+
. 

Exercise 5.19 
 One of two turns in a loop 1C  is on top of the other, while the two turns are at 

right angles in another loop 2C .  Compare the inductances of 1C  and 2C , having 

the same radius.  
Ans. 1 2L L> . 

 
Exercise 5.20 

 Find the mutual inductance between a straight wire along the z-axis and a circular 
loop residing in the xy-plane.  

Ans. 12 0M = . 

 
Review Questions with Hints 

RQ 5.40 What is meant by magnetic flux linkage?  [Eq.(5-99)] 
RQ 5.41 Define mutual and self inductances. [Eqs.(5-100)(5-102) ] 
RQ 5.42 Distinguish between the external and internal inductances of a coaxial 

cable. [Eq.(5-110)] 

5.9   Magnetic Energy 

As the electric energy density is defined as 21
2ew E= ε , the magnetic energy den-

sity is defined as 21
2mw H= μ , which is the subject of the present section.  In 

Chapter 3, to derive the expression for ew , we started with a distribution of 

charges, and obtained the potential energy by computing the work done in moving 
the individual charges from infinity to the predetermined points in space.  How-
ever, the magnetic energy of a conducting system cannot be obtained by following 
the procedure used for the electric energy.  This is because there is no magnetic 
equivalence to the discrete electric charge.  Seeing that a steady current flowing 
in a wire generates a static magnetic field, one may be tempted to compute the 
work done in bringing current elements from infinity to the prearranged positions.  
To show that this does not work, let us consider the case in which two parallel 
conducting wires carry a steady current in the opposite directions. As the wires are 
brought closer together, work must be done against the magnetic force exerted on 
the wire.  Meanwhile, the magnetic field between two wires increases, which in 
turn induces a voltage on the wire to reduce the current and thus oppose the 
change in the magnetic field, in accordance with Faraday’s electromagnetic     
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induction. Accordingly, additional work must be done by the current source to 
maintain the current in the wire at a constant level. As a consequence, the energy 
stored in the magnetic field is the sum of the work done by us and done by the   
current source. 

5.9.1   Magnetic Energy in an Inductor 

The inductor is a conducting device, which has a self-inductance and stores energy 
in the magnetic field.  We know from circuit theory that when an ac-current i 
flows in an inductor, the voltage across it is given by /L d dt=v i .  From now 

on, time-varying quantities are denoted by letters in a script font.  Whereas the 
−v i  relation for the inductor can be derived from Faraday’s law later in Chapter 

6, we just use the relation to obtain the expression for the magnetic energy in the 
present section. 

Let us start by considering a conducting loop with an inductance L.  As we in-
crease the current i in the loop from zero to a constant value I, the current induces 
not only the magnetic flux linking the loop, but also an opposing voltage v in the 
loop according to Faraday’s law of induction.  The product of the voltage and 
current, v i , represents the power delivered by the current source, and is equal to 

the energy stored in the magnetic field per unit time.  The total magnetic energy 
is thus obtained as  

 
0

I

m

d
W dt L dt L d

dt

=

=
= = =  

i

i

ivi i i i               (5-114) 

From Eq. (5-114), the magnetic energy stored in an inductor is 

 21
2mW LI=  [J]             (5-115) 

Upon substituting the inductance / /L I N I= Λ = Φ  into Eq. (5-115), the mag-

netic energy of an inductor is   

 
1 1
2 2mW I NI= Λ = Φ  [J]              (5-116) 

where I is the steady current in the loop, N is the number of turns in the loop, Φ is 
the magnetic flux linking a single turn, and Λ is the magnetic flux linkage with the 
loop. 

Next, we consider two neighboring loops 1C  and 2C  carrying steady currents 

1I  and 2I , respectively, as illustrated in Fig. 5.34.  The magnetic flux linking 

with each loop is as follows:   

 ( )1 1 11 21NΛ = Φ + Φ                       (5-117a) 

 ( )2 2 12 22NΛ = Φ + Φ                      (5-117b) 
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Here, 1N  and 2N  are the numbers of turns in 1C  and 2C , respectively.  In the 

above equations, 12Φ  is the magnetic flux produced by the current 1I  flowing in 

the loop 1C , which links with the loop 2C , whereas 21Φ  is the magnetic flux 

produced by 2I  in 2C , which links with 1C .  Similarly, 11Φ (or 22Φ ) is the 

magnetic flux due to the current 1I (or 2I ) flowing in 1C (or 2C ), which links 

with 1C (or 2C ).  Inserting Eq. (5-117) into Eq. (5-116), the magnetic energy 

stored in the two-loop system is 

 
( ) ( ) ( )1 1 2 2 1 1 11 21 2 2 12 22

1 1 1
2 2 2mW I I N I N I= Λ + Λ = Φ + Φ + Φ + Φ  

With the help of the self-inductances 1 1 11 1/L N I= Φ  and 2 2 22 2/L N I= Φ , the 

mutual inductances 12 2 12 1/M N I= Φ  and 21 1 21 2/M N I= Φ , and the relation 

12 21M M= , the magnetic energy stored in the two-loop system is 

 2 2
1 1 2 2 12 1 2

1 1
2 2mW L I L I M I I= + ±  [J]              (5-118) 

The plus sign is for the case when 1I  and 2I  flow in the same direction, whereas 

the minus sign is for the case when the two currents flow in the opposite directions.  
To examine the physical meaning underlying the terms on the right-hand side 

of Eq. (5-118), we consider two loops with no current, 1 2 0= =i i , at time 0t = .  

While maintaining 1i  at zero in the loop 1C , the current 2i  is increased from ze-

ro to 2I  in the loop 2C .  In this case, the work done by the current source, con-

nected to 2C , is given by the second term on the right-hand side of Eq. (5-118); 

no work is done in the loop 1C  because 1 0=i .  Next, while maintaining the 

current in 2C  at 2I , the current 1i  is increased from zero to 1I  in the loop 1C .  

The work done by the current source connected to 1C  is given by the first term on 

the right-hand side of Eq. (5-118).  In this case, however, as 1i  is increased from 

zero to 1I , the mutual flux 12Φ  varies with time and induces a voltage 12v  in 

the loop 2C  in such a way as to reduce the current in the loop 2C , opposing the 

change in the magnetic flux linking with 2C .  Additional work must be done by 

the current source connected to the loop 2C  to maintain the current at 2I .  The 

additional work done is computed by use of the relation 12 12 1 /M d dt=v i  as  

 
1 1

1
12 12 2 12 2 1 12 1 20

I
W I dt M I d M I I

=

=
= = = 

i

i
v i                (5-119) 

We now see that the third term on the right-hand side of Eq. (5-118) just 
represents the additional work done as given in Eq. (5-119).   
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If 1I  and 2I  flow in the directions opposite to each other, the mutual flux 

12Φ  tends to reduce the flux linkage with 2C . In this case, 12v  is induced in 2C  

in such a way as to increase the current in 2C , and thus the additional work done 

is negative( 12 0W < ).   

Even if we started our calculation of mW  by increasing 2i  from zero to 2I , 

while maintaining 1 0=i  in 1C , we would have the same result as Eq. (5-118), 

except that 12M  is replaced with 21M .  The magnetic energy of the two-loop 

system is the same regardless of whether we start with the current in 1C  or that in 

2C .  The relation 12 21M M=  given in Eq. (5-101) is therefore verified. 

 

Fig. 5.34 Two neighboring loops with currents flowing in the same direction. 

5.9.2   Magnetic Energy in Terms of Magnetic Field 

It is more convenient to express the magnetic energy in terms of the field quanti-
ties, B and H, as the electrostatic energy is expressed in terms of D and E in 
Chapter 3.  Let us consider a rectangular loop carrying a steady current I in the 
counterclockwise direction in the 0z =  plane, as shown in Fig. 5.35, which is 
designated as ′C .  It is obvious that the magnetic field lines generated by I al-
ways pass through the surface ′S  bounded by ′C , and close upon themselves.  
We assume a simple case in which the current-carrying loop is surrounded by a 
homogeneous, linear, and isotropic medium.  Another closed loop C shown in 
Fig. 5.35 is a hypothetical loop, coincident with one of the magnetic field lines, 
which will be used as an Amperian path.  Applying Ampere’s circuital law to the 
loop C  we have  

 d NI= H l
C
                            (5-120) 
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where N is the number of turns in ′C , and dl is the differential length vector on 
the loop C, which is always parallel to the direction of H and B because C 
represents one of the magnetic field lines.  

The total magnetic flux due to I in ′C  is given by the surface integral the mag-
netic flux density ′B  across the surface ′S : 

 
d

′
′ ′Φ =  B s

S
  

Inserting the above equation into Eq. (5-116), the magnetic energy due to the cur-
rent I flowing in the loop ′C  is expressed as   

 

1
2mW NI d

′
′ ′=  B s

S
                         (5-121) 

where ′S  is the surface bounded by ′C  in the 0z =  plane, and ′B  is the mag-
netic flux density on ′S .  Upon substituting Eq. (5-120) into Eq. (5-121), we obtain 

 
( )1 1

2 2

                                        

mW d d d d

dW

′ ′

′

    ′ ′ ′ ′= =     

≡

   



H l B s B s H l
C S S C

S

    
        (5-122) 

From the fact that ′S  and C, and thus d ′s  and dl , are totally independent of 
each other, the closed line integral is taken inside the surface integral in Eq. (5-
122).  Notice that dW is to denote the inside of the surface integral in Eq. (5-
122).  Let us now consider a ring as shown in Fig. 5.35, which is formed by a 
bundle of the magnetic field lines that pass through the differential area d ′s  in 

′S .  Thus the edges and sides of the ring correspond to the magnetic field line.  
From the law of conservation of the magnetic flux we immediately recognize the 
following:  

 d d d′ ′Φ = =B s B s                        (5-123) 

Although d ′s  is always oriented along the z-axis on ′S , the magnitude and di-

rection of ds  may vary with position in the ring.  The magnitude ds (or ds ) 

represents the cross sectional area of the ring, whereas d ′s (or d ′s ) is the cross 

sectional area of the ring measured on ′S (or the 0z =  plane).  Inserting Eq. (5-
123) into Eq. (5-122) we have 

 
( )1

2
dW d d =   B s H l

C
   

Noting that the vectors H, dl, and ds are all tangential to C , we rewrite the above 
equation as   

 ( ) ( )1 1
2 2

dW d d d dl = =  B H s l B H
C C

s                (5-124) 
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Identifying d dls  in Eq. (5-124) with the differential volume in the ring, we note 
that the right-hand side of Eq. (5-124) is the integral of 1

2 B H  over the volume 

of the ring.  Combination of Eq. (5-122) with Eq. (5-124) leads to the conclusion 
that the total magnetic energy mW  is equal to the integral of 1

2 B H  throughout 

the volume occupied by the magnetic field lines.  Namely,  

  
1
2mW d=  B H

V
v  [J]                 (5-125) 

In a simple medium in which μ is a constant, independent of B, Eq. (5-125) be-
comes  

 2 21
2 2mW H d B d
μ= =

μ V V
v v  [J]                 (5-126) 

In view of Eq. (5-126), the magnetic energy density is defined as 1
2 B H , which 

has the unit of the joule per cubic meter.  
If the magnetic energy of a conducting device is calculated from Eq. (5-126), 

we can obtain the inductance from Eq. (5-115) as  

 2

2 mW
L

I
=  [J]                 (5-127) 

 

Fig. 5.35 A bundle of magnetic field lines forming a ring. 

Example 5-19 
Referring to the coaxial cable as shown in Fig. 5.32, determine the inductance per 
unit length of the cable from the magnetic energy stored in the cable. 
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Solution 
In the region a b< ρ < , inserting Eq. (5-106b) into Eq. (5-126), the 
magnetic energy is  

2 22

1 0

1
ln

2 2 4

b
o o

m a
o

I I b
W d d

a

ρ= φ= π

ρ= φ=

μ μ = ρ ρ φ = μ πρ π 
              (5-128a) 

In the region 0 a≤ ρ ≤ , inserting Eq. (5-106c) into Eq. (5-126), the 
magnetic energy is 

2 2
2

2 20 0

1
2 2 16

a
o o

m
o

I I
W d d

a

ρ= φ= π

ρ= φ=

μ ρ μ = ρ ρ φ = μ π π                 (5-128b) 

The inductance per unit length of the cable is obtained by inserting Eq. (5-
128) into Eq. (5-127): 

( )1 22

2
ln

2 8
o o

m m

b
L W W

I a

μ μ
= + = +

π π
 [H/m]         (5-129) 

We have the same result as Eq. (5-110). 
 

Example 5-20 
The coaxial cable shown in Fig. 5.32 carries a current I [A], which is non-uniform 
in the inner conductor such that 2 4 22 /( ) [A/m ]zI a= ρ πJ a  in cylindrical 

coordinates. Determine the internal inductance per unit length from (a) magnetic 
flux linkage, and (b) magnetic energy. 
 
Solution 
 In the region 0 a≤ ρ ≤ , applying Ampere’s circuital law to an Amperian 

path of a radius 1ρ ( 10 a≤ ρ ≤ ), we obtain  

1
2 42

1
1 4 40 0

2
2

I
H d d I

a a

ρ=ρ φ= π

φ ρ= φ=

ρ ρπρ = ρ ρ φ =
π   

 Omitting 1 in ρ for generalization, we have 

3

42
I

H
aφ

ρ=
π

.                             (5-130) 

(a) Magnetic flux confined to the cylindrical shell of a radius 1ρ , thickness 

dρ , and length l as shown in Fig. 5.32(b) is 

3
1

42
o

o

I
d H d d

aφ
μ ρ

Φ = μ ρ = ρ
π

l l  

The differential flux dΦ  is produced by a partial current 1I  flowing in a 

cylinder of radius 1ρ .  To find 1I , we integrate J over the disc of radius 

1ρ  in the cross section of the inner conductor: 
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4
1

1 4I I
a

ρ=  

 The magnetic flux linking with the cylindrical shell, per unit length, is given 
by the product of  /dΦ l  and 1 /I I , i.e., 

 

7
11

82
o IId

d d
I a

μ ρΦΛ = = ρ
πl

 

 Total flux linkage with the whole inner conductor, per unit length, is 

 

7

80 2 16

a
o oI I

d d
a

ρ=

ρ=

μ ρ μ
Λ = Λ = ρ =

π π   

 The internal inductance per unit length is therefore 

16
oL

I

μΛ= =
π

 [H/m].          (5-131) 

(b) The magnetic energy stored per unit length of the inner conductor is obtained 
by inserting Eq. (5-130) into Eq. (5-126): 

2
2 2 7

40 0 0

2

2
2 2 2

                                      [J/m]
32

a a
o o

m

o

I
W H d d d

a

I

ρ= φ= π ρ=

ρ= φ= ρ=

μ μ  = ρ ρ φ = π ρ ρ π 
μ

=
π

  
 

 The internal inductance per unit length is therefore, 

2

2
16

m oW
L

I

μ= =
π                  

[H/m]           (5-132) 

 The result is the same as that in part (a). 
 
Exercise 5.21 

 Two solenoids have the same number of turns on air cores of the same radius but 
different lengths, l and 2l.  Find the ratio between the stored magnetic energies. 

Ans. 2/ 2m mW W =l l . 

 
Review Questions with Hints 

RQ 5.43 Express magnetic energy in terms of inductance.  [Eq.(5-115)] 
RQ 5.44 Express magnetic energy in terms of flux linkage.  [Eq.(5-116)] 
RQ 5.45 Express magnetic energy in terms of field quantities. [Eq.(5-125)] 
RQ 5.46 Write an expression for the magnetic energy stored in a two-loop  

system. [Eq.(5-118)]   
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5.10   Magnetic Force and Torque 

Lorentz force equation states that a charge q moving with a velocity v in a mag-
netic flux density B experiences a magnetic force given by m q= ×F v B .  Since 

a current-carrying wire unavoidably involves motion of free electrons, the wire 
will experience a magnetic force even if it is fixed in position in a magnetic flux 
density.  

5.10.1   Magnetic Force on a Current-Carrying Conductor 

Consider a conducting wire of a uniform cross section 2[m ]S , which contains 

conduction electrons of a uniform number density -3[m ]n , moving with a veloci-

ty v[m/s].  A segment of the wire of a differential length dl  contains the 

charge of en dlS , where the electron charge 191.6 10 [C]e −= − × .  In the pres-

ence of a magnetic flux density B, the magnetic force exerted on the segment of 
the wire is 

 md en d= ×F l v BS                           (5-133a) 

       en d= − ×v l BS                          (5-133b) 

It should be noted that dl is along the direction of flow of the current in the wire, 
which is opposite to the direction of flow of the electrons, or v.  With the aid of 
the current density en=J v  and the total current I = J S , Eqs. (5-133a) and 

(5-133b) are rewritten as 

 md d= ×F J B v                             (5-134a) 

 md I d= ×F l B                              (5-134b) 

Here, the differential volume d d= lSv .  In view of Eq. (5-134), the total mag-

netic force exerted on a current-carrying wire can be expressed in terms of either 
the current density J or the total current I as      

 m d= ×F J B
V

v  [N]               (5-135a) 

 m I d= ×F l B
C  [N]               (5-135b) 

In Eq. (5-135b), the differential length vector dl is along the direction of flow of 
the current I, which is the direction of travel on the loop C.  Since current-carrying 
wires usually form closed lines, the line integral for the magnetic force is con-
ducted around a closed path, in general.  It is important to remember that the con-
ducting wire carrying the current I is assumed to be infinitely thin in Eq. (5-135b).  
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We now extend our discussion of the magnetic force to two parallel conducting 
wires carrying currents 1I  and 2I .  The first wire experiences a magnetic force 

in the magnetic field that is due to the current flowing in the second wire, and vice 
versa.  The magnetic flux density, at a point on the first wire 1C , which is pro-

duced by 2I  flowing in the second wire 2C , is denoted by 1 2−B .  From the Biot-

Savart law given in Eq. (5-9) we write 

 
2

22
1 2 24

o
dI

−

×μ
=

π 
l a

B R

C R                        (5-136) 

where aR  is the unit vector of the distance vector 1 2= −r rR .  Next, from Eq. 

(5-135b), the magnetic force on the wire 1C , carrying the current 1I  and residing 

in the magnetic flux density 1 2−B , is written as 

 
1

1 1 1 1 2I d −= ×F l B
C                          (5-137) 

Inserting Eq. (5-136) into Eq. (5-137), we have  

 
( )

1 2

1 2
1 1 2 24

o
d d

I I
× ×μ=

π  
l l a

F R

C C R         [N] (5-138) 

It is not easy to directly evaluate the double line integral in Eq. (5-138).  In many 
cases, it is more convenient to break the integral into two parts, as Eq. (5-136) and 
Eq. (5-137), and evaluate them separately.       

 

Example 5-21 
A very long transmission line consists of two parallel wires separated by a dis-
tance d[m] in free space. A steady current of I [A] flows in the opposite directions 
as shown in Fig. 5.36. Find the magnetic force per unit length of the line. 

 

 

Fig. 5.36 Two parallel wires carrying a current in the opposite directions. 
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Solution 
From Ampere’s circuital law, B on wire 1 due to current I in wire 2 is    

1 2 2
o

z

I

d−
μ

= −
π

B a                            (5-139) 

Differential length vector on wire 1 is  

1 xd dx=l a  

From Eq. (5-137), the magnetic force per unit length of wire 1 is  

1

1

1 1 1 2 0

2

2

                         
2

x
o

x zx

o
y

I
I d I dx

d

I

d

=

− =

μ = × = × − π 
μ

=
π

 F l B a a

a

C
 

In view of the opposite currents in the wires, the magnetic forces acting on 
the wires are repulsive.  Thus the magnetic force on wire 2 is 

2

2 1 2
o

y

I

d

μ
= − = −

π
F F a . 

Exercise 5.22 
  A circular loop, centered at the origin in the xy-plane, carries a steady current in 

the presence of a uniform field o zB=B a .  Find the net force on the loop. 

Ans. Zero. 

5.10.2   Magnetic Force Involved in a Virtual Work 

In the previous section, Lorentz force equation was used to determine the magnet-
ic force exerted on a charge in motion and a current-carrying conductor placed in a 
magnetic flux density.  We now introduce an alternative method of finding the 
magnetic force, which is called the method of virtual displacement.  This method 
is based on the fundamental relation between energy and force; that is, the energy 
is equal to the line integral of the force.  Consider an electromagnet as shown in 
Fig. 5.37 in which a current flowing in the coil induces a magnetic flux density B 
in the core, gap, and armature.  If the fringing effects at the edges are ignored, the 
magnetic flux density in the gap is the same as that in the core.  This is justified 
by the boundary condition asserting that the normal component of B is continuous 
across the interface.  Suppose we apply an external force F to the armature, and 
move it downward by a small distance d l .  The work done in moving the arma-
ture is stored as the magnetic energy in the increase of the gap volume.  In view 
of these discussions, we can determine the attractive force on the armature, mF , 

by assuming a virtual displacement of the armature in the upward direction, and 
by calculating the magnetic energy stored in the decrease of the gap volume.   
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If we allow a virtual displacement of the armature in the upward direction by a 
small distance dl , the displacement is such as if the magnetic force mF  moved 

the armature in the upward direction by a vector differential length dl.  Since the 
work is done at the expense of the magnetic energy mW , we write  

 m md dW= −F l                            (5-140) 

The right-hand side of Eq. (5-140) represents the decrement in the magnetic ener-
gy stored in the gap.  Expressing the differential of a scalar quantity mW  in 

terms of the gradient of mW , Eq. (5-140) becomes 

 ( )m md W d= − ∇F l l                          (5-141) 

From Eq. (5-140) we obtain 

 m mW= −∇F                  [N].              (5-142) 

The attractive force on the armature is equal to the negative gradient of the mag-
netic energy stored in the gap. 

 

Fig. 5.37 An electromagnet and an armature. 

Example 5-22 
Referring to the electromagnet shown in Fig. 5.37, in which the current I in the coil 
of N turns produces a uniform magnetic flux density B in the core, armature, and the 
gap with a cross section S, express mF  on the armature in terms of B and S. 
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Solution 
Allowing a virtual displacement dl of the armature in the upward direction, 
the magnetic energy in the gap is reduced by 

2

2
2m

o

B
dW d

 
= −  μ 

S l                         (5-143) 

Inserting Eq. (5-143) into Eq. (5-140), and noting that zd d=l al , where 

za  is along the upward direction, we obtain 

2

m z
o

B=
μ

F aS   [N]             (5-144) 

Exercise 5.23 
 With reference to the electromagnet in Fig. 5.37, show that the tractive pressure on 

the surface S  is equal to the magnetic energy density in the gap. 

Ans.  2/2 /2m oP B= = μF S 2[N/m ] . 

5.10.3   Magnetic Torque 

We can make a rigid body rotate about its pivot axis by applying a force on the 
body.  Referring to Fig. 5.38, the moment arm is defined as a distance vector r 
that is drawn from the pivot axis to the point of application of the force.  The an-
gular acceleration of the body depends on the length of the moment arm and the 
force normal to the moment arm.  The torque is defined as the cross product of 
the moment arm and the applied force such that   

 = ×T r F  [N m]⋅           (5-145) 

The torque has the unit of the newton-meter.  
Consider a simple case shown in Fig. 5.38, in which a solid bar extends from 

the origin to point p in the xy-plane.  The bar will pivot about the z-axis when a 
force F, lying in the xy-plane, is applied to point p.  From Eq. (5-145), the mag-
nitude of the torque is obtained as   

 T r F dFφ= =                           (5-146) 

where r is the length of the moment arm, Fφ  is the component of F normal to r, 

and d is the effective moment arm, representing the perpendicular distance from 
the origin to the vector F. The direction of the torque obeys the right-hand rule: 
the right thumb points in the direction of the torque when the fingers follow the  
direction of rotation of the body.     
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Fig. 5.38 A torque T on a rigid bar. 

An externally applied magnetic field may exert a torque on a current-carrying 
loop, and cause it to rotate about its pivot axis until the magnetic dipole moment 
of the loop is aligned with the external field.  Let us consider a small rectangular 
loop carrying a steady current I as shown in Fig. 5.39.  The loop is constrained to 
rotate about the x-axis in the presence of a uniform magnetic flux density B ap-
plied along the y-axis.  At time 0t = , the magnetic dipole moment of the loop, 
m, is at an angle α to the y-axis.  The field B exerts magnetic forces on the four 
sides of the loop with a current I, according to the Lorentz force equation.  The 
magnetic forces acting on the top and bottom sides, 1F  and 2F , exert a torque on 

the loop, i.e.,  

 ( )1 2 xd F F= − +T a                       (5-147) 

where d is the effective moment arm for the top and bottom sides of the loop.  In 
contrast, the magnetic forces on the left and right sides, 3F  and 4F , are either pa-

rallel or anti-parallel to the pivot axis, and thus contribute nothing to the torque.  
From Eq. (5-135b), the magnitudes of 1F  and 2F  are  

 1 2F F IwB= =                           (5-148) 

where w is the width of the rectangular loop.  Inserting Eq. (5-148) and the rela-
tion ( /2)sind h= α  into Eq. (5-147), the torque exerted on the loop is  

 sin sinx xhwIB mB= − α = − αT a a                 (5-149) 
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where h is the height of the loop.  In Eq. (5-149), m is the magnitude of the mag-
netic dipole moment defined by nhwI=m a : the unit vector na  is normal to 

the loop surface, directed along the right thumb when the fingers follow I in the 
loop.  In the presence of B, in vector notation, the torque exerted on a magnetic 
dipole moment m is 

 = ×T m B  [N m]⋅            (5-150) 

The torque tends to rotate the current loop in such a way that its magnetic dipole 
moment m is aligned with the applied B.  

 

Fig. 5.39 A rectangular loop carrying a current in a uniform B. 

Example 5-23 
A small circular loop of radius a is centered at the origin in the xy-plane, carrying 
a current I in the counterclockwise direction in a uniform magnetic flux density 

y y z zB B= +B a a , as shown in Fig. 5.40.  Find the torque on the loop about the 

origin.      
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Fig. 5.40 A circular loop carrying a current in a uniform B. 

Solution 
From Eq. (5-135b), the differential magnetic force on a differential current 
element Id Iad φ= φl a  is 

( )

1 2

    sin

    

y y z z

y z z

d Iad B B

aIB d aIB d

φ

ρ

= φ × +

= − φ φ + φ

≡ +

F a a a

a a

F F

 

The differentia torque about the origin due to Idl  is 

( ) ( )1 2

2

sin

                         sin

y z z

y

d a aIB d aIB d

a IB d

ρ ρ

φ

= × + = × − φ φ + φ

= φ φ

T r F F a a a

a
 

The net torque on the loop is  

22

0
sinyd a IB d

φ= π

φφ=
= = φ φ T T a                   (5-151) 

The unit vector φa  cannot be taken outside the integral sign, because it is a 

function of φ.  Using the relation sin cosx yφ = − φ + φa a a , Eq. (5-151) is 

rewritten as 

22 2

0

2

( sin sin cos )

  

y x y

y x

a IB d

a IB

φ= π

φ=
= − φ + φ φ φ

= −π

T a a

a
 

With the aid of the magnetic dipole moment 2
za I= πm a , the torque on 

the loop is, in vector notation,  

= ×T m B                             (5-152) 
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We see from Eqs. (5-150) and (5-152) that the torque on a current-carrying 
loop has the same form, in vector notation, regardless of the shape of the 
loop. 
   

Exercise 5.24 
 Referring to the rectangular loop in Fig. 5.39, find the torque on the loop if it is 

constrained to pivot about an axis coincident with the bottom side of the loop. 

Ans. = ×T m B  

Exercise 5.25 
 For a square and a circular loop with the same perimeter and current, placed 

separately in a uniform B, find the ratio between the torques on the two loops. 

Ans. / /4square circleT T = π  

 
Review Questions with Hints 

RQ 5.47 Express the magnetic force on a current-carrying wire placed in a mag-
netic flux density. [Eq.(5-135b)] 

RQ 5.48 Express the relation between the magnetic force and energy from the 
point of view of virtual displacement.  [Eq.(5-142)] 

RQ 5.49 Express the torque exerted on a magnetic dipole placed in a uniform 
magnetic flux density. [Eq.(5-150)] 

RQ 5.50 Does 0=T  on a current-carrying loop mean 0m =F  at every point 

on the loop?   [Fig.5.40] 
RQ 5.51 Is the relation = ×T m B  true even if B is not uniform? [Eq.(5-151)] 

Problems 

5-1 In a uniform magnetic flux density o zB=B a  in free space, a charge q is 

observed to move with a velocity x ya b= +v a a  at time 0t = .  Find 

an electric field E required to make the charge move along a straight line 
for 0t ≥ . 

5-2 A conductor with a rectangular cross section h w× 2[m ]  extends along 

the y-axis from −∞  to ∞  as shown in Fig. 5.41.  It carries a steady cur-
rent I [A], uniformly distributed in the cross section, in the presence of a 
uniform magnetic flux density [T]o zB=B a .   

 (a) Find the drift velocity of free electrons of a uniform density n -3[m ] . 

 (b) The magnetic force on the electrons establishes an electric field inside 
the conductor, which in turn offsets the magnetic force.  Show that Hall 

voltage ( ) 1
[V]H oV IB h e

−
= n , where e is the electron charge. 
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Fig. 5.41 Hall voltage (Problem 5-2). 

5-3   A very long, filamentary, steady current I flows in the +z-direction, passing 
through a point (0,1,0) in Cartesian coordinates as shown in Fig. 5.42.  
Find H everywhere. 

 

Fig. 5.42 A very long filamentary current (Problem 5-3). 

5-4   Two very long filaments are both parallel to the z-axis, passing through 
points ( )1: 0, 1,0p −  and ( )2: 0,1,0p  in Cartesian coordinates and carry-

ing a current I in the z− a  and z+a  directions, respectively.  Find H at 

points (a) (0,2,0), and (b) (2,0,0). 
5-5 A conducting wire forms an equilateral triangle of side a in the xy-plane, 

with the center at the origin, as shown in Fig. 5.43.  When a steady current 
I flows in the counterclockwise direction, find H at the origin. 
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Fig. 5.43 A triangular loop with a current I (Problem 5-5). 

5-6 A surface current of a density Js o y=J a  is confined to a region defined 

by 0z =  and a x a− ≤ ≤  as shown in Fig. 5.44.  Find H at a point 
:(0,0, )p b  by using  

 (a) the Biot-Savart law, and   
 (b) the equivalent line currents, flowing in infinitely long and narrow strips 

of a width dx, comprising sJ .  

 

Fig. 5.44 A surface current density(Problem 5-6). 

5-7 A surface current of a density ( / )s φ= π ρJ a  is confined to a region de-

fined by 0z =  and a b≤ ρ ≤  as shown in Fig. 5.45.  Find H at a point 

(0,0,d) on the z-axis. 
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Fig. 5.45 A surface current density(Problem 5-7). 

5-8   A surface current of a density 3s φ=J a 2[A/m ]  is confined to a region 

defined by 0.4[m]ρ =  and 0 0.2[m]z≤ ≤  as shown in Fig. 5.46.  Find 

H at point (0,0,0.5[m]) on the z-axis. 
 

 

Fig. 5.46  A surface current (Problem 5-8). 

5-9 A very long conducting wire of a radius a is oriented along the z-axis, and 
carries a steady current I [A] in the +z-direction, which is assumed to be 
uniform in the cross section.  

 (a) Find the current density J. 
 (b) Find H inside the conductor. 
 (c) Show that ∇ × =H J  in the conductor. 

5-10  A volume current density, 2J [A/m ]o y=J a , forms an infinite slab of cur-

rent in the region d z d− ≤ ≤  and ( , )x y−∞ ≤ ≤ ∞ .  From symmetry con-

siderations, (a) show that H is independent of x and y.  In view of the fact 
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that the magnetic field intensity of an infinitely long line current is circum-
ferential, (b) show that H only has the x-component: ( )x xH z=H a . (c) 

Also show that if ( )x xH z=H a  for 0z > , then ( )x xH z= −H a  for 

0z < . (d) Find H everywhere by using Ampere’s circuital law.    
5-11 A uniform surface current of a density Js o y=J a  is infinite in extent in 

the xy-plane.  Following the same procedure as was used for H in Prob-
lem 5-10, (a) show that o xH=H a  for 0z >  and o xH= −H a  for 

0z < , where oH  is constant.  (b) Find H everywhere. 

5-12   A semi-infinite filament is normal to an infinitely large conducting sheet lying 
in the xy-plane as shown in Fig. 5.47.  A steady current I flows in the z− -
direction in the filament, and becomes a surface current density sJ  flowing 

in the ρa -direction on the conducting sheet, which is uniform in the φa -

direction.   
 (a)  Using the Biot-Savart law and symmetry, show that sJ  produces H 

of the form ( , )oH z φ= ρH a , at the most, in the region 0z ≥ .  

 (b) Using Helmholtz’s theorem, show that a trial solution 
/(2 )I φ= − πρH a  is a unique solution in the region 0z ≥ . 

 

Fig. 5.47 A very long filament is normal to an infinite current sheet(Problem 5-12). 

5-13  A perfectly conducting, hollow cylinder of radius a and height b is con-
nected to two very long wires carrying a steady current I flowing in the 

z− -direction, as shown in Fig. 5.48.  The surface current densities 1sJ , 

2sJ , and 3sJ  are uniform in the φ-direction on the top, side, and bottom 

surfaces of the cylinder, respectively.   
 (a)  Using the Biot-Savart law and symmetry, show that H is of the form 

( )oH φ= ρH a  in the xy-plane outside the cylinder. 

 (b) Using Helmholtz’s theorem, show that a trial solution 
/(2 )I φ= − πρH a  is a unique solution outside the cylinder. 
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Fig. 5.48 A hollow cylinder connected to two very long wires(Problem 5-13). 

5-14  A finite filament extends from z a= −  to z a= , and carries a steady cur-
rent I in the +z-direction. 

 (a) Find A at point :( , , )p zρ φ  in cylindrical coordinates. 

 (b) Determine B from A.     
5-15  A very long solenoid is centered on the z-axis, having N turns per unit 

length closely wound on an air core of radius a, and carries a current I in 
the φ-direction.   

  (a) Using Eq. (5-39) and symmetry, show that  A is of the form 
( )Aφ φ= ρA a .   

 (b)  Determine ( )Aφ ρ  by making use of the fact that B is constant in the in-

terior and zero in the exterior of the solenoid.  
5-16  An infinitely long cylindrical sheet of a radius a is centered on the z-axis, 

carrying a surface current of a uniform density Js o φ=J a , as shown in 

Fig. 5.49.  Prove that 0=H  at a point (b,0,0) outside the solenoid by 
decomposing the current sheet into many magnetic dipoles. 

 [Hint: ( ) ( ) ( )3/2 1/22 2 2 2 2/x a dx x a x a C
− −

+ = + +  and 

( ) 5/22 2 4

0
2/3x a dx a C

∞ −
+ = + .] 
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Fig. 5.49 A cylindrical current sheet (Problem 5-16). 

5-17  For a nickel metal, the relative permeability 50rμ = , atomic weight is 

58.69 [g/mol] , and density is 38.91[g/cm ] .  The material is fully 

magnetized by a magnetic flux density 0.4[T]B = .  Find  

 (a) magnitude of the magnetization M, and  
 (b) magnetic dipole moment m per atom.           
5-18   A magnetic slab of a thickness t is infinite in extent, and is placed on the 

xy-plane. The magnetization is uniform with 510 [A/m]z=M a  inside 

the slab( 0 z t≤ ≤ ), when a uniform field, 51.02 10 [A/m]z= ×H a , is 

present below the slab( 0z < ).  Find μ of the material. 
5-19 The space between two coaxial cylindrical sheets of radii a and b is filled 

with two dissimilar magnetic materials( 1μ  for 0 < φ < π  and 2μ  for 

2π < φ < π  ) as shown in Fig. 5.50.  Two cylinders extend between 
z = −∞  and z = ∞ , and carry a current I in the opposite directions.  Find   

 (a) B and H in the gap,   
 (b) distribution of I on the surface at aρ = , and  
 (c) magnetization surface current density on the surface at aρ = . 
 

 

Fig. 5.50 A coaxial cable filled with two dissimilar materials(Problems 5-19 and 5-25). 
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5-20  A very long solenoid of a radius b has N turns per unit length wound on a 
core consisting of two dissimilar materials( 1μ  for aρ <  and 2μ  for 

a b< ρ ≤ .  The solenoid is centered on the z-axis, carrying a current I in 

the φa -direction.  Find B and H inside the solenoid. 

5-21 The 0z =  plane is an interface between two dissimilar magnetic materials 
of 1 10 oμ = μ ( 0z > ) and 2 20 oμ = μ ( 0z < ).  The interface carries a 

uniform surface current of 5 [A/m]s y=J a .  The magnetic field intensity 

is 12 20 23 [A/m]x y z= + +H a a a  in the region 0z > .  Find H in the 

region 0z < . 
5-22 An infinite magnetic slab of permeability μ has a thickness d, and lies on 

the 0z =  plane, as shown in Fig. 5.51.  Below the slab( 0z < ), the mag-
netic flux density 1B  makes an angle 1θ  with respect to the z-axis.  In 

terms of the given values 1B , 1θ , and μ, determine    

 (a)  2B , 3B , 2θ , and 3θ ,  

 (b) magnetization surface current densities on the 0z =  and z d=  
planes. 

 

Fig. 5.51 An infinite magnetic slab of thickness d(Problem 5-22). 

5-23  The magnetic slab shown in Fig. 5.51 can be replaced with the magnetiza-
tion surface current densities, 1msJ  at 0z =  and 2msJ  at z d= , resid-

ing in free space as shown in Fig. 5.52.  Find B by summing the external 
field 1B  and the B’s due to 1msJ  and 2msJ , and compare it with the re-

sult in Problem 5-22.  
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Fig. 5.52 The surface currents in free space equivalent to the magnetization  surface  
currents(Problem 5-23). 

5-24 A permanent cylindrical magnet is along the z-axis, having a uniform  
magnetization o zM=M a . The magnetic field is assumed to be uniform 

inside the magnet by ignoring the fringing effects at the edges. 
 (a) Find B on the top and in the interior of the magnet. 
 (b) If 1 zB=B a  on the top of a second, identical magnet, find H in the  

interior. 
5-25   With reference to the coaxial cable shown in Fig. 5.50, which is filled with 

two dissimilar materials of 1μ  and 2μ , carrying a steady current I in the 

opposite directions in the conductors, find, per unit length of the cable,    
 (a) stored energy, and    
 (b) inductance.  
5-26 A totroidal coil has N turns closely wound around a toroid with a permea-

bility μ and a rectangular cross section, ( )b a h− × , as shown in Fig. 5.53.  

Find the inductance.  

 

Fig. 5.53 A toroidal coil.  
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5-27 A toroidal coil has N turns closely wound around two adjoining toroids 
with different permeabilities but the same rectangular cross section as 
shown in Fig. 5.54.  Find the inductance. 

 

Fig. 5.54 A toroidal coil around two adjoining toroids(Problem 5-27). 

5-28 Two identical, circular, conducting loops are arranged along the z-axis as 
shown in Fig. 5.55.  Assuming a b<<  and using the vector magnetic po-
tential of a magnetic dipole moment, find the mutual inductance. 

 

Fig. 5.55 Two identical loops(Problem 5-28). 

5-29 A very long coaxial cable consists of a solid inner conductor of radius 
2[cm]a = , and a hollow cylinder of inner radius 4[cm]b =  and outer 

radius 5[cm]c = .  Assuming oμ = μ  in the conductors and the current I 

flows in the opposite directions, uniformly distributed in their respective 
conductors, find the internal inductance of the outer conductor, per unit 
length of the cable, and compare it with that of the inner conductor. 
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5-30 Consider the same coaxial cable as in Problem 5-29, which involves two 
conductors with radii 2[cm]a = , 4[cm]b = , and 5[cm]c = .  The inner 

conductor carries a current of 10[ ]I A=  in the +z-direction, while the 

outer conductor carries the same current in the –z-direction, which are uni-
form in the cross sections.  Find the accumulated magnetic force, per unit 
area, on the outermost surface at 5[cm]ρ = .  

5-31 A very long solenoid of radius a has N turns per unit length, closely wound 
around two iron rods ( )oμ >> μ  separated by a small air gap, as shown in 

Fig. 5.56.  For a current I in the coil, ignoring the fringing effects at the 
edges, find the force between two rods.  

 

Fig. 5.56 Two iron rods in a solenoid. 

5-32 Two identical magnetic dipoles of a dipole moment, 1 2 o zm= =m m a , 

are located at different points in free space: 1m  is at the origin, whereas 

2m  is at a point :(1, 2,1)p  in Cartesian coordinates.  Find the torques 

exerted on the two dipoles. 
5-33 A printed circuit board is constrained to pivot about the x-axis which coin-

cides with one of the edges, as shown in Fig. 5.57.  The board has a trace 
of an equilateral triangle of sides a, which carries a current I in the coun-
terclockwise direction in a uniform field o yB=B a .   

 (a) Find the torque about the x-axis if the board is in the xy-plane.  
 (b) Show that the torque can be expressed as = ×T m B . 

 

Fig. 5.57 A trace on a circuit board pivoting about the x-axis in B.  



Chapter 6 
Time-Varying Fields and Maxwell’s Equations 

Until now, we have devoted ourselves to static electric and static magnetic fields 
that are constant in time. To summarize the discussions up to this point, the elec-
tric field and electric flux density due to a distribution of static electric charges are 
related by the constitutive relation = εD E , from which we define the permittivi-
ty of the material. The irrotational nature of E, expressed by 0∇ × =E , originates 
from the principle of conservation of energy, while Gauss’s law, expressed by 

v∇ = ρD , is based on the discrete nature of the electric charges. They constitute 

two fundamental relations for static electric fields in the sense that they allow us to 
uniquely determine E and D in a given region of space. Similarly, the magnetic 
field and magnetic flux density due to a distribution of steady electric currents are 
related by the constitutive relation = μB H , from which we define the permea-
bility of the material. The solenoidal nature of B, expressed by 0∇ =B , follows 

directly from the closed nature of the magnetic flux lines, while Ampere’s circuit-
al law, expressed by ∇ × =H J , is based on the fact that the steady current is a 
vortex source causing a circulation of H around it. They constitute two fundamen-
tal relations for static magnetic fields in the sense that they allow us to uniquely 
determine B and H in a given region of space.  

There is no mutual relationship between the static electric and static magnetic 
fields, although two fields may coexist in a conductor in the sense that a static 
electric field generates a steady current in the conductor, which in turn induces a 
static magnetic field around it. However, a static magnetic field cannot produce a 
static electric field. Under time-varying conditions, the electric and magnetic 
fields due to a time-varying current will be coupled to each other, and form an 
electromagnetic wave propagating through free space and in material media.  

In the present chapter, we focus our attention on time-varying electric and mag-
netic fields. We then introduce the concept of wave motion in chapter 7, and dis-
cuss electromagnetic waves propagating in different media in chapter 8. From now 
on, to avoid confusion, we use bold-script letters such as E and H to denote time-
varying electric and time-varying magnetic fields, while using script letters such as 

xD  and xB  to denote scalar components of D and B. For other time-varying 

vector and time-varying scalar quantities, such as time-varying current density and 
time-varying volume charge density, we use bold-italic letters and italic letters,  
respectively, such as J and vρ .  
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Time-varying electromagnetic fields differ from static electric and magnetic 
fields in a number of important respects, apart from the fact that they vary in time. 
First, the time-varying electromagnetic fields are generated by accelerated charges 
or electric currents varying in time. Second, the time-varying electric and magnet-
ic fields are coupled to each other in that the time-varying electric field induces 
the time-varying magnetic field, and vice versa. In the same way that a static field 
is governed by its divergence and curl, the time-varying electric and magnetic 
fields are governed by their divergences and curls. Gauss’s laws for electricity and 
magnetism remain valid under time-varying conditions: ∇ = vD ρ  and 

0∇ =B . However, the two curl equations of E and H need to be modified to 

conform with Faraday’s electromagnetic induction and the concept of displace-
ment current density introduced by Maxwell, respectively. The four equations, 
which are the curl of E, curl of H, divergence of D, and divergence of B, are 
called Maxwell’s equations that the time-varying electromagnetic field must satis-
fy in a given region of space at all times.  

6.1   Faraday’s Law 

Michael Faraday observed that an electromotive force (emf) was induced in a wire 
loop when a permanent magnet moved near the loop or the loop moved near the 
magnet. The electromotive force is nothing but a voltage induced in the loop. Fa-
raday’s law of electromagnetic induction states that the induced emf in a wire 
loop is equal to the negative time rate of change of the magnetic flux linkage 
with the loop.  

 

Fig. 6.1 Electromagnetic induction. The induced emf gives rise to the current i  and the 
terminal voltage 1 2−v : (a) 1 2 0− >v  and 0emf < , and (b) 1 2 0− <v  and 0emf > , 

(the counterclockwise direction is the positive direction of C). 
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According to Faraday’s law of electromagnetic induction, the induced emf in a 
loop of N turns is expressed as  

 
d d

emf N
dt dt

= − = −Λ Φ
 [V] (6-1) 

where Λ  is the magnetic flux linkage with the loop and Φ  is that with a single 
turn of the loop. The emf is equal to the closed line integral of the induced electric 
field in the loop such that  

 emf d=  l
C

E  [V]  (6-2) 

It is important to note that the sign of emf depends not only on the direction of 
E, but also on the positive direction of C. Thus, a positive emf signifies that the 
induced E is directed in the positive direction of C. Although the emf or E, in 
Eq. (6-2), is induced by the time-varying magnetic flux as given in Eq. (6-1), 
they may or may not vary with time. Unlike the static electric field that is an ir-
rotational field, or a conservative field, the closed line integral of E is nonzero, 
and is a non-conservative field. As a result, E is not given by the negative gra-
dient of the electric potential. Note that E generates a current i in the loop, 
which flows in the direction of E.  

Seeing Eqs. (6-1) and (6-2), we can express Faraday’s law in terms of the 
integral of E, conducted around the loop C, and the integral of B, conducted over 
the surface S bounded by C, that is, 

 
d

emf d d
dt

= = − l s
C S

 E B  (6-3) 

If the loop has many turns, the closed line integral is conducted around each and 
every turn of the loop, and the surface integral is performed over all the surfaces 
enclosed by all the turns of the loop. The direction of dl on C and the direction of 
ds on S are governed by the right-hand rule: the right thumb points in the direction 
of ds, when the four fingers rotate in the direction of dl, or the positive direction 
of C.  

The negative sign in Eq. (6-1) and Eq. (6-3) is compatible with Lenz’s law, 
which states that the emf is such that it induces a current in the loop and thus a 
magnetic flux so as to oppose the change in the total magnetic flux linking with 
the loop.  

Let us use the simply electromagnetic induction depicted in Fig. 6.1 to clarify 
the relation between the emf, terminal voltage 1 2−v , induced current i, and elec-

tric field E in the loop, which is very confusing in the discussion of electromag-
netic induction. Figure 6.1(a) shows that the magnetic flux linkage with the loop 
increases with time, as the permanent magnet moves to the right. According to 
Faraday’s and Lentz’s laws, the electric field E and thus the current i are induced 
in the loop both in the clockwise direction. If the terminal 1-2 is open, the current 
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i tends to accumulate positive charges at terminal 1 and negative charges at ter-
minal 2, resulting in a positive terminal voltage, 1 2 0− >v : terminal 1 is at a high-

er potential than terminal 2. The terminal voltage counterbalances the emf, and 
there is no current flowing in the loop. If a resistance R is connected cross the 
terminals, an ohmic current will of course flow from terminal 1 to terminal 2 
through the resistor, which is the current i induced in the loop. The emf is simply 
equal to the closed line integral of E around the loop; its sign signifies the direc-
tion of E relative to the direction of travel on the loop. It is important to note that 
the terminal voltage 1 2−v  is an induced voltage, not an externally applied vol-

tage. If 1 2−v  were a voltage externally applied across the terminals, the electric 

field and the current in the loop would be directed opposite to those shown in the 
figure. Similarly, as we see in Fig. 6.1(b), the magnetic flux linkage with the loop 
decreases with time as the loop moves to the right. Therefore, the induced E and i 
are directed in the counterclockwise direction in the loop, and we have a negative 
terminal voltage, 1 2 0− <v , and a positive emf. This is because the counter-

clockwise direction is taken as the positive direction of C, as shown in the figure.  
 

Exercise 6.1 
 If the clockwise direction is taken as the positive direction of C in Fig. 6.1, what is 

the sign of the emf induced in the loop in Figs. 6.1(a) and (b)?  

Ans. (a) Positive, and (b) Negative 

6.1.1   Transformer emf  

The surface integral on the right-hand side of Eq. (6-3) can be viewed as the sum of 
incremental magnetic fluxes passing through different portions of the given surface 
S. In this case, the incremental flux is given by the dot product of the magnetic flux 
density B and an incremental area vector Δs ; that is, ΔΦ = ΔsB . Noting that 

Δs  is on the surface S that is bounded by the loop C, the direction and location of 
Δs  in space are closely related to the motion of C as a function of time. As is evi-
dent from Eq. (6-3), the emf induced in C depends on the time derivative of ΔΦ . 
There are three cases in which the time derivative of ΔΦ  is nonzero:  

(1) Loop is stationary in a time-varying field: ( )/ ( / )d dt d dtΔΦ = ΔsB . 

(2) Loop moves in a static magnetic field: ( )/ ( )/d dt d dtΔΦ = ΔB s .  

(3) Loop moves in a time-varying field: ( )/ ( )/d dt d dtΔΦ = ΔsB .  

The transformer emf is one that is induced in a stationary loop placed in a time-
varying magnetic field. In this case, ds has nothing to do with ( )/d dtΔΦ , and 

thus the time derivative can be taken inside the integral sign in Eq. (6-3). The 
transformer emf is therefore  

 temf d d
t

∂= = −
∂ l s

C S
 

B
E  [V]  (6-4) 
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where t stands for transformer emf. Again, the time derivative in Eq. (6-3) is 
moved inside the integral sign and changed to the partial derivative in Eq. (6-4). 
Next, applying Stokes’s theorem to Eq. (6-4) we obtain 

 ( ) d d
t

∂∇ × = −
∂ s s

S S
 B

E  (6-5) 

The surface S may be arbitrary only if it is bounded by the loop C. Thus, to satisfy 
the equality in Eq. (6-5), the two integrands should be the same at every point on 
S. The point form of Faraday’s law is therefore  

 
t

∂∇ × = −
∂
B

E  (6-6) 

This is a member of Maxwell’s equations.  
  

Example 6-1 
A circular loop of radius a is stationary in the xy-plane in the presence of a 
magnetic flux density ( ) cos( )z ot B t= ωaB . Find emf induced in the loop. 

 

Fig. 6.2 A stationary circular loop in a time-varying magnetic field.  

Solution 
The counterclockwise direction is taken as the positive direction of the loop, 
as shown in Fig. 6.2, and thus the differential area vector ds is directed along 
the positive z-axis, according to the right-hand rule. The magnetic flux 
linking the loop is 

2

0 0

2

cos( ) ( )

                  cos( )

a

z o z

o

d B t d d

B a t

ρ= φ= π

ρ= φ=
= = ω ρ ρ φ

= π ω

  s a a
S

 BΦ
 

The transformer emf induced in the loop is  

2 sin( )t o

d
emf B a t

dt
= − = π ω ωΦ
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When the emf is positive, it means that the induced electric field is directed 
in the positive direction of C, the counterclockwise direction in this case.  

The normalized flux linkage Φ  and the normalized electromotive force 

emf  are plotted as functions of time in Fig. 6.3. The shade area is the time 

interval in which Φ  is increasing, and thus emf  is negative(E is directed 

in the clockwise direction in the loop).  

 

Fig. 6.3 The normalized flux linkage and emf as functions of time. 

Exercise 6.2 
 For a circular loop of radius a and a square loop of side b residing separately in 

( ) cosz ot B t= ωaB , find the relation between a and b for the same (a) emf (b) 

E in the two loops. 

Ans. (a) 2 2a bπ = , (b) 2a b=  

6.1.1.1   Ideal Transformer 
The transformer is an alternating current device, which operates on Faraday’s 
law of electromagnetic induction. Fig. 6.4 shows a transformer consisting of two 
coils wound around a common core. An ideal magnetic core is made of a loss-
less material having infinite permeability, μ = ∞ , so that the magnetic flux may 
be limited to the interior of the core, and thus the two coils may be coupled 
magnetically with no flux leakage.  

Let us consider the case when the primary coil with 1N  turns is connected to 

an ac-voltage source 1v , and the secondary coil with 2N  turns is connected to a 

load resistance LR . The source voltage 1v  and the current 1i  in the primary cir-

cuit are responsible for the magnetic flux Φ that is established in the magnetic 
core. Note that the same magnetic flux Φ links with both the primary and second-
ary coils. Under these conditions, according to Faraday’s law, the emf’s across the 
two coils are given as follows: 

 1 1 1

d
emf N

dt
= = −v Φ

 (6-7a) 

 2 2 2

d
emf N

dt
= = −v Φ

 (6-7b) 
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We see from Eq. (6-7a) that the 1emf  counterbalances the source voltage 1v . 

Otherwise, an infinite current would flow in the primary circuit. On the other 
hand, the 2emf  in the secondary coil provides a voltage 2v  across the load resis-

tance LR , and produces a current 2i  in the secondary circuit according to Ohm’s 

law (see Fig. 6.4). The power dissipated in the primary circuit, 1 1 1P = v i , should 

be the same as that in the secondary circuit, 2 2 2P = v i , to satisfy the principle of 

conservation of energy: 

 1 1 1

2 2 2   

P

P

=
= =

v i
v i

 (6-8) 

Combination of Eqs. (6-7) and (6-8) gives 

 21 1

2 1 2

N

N
= = ≡ α

iv
v i

 (6-9) 

where α is called the turns ratio. The voltage ratio 1 2/v v  is proportional to 

the turns ratio, whereas the current ratio 1 2/i i  is inversely proportional to the 

ratio.  
The two transformers shown in Figs. 6.4(a) and 6.4(b) are identical except that 

their second coils are wound in the opposite directions. For this reason, the polari-
ty of 2v  and the direction of 2i  in Fig. 6.4(b) are the reverse of those in Fig. 

6.4(a). 
As we see from Eq. (6-9), the transformer can transform voltages and currents. 

Furthermore, the transformer can change the impedance of a circuit. In the prima-
ry circuit, the transformer can be regarded as an equivalent load with an imped-
ance 1Z , that is,  

 1 2 21
1

1 2 1 2

( / )

( / )

N N
Z

N N
= =

vv
i i

 (6-10) 

If the source voltage 1v  varies sinusoidally with time, and the load impedance is 

given by 2Z , the effective impedance seen by the source, in the primary circuit, 

is 

 
2

1
1 2

2

N
Z Z

N

 
=  
 

 (6-11) 

The impedance transformation involves the square of the turns ratio.  
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Fig. 6.4 Two identical transformers with the secondary coils wound in the opposite directions. 

Exercise 6.3 
 What is the turns ratio in a step-up transformer changing 110V to 220V?  

Ans. 0.5. 

6.1.2   Motional emf   

The motional emf is one that is induced in a loop moving in a static magnetic 
field. Expressed mathematically,  

 m

d
emf d d

dt
= = − l B s

C S
 E  [V]  (6-12)  

For instance, an emf may be induced in a conducting loop, if the loop rotates in a 
uniform static field B, or moves rectilinearly in a non-uniform static field B.  

As an example, consider a rectangular loop of sides ox  and oy , which enters 

the region of a uniform field o zB=B a ( oy y≥ ) at time 0t = , and moves with a 

constant velocity o yv= av , as depicted in Fig. 6.5. During the time 

0 /o ot y v≤ ≤ , the motional emf induced in the loop is computed from Eq. (6-12) 

as follows: 

 

( )       

m

o o o o o o

d
emf d

dt
d

B x v t B x v
dt

= −

= − = −

 B s
S


 (6-13) 
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In the above equation, the counterclockwise direction is taken as the positive di-
rection of the loop, and ds is thus directed in the +z-direction according to the 
right-hand rule. The negative emf in Eq. (6-13) signifies that the electric field and 
the current are induced in the clockwise direction in the loop. The induced current 
i generates a magnetic flux in such a way as to oppose the increase in the flux lin-
kage with the loop in accordance with Lenz’s law.  

 

Fig. 6.5 A motional emf induced in a loop moving in a static magnetic field. 

The motional emf is closely related to the magnetic force exerted on the con-
duction electrons, move together with the loop in the magnetic field. By use of the 
Lorentz force equation, we can express the magnetic force on a free electron in the 
conductor moving with a velocity v in a static field B as  

 m e= × BF v  (6-14) 

where e is the electron charge of 191.6 10 [C]−− × . The magnetic force exerted on 

a unit charge in the conducting loop is referred to as the motional electric field in-
tensity, which is expressed as  

 m
m e

= = × BE
F

v  (6-15) 

By integrating mE  around the wire loop we obtain the motional emf, that is,  

 ( )m memf d d= = × l B l
C C

  E v  [V] (6-16) 

where v is the velocity of the conducting loop, and B is the static magnetic flux 
density. 

To see how Eq. (6-16) can be used for obtaining the motional emf, we again 
consider the rectangular loop shown in Fig. 6.5. By applying Eq. (6-15) to the 
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loop, we see that only the right side of the loop contributes to memf . There is no 

contribution from the top or the bottom side of the loop, because the induced mE  

is perpendicular to the wire. There is no contribution from the left side, because it 
travels in the region of 0=B  for the time 0 /o ot y v< < . Thus, the motional 

emf is obtained from Eq. (6-16) as  

 
( )0

0
       

o

o

x

m x x

x

o o x x o o ox x

emf d

v B dx B x v

=

=

=

=

= ×

= = −





B l

a a





v
 (6-17) 

This is the same as Eq. (6-13).  
We next consider a classical example of motional emf as illustrated in Fig. 6.6, 

in which a conducting bar slides on a pair of conducting rails with a constant ve-
locity o yv= av  in a uniform magnetic flux density o zB=B a . When switch 1S  

is opened, the induced motional emf appears as a terminal voltage between the 
terminals of 1S . From Eq. (6-16), the motional emf induced in the sliding bar is  

 
( )

0
       

o

l

m u

x x

o o x x o o ox

emf d

v B dx v B x
=

=

= ×

= =




B l

a a





v
 (6-18) 

where u and l stand for the upper and lower points on the sliding bar at which the 
bar touches the rails. The interval of integration in Eq. (6-18), from u to l, signifies 
that the clockwise direction has been taken as the positive direction of the closed 
path, which is formed by the sliding bar, rails, and terminals 1 and 2. The positive 
emf in Eq. (6-18) implies that the induced mE  is directed in the +x-direction in 

the bar. In view of Eq. (6-18), from Fig. 6.6, the terminal voltage is given as 

  1 2 o o ov B x− =v  (6-19) 

The positive value of 1 2−v  means that terminal 1 is at a higher potential than 

terminal 2.  
Referring to Fig. 6.6, let us now examine the relation between mE  and 1 2−v . 

As we can see from Eq. (6-15), the motional electric field mE  represents the 

magnetic force in the sliding bar, which causes free electrons to move towards 
point u, while accumulating positive charges at point l. The internal electric field 
due to the separated charges then counteracts the motional electric field mE , op-

posing a further separation of charges. Consequently, when the motional electric 
field mE  results in the separation of charges in the sliding bar, the charges give 

rise to a potential difference between the two end points of the bar, which is equal 
to the terminal voltage 1 2−v .  
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The motional emf can be obtained directly from Eq. (6-12) as 

 

( ) ( )        

m

o z z o o o o

d
emf d

dt
d d

B dxdy B x y v t
dt dt

= −

= − − = +  





B s

a a

S

S




  (6-20) 

In the above equation, ds  is directed in the –z-direction in accordance with the 
right-hand rule. Note that the result in Eq. (6-20) is the same as in Eq. (6-18).  

 

Fig. 6.6 A sliding bar moving on a pair of conducting rails. 

If the switch 1S  is closed, the motional emf induces a current i in the closed 

path that comprises the sliding bar, rails, and the resistor R. When the sliding bar, 
carrying the current, moves with a velocity v in the magnetic field, it experiences a 
magnetic force directed in the negative direction of v. Accordingly, energy is ex-
pended in moving the bar in the magnetic field. The magnetic force acting on the 
bar with the current i  is obtained from Eq. (5-135b) as follows:  

 

0
   ( )

o

i

x x

o y o o yx

d

B dx B x
=

=

= ×

= − = −





F l B

a a

i

i i
C

 [N] (6-21) 

where we use xd dx=l a  and o zB=B a . Note that the integral in Eq. (6-21) is 

conducted along the direction of the current in the sliding bar. Because the mag-
netic force iF  opposes the bar to move with the velocity o yv= av , work must 
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be done in moving the bar. The power dissipated in moving the bar with a velocity 

o yv= av  is therefore 

 me i o o oP B x v= − =F iv  [W] (6-22) 

where i−F  is the mechanical force applied to the bar in order to cancel the mag-

netic force. According to the principle of conservation of energy, the mechanical 
power should be equal to the electrical power dissipated in the resistance R. With 
the help of 1 2−v  expressed by Eq. (6-19), the electrical power is written as  

 1 2el o o oP B x v−= =i v i  [W] (6-23) 

We note that the two results in Eqs. (6-22) and (6-23) are the same: me elP P= . 

 
Exercise 6.4 

 Find the emf induced in the loop in Fig. 6.5, if the magnetic flux density, 

o zB=B a , is confined to the region 0 oy y≤ ≤ .  

Ans. [V]o o oB x v  for 0 ( / )o ot y v≤ ≤ . 

 
Exercise 6.5 

 What will become of the work done in moving the bar in Fig 6.6, if switch 1S  is 

opened?  

Ans. 1 2−v . 

6.1.3   A Loop Moving in a Time-Varying Magnetic Field  

We now consider the more general case of emf where a closed wire loop moves in 
a time-varying magnetic field. In this case, the total emf is given by the sum of the 
transformer emf and the motional emf, that is,  

 
( )      

emf d

d d
t

=

∂= − + ×
∂



 

l

s l

C

S C



 





E

B
Bv

 [V]  (6-24) 

where C represents the closed conducting loop moving with a velocity v in a time-
varying magnetic flux density B, and S represents the surface bounced by C. The 
directions of ds and dl follow the right-hand rule. The surface integral on the 
right-hand side of Eq. (6-24) represents the transformer emf, which is evaluated 
by assuming the surface S to be fixed in space. On the other hand, the closed line 
integral represents the motional emf, which is evaluated by assuming B to be 
constant in time. We note that the total emf in Eq. (6-24) can be simply written as 
Eq. (6-3), namely  
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d

emf d d
dt

= = − l s
C S

 E B   [V] (6-3)(6-25) 

Upon applying Stokes’s theorem to the closed line integrals in Eq. (6-24), noting 
that the surface S may be arbitrary, we obtain 

 ( )
t

∂∇ × = − + ∇ × ×
∂
B

E Bv  (6-26) 

The first term on the right-hand side of Eq. (6-26) originates from the transformer 
emf, while the second term comes from the motional emf.  

  
Example 6-2 
A rectangular wire loop of sides a and b rotates about the x-axis with an angular 
speed oω  in a time-varying magnetic flux density sin( ) yB t= ω aB , as shown 

in Fig. 6.7. The unit normal to the loop surface, Sa , makes an angle otϕ = ω + α  

with respect to the +y-axis, where α is constant. Find at time 1t t=  (a) 

transformer emf, (b) motional emf, and (c) total emf from Eq. (6-25).  
 
Solution 
(a) Total magnetic flux linking the loop at 1t t=  is 

( )
1

1

1

sin( )

  sin( ) cos ( )

y s

t t

d B t ab

abB t t
=

Φ = = ω

= ω ϕ
 s a a B

 (6-27) 

Transformer emf is obtained from Eq. (6-27) by fixing ϕ at a constant and 
taking the time derivative of the flux linkage, 

( )
1

1 1
,

constant

cos( )cos ( )t
t t

d
emf abB t t

dt =
ϕ=

Φ= − = −ω ω ϕ  (6-28) 

In view of the unit surface normal Sa  we see that the loop should be 

traversed, passing corners 1, 2, 3, and 4 in accordance with the right-hand 
rule, for the calculation of the emf. Thus a positive emf in Eq. (6-28) means 
that terminal I is at a higher potential than terminal II in Fig. 6.7.  

(b) Motional emf is obtained from Eq. (6-16) by fixing B at a value given at 
time 1t t= : 

( )

( )
( )

1

2
1

121

4
1

123

1

        sin( ) ( )

           ( ) sin( ) ( )

        sin( )sin ( )

m

o S y x

o S y x

o t t

emf d

b B t dx

b B t dx

abB t t
=

= ×

 = ω × ω 

 + ω − × ω 
= ω ω ϕ






l

a a a

a a a

C






 Bv

 (6-29) 
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 In Eq. (6-29), we used ( )1
2 ( )o Sb= ω ±av  for the lower and upper sides of 

the loop, respectively. There is no contribution from the left or the right side 
of the loop because ×v B  is perpendicular to the wire. 

(c) Upon inserting otϕ = ω + α  in Eq. (6-27), the instantaneous magnetic flux 

linkage with the loop is  

sin( )cos( )oabB t tΦ = ω ω + α  

Total emf at 1t t=  is therefore  

1

1 1 1 1      cos( )cos( ) sin( )sin( )
t t

o o o

d
emf

dt

abB t t abB t t

=

Φ= −

= −ω ω ω + α + ω ω ω + α
 (6-30) 

In Eq. (6-30), ω should not be confused with oω :ω is the angular frequency 

of B, whereas oω  is the angular speed of the loop. We note that the result 

in Eq. (6-30) is equal to the sum of those in Eqs. (6-28) and (6-29). 

 

Fig. 6.7 A rectangular loop rotating in a time-varying magnetic field. 
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Exercise 6.6 
 In Fig. 6.6, the bar moves with a velocity o yv= av  in a time-varying field 

cos( )z o oB t= ωaB , crossing the x-axis at 0t = . Find 1 2−v  across the open ter-

minal for 0t ≥ . 

Ans. [ ]1 2 cos( ) sin( )o o o o o ox v B t t t− = ω − ω ωv  

 
Review Questions with Hints 

RQ 6.1  State Faraday’s law of electromagnetic induction in words. [Eq.(6-1)] 
RQ 6.2  State Lenz’s law in words. [Eq.(6-1)] 
RQ 6.3  What is the significance of a negative emf? [Eq.(6-2), Fig.6.3] 
RQ 6.4  Explain the case in which the emf is the sum of the transformer and 

motional emf’s? [Eq.(6-24)] 

6.2   Displacement Current Density 

As we saw in section 6-1, the time-varying electric field is not a conservative field. 
Under time-varying conditions, the expression for the irrotational nature of the stat-
ic electric field, 0∇ × =E , is modified to / t∇ × = −∂ ∂E B  in order to conform 

with Faraday’s electromagnetic induction. Similarly, under time-varying condi-
tions, the expression for Ampere’s circuital law, ∇ × =H J , should be modified in 
order to incorporate Maxwell’s hypothesis of displacement current density. 

Ampere’s circuital law is not consistent with the equation of continuity under 
time-varying conditions. To start with, the point form of Ampere’s circuital law is  

 ∇ × =H J  (6-31) 

Taking the divergence of both sides of Eq. (6-31), we have  

 ∇ ∇ × = ∇H J     

The left-hand side of the equation is identically zero, because of the vector identity 
0∇ ∇ × =U , and thus the equation simply reduces to 0∇ =J . Invoking the 

equation of continuity, /v t∇ = −∂ ∂J ρ , we see that Ampere’s circuital law 

holds true under static conditions only.  
Ampere’s circuital law leads to a contradiction, if it is applied to a parallel-plate 

capacitor being charged by an increasing current i  as illustrated in Fig. 6.8. Let us 
consider a closed loop C around the capacitor lead, and suppose 1S  and 2S  are two 

separate surfaces bounded by the same loop C: the bounded surface 1S  is flat in Fig. 

6.8(a), while 2S  shown in Fig. 6.8(b) resembles the surface of an untied balloon, 

covering one of the two conducting plates of the capacitor. Applying Ampere’s cir-
cuital law to the loop C with the surface 1S  as shown in Fig. 6.8(a), we see that the 

closed line integral of H around C is nonzero, because the conduction current i  
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passes through 1S . However, if we apply Ampere’s circuital law to the same loop C 

but with the surface 2S  as shown in Fig. 6.8(b), no conduction current actually 

passes through 2S , and thus we arrive at a contradictory conclusion that the closed 

line integral of H around C is zero.  

 

Fig. 6.8 A capacitor is being charged by an increasing current i. A loop C encloses a surface 

either 1S  or 2S . 

The conduction current is not the only source of a time-varying magnetic field. 
If the conduction current i is increasing in the parallel-plate capacitor, a time-
varying magnetic field is also induced in the space between the conducting plates 
where there is no conduction current. When the capacitor is charged to [C]±Q , 

the electric field intensity in the air gap is written as  

 z
oA

=
ε

a
Q

E  (6-32) 

where A is the surface area of the conducting plates assumed to be perpendicular 
to the z-axis. Note that the fringing effects at the edges are ignored in Eq. (6-32). 
Next, by taking the time derivatives of both sides of Eq. (6-32) and invoking the 
relation /d dt= Qi , we have 

 
( )o

zt A

∂ ε
=

∂
a

iE
 (6-33) 

The right-hand side of Eq. (6-33) has the same unit as a current density, and the 
term in parenthesis on the left-hand side is the electric flux density. In view of Eq. 
(6-33), the displacement current density DJ  is defined as the time derivative of 

the electric flux density D, that is, 

  D t

∂≡
∂
D

J   2[A/m ]  (6-34) 

Although the displacement current density does not involve any motion of electric 
charges, it behaves like a conduction or convection current density as far as the 
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time-varying magnetic field is concerned. In the parallel-plate capacitor, the con-
duction current is responsible for the magnetic field induced around the conduct-
ing lead, whereas the displacement current density is responsible for the magnetic 
field induced in the space between the conducting plates. The conduction and dis-
placement currents may coexist in the lossy dielectric of a finite conductivity in-
serted between the conducting plates, both contributing to the magnetic field in the 
material. In this case, the sum of the conduction and displacement currents in the 
dielectric is equal to the conduction current in the capacitor lead, where the dis-
placement current is ignored owing to the high conductivity.  

Under time-varying conditions, the point form of Ampere’s circuital law is 
modified in order to incorporate the displacement current density, that is, 

 
t

∂∇ × = +
∂
D

H J  (6-35) 

This equation is referred to as the generalized Ampere’s law or Ampere’s law. The 
current density J in Eq. (6-35) represents the conduction or the convection current 
varying with time. Applying Stokes’s theorem to Eq. (6-35) we obtain the integral 
form of Ampere’s law:  

 d d
t

∂ = + ∂  l s
C S

  D
H J  (6-36) 

Let us now check if Eq. (6-35) satisfies the equation of continuity. By taking the 
divergence of both sides of Eq. (6-35), and applying the divergence theorem to the 
term on the left-hand side, we have  

 ( )
t

∂∇ ∇ × = ∇ + ∇
∂

  H DJ  (6-37) 

For the right-most term in Eq. (6-37), the divergence and the time derivative were 
interchanged. By using the vector identity 0∇ ∇ × =U  and Gauss’s law 

v∇ = ρD , Eq. (6-37) reduces to  

 0 v

t

∂ρ
= ∇ +

∂
J  (6-38) 

This equation always holds true because it is nothing but the equation of continuity.  
 

Example 6-3 
An ac voltage 1 2 sinoV t− = ωv  is applied to a parallel-plate capacitor shown in 

Fig. 3.37. Ignoring the fringing effects at the edges, show that the displacement 
current in the lossless dielectric between the plates is equal to the conduction 
current in the capacitor lead. 
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Solution 
Assuming a uniform E in the region between the plates, D in the region is 
obtained by use of the relations 1 2 d− =Ev  and = εD E :  

sino
z

V
t

d
= − ε ωaD  

 The displacement current density is therefore 

coso
D z

V
t

t d
∂= = − ωε ω
∂

a
D

J  

 Total displacement current flowing in the -z-direction is 

cos

                 cos

o
D D

o

V
I J d t

d
CV t

= = ωε ω

= ω ω

S
Ss

 (6-39) 

In Eq. (6-39), S is the surface area of the conducting plates, and C is the 
capacitance given by /C d= εS  

From circuit theory, the conduction current in the lead is 

1 2 cosC o

dV
I C CV t

dt
−= = ω ω  (6-40) 

 Two results in Eqs. (6-39) and (6-40) are equal. 
 
Exercise 6.7 

 For the time-varying electric field cos( )/ [V/m]z oE t k= ω − ρ ρaE  given in 

free space, find the displacement current density in cylindrical coordinates.  

Ans. 2sin( )/ [A/m ]D z o oE t k= − ωε ω − ρ ρaJ . 

 
Review Questions with Hints 

RQ 6.5 What is the significance of displacement current density? [Eq.(6-35)] 
RQ 6.6 What is the unit of / t∂ ∂D ? [Eq.(6-34)] 

RQ 6.7 What physical law justifies the displacement current? [Eq.(6-38)] 

6.3   Maxwell’s Equations 

In 1873, James Clerk Maxwell published the unified theory of electricity and 
magnetism by formulating previously known experimental results of Coulomb, 
Gauss, Ampere, Faraday, and others, and by incorporating the concept of dis-
placement current. The theory comprises four fundamental relations called Max-
well’s equations that any electromagnetic field should satisfy under time-varying 
conditions. Maxwell’s equations always hold regardless of the material medium. 
Maxwell’s equations are available either in integral form or in differential form. 
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The integral form is advantageous in describing the underlying physical concepts, 
whereas the differential form or point form is advantageous in specifying the elec-
tromagnetic field intensities at each and every point in a given region of space.  

Maxwell’s equations in point form are  

 
t

∂∇ × = −
∂
B

E  (6-41a) 

 
t

∂∇ × = +
∂
D

H J  (6-41b) 

 v∇ =D ρ  (6-41c) 

 0∇ =B  (6-41d) 

Theses equations are individually referred to as Faraday’s law, Ampere’s law, 
Gauss’s law, and Gauss’s law for magnetism.  

There are auxiliary equations that are essential for solving electromagnetic 
problems. The relation between D and E, and that between B and H are called 
the constitutive relations of the electromagnetic medium:  

 = εD E  (6-42a) 
 = μB H  (6-42b) 

where ε and μ are the permittivity and permeability, respectively.  
The conduction and convection current densities are, respectively, defined as 

 = σEJ  (6-43a) 
 = ρvJ v  (6-43b) 

where σ is the conductivity, ρv  is the volume charge density, and v is the velocity 

of the charge density.  
The total force exerted on a charge q moving in the presence of E and B is 

specified by Lorentz force equation given by 

 ( )q= + ×E BF v  (6-44) 

where v is the velocity of the charge.  
Under time-varying conditions, the equation of continuity is 

 v

t

∂
∇ = −

∂
J ρ

 (6-45) 

which is based on the principle of conservation of electric charges. 
 

Example 6-4 
For given cos( )o xE t kz= ω −aE  and / cos( )o y o oE t kz= ε μ ω −aH  in 

free space, with the propagation constant o ok = ω μ ε , show that E and H 

satisfy the Maxwell’s equations and thus constitute an electromagnetic field. 
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Solution 
Substituting E and H into Eq. (6-41a), we obtain 

( ) ( )sin sino y o y o okE t kz E t kzω − = ω μ ε ω −a a  (6-46a) 

Substituting the fields into Eq. (6-41b), by assuming 0=J (free space), we 
obtain  

/ sin( ) sin( )o x o o o o xkE t kz E t kz− ε μ ω − = −ωε ω −a a  (6-46b) 

Eqs. (6-46a) and (6-46b) always hold through the relation o ok = ω μ ε . 

Substituting the field into Eq. (6-41c), by assuming 0v =ρ (free space), 

we obtain  

[ ]cos( ) 0o o xE t kz∇ = ∇ ε ω − =a D  (6-46c) 

Substituting the field into Eq. (6-41d), we obtain  

/ cos( ) 0o o y o oE t kz ∇ μ ε μ ω − = a  (6-46d) 

Eq. (6-46c) holds because D is independent of x, and Eq. (6-46d) holds 
because B is independent of y. Thus, the given E and H satisfy Maxwell’s 
equations, forming an electromagnetic field in free space.  

Similarly, we can show that the fields ( )coso xE t kz= ω +aE  and 

( )/ coso y o oE t kz= − ε μ ω +aH  satisfy Maxwell’s equations, and thus 

form an electromagnetic field in free space. 
 

Exercise 6.8 
 Do the following vector fields satisfy Maxwell’s equations in free space? (a) 

( )t kz
x oE e ω −= aE , (b) cos( )cos( )z oE k t= ρ ωaE , (c) cos( )cos( )z oE ky t= ωaE , 

and (d) sin( )z oE t kz= ω −aE , where oE , ω, and o ok = ω ε μ  are constants, 

and ρ is the radial distance in cylindrical coordinates. 
 [Hint: Find H from E and see if it in turn induces E]  

Ans. (a) yes, (b) no, (c) yes, (d) no. 

6.3.1   Maxwell’s Equations in Integral Form 

Maxwell’s equations in point form can be converted to the integral form by us-
ing divergence and Stokes’s theorems. Since the integral form involves geome-
tric figures such as line, surface, and volume, it is useful for obtaining the 
boundary conditions for the electromagnetic field at an interface between two 
dissimilar media.  
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The integral form of Maxwell’s equations is 

 d d
t

∂= −
∂ l s

C S
 

B
E  (6-47a) 

 d d
t

∂ = + ∂  l s
C S

  D
H J   (6-47b) 

 d d= s
S V v v D ρ  (6-47c) 

 0d = s
S

 B  (6-47d) 

The directions of dl and ds are governed by the right-hand rule: ds on the surface S 
points in the direction of the right thumb when the fingers follow dl on the loop C.  

6.3.2   Electromagnetic Boundary Conditions 

In the previous Chapters 3 and 5 we derived the boundary conditions for E, D, H, 
and B at an interface between two different media by applying the fundamental re-
lations for the static electric and magnetic fields. Following the same procedure 
used for the static fields, we can obtain the boundary conditions for E, D, H, and 
B at an interface between two different materials. The boundary conditions for 
the tangential components of E and H are obtained by applying Faraday’s law 
and Ampere’s law to a rectangular loop straddling the interface, whereas the 
boundary conditions for the normal components of D and B are obtained by ap-
plying Gauss’s law and Gauss’s law for magnetism to a circular cylinder extend-
ing from one material to the other. Although Faraday’s law includes the extra term 

/ t∂ ∂B  and Ampere’s law includes the displacement current density / t∂ ∂D  

under time-varying conditions, these additional terms have no effect on the boun-
dary conditions, because the integral of these terms over the surface enclosed by 
the loop is zero as the height of the loop tends to zero. Consequently, the previous 
boundary conditions for the static fields remain valid for the time-varying fields.  

To summarize, the boundary conditions for the tangential components of E and 
H are  

 1 2t t=E E  (6-48a) 

 1 2t t J− =H H s  (6-48b) 

where t stands for the tangential component, and J s  represents the surface cur-

rent flowing on the interface in the direction normal to the tangential components 
of H.  

The boundary conditions for the normal components of D and B are  

 1 2n n− =D D sρ  (6-48c) 

 1 2n n=B B   (6-48d) 
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where n stands for the normal component, and sρ  is the surface charge density 

existing on the interface. 
Let us now examine two most important interfaces frequently encountered in 

the study of electromagnetics: (1) the interface between two lossless dielectrics (2) 
the interface between a lossless dielectric and a perfect conductor.  

Because lossless dielectrics have a zero conductivity ( 0σ = ), there is no  sur-
face charge and no surface current at the interface between two lossless dielectrics, 
that is,  

 0J= =s sρ  (6-49)  

The boundary conditions for the time-varying electric and magnetic fields at the 
interface between two lossless dielectrics are therefore  

 1 2t t=E E  (6-50a) 

 1 2t t=H H  (6-50b) 

 1 2n n=D D  (6-50c) 

 1 2n n=B B  (6-50d) 

The tangential components of E and H and the normal components of D and B 
are all continuous across the interface. 

Second, we examine perfect conductors having an infinite conductivity ( σ = ∞ ). 
In most practical cases, good conductors such as silver, copper, gold, and aluminum 
with a high conductivity of the order of 7~10σ [S/m] can be regarded as perfect 
conductors as far as the boundary condition is concerned. The infinite conductivity 
is connected to a unique characteristic of the perfect conductor, that is, a zero elec-
tric field inside the perfect conductor. Thus, any net charges the perfect conductor 
will have should reside on the surface only, and any currents the perfect conductor 
will carry should flow on the surface only. The interrelationship between E and H 
assures that the time-varying magnetic field is also zero in the perfect conductor. 
Thus, in region 2 occupied by a perfect conductor, we have 

 2 20= =E D  (6-51a) 

 2 20= =H B  (6-51b) 

The boundary conditions at an interface between a lossless dielectric(region 1) and 
a perfect conductor(region 2) are therefore  

 1 0t =E  (6-52a) 

 1t J=H s  (6-52b) 

 1n =D sρ  (6-52c) 

 1 0n =B  (6-52d) 
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where t and n denote the tangential and normal components, respectively. It is im-
portant to remember that the unit surface normal is in the direction away from the 
conductor. For instance, 1nD  is the normal component of D, at the interface, 
pointing out of the conductor.  

The electric field intensity must be zero in the perfect conductor owing to the 
infinite conductivity of the material, whether or not it is time-varying. Although 
H is also zero in the perfect conductor, owing to the interrelationship between E 
and H, the static magnetic field H may not necessarily be zero in the perfect con-
ductor because it is not coupled to E. If there is a static surface charge ρs  on the 
interface between a lossless dielectric and a perfect conductor, the surface charge 
may be interpreted either as the net charge on the conductor, which will generate 
an electric field in the dielectric, or as the surface charge induced on the conductor 
by the electric field that is generated elsewhere and terminated on the conductor. 
Although the steady surface current Js  on the perfect conductor may be respon-
sible for H existing in the dielectric and the conductor, it may not be the one that 
is induced on the conductor by an external static magnetic field. This is because 
the tangential component of an external field H may be continuous across the in-
terface, or the surface of the perfect conductor, without inducing a surface current. 
However, under time-varying conditions, we see from the boundary conditions 
expressed by Eqs. (6-51b) and (6-52b) that the time-varying sJ  flowing on the 

perfect conductor may be interpreted either as the source current responsible for E 
and H existing outside the conductor or as the surface current induced on the 
conductor by an external electromagnetic field impinging on the conductor. Simi-
larly, we see from Eqs. (6-51a) and (6-52c) that the time-varying sρ  may be in-
terpreted either as the source charge producing an electromagnetic wave outside 
the conductor or as the surface charge induced on the conductor by an external 
electromagnetic wave impinging on the conductor. 

 
Fig. 6.9 An interface between a perfect conductor and a lossless dielectric. 

Exercise 6.9 
 Two fields 1 cos( )x oH t kz= ω −aH  and 2 cos( )x oH t kz= ω +aH  coexist in 

free space ( 0)z > . Find sJ  induced on the perfect conductor( 0z ≤ ).  

Ans. 2 cos( )y oH t= ωasJ  [A/m] . 
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Review Questions with Hints 
RQ 6.8 Write Maxwell’s equations in point form. [Eq.(6-41)] 
RQ 6.9 Write Maxwell’s equations in integral form. [Eq.(6-47)] 
RQ 6.10 What are the experimental laws that Maxwell’s equations are rooted in? 

 [Eq.(6-41)] 
RQ 6.11 What causes E and H to be coupled to each other? [Eq.(6-41b)] 
RQ 6.12 State the general boundary conditions for E and H [Eq.(6-48)] 
RQ 6.13 Why is it that 0= =E H  in a perfect conductor?[Eqs.(6-43a)(6-41a)] 
RQ 6.14 Why is it that 0t =E  and 0n =H  on the surface of a perfect conduc-

tor? [Eq.(6-51)] 

6.4   Retarded Potentials  

In Chapters 3 and 5 we saw that the electric potential V, due to a static charge ρv  

distributed in a volume ′V , is expressed by Eq. (3-68a), and the vector magnetic 
potential A, due to a steady current J distributed over ′V , is expressed by Eq. (5-
39b). Rewriting them,  

 
( )

( )
4

d
V

′

′ρ
=

πε
′


r

r
V

v

R

v
 [V] (3-68a)(6-53a) 
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where ′= −r rR  is the distance between the field point at position vector r and 

the source point at position vector ′r . When the source charge and current vary in 
time, one might be tempted to rewrite the above equations by replacing ( )′ρ rv  

with ( , )t′rvρ , and ( )′J r  with ( , )t′rJ , for the time-varying potentials. Even if 

the negative gradient of ( , )V tr  and the curl of ( , )trA  may be computed mathe-

matically, they do not represent the time-varying electric field and time-varying 
magnetic flux density, because they do not satisfy Maxwell’s equations.  

If the source charge or current varies with time, the potential at far distances 
cannot respond instantaneously. For instance, let 1V  be the static electric poten-

tial observed at r, which is due to a static charge 1ρ  located at ′r . If the charge is 

suddenly changed from 1ρ  to 2ρ  at ′r , it takes a finite period of time for the po-

tential observed at r to change from 1V  to 2V . In other words, the response to the 

change occurred at ′r  is observed at r at a later time, delayed by R /v, where v is 
the speed of propagation from the source to the observation point, and R is the dis-
tance between the two points in space. Thus the potentials 1( , )V tr  and 1( , )trA  

at time 1t t=  correspond to the sources 1( , / )t v′ −rv Rρ  and 1( , / )t v′ −r RJ  at 

an earlier time 1 /t t v= − R . In view of this reaction time, the time-varying elec-

tric potential and vector magnetic potential at position vector r are written as  
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which are called the retarded scalar potential and retarded vector potential, respec-

tively. In free space, the speed of light is 1/ o ov c= = ε μ , where oε  is the 

permittivity and oμ  is the permeability of free space.  

The retarded potentials are very useful for solving radiation problems. In the 
following we will begin with the definition of the vector magnetic potential A, and 
derive useful formulas related to the retarded potential. Following the same way in 
which the vector magnetic potential A in magnetostatics is defined from the sole-
noidal nature of B and the vector identity ( ) 0∇ ∇ × =U , the time-varying vector 

magnetic potential A is defined by  

 = ∇ ×B A   (6-55) 

Inserting Eq. (6-55) into Faraday’s law, we have 

 ( )
t t

∂ ∂∇ × = − = − ∇ ×
∂ ∂
B

E A   (6-56) 

Interchanging the time derivative and the curl on the right-hand side of Eq. (6-56), 
we get  

 0
t

∂ ∇ × + = ∂ 
E

A
 (6-57) 

Comparison of Eq. (6-57) with the vector identity ( ) 0W∇ × ∇ = leads to the defi-

nition of a time-varying scalar field V, that is,  

 V
t

∂+ = −∇
∂

E
A

 (6-58) 

or 

 V
t

∂= −∇ −
∂

E
A

 (6-59) 

We note that Eq. (6-59) reduces to the famous relation, V= −∇E , under static 

conditions in which / 0t∂ ∂ =A  is assumed. 

Next, inserting Eq. (6-55) into Ampere’s law expressed by Eq. (6-41b) we 
obtain 

 
t

∂∇ × ∇ × = μ + μ
∂
D

A J  (6-60) 
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Inserting Eq. (6-59) into Eq. (6-60) and applying the vector identity 

( ) 2∇ × ∇ × = ∇ ∇ − ∇U U U  we obtain  

 
2

2
2

V
t t

∂ ∂ ∇ − με = −μ + ∇ ∇ + με ∂ ∂ 
A

A J A  (6-61) 

where we used the constitutive relation = εD E . 
If the electric scalar potential V and the vector magnetic potential A were ob-

tained from Eq. (6-61), we could determine E and B from Eq. (6-59) and Eq. (6-
55), respectively. We know from linear algebra that two equations are required for 
a unique determination of two unknowns. Moreover, Helmholtz’s theorem requires 
the specification of the divergence of A, in addition to the curl of A given in Eq. (6-
55), for a unique determination of A. In view of these considerations, if we let  

  
V

t

∂∇ = −με
∂

A  (6-62) 

which is called the Lorentz condition for potentials, then Eq. (6-61) reduces to the 
inhomogeneous wave equation for vector potential, that is, 

  
2

2
2t

∂∇ − με = −μ
∂

A
A J  (6-63) 

Under static conditions, Eq. (6-62) reduces to 0∇ =A  as given in Eq. (5-47), 

while Eq. (6-63) reduces to the vector Poisson’s equation as given in Eq. (5-53).  
Substitution of Eq. (6-59) into Gauss’s law leads to  
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 (6-64) 

Upon inserting the Lorentz condition expressed by Eq. (6-62) into Eq. (6-64), we 
obtain the inhomogeneous wave equation for scalar potential, that is,  

 
2

2
2

vV
V

t
∂∇ − με = −
∂ ε

ρ
 (6-65) 

Under static conditions, Eq. (6-65) reduces to Poisson’s equation. We see from 
Eqs. (6-63) and (6-65) that the wave equations for A and V are decoupled from 
each other through the Lorentz condition, and there exists a remarkable symmetry 
between the two equations. 

If we set 0v = =ρ J  in Eq. (6-63) and Eq. (6-65), the equations reduce to the 

homogeneous differential wave equations for A and V, respectively, having general 
solutions of the form ( / )t v± RU  and ( / )W t v± R . These solutions represent 

the waves propagating through the source free region with a velocity 1/v = με .  



6.4   Retarded Potentials 351
 

Example 6-5 
Find the retarded vector magnetic potential at point p in free space, which is 
caused by an incremental current element of a linear dimension h[m] located at 
the origin, carrying an ac current ( ) cos( )oI t I t= ω [A]. 

Solution 
Rewriting Eq. (6-54b) for a line current, with the speed of light in free space 

1/ o oc = ε μ , we have 

'

( / )
( , )

4
o

z l
I t c

t d ′μ −=
πr a

L

R
R

A  (6-66) 

Assuming h to be vanishingly small, we use an approximate expression, 
R′− ≅r rR = , where ′r  is the position vector of a point on the line 

current and R is the radial distance in spherical coordinates. Evaluating the 
line integral in Eq. (6-66), we get  

[ ]( , ) cos ( / )
4

o
o z

h
t I t R c

R

μ
= ω −

π
r aA  (6-67) 

where c is the speed of light in free space. The vector magnetic potential at a 
distance R from the origin is retarded by R/c in time with respect to the 
current at the origin. The retardation time is the travel time of the 
electromagnetic wave from the origin to the field point p.  

 

Fig. 6.10 Retarded potential due to a current element at the origin. 
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Exercise 6.10 
 Derive the point form of Ampere’s circuital law by assuming static field 

conditions in Eqs. (6-55), (6-62) and (6-63). 

Ans. ∇ × =H J . 

Exercise 6.11 
 Derive Faraday’s law from Eq. (6-59). 

Ans. 
t

∂∇ × = −
∂
B

E . 

 
Review Questions with Hints 

RQ 6.15 Define scalar electric potential V and vector magnetic potential A under 
time-varying conditions. [Eqs.(6-59)(6-55)] 

RQ 6.16 Explain how E and B are obtained from V and A. [Eqs.(6-59)(6-55)] 
RQ 6.17 Express inhomogeneous wave equations for V and A. [Eqs.(6-65)(6-63)]  
RQ 6.18 Do V and A always form waves propagating through space? [Eq.(6-54)]  

Problems 

6-1 Find the electromotive force in a stationary circular loop of radius a placed 
in the xy -plane with the center at the origin, which is caused by the mag-

netic flux density ( ) ( )1 cosz ot B t k−= ρ ω − ρaB , where ρ is the radial dis-

tance in cylindrical coordinates, t is time, and oB , ω, and k are constants.  

6-2 A rectangular wire loop is connected to a resistor R and placed in the yz-
plane in the magnetic flux density sin( )sin( )o xB ky t= ωaB  as shown 

in Fig. 6.11. Find  
 (a) voltage 1 2−v  induced across terminals 1 and 2,  

 (b) current flowing in the loop having a self-inductance L. 

 

Fig. 6.11 A rectangular wire loop (Problem 6-2). 
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6-3 A rectangular wire loop rotates about the z-axis with an angular velocity 

oω  in the static magnetic flux density o xB=B a  as shown in Fig. 6.12. 

Find the induced voltage in the loop by calculating  
 (a) motional emf , 

 (b) magnetic flux linkage with the loop. 

 

Fig. 6.12 A wire loop rotates in a static B (Problem 6-3). 

6-4 With reference to Fig. 5.30 shown in Example 5-15, in which the rectangu-
lar loop is now moving in the ρa -direction with a constant velocity 

ov ρ=v a  in the presence of B, which is produced by the current I flowing 

in the straight wire oriented along the z-axis, find emf induced in the loop. 
6-5  A conducting disk of radius a rotates with an angular velocity oω  in a uni-

form static field o zB=B a , as shown in Fig. 6.13. Find the induced emf 

between terminals 1 and 2, assuming the shaft to be negligibly thin. 

 

Fig. 6.13 A conducting disk rotates in a static field B (Problem 6-5). 
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6-6  A conducting disk of a radius a and a small height h is made of a material 
of a finite conductivity σ and a permeability oμ . It is placed on the xy-

plane in the presence of a uniform, time-varying, magnetic flux density 
cosz oB t= ωaB  as shown in Fig. 6.14. Ignoring time-delay of emf at 

different points on the disk, and neglecting the magnetic field induced by 
the current in the disk, compute 

 (a) induced emf along a circle of radius ρ, 
 (b) total time-average power dissipated in the disk.  

 

Fig. 6.14 A conducting disk in a time varying field B (Problem 6-6). 

6-7  An electric field is given by ( )coso xE t kz= ω −aE  in a lossy dielectric 

of a finite conductivity σ and permittivity ε. Find 
 (a) conduction current density CJ , 

 (b) displacement current density DJ , 

 (c) ratio between the amplitudes of CJ  and DJ . 

6-8 A coaxial capacitor of a finite length L consists of two cylindrical shells of 
radius a and radius b (a < b). It is filled with a dielectric(ε and oμ ), and 

connected to an ac-voltage source, cosoV t= ωv . Ignoring the fringing 

effects at the edges and the retardation of v in the gap, find  
 (a) conduction current,  
 (b) displacement current in the gap. 
6-9 A lossless dielectric with ε and oμ  is infinite in extent.  

 (a) Write Maxwell’s equations in point form, 

 (b) For the electric field ( ) ( )1 2 cosx yE E t kz= + ω −a aE , find H , and 

 (c) Express k in terms of ω, ε, and oμ . 

6-10 Consider a time-varying but spatially uniform field ( ) coso xt E t= ωaE . 

To show that the given field cannot be an electromagnetic field in free 
space, follow the steps below:  

 (a) Obtain H by inserting the given E into Maxwell’s equations.  
 (b) Obtain E by inserting H given in part (a) into Maxwell’s equations. 
 (c) Compare E obtained in part (b) with the given E. 
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6-11 For the electric field ( )x o of t z= − μ εaE  given in free space, 

 (a) obtain H by substituting E into Maxwell’s equations,  
 (b) show that both E and H satisfy Maxwell’s four equations,  
 (c) under what condition for f do both E and H satisfy Maxwell’s equa-

tions? 
6-12  The 0z =  plane is an interface between free space ( 0)z <  and a lossless 

dielectric ( 0)z ≥  with 2
onε = ε  and oμ . The electric field is given as 

cos( ) cos( )o i x o o r x o oE t z E t z= ω − ω μ ε + ω + ω μ εa aE  in free space, 

whereas the electric field is given as 1 cos( )t x o oE t zn= ω − ω μ εaE  in 

the dielectric(n, ω, ,  i rE E , and tE  are constants). 

 (a) Show that the magnetic fields are given, in their respective regions, as  

 / cos( ) cos( )o o o i y o o r y o oE t z E t z = ε μ ω − ω μ ε − ω + ω μ ε a aH  

 1 / cos( )o o t y o on E t zn= ε μ ω − ω μ εaH . 

 (b) Express tE  and rE  in terms of iE  and n[Hint: boundary conditions].  

6-13 The 0z =  plane is an interface between a perfect conductor ( 0)z ≥  and 

free space ( 0)z < . Two electric fields coexist in free space such that 

1 1 cos( )x y zE t k y k z= ω − −aE  and 2 2 cos( )x y zE t k y k z= ω − +aE , 

where 1 2,  ,  , yE E kω , and zk  are constants. Find 

 (a) ratio 1 2/E E , 

 (b) magnetic field in free space, 
 (c) surface current density induced on the interface at 0z = .  

6-14  Given the vector magnetic potential ( )cos /o xA t z c= ω −  aA  in free 

space, find E by making use of  

 (a) = ∇ ×B A  and 
t

∂∇ × =
∂
D

H . 

 (b) 
V

t

∂∇ = −με
∂

A  and V
t

∂= −∇ −
∂

E
A

. 

6-15 A vector magnetic potential is given as [ ](1/ )cos ( / )o zA R t R c= ω −aA  

in free space, where R is the radial distance in spherical coordinates, and 

the speed of light 1/ o oc = ε μ . Show that the electric and magnetic fields 

are given as [ ](1/ )sin ( / ) sinoA R t R cθ= − ω ω − θaE  and 

[ ]/ (1/ )sin ( / ) sino o oA R t R cφ= − ω ε μ ω − θaH , respectively, at far 

distances( R → ∞ ). 
 



Chapter 7 
Wave Motion 

7.1   One-Dimensional Waves 

A wave is the disturbance of a medium that travels through space with no change 
in its shape. A mechanical wave in a stretched spring, a water wave on the surface 
of a lake, and a sound wave in the air are good examples of traveling waves. There 
are two types of traveling waves. For instance, the wave in a spring as shown in 
Fig. 7.1(a) is a longitudinal wave for which the medium is displaced in the same 
direction as the direction of propagation of the wave. The other wave as shown in 
Fig. 7.1(b) is a transverse wave for which the medium is displaced in the direction 
perpendicular to the direction of propagation of the wave. Although a wave can 
transport energy from one point to another in space, the material medium itself 
does not advance in space. This is the reason that a wave can propagate at a great 
speed.  

 

Fig. 7.1 Waves in a spring: (a) longitudinal wave, and (b) transverse wave.  

The wave shown in Fig. 7.1(b) propagates along the horizontal axis, which is 
designated +x-axis. The disturbance of the medium, or the spatial variation of the 
spring, varies along the x-axis only, and thus the wave is called a one-dimensional 
wave. The expression for the disturbance is called the wavefunction, which is gen-
erally given as functions of space and time such as  

 ( , )f x tψ =  (7-1) 

To be a wavefunction, it is necessary that the function f is smooth in space and time 
so that it is differentiable with respect to x and t. The wavefunction contains all the 
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information about the wave such as wave shape, propagation direction, and wave 
velocity. Although a traveling wave may be well described mathematically by its 
wavefunction, unfortunately, it cannot be drawn on a paper because its disturbance 
varies simultaneously with position and time. To avoid this difficulty, we take a de-
tour. First, by holding the variable t constant at a particular time, we draw ψ as a 
function of position, which is called the profile of the wave. The profile corres-
ponds to taking a picture of the wave at that time. Second, by fixing the variable x 
at a point in space, we draw ψ as a function of time. 

Consider Fig. 7.2, which simultaneously shows the two profiles of a wave taken 
at 0t =  and 1t t= , respectively. The first one is described by a function ( )f x , 

and the second one by a function ( )f x , namely  

 ( ,0) ( )x f xψ =  (7-2a) 

 1( , ) ( )x t f xψ =  (7-2b) 

where ψ  denotes the wavefunction, in general, while f and f  represent wave-

functions, in particular, at times 0t =  and 1t . As we see in Fig. 7.2, the second 

profile is displaced to the right by a distance 1vt , with respect to the first one, 

where v is the velocity of the wave. In view of this, we write the second profile as 

 1 1( , ) ( )x t f x vtψ = −   (7-3) 

 

Fig. 7.2 Two profiles of a wave taken at 0t =  and 1t t= : ( ,0) ( )x f xψ =  and 

1( , ) ( )x t f xψ = .  

Allowing 1t  in Eq. (7-3) to vary between zero and infinity, we can obtain a 

general expression for the wavefunction as 

 ( , ) ( )x t f x vtψ = −  (7-4) 

If the wave is traveling in the −x-direction, its wavefunction is, of course, ex-
pressed as  

 ( , ) ( )x t f x vtψ = +  (7-5) 
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The two waves expressed by Eqs. (7-4) and (7-5) have the same profile at time 
0t = . At time 0t > , however, two waves move farther away from each other as 

illustrated in Fig. 7.3. 

 

Fig. 7.3 Two waves of 1 ( )f x vtψ = −  and 2 ( )f x vtψ = + .  

The differential wave equation had been well known long before Maxwell and 
used for describing wave motions in different types of media. In a lossless me-
dium, it is a homogeneous, second order, linear, partial differential equation. In 
one-dimensional space, the differential wave equation becomes  

 
2 2

2 2 2

1
x v t

∂ ψ ∂ ψ=
∂ ∂

  (7-6) 

where the wave velocity v is constant in a homogeneous and linear medium. As 
we will see in Section 7-3, Maxwell’s equations can be combined into a three-
dimensional differential wave equation. However, in this section, we focus our 
discussion on the wave propagating in one dimensional space. Through direct 
substitution, we can show that the second-order differential wave equation ex-
pressed by Eq. (7-6) has two independent solutions of the form 

 ( )f x vtψ = ±  (7-7) 

By direct substitution we can show that the following formulas are also solutions 
to Eq. (7-6):  

 ( )f vt xψ = ±  (7-8) 

It is important to note that the function f in Eqs. (7-7) and (7-8) may be arbitrary 
only if it is twice differentiable. The plus sign in the argument signifies that the 
wave propagates in the –x-direction, whereas the minus sign signifies that the 
wave propagates in the +x-direction.  

 
Example 7-1 
If a function ( )f x  is given as in Fig. 7.4, sketch the two traveling waves expressed 

by 1 ( )f x vtψ = −  and 2 ( )f vt xψ = −  as functions of position at time 1t t= .  
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Fig. 7.4 A smooth function.  

Solution 

 

Fig. 7.5 Two waves, 1 1( )f x vtψ = −  and 2 1( )f vt xψ = − .  

Example 7-2 
Do the following functions represent traveling waves in a homogenous and linear 

medium? (a) 
2( 3 )x te − −ψ = , and (b) sin(2 )xtψ = . 

 

Solution 

(a)  
2 2

2
( 3 ) 2 ( 3 )

2 2 4( 3 )x t x te x t e
x

− − − −∂ ψ = − + −
∂

 

 
2 2

2
( 3 ) 2 ( 3 )

2 18 36( 3 )x t x te x t e
t

− − − −∂ ψ = − + −
∂

 

 Taking the ratio between the two terms, we have 

 
2 2

2
2 2/ 9v

t x
∂ ψ ∂ ψ= =
∂ ∂

 

 It is a wave traveling with a constant speed 3v = . 

(b) 
2

2
2 (2 ) sin(2 )t xt

x
∂ ψ = −
∂

 

 
2

2
2 (2 ) sin(2 )x xt

t
∂ ψ = −
∂

 

 
22 2

2 2
/ constant

x

t x t

∂ ψ ∂ ψ  = ≠ ∂ ∂  
   

 It is not a traveling wave. 
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Exercise 7.1 
 Determine the propagation direction of the following waves: (a) ( )f x tψ = − − , 

(b) 210sin ( 5 )z tψ = − + , and (c) cos(4 3 10)z tψ = − + .  

Ans. (a) -x-direction, (b) +z-direction, (c) +z-direction. 

Exercise 7.2 
 Show by direct substitution that the following functions satisfy one-dimensional 

differential wave equation: (a) ( )f x vtψ = − − , (b) ( / )f t x vψ = + , and (c) 

( / )f t x vψ = − .  

Exercise 7.3 
 Is ψ  a longitudinal or transverse wave ?  

 (a) 5 cos(2 3 )x x tψ = −a , and (b) 4 cos(2 3 )y x tψ = −a   

Ans. (a) Longitudinal wave, (b) Transverse wave.  
 
Review Questions with Hints 

RQ 7.1 Why is it necessary for the wavefunction to be smooth in space and 
time in a homogeneous and linear medium? [Eq.(7-6)] 

RQ 7.2 What determines the direction of propagation of the wave in the wave-
function? [Eq.(7-7)] 

7.1.1   Harmonic Waves 

If the profile of a wave is given by a sine or cosine curve, the wave is referred to 
as a harmonic wave. It is customary to use cosine function for the harmonic wave. 
The wavefunction of a harmonic wave is written in general as  

 [ ] [ ]cos ( ) coso oA k x vt A kx tψ = − + ϕ = − ω + ϕ  (7-9) 

where A is the amplitude, k is the propagation constant, ω is the angular frequen-
cy, which is the frequency multiplied by 2π: 2 fω = π . The entire argument of the 

cosine function in Eq. (7-9) is called the phase. The phase of the wave, ϕ, is func-
tions of space and time, that is,  

 okx tϕ = − ω + ϕ  (7-10) 

where oφ  is a constant called an initial phase.  

The phase velocity of a harmonic wave is the velocity with which the crest of the 
wave travels along the +x-axis. For instance, if a harmonic wave travels with a phase 
velocity pv , the crest of the wave is displaced along the x-axis by a distance pv tΔ  

in a time tΔ . In this case, if the displacement pv tΔ  corresponds to a distance xΔ  

along the +x-axis, or px v tΔ = Δ , it means that the crest at a point 1x x=  at time 
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1t t=  will appear at another point 1x x x= + Δ  at a later time 1t t t= + Δ . These 

statements can be expressed in terms of the phase of the wave as follows:  

 1 1 1 1 1( ) ( )o okx t k x x t tϕ = − ω + ϕ = + Δ − ω + Δ + ϕ  

This relation is based on the fact that the crests at different points in space are at 
the same phase; two crests with a phase difference of an integer multiple of 2π are 
indistinguishable in a harmonic wave. Rewriting the above equation we obtain 

 0k x tΔ − ωΔ =  

As was discussed earlier, the phase velocity of the wave is defined by 
/pv x t= Δ Δ . By inserting this relation into the above equation, we obtain the 

phase velocity as  

 pv
k

ω=  [m/s] (7-11) 

The phase velocity of a harmonic wave is the ratio between the angular frequency 
and the propagation constant. 

The harmonic wave is periodic both in space and time, and thus has two pe-
riods: spatial period, also called wavelength λ, and temporal period τ. If a harmon-
ic wave is the end result of an electromagnetic process, the given system is said to 
be at sinusoidal steady-state. Under this condition, it is of little consequence to 
distinguish between the crests of a harmonic wave. If two crests are observed at 
two different points in space, at the same time, it simply means that the two spatial 
points are at the same time-phase. At two points 1x x=  and 1x x= + λ , sepa-

rated by the wavelength, the harmonic wave exhibits the same time-behavior, 
which is expressed as  

 [ ] ( )1 1cos ( ) cosA k x t A kx t+ λ − ω = − ω  (7-12) 

Note that this expression leads to 2kλ = π . By the same token, at two different 
times 1t t=  and 1t t= + τ , separated by the temporal period, the spatial field 

patterns of the wave should be the same such that  

 [ ] ( )1 1cos ( ) cosA kx t A kx t− ω + τ = − ω  (7-13) 

which leads to the relation 2ωτ = π . Rewriting these relations, the propagation 
constant and the angular frequency of a harmonic wave are expressed as  

 
2

k
π=

λ
 [rad/m] (7-14) 

 
2

2 f
πω = = π
τ

  [rad/s] (7-15) 
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where λ is the wavelength, τ is the temporal period, and f is the frequency. Insert-
ing Eqs. (7-14) and (7-15) into Eq. (7-11) we obtain a useful relation, that is, 

 pv f= λ  [m/s] (7-16) 

The phase velocity of a harmonic wave is equal to the product of the frequency 
and the wavelength. 

To see the relation between the time-behavior and the spatial field pattern of a 
harmonic wave, let us consider Fig. 7.6, in which a harmonic wave is generated by 
a source located at 0x = , and propagates along the x-axis at time 10 t t≤ ≤  

with a velocity v. The spatial field pattern at time 1t t=  is drawn in the figure, 

while the time-behaviors at points 1x x=  and 2x x=  are shown in the insets. 

We note that the curve for the wavefunction in time domain is reversed with re-
spect to that in space domain. This is due to the negative sign in the argument of 
the wavefunction given in Eq. (7-9). 

 

Fig. 7.6 Spatial field pattern of a harmonic wave. Time-behaviors at points 1x x=  and 

2x x=  are shown in the insets. 

Example 7-3 
Given a harmonic wave ( )4cos 2 0.2 3x tψ = − π − , find (a) amplitude, (b) 

direction of propagation, (c) wavelength, (d) temporal period, (e) frequency, and 
(f) phase velocity. 

 

 



364 7   Wave Motion
 

Solution 
(a) 4, 
(b) x+ -direction, 

(c) 
2

2 0.2k
π= = π ×

λ
 →  5[m]λ = , 

(d) 
2

2 3
πω = = π ×
τ

 →  
1

[sec]
3

τ = , 

(e) 2 2 3fω = π = π ×  →  3[1/sec]f = , 

(f) 15[m/s]pv f
k

ω= = λ = . 

 
Exercise 7.4 
Express the wavefunction in cosine for a wave, propagating along the +x-direction 
with 10[m/s]pv = , whose time-behavior at 0x =  is shown in Fig. 7.7. 

 

Fig. 7.7 Time-behavior of a harmonic wave. 

Ans. ( )3cos 0.1 /2x tψ = π − π − π . 

7.1.2   Complex Form of a Harmonic Wave 

Harmonic waves are mathematically demanding because they are expressed in 
terms of trigonometric functions such as sine and cosine. For instance, summing 
two simple harmonic waves expressed by cosine functions may require tedious 
manipulations of the trigonometric rules. We can circumvent this difficulty by us-
ing complex exponentials in place of the cosine functions. This method has a 
couple of advantages in dealing with harmonic waves. First, the complex expo-
nential provides an easy way of describing the superposition of harmonic waves. 
Second, it provides a simply way of handling the phase and impedance.  

As we already know, a complex number ẑ  is comprised of a real part and an 
imaginary part such as 

 ẑ x iy= +  (7-17) 
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where 1i = − , and both x and y are real numbers. The real exponential function 
exp( )x  can be extended to a complex exponential ˆexp( )z  by making use of the 

Euler formula given as  

 cos sinie i± θ ≡ θ ± θ  (7-18) 

Algebraic manipulations of Eq. (7-18) give  

 
1

cos Re
2

i i ie e eθ θ − θ   θ = = +      (7-19a) 

 
1

sin Im
2

i i ie e e
i

θ θ − θ   θ = = −     (7-19b) 

where Re[.]  and Im[.]  denote the real and imaginary parts, respectively.  

It is customary to use the real part of a complex exponential for a harmonic 
wave such as  

 ( ) ( )( , ) cos Re oi kx t
ox t A kx t Ae −ω +ϕ ψ = − ω + ϕ =    (7-20) 

which we call the real instantaneous form of the harmonic wave. From this point, 
with the understanding that the actual wave is its real part, we express the wave-
function of a harmonic wave simply as  

 ( )oi kx tAe −ω +ϕψ =  (7-21) 

This is called the complex form of the harmonic wave. In solving a problem under 
sinusoidal steady-state conditions, we use the complex form until the final result is 
reached, and then take the real part to express the solution in real instantaneous 
form.  

Alternatively, the complex form of the harmonic wave is expressed as  

 ˆ( )oi ikx i t ikx i tAe e e Ae eϕ − ω − ω  ψ = ≡     (7-22) 

In the above equation Â  is called the complex amplitude, which is defined as 

 ˆ ojA Ae ϕ=  (7-23) 

where A is the amplitude and oϕ  is the phase angle. Throughout the text, a com-

plex number is denoted by ^ on the top (called “caret” or “hat”).  
The frequency of a harmonic wave does not change, as the wave propagates 

through linear media. In view of the constant frequency, we can drop the harmonic 
time-dependence term i te − ω  from Eq. (7-22), and write the wavefunction of the 
harmonic wave simply as  

 ˆ ikxAeψ =  (7-24) 
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where Â  is the complex amplitude. If a harmonic wave is expressed as the above 
time-independent complex form, we can obtain the real instantaneous wavefunc-
tion by multiplying it by i te − ω  and taking the real part.  

Even if we use –i instead of i in the complex form in Eq. (7-21), there will be 
no change in the real instantaneous form in Eq. (7-20). In solving practical elec-
tromagnetic problems, the use of –i is preferred to that of i, even though the latter 
may offer a definite advantage in certain cases. To avoid confusion, it is customa-

ry to express –i as –j, where 1j = − . Thus, the complex form of the harmonic 

wave is expressed alternatively as 

 ( )ˆ( , ) j t kxx t Ae ω −ψ =  (7-25)  

where 1j = − . In the same way as was done for i te − ω , the time-dependence 

term j te ω  is dropped from Eq. (7-25), with the understanding that there is no 
change in the frequency of a harmonic wave propagating through linear media. 
Thus the harmonic wave is simply expressed as  

 ˆ jkxAe −ψ =  (7-26) 

This is called the phasor form of the harmonic wave. The real instantaneous value 
is obtained by multiplying the phasor by j te ω  and taking the real part, that is,  

 ( )ˆRe cosjkx j t
oAe e A t kx− ω ψ = = ω − + ϕ   (7-27) 

where the complex amplitude ˆ ojA Ae ϕ= . 
Two complex forms shown in Eqs. (7-24) and (7-26) have distinct advantages 

and disadvantages of their own. The complex form shown in Eq. (7-24) enables us 
to easily visualize the spatial field pattern of the harmonic wave at a particular 
time. For example, the spatial field pattern of a given wave at a later time tΔ  can 
be obtained simply by making the former field pattern displaced by a distance 
v tΔ  along the direction of propagation of the wave. On the other hand, the phasor 
form shown in Eq. (7-26) is useful for specifying time delays of the harmonic 
wave at different points in space; a positive phase simply means a lead in time 
phase. It also allows us to handle the impedance in a straightforward manner. For 
instance, a positive phase angle of the intrinsic impedance simply means that the 
electric field leads the magnetic field in time phase. It is important to remember 
that only one complex form should be used throughout a given problem. The pha-
sor form will be extensively used in the following chapters.  

If the time-dependence of the harmonic wave is specified by the term i te − ω , the 
exponent of the complex exponential in Eq. (7-24) represents the space-phase. In 
contrast, if the time-dependence is specified by the term j te ω , the exponent of the 
complex exponential in Eq. (7-26) represents the time-phase.  

 
 



7.1   One-Dimensional Waves 367
 
 

Example 7-4 
Consider two harmonic waves of the same wavefunction 

8(3 10 )
1

i x i t
o Ae π − π×ψ = ψ =  

given in free space, as shown in Fig. 7.8. Wave 1ψ  passes through a lossless 

medium ( 2[m] 3.5[m]x≤ ≤ ) with a propagation constant 2 [rad/m]k = π . For 

the sake of simplicity, it is assumed that there is no reflection at the interface, and 
the wavefunction is always continuous across the interface. Find the real 
instantaneous values of (a) 2ψ , (b) 3ψ , and (c) phase difference Δϕ . 

 
Fig. 7.8 Two harmonic waves.  

Solution 
(a) Just before crossing the interface at 2[m]x = , the time-independent 

complex form of 1ψ  is  

2
1( 2) ix Ae Aπψ = = =  (7-28) 

 In the material of 2k = π , the time-independent complex form of the wave 
is, in general, 

2
2( ) ikx i xx Ce Ce πψ = =  C, constant (7-29) 

 Two disturbances at 2[m]x = , as given in Eqs. (7-28) and (7-29), should 

be equal according to the boundary condition. Thus, 

4jA Ce π=  

Inserting the above equation into Eq. (7-29), we have 

2
2( ) i xx Ae πψ =  (7-30) 
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 In the region 2[m] 3.5[m]x≤ ≤ , the real instantaneous value is 

 ( )2 8
2 Re cos 2 3 10i x i tAe e A x tπ − ω ψ = = π − π ×  .  

(b) Just before crossing the interface at 3.5[m]x = , from Eq. (7-30) we get 

2 3.5
2( 3.5) i ix Ae Aeπ× πψ = = =  (7-31) 

 The general wavefunction in the region 3.5[m]x ≥  is the same as that in 

the region 2[m]x <  

3( ) i xx C e π′ψ =  C ′ , constant (7-32)  

 Two disturbances at 3.5[m]x = , as given in Eqs. (7-31) and (7-32), should 

be equal according to the boundary condition. Thus, 

 3.5
3( 3.5) i ix C e Aeπ π′ψ = = =  

 or 

 0.5iC Ae − π′ =  

 Inserting the above equation into Eq. (7-32), we have 

 0.5
3( ) i i xx Ae e− π πψ =    

 In the region 3.5[m]x ≥ , the real instantaneous value is  

0.5 8
3 Re cos 3 10 0.5i i x i tAe e e A x t− π π − ω   ψ = = π − π × − π    . (7-33) 

(c) At point p with px x= , the two waves are given as 

 8cos( 3 10 )o pA x tψ = π − π ×  

 8
3 cos( 3 10 0.5 )pA x tψ = π − π × − π  

In view of the crests 1c  and 3c  shown in Fig. 7.8, 3ψ  appears to reach 

point p earlier than oψ , and thus 3ψ  leads oψ  by 0.5 [rad]π  in time-

phase. On the other hand, in view 1c  and 2c , 3ψ  lags behind oψ  by 

1.5 [rad]π  in time-phase.  

  
Example 7-5 
A harmonic wave, 0.5j x j tAe − π + ωψ = ( j te ω  is used instead of i te − ω ), propagates in 
the +x-direction in free space as shown in Fig. 7.9.  
(a) Plot ψ  versus tω  at 1x x=  and 2x x= . 

(b) How much does 2( , )x tψ  lag behind 1( , )x tψ  in time-phase?  
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Fig. 7.9 A harmonic wave. 

Solution 
(a) Disturbances at 1x x=  and 2x x=  are  

 0.5 3.5 1.75
1( ) j jx Ae Ae− π× − πψ = =  

 0.5 5 2.5
2( ) j jx Ae Ae− π× − πψ = =  

 In real instantaneous form 

 1( , ) cos( 1.75 )x t A tψ = ω − π  

 2( , ) cos( 2.5 )x t A tψ = ω − π  

 

Fig. 7.10 Time-behaviors of the harmonic wave at 1x x=  and 2x x= . 

(b) The phase difference is  

 2 1 ( 2.5 ) ( 1.75 )

                 0.75

t tΔϕ = ϕ − ϕ = ω − π − ω − π
= − π

  

 The minus sign signifies that 2( , )x tψ  lags behind 1( , )x tψ  by 

0.75 [rad]π  in time-phase.  

 
Exercise 7.5 

 Given a phasor 4.32 jeψ = , find the real instantaneous value oscillating at an 
angular frequency ω. 

Ans. 2cos( 4.3)tψ = ω +   
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Exercise 7.6 
 For the following pairs of phasors, determine the time-phase by which 2ψ  lags 

behind 1ψ . (a) 4.3
1 2 jeψ =  and 2.1

2 3 jeψ = , (b) 1 4 je πψ =  and 1.2
2 4 je πψ = − , 

(c) 0.7
1 6 je πψ =  and 1.8

2 5 je πψ = , and (d) 0.6
1 2 je −ψ =  and 1.8

2 2 je −ψ = .  

Ans. (a) 2.2[rad] , (b) 0.8 [rad]π , (c) 0.9 [rad]π , (d) 1.2[rad] . 

 
Review Questions with Hints 

RQ 7.3 Define the phase of one-dimensional harmonic wave? [Eq.(7-10)] 
RQ 7.4  Define phase velocity? [Eqs.(7-11)(7-16)] 
RQ 7.5 Define propagation constant and specify its unit? [Eq.(7-14)] 
RQ 7.6 Write Euler formula? [Eq.(7-18)] 
RQ 7.7 Can the frequency of a wave be determined from the phasor? 
  [Eqs.(7-11)(7-26)] 

7.2   Plane Waves in Three-Dimensional Space 

An extension of the differential wave equation expressed by Eq. (7-6) to three-
dimensions leads to the three-dimensional differential wave equation, that is,  

 
2

2
2 2

1
v t

∂ ψ∇ ψ =
∂

 (7-34) 

where 2∇  is the Laplacian operator, and v is the phase velocity of the wave in a 
given medium. The propagation of a wave in three-dimensional space is totally 
governed by Eq. (7-34). In this section, we will show that the simplest solution to 
Eq. (7-34) is a uniform plane wave, in which the spatial points of a constant phase 
form a plane, and the disturbance is constant and uniform on that plane. Since the 
energy of a three-dimensional wave gradually spreads out over the transverse 
plane as the wave propagates along a given direction, the profile of the wave gen-
erally varies in space. Nevertheless, the profile of the wave as a whole does not 
change with time. A uniform plane wave is the only wave that has the same profile 
at every point in space. From now on, we define a three-dimensional wave as a 
time-varying field satisfying the differential wave equation given in Eq. (7-34).  

The three-dimensional differential wave equation has two independent general 
solutions of the form  

 cos ( )o x y z oA k x k y k z t ψ = + + ± ω + ϕ   (7-35) 

where oϕ  is a constant phase. The general solution given in Eq. (7-35) can be 

readily verified by directly substituting it into Eq. (7-34). If the two general solu-
tions are linearly combined in such a way as to satisfy given boundary conditions, 
such a particular solution must be a unique solution in the given region, according 
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to the uniqueness theorem given from calculus. We rewrite Eq. (7-35) in complex 
form as  

 ˆ i i tAe ± ωψ = k r  (7-36) 

where the complex amplitude ˆ exp( )o oA A i= ϕ , and k is the wavevector defined 

in Cartesian coordinates as  

 x x y y z zk k k= + +k a a a  (7-37a) 

 2 2 2 2
x y zk k k

π= + + =
λ

k  (7-37b) 

In the above equations, λ is the wavelength, and r is the position vector expressed 
in Cartesian coordinates as  

 x y zx y z= + +r a a a  (7-38) 

We note that the three-dimensional wave shown in Eq. (7-35) reduces to a one-
dimensional wave as given in Eq. (7-9), if it is constrained to propagate along the 
x-axis only.  

If a three-dimensional wave exists in a region of space, its phase forms a scalar 
field in the region, which is a smooth function of position at a given time. Accor-
dingly, the spatial points of an equal phase define a smooth surface in the given 
region, which we call a phase front or wavefront. We now explore the wave ex-
pressed by Eq. (7-36) for the distribution of the phase in space. We see from Eq. 
(7-36) that the phase is solely determined by the term k r , which is the dot 

product of the wavevector k, which is a constant, and the position vector r, which 
varies from point to point in space. To specify the spatial points at which the 
phase is given by a constant a, we desire to find the position vectors that satisfy 
the following relation:  

 a=k r  (7-39) 

Again, r is the position vector, and k is the wavevector. If or  is one of the posi-

tion vectors satisfying Eq. (7-39), such that o a=k r , we can rewrite Eq. (7-39) 

as 

 ( ) 0o− =k r r  (7-40) 

where k and or  are constant, while r defines those points whose position vectors 

satisfy Eq. (7-40). We see from the dot product in Eq. (7-40), that the vector 

o−r r  should be in a plane perpendicular to k as shown in Fig. 7.11. In other 
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words, the position vector r in Eq. (7-40) defines a plane that is perpendicular to 
the wavevector k, and passes through the point specified by or . Consequently, 

the wave expressed by Eq. (7-35) or (7-36) has planar wavefronts, infinite in ex-
tent in three-dimensional space, on which the disturbance is constant and uniform; 
the wave is called a uniform plane wave.  

 

Fig. 7.11 The wavefront is perpendicular to the wavevector k. 

The wavefront of a uniform plane wave is periodic along the direction of its 
wavevector, repeating itself every λ, or the wavelength. Consider two points sepa-
rated by a distance λ along the k-direction. In vector notation, the two points are 
conveniently specified by position vectors r and k+ λr a , respectively. The peri-

odic nature of the wave assures that the disturbances at the two points are the 
same, that is, 

 ( )ˆ ˆ kiiAe Ae +λ= k r ak r   (7-41) 

The equality in Eq. (7-41) leads to 2kλ = πk a . Thus, we have  

 
2

k
π=

λ
 [rad/m] (7-42) 

This is also called the wavenumber.  
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Fig. 7.12 Two planar wavefronts with the same phase. 

Figure 7.13 can help us visualize the propagation of the uniform plane wave 
expressed by Eq. (7-36). The parallel planes represent the wavefronts of the wave, 
which are perpendicular to the direction of k, and move in unison in the direction 
of k as time increases. A cosine curve can be conveniently used to represent these 
planar wavefronts, which are infinite in extent and thus difficult to draw on a pa-
per. Each point on the cosine curve corresponds to a planar wavefront that passes 
through the point and intersects the axis of the curve at right angles. The abscissa 
represents the phase that is constant on a given wavefront, and the ordinate 
represents the magnitude of the disturbance that is uniform on the wavefront.  

 

Fig. 7.13 Infinite planar wavefronts moving in unison along the k-direction. 
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Example 7-6 
A uniform plane wave of an amplitude A propagates with a wavevector k, which 
makes an angle θ with the y-axis in the yz-plane as shown in Fig. 7.14.  
(a) Write the wavefunction in complex form. 
(b) Find the spatial periods yλ  and zλ , which are measured along the y- and z-

axes, respectively.  

 

Fig. 7.14 Planar wavefronts of a uniform plane wave. 

Solution 
(a)  Wavevector in component form 

2
(cos sin )y z

π= θ + θ
λ

k a a  

 Wavefunction in complex form is therefore  

( )2
cos sini y z i t

Ae
π θ + θ − ω

λψ = . (7-43) 

(b)  From Eq. (7-43), the phases at 1y y=  and 1 yy y= + λ  are 

1 1

2
cosy t

πϕ = θ − ω
λ

 at 1y y=  (7-44a) 

( )2 1

2
cosyy t

πϕ = + λ θ − ω
λ

 at 1 yy y= + λ   (7-44b) 

 Since the phase difference between the two points is 2π, or 2 1 2ϕ − ϕ = π , 

from Eq. (7-44), we obtain 

 
cosy

λλ =
θ
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Following the same procedure as for yλ , noting that the phase difference 

between two points at 1z z=  and 1 zz z= + λ  is 2π, we obtain 

 
sinz

λλ =
θ

. 

 
Exercise 7.7 

 Referring to Fig. 7.11, find the distance between the wavefront with a phase a and 
the origin with a zero phase.  

Ans. /a k .  

Exercise 7.8 
 Referring to Fig. 7.14, determine the phase velocity of the wave measured along 

the x-axis, in terms of ω and xλ .  

Ans. /2xωλ π .  

 
Review Questions with Hints 

RQ 7.8 What information about the wave is contained in the wavevector?  
[Eq.(7-37)] 

RQ 7.9 Explain the relation between a point on a cosine wavefunction and the 
wavefront of a given wave? [Fig.7.13] 

RQ 7.10 Is the phase velocity of a uniform plane wave independent of the direc-
tion of measurement? 

  [Fig.7.14] 

7.3   Electromagnetic Plane Waves 

In free space, there are no free charges and no free currents. Maxwell’s equations 
in free space are therefore  

 o t

∂∇ × = −μ
∂
H

E  (7-45a) 

 o t

∂∇ × = ε
∂
E

H  (7-45b) 

 0∇ =E  (7-45c) 

 0∇ =H  (7-45d) 

where oε  and oμ  are the permittivity and permeability of free space, respec-

tively. The instantaneous electric and magnetic fields are vectors with three 
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scalar components that are functions of space and time. The general expres-
sions for E and H are 

 ( , ) ( , ) ( , ) ( , )x x y y z zt t t t= + +r r a r a r aE E EE  (7-46a) 

 ( , ) ( , ) ( , ) ( , )x x y y z zt t t t= + +r r a r a r aH H HH  (7-46b) 

Taking the curl of both sides of Eq. (7-45a) and applying Eq. (7-45b), we have 

 
2

2o o t
∂∇ × ∇ × = −ε μ
∂
E

E   

Upon using the vector identity 2∇ × ∇ × = ∇∇ − ∇U U U  and applying Eq. (7-

45c) to the above equation, we obtain the three-dimensional differential wave equ-
ation, that is,  

 
2

2
2o o t

∂∇ = ε μ
∂
E

E  (7-47) 

Since the three vector components of E are mutually exclusive, Eq. (7-47) can be 
decomposed into three scalar differential wave equations. In Cartesian coordi-
nates,  

 
2

2
2
x

x o o t

∂
∇ = ε μ

∂
E

E  (7-48a)   

 
2

2
2
y

y o o t

∂
∇ = ε μ

∂
E

E  (7-48b) 

 
2

2
2
z

z o o t

∂
∇ = ε μ

∂
E

E  (7-48c) 

Three uniform plane wave are the solutions to these three differential wave equa-
tions, namely  

 ( )1( , ) cosx xt E t= − ω + ϕr k rE   (7-49a) 

 ( )2( , ) cosy yt E t= − ω + ϕr k rE   (7-49b) 

 ( )3( , ) cosz zt E t= − ω + ϕr k rE   (7-49c) 

Where k is wavevector, r is position vector, ω is angular frequency, and xϕ , yϕ , 

and zϕ  are constant phases. From Eq. (7-48), we see that the magnitude of k is 

always given by o ok = ω ε μ , regardless of the direction of k, in Eq. (7-49). For 

the reason that the three components comprise a single electromagnetic wave 
propagating in free space, the direction of k should be the same for the three com-
ponents. Otherwise, the three would represent three independent waves in free 



7.3   Electromagnetic Plane Waves 377
 
 

space. It should be noted that the uniform plane waves are independent of each 
other, if they have different angular frequencies or different wavevectors that are 
different either in magnitude or in direction. Upon combining the three compo-
nents given in Eq. (7-49), we obtain a uniform plane wave propagating in three-
dimensional space, that is, 

 ( , ) Re i i t
ot e − ω =  

k rr E E  (7-50) 

where oE  is the vector complex amplitude defined as  

 1 2 3
yx z

ii i
o x y zE e E e E eϕϕ ϕ= + +E a a a  (7-51a) 

In the common case, in which the three component waves are in phase such that 

x y z oϕ = ϕ = ϕ = ϕ , the vector complex amplitude is simply written as  

 oj
o o EE e ϕ=E a  (7-51b) 

where oE  is the amplitude, oϕ  is the phase angle, and Ea  is a unit vector in the 

direction of the electric field intensity. Note that oE  is a vector whose scalar 

components are complex numbers, in general. In space, the electromagnetic wave 
expressed by Eq. (7-50) behaves like the scalar wave as discussed in section 7-2, 
except for the vector complex amplitude oE . In other words, Eq. (7-50) describes 

the spatiotemporal variation of a vector quantity, instead of a scalar quantity as in 
(7-36), in three-dimensional space. The electromagnetic plane wave expressed by 
Eq. (7-50) propagates in the direction of k with a phase velocity,  

 81
3 10p

o o

v
k

ω= = ≅ ×
ε μ

 [m/s] (7-52) 

which is true in free space. Since the phase velocity is equal to the speed of light 
in free space, c, we express the wavenumber as 

 k
c

ω=   (7-53) 

This is true in free space only. In a material medium, c in the above equation is re-
placed with a phase velocity pv  that is a distinct characteristic of the medium.  

Following the same procedure as was used for E, we can derive the differential 
wave equation for the magnetic field as 

 
2

2
2o o t

∂∇ = ε μ
∂
H

H  (7-54) 
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The simplest solution to Eq. (7-54) is a uniform plane wave expressed as  

 ( , ) Re i i t
ot e − ω =  

k rr H H  (7-55) 

where oH  is the vector complex amplitude. Since E and H are interrelated, we 

only need to solve either one of Eqs. (7-47) and (7-54), and then obtain the other 
field from one of Maxwell’s equations, either Eq. (7-45a) or Eq. (7-45b), for an 
electromagnetic wave propagating in free space. 

 
Exercise 7.9 
Show by direct substitution that Eq. (7-50) is a solution of Eq. (7-47).  
 
Exercise 7.10 
Show that Eq. (7-47) has another solution ( , ) Re i i t

ot e + ω =  
k rr E E . 

 

Exercise 7.11  
Find the ratio /o oE B  in free space, by inserting Eqs. (7-50) and (7-55) into Eq. 

(7-45). 

Ans. c. 

7.3.1   Transverse Electromagnetic Waves 

Maxwell’s equations tell us that a time-varying electric field E induces a time-
varying magnetic field H in the direction perpendicular to E. The time-varying 
H in turn generates a time-varying E in the direction perpendicular to H. The 
time-varying electric and magnetic fields regenerate each other in the cycle, and 
form an electromagnetic wave propagating at the speed of light in space. The in-
terrelationship, perpendicularity, and symmetry between E and H lead us to a 
conclusion that the direction of propagation of an electromagnetic wave is perpen-
dicular to both E and H. 

If a uniform plane wave propagates along the z-direction, it means that the 
planar wavefronts are perpendicular to the z-axis. Since the electric field inten-
sity is constant and uniform on the wavefront, E is independent of the x- and 
y-coordinates. That is,  

 
( , ) ( , )

0
t t

x y

∂ ∂= =
∂ ∂

r rE E
 (7-56) 

In view of Eq. (7-56), the general expression for E is reduced to  

 ( , ) ( , ) ( , ) ( , )x x y y z zt z t z t z t= + +r a a aE E EE  (7-57) 
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Inserting Eq. (7-57) into Eq. (7-45c), we have 

 0z

z

∂
∇ = =

∂
EE  (7-58) 

This relation will be satisfied if zE  is constant along the z-axis, which is the di-

rection of propagation of the wave. In the context of electromagnetics, in which 
the electric and magnetic fields vary in space and time, a spatially uniform electric 
field is not supported. Thus, we should have  

 0z =E  (7-59) 

Upon inserting Eq. (7-59) into Eq. (7-57), the electric field intensity of a uniform 
plane wave propagating in the z-direction is expressed as  

 ( ) ( ), ,x x y yz t z t= +a aE EE  (7-60) 

The direction of E must be perpendicular to the direction of propagation of the 
wave.  

Next, inserting Eq. (7-60) into Eq. (7-45a), we have 

 y yx x z
x y o x o y o zz z t t t

∂ ∂∂ ∂ ∂
− + = −μ − μ − μ

∂ ∂ ∂ ∂ ∂
a a a a a

E HE H H
  (7-61) 

The equality in Eq. (7-61) is satisfied mathematically if zH  is constant in time. 

In the context of electromagnetics, we set 

 0z =H   

The direction of H is also perpendicular to the direction of propagation of the 
wave. In view of these discussions, the electromagnetic wave is a transverse 
wave. 

The time-varying electric and magnetic fields, E and H, are mutually ortho-
gonal, and both perpendicular to the wavevector k. The directions of the three 
vectors obey the right-hand rule: the right thumb points in the direction of k when 
the fingers rotate from E  to H, that is,  

 E H k× =a a a  (7-62) 

where Ea , Ha , and ka  are the unit vectors of E, H, and k, respectively. Eq. 

(7-62) is true at all times at every point in space.  
 

Example 7-7 
The electric field ( )coso xE kz t= − ωaE  represents a uniform plane wave 

propagating in free space. Find the magnetic field.  
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Solution 
 Inserting E into Eq. (7-45a),  

 ( ) ( )cosy o o x x y y z zE kz t
z t

∂ ∂− ω = −μ + +
∂ ∂

a a a aH H H   

 From the above equation, we obtain  
 0x z= =H H , and thus 

( )sin y
o okE kz t

t

∂
− ω = μ

∂
H

  (7-63) 

 Integrating both sides of Eq. (7-63) with respect to t, we obtain 

  ( )coso
y o

o

E kz t
ε

= − ω
μ

H    

 The magnetic field of the wave is therefore  

( )coso
o y

o

E kz t
ε

= − ω
μ

aH  (7-64)    

 The expressions for E and H are exactly the same except for the 

amplitudes, which differ by a factor of /o oε μ . In this case, the electric 

and magnetic fields are said to be in phase. The electric and magnetic field 
vectors are perpendicular to each other in such a way that ×E H  points in 
the direction of propagation of the wave, which is the direction of the 
wavevector k.  

 

Fig. 7.15 An electromagnetic plane wave propagating in the z-direction.  

Exercise 7.12 
 A uniform plane wave has a wavevector directed in the direction of 2x y+a a  

and E directed in the direction of za . Find the direction of H.  

Ans. It is along the direction of 2 x y−a a . 
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Review Questions with Hints 

RQ 7.11 Write Maxwell’s equations in free space. [Eq.(7-45)] 
RQ 7.12 Write the differential wave equation forE and express its plane wave 

solution. [Eqs.(7-47)(7-50)] 
RQ 7.13 Define the wavenumber. [Eqs.(7-42)(7-53)] 
RQ 7.14 What is the relation among the unit vectors ofE, H, and k? 
  [Eq.(7-62)] 
RQ 7.15 What is the ratio between the scalar amplitudes of E and H of an elec-

tromagnetic plane wave? [Eq.(7-64)] 

Problems 

7-1 Is ψ  a traveling wave in free space ? 

 (a) 2(2 3 )x tψ = −  

 (b) 2 2sin(2 3 )x tψ = −  

 (c) 2 2cos( 2 )x t xtψ = + +  

 (d) 3 2x j t jxe e− −ψ =  
7-2 Is ψ  a traveling wave in free space, whether or not it is an electromagnetic 

wave? 
 (a) (5 4 )cos(2 3 )x z z tψ = + −a a  

 (b) 5 cos(2 3 ) 4 sin(2 3 )x yz t z tψ = − + −a a  

7-3 Given a traveling wave 2 1.2 100 0.02j j t j ze e+ π − πψ = , find 
 (a) amplitude, 
 (b) wavelength, 
 (c) frequency, 
 (d) phase velocity, 
 (e) direction of propagation. 
7-4 At time 0.5[s]t = , the profile is given as Fig. 7.16 for the harmonic wave 

traveling in the +x-direction, with a phase velocity 10[m/s]pv = . Express 

the wavefunction as a cosine. 

 

Fig. 7.16 Profile of a harmonic wave(Problem 7-14). 
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7-5 A harmonic wave is given as ikx i t
oA e − ωψ =  in free space ( 0)x < , where k 

is the propagation constant. The wave passes through a lossless dielectric, 
occupying the region 0 x d≤ ≤ , with a propagation constant 'k nk=  as 
shown in Fig. 7.17. In the region x d> , the wave lags behind the wave, 

which has propagated as if there were no dielectric block, by 90o . For the 
sake of simplicity, we assume that there is no reflection at the interface and 
the wavefunction is continuous across the interface. Find 

 (a) 1ψ  in the dielectric,  

 (b) 2ψ  after the dielectric, 

 (c) n in terms of d and λ. 

 

Fig. 7.17 A phase delay due to a dielectric(Problem 7-5). 

7-6 The wavefront of a uniform plane wave( 0.25 [m]λ = π ) intersects Carte-

sian coordinate axes at 1/2x = , 1/ 3y = , and 1/3z = , respective-

ly, at time ot t= . The wave is known to propagate away from the origin. If 

the phase at the origin is measured to be zero at time ot t= . find 

 (a) wavevector, 
 (b) phase on this wavefront at ot t= . 

7-7 For the uniform plane wave with a wavevector 5 3 2x y z= + +k a a a  

and a frequency 60[Hz], find 
 (a) phase velocity, 
 (b) phase velocity measured along the x-axis. 
7-8 Given the uniform plane wave of a wavevector 10( 2 2 )x y z= + +k a a a , 

find 
 (a) wavelength, 
 (b) spatial period measured along the x-axis.  
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7-9 A uniform plane wave, propagating with a phase velocity 50[m/s]pv = , 

is expressed as ( )40 2 25 i x y z i te π + + − ωψ = . At time 0t = , the wavefront inter-
sects the x-axis at 0.5[m]x = . Find the x-intercept of this wavefront at 

time 0.02[sec]t = .  

7-10  A planar wavefront intersects Cartesian coordinate axes at 3x = , 

2 3y = , and 2z = , respectively, at time 0t = . The wavefront passes 

the origin at time 0.2[sec]t = . Find  

 (a) unit wavevector, 
 (b) phase velocity.  
7-11 Is ψ  a transverse electromagnetic wave propagating in free space? 

 (a) 10( 2 ) i z
x yi eψ = −a a  

 (b) 12.5 0.3(1 0.5) i z i
xi e − +ψ = + a  

 (c) ( )2 51.43 i y zi
xe e −ψ = a  

 (d) ( )3 82 i y z
ye

+ψ = a  

 (e) (4 5 3 )(15 12 ) i x y z
x y e − +ψ = +a a  

 (f) (4 5 3 )(15 12 ) i x y z
x yi e − +ψ = +a a  

 (g) ( 20 15 34 )12 i x y z
xe

− + +ψ = a  

7-12 An electromagnetic plane wave has the electric field expressed as 
610(3 4 ) i z

x y e= +E a a , in free space, and the harmonic time dependence 

of the form i te − ω . Find the real instantaneous expressions for  
 (a) E and (b) H. 
7-13  In free space, the electric field of an electromagnetic plane wave is ex-

pressed as 
410 0.8(1 2) i z i

x yi e − = + + E a a  with the harmonic time depen-

dence of the form i te − ω . Find the real instantaneous expressions for  
 (a) E and (b) H. 
7-14  The electric field, cos(3 4 )[V/m]o x y t= + − ωEE , represents an elec-

tromagnetic plane wave propagating in free space. The amplitudes of the x- 
and z-components of E are given by 12[V/m]oxE =  and 

10[V/m]ozE = , respectively. Find (a) wavevector k, (b) angular frequen-

cy ω, and (c) an expression for oE . 

7-15  At the origin in free space, E and H oscillate with an angular frequency, 
99 10 [rad/s]ω = × . The amplitude and direction of E are given by 

20 [V/m]za , while those of H are given by 

(1/90 )(9 12 )[A/m]x yπ −a a , at the origin. Find the real instantaneous 

values of E  and H everywhere. 
 



Chapter 8 
Time-Harmonic Electromagnetic Waves 

We saw in Chapter 7 that Maxwell’s equations can be combined into the 
differential wave equations for the electric field E and the magnetic field H. 
Since E and H are interrelated under time-varying conditions, the differential 
wave equation for E alone is enough to describe the general behavior of an 
electromagnetic wave propagating in a region of space. The differential wave 
equation is a homogeneous, second-order, partial differential equation. In one-
dimensional space, a general solution is given by a linear combination of two 
waves propagating in the opposite directions. In three-dimensional space, on the 
other hand, the general solution is given by a linear combination of uniform plane 
waves with wavevectors of the same magnitude but different unit vectors. 
Applying two boundary conditions to the general solution, we obtain a particular 
solution, or a unique solution, in the given region.  

When an electromagnetic wave propagates through linear media, there is no 
change in the frequency of the wave, although the wavevector and wave velocity 
may be altered in different media. If this is the case, it will be more convenient to 
separate the space coordinates x, y, and z from the time variable t in the 
wavefunction of a time-harmonic electromagnetic wave, and represent the wave 
by the phasor, or the part independent of t. From now on, we will use the term 

j te ω , where 1j = − , for describing the temporal behavior of time-harmonic 

quantities. Accordingly, a uniform plane wave with a unit amplitude and a 
wavevector k is simply expressed as je − k r .  

In the present chapter, we focus our attention on time-harmonic 
electromagnetic waves propagating in different media, including free space, good 
conductors, lossless media, and lossy dielectrics. We also discuss different 
polarizations of an electromagnetic wave, and the power delivered by the 
electromagnetic wave. We will study the reflection and refraction of an 
electromagnetic wave that is incident on an interface between different media.  

8.1   Phasors 

A perfect dielectric has no free charges and no free currents so that 0v =ρ  and 

0=J  in the inside. If the material is homogeneous, linear, and isotropic, the 
permittivity ε and permeability μ are constant, independent of the magnitudes and 
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directions of the electric and magnetic fields. Under these conditions, Maxwell’s 
equations are written, in the dielectric, as follows: 

 
t

∂∇ × = −μ
∂
H

E  (8-1a) 

 
t

∂∇ × = ε
∂
E

H  (8-1b) 

 0∇ =E  (8-1c) 

 0∇ =H  (8-1d) 

where E and H are the instantaneous electric and magnetic fields. As shown 
previously in Chapter 7, Maxwell’s equations can be combined into a differential 
wave equation such as  

 
2

2
2t

∂∇ = με
∂
E

E  (8-2) 

In a medium of infinite extent, which is said to be unbounded, a general solution 
of Eq. (8-2) is given by a uniform plane wave simply expressed as  

 ( , ) Re j j t
ot e − + ω =  

k rr E E  (8-3)   

where 1j = − . As was discussed in Chapter 7, the complex amplitude oE  in 

Eq. (8-3), which is yet to be determined, is a vector with three, complex, scalar 
components. From the phase term −k r  in Eq. (8-3), we see that the wavefront 

is a plane which is infinite in extent in three-dimensional space and perpendicular 
to the wavevector k. If oE  is constant in space, the electric field intensity is 

uniform on the wavefront, and the wave is called a uniform plane wave. The time-
dependence term j te ω  in Eq. (8-3) shows that E varies sinusoidally with time, 
and the wave is called a time-harmonic wave. We saw in Chapter 7 that the 
differential wave equation as in Eq. (8-2) specifies the wavevector to be of the 
form  

 k= ω μεk a  (8-4) 

where ω is the angular frequency and ka  is the unit vector. It should be noted that 

although Eq. (8-2) provides the information about the magnitude of k through the 
material parameters ε and μ, it imposes no limit on the direction of k. As we will 
see later, the direction of k is determined by the position and orientation of the 
source, if the medium is unbounded, and, additionally, by the boundary 
conditions, if the medium is finite in extent. 

As an example, consider the case in which a uniform plane wave impinges on 
an interface between two adjoining media of different kinds. In this case, a part of 
the incident wave is reflected back into the first medium, and thus the total electric 
field in the medium is equal to the sum of the electric fields of the incident and the 
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reflected waves. Expressed mathematically, in the first medium, the total electric 
field intensity is  

 ( )( , ) Re i rj ji r j t
o ot e e e− − ω = + 

k r k rr E E E  (8-5) 

where i and r denote the incident and reflected waves, respectively. It can be 
readily shown that the general solution given in Eq. (8-5) satisfies the differential 

wave equation only if i r= = ω μεk k . While the direction of ik (the 

wavevector of the incident wave) is usually given in the problem, the direction of 

rk (the wavevector of the reflected wave) is yet to be determined from the 

boundary conditions at the interface. Rewriting Eq. (8-5) in a more general form, 
we have 

 ( , ) Re ( , , ) j tt x y z e ω =  r EE  (8-6) 

In Eq. (8-6), the space variables are completely separated from the time variable. 
The vector function ( , , )x y zE  in Eq. (8-6) is called the phasor, which is 

generally a complex number, varying from point to point in space, independent of 
time. The phasor should not be confused with the complex amplitudes i

oE  and 
r
oE , which are usually constant in space. In the sinusoidal steady state, a phasor 

generally represents a linear combination of uniform plane waves with the 
wavevectors of the same magnitude but different unit vectors. The real 
instantaneous value of E can be obtained, at any time, by multiplying the phasor 
by the harmonic time-dependence term j te ω  and taking the real part.  

Following the same procedure as for E, Maxwell’s equations can be combined 
into the differential wave equation for the magnetic field H, which has exactly 
the same form as Eq. (8-2). Therefore, the general solution for H should have the 
same form as Eq. (8-6), that is, 

 ( , ) Re ( , , ) j tt x y z e ω =  r HH   (8-7) 

where ( , , )x y zH  is the phasor of the magnetic field intensity. 

 
Example 8-1 
Resolve the phasor 3

1cos( ) jk z
y oE k x e −=E a  into two uniform plane waves and 

sketch the wavefronts. 
 

Solution 
 Using Euler formula we rewrite the phasor as  

 
( ) ( )1 3 1 331 1

1
2 2 2

  

j k x k z j k x k zjk zjk x jk x o o
y o y y

E E
E e e e e e− − + − +−− = + = + 

′ ′′≡ +

E a a a

E E
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In the above equation, ′E  and ′′E  represent two uniform plane waves of 
wavevectors 1 3x zk k′ = − +k a a  and 1 3x zk k′′ = +k a a , respectively. 

Since the two waves propagate in the same medium, we should have 
2 2
1 3k k′ ′′= = +k k . As shown in Fig. 8.1, wavefronts are infinite, parallel 

planes perpendicular to the wavevector. From Fig. 8.1 we can determine the 

wavelength of the wave as 2 2
1 32 / k kλ = π + , and the tilt angle of the 

wavefront as ( )1
1 3tan /k k−θ = . 

 

Fig. 8.1 Superposition of two uniform plane waves. 

Exercise 8.1 
 Find the real instantaneous value of the phasor ( )o x yA j= +A a a . 

Ans. cos( ) sin( )o x o yA t A t= ω − ωa aA . 

 
Exercise 8.2 

 Is it possible to express cos(10 )cos(15 30 )o xB t t z= −aB  in phasor form? If 

not, why? 

Ans. No. It has two frequencies, 15ω =  and 25ω = .   

8.1.1   Maxwell’s Equations in Phasor Form 

In the sinusoidal steady state, Maxwell’s equations can be expressed in terms of 
phasors. First, upon substituting the phasor form of E and H, as given in Eq. (8-
6) and Eq. (8-7), into Eq. (8-1a), we have  

 Re ( , , ) Re ( , , )j t j tx y z e x y z e
t

ω ω∂   ∇ × = −μ   ∂
E H  (8-8) 
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Since the three operations, such as curl, time derivative, and taking the real part, 
are mutually exclusive in Eq. (8-8), we can write the equation as 

 Re ( , , ) Re ( , , )j t j te x y z x y z j eω ω   ∇ × = −μ ω   E H   

In dropping the operator Re[..]  and the time-harmonic term j te ω  from both 

sides of the above equation, with the understating that the real instantaneous value 
is the real part of the product of the phasor and j te ω , we obtain the phasor form of 
Faraday’s law:  

 j∇ × = − ωμE H  

Following the same procedure as for Faraday’s law, we can obtain the phasor form 
of the other equations. In a homogeneous, linear, and isotropic perfect dielectric, 
the phasor form of Maxwell’s equations is written as follows: 

 j∇ × = − ωμE H  (8-9a) 

 j∇ × = ωεH E  (8-9b) 

 0∇ =E  (8-9c) 

 0∇ =H  (8-9d) 

Again, the electric and magnetic field phasors, E and H, depend on space 
coordinates only, independent of time. They are vectors with three scalar 
components, which are complex numbers in general. 

Combination of Eq. (8-9a) and Eq. (8-9b) leads to a time-harmonic wave 
equation expressed in terms of phasors. Upon taking the curl of both sides of Eq. 
(8-9a), followed by a substitution of Eq. (8-9b), we have 

 
2             

j∇ × ∇ × = − ωμ∇ ×
= ω με

E H

E
 (8-10) 

Applying the vector identity 2∇ × ∇ × = ∇∇ − ∇E E E  to the left-hand side of 

Eq. (8-10), followed by a substitution of Eq. (8-9c), we obtain the vector 
Helmholtz’s equation: 

 2 2 0k∇ + =E E  (8-11) 

Here, the wavenumber k is defined as 

 
2

k
v
ω π= ω με = =

λ
 [rad/m] (8-12) 

where ω is angular frequency, μ is permeability, ε is permittivity, and λ is 

wavelength. In a material, the speed of wave is expressed as / r rv c= μ ε , where 
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rμ  and rε  are the relative permeability and relative permittivity, respectively, 

and 1/ o oc = μ ε  is the speed of light in free space.  

 
Exercise 8.3 

 For an electric field phasor jkz j
xA e + ϕ=E a  in free space, where A and ϕ are 

constants, find an expression for k.  

Ans. o ok = ω μ ε .  

 
Review Questions with Hints 

RQ 8.1  Write the harmonic electric field intensity, in general, in phasor form.  
  [Eq.(8-6)] 
RQ 8.2  Write Maxwell’s equations in phasor form. [Eq.(8-9)] 
RQ 8.3  Write vector Helmholtz’s equation.  [Eq.(8-11)] 

8.2   Waves in Homogenous Media 

A homogeneous medium consists of one kind of material, in which the 
permittivity and permeability are constant. There is no boundary or interface in the 
medium, and thus a single uniform plane wave can be supported uninterrupted by 
a reflection or refraction.  

8.2.1   Uniform Plane Wave in a Lossless Dielectric 

A lossless dielectric is a perfect dielectric, where an electromagnetic wave can 
propagate without loss of energy. The propagation behavior of an electromagnetic 
wave in a lossless dielectric depends on the constitutive material parameters ε and 
μ as well as the frequency of operation. These three factors comprise the 

wavenumber of the wave; that is, k = ω εμ .  

Let us begin with the vector Helmholtz’s equation, expressed in Cartesian 
coordinates as  

 ( ) ( )2 2 0x x y y z z x x y y z zE E E k E E E∇ + + + + + =a a a a a a  (8-13)  

where xE , yE , and zE  are three components of the electric field phasor E. 

Since the unit vectors in Cartesian coordinates are mutually exclusive, Eq. (8-13) 
can be resolved into three scalar Helmholtz’s equations:  

 2 2 0x xE k E∇ + =  (8-14a) 

 2 2 0y yE k E∇ + =  (8-14b) 

 2 2 0z zE k E∇ + =  (8-14c) 
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For example, rewriting Eq. (8-14a), the three-dimensional differential wave 
equation for xE  is obtained as  

 
2 2 2

2
2 2 2 0x x x

x

E E E
k E

x y z
∂ ∂ ∂+ + + =
∂ ∂ ∂

 (8-15) 

Direct substitution can show that a uniform plane wave is a general solution of Eq. 
(8-15), that is,  

 ( )ˆ ˆx y zj k x k y k z j
x ox oxE E e E e

− + + −= = k r  (8-16) 

where ˆ
oxE  is the complex amplitude. A similar procedure can be followed to 

obtain the y- and z-components of E:  

 ˆ j
y oyE E e −= k r  (8-17) 

 ˆ j
z ozE E e −= k r  (8-18) 

The three components given in Eqs. (8-16)-(8-18) can be combined into a single 
uniform plane wave only if they have the same wavevector. Consequently, in a 
lossless dielectric of infinite extent, a general solution of the vector Helmholtz’s 
equation is a uniform plane wave propagating along the direction of the 
wavevector k, in three-dimensional space. The electric field phasor of the wave 
takes on different forms:  

 ( )ˆ ˆ ˆ j
x x y y z z ox x oy y oz zE E E E E E e −= + + = + + k rE a a a a a a    

or 

 j
oe

−= k rE E   (8-19)  

Here, the complex amplitude vector oE  represents the amplitude and direction of 

the electric field intensity, which is generally expressed as  

 ˆ oj
o o E o EE E e ϕ= =E a a  (8-20) 

where ˆ
oE  is the complex amplitude, oE  is the amplitude, oϕ  is the phase 

angle, and Ea  is a unit vector in the direction of E. For a wave propagating in a 

medium of infinite extent, the constant phase oϕ  has no significance, and is 

therefore set to zero for simplicity. 
The uniform plane wave expressed by Eq. (8-19) involves three kinds of vectors, 

which should be distinguished clearly from each other. The wavevector k tells us 
the wavelength, and shows the direction of propagation of the wave. The position 
vector r in the exponent −k r  is to specify that the time-phase of the electric field 

at a point with position vector r is equal to −k r . Finally, the complex amplitude 
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vector oE  specifies the amplitude and direction of oscillation of the electric field 

intensity, in time.  
The uniform plane wave expressed by Eq. (8-19) is a solution of the vector 

Helmholtz’s equation that is derived from the two curl equations of Maxwell’s 
equations. If the wave is an electromagnetic wave, it should also satisfy Gauss’s 
law expressed by Eq. (8-9c) such that 

 ( ) 0j
oj e −∇ = − =k rE k E     

The equality in the above equation can be satisfied only if we have 

 0o =k E  (8-21) 

Equation (8-21) shows that the complex amplitude vector oE  is always 

perpendicular to the wavevector k. In other words, the electric field vector E 
should lie in the wavefront; the electromagnetic wave is a transverse wave.  

Upon substituting the electric field expressed by Eq. (8-19) into Eq. (8-9a), we 
have 

 
       

j
oj e

j

−∇ × = − ×
= − ωμ

k rE k E

H



 (8-22) 

Inserting the expression for k as given in Eq. (8-12) into Eq. (8-22), the relation 
between the electric and magnetic field phasors is 

 ( )1
k= ×

η
H a E  (8-23) 

Here, ka  is a unit vector in the direction of the wavevector k. For a medium with 

a permeability μ and a permittivity ε, the intrinsic impedance η is defined as 

 
μη =
ε

 [ ]Ω  (8-24)  

It is a characteristic parameter of the medium. Next, substitution of Eq. (8-19) into 
Eq. (8-23) reveals that the magnetic field is also a uniform plane wave propagating 
with the same wavevector as the electric field, that is,  

 
( )1

  

j
k o

j
o

e

e

−

−

= ×
η

≡

k r

k r

H a E

H





 (8-25) 

Although E and H have exactly the same form as in Eqs. (8-19) and (8-25), the 
complex amplitude vectors oE  and oH  are mutually orthogonal in three-

dimensional space. From Eq. (8-25), with the help of the expression ˆ
o o EE=E a , 

the complex amplitude vector oH  is obtained as 
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( )

ˆ

ˆ    

o
o k E

o H

E

H

= ×
η

≡

H a a

a

 (8-26) 

It is evident from Eq. (8-26) that the intrinsic impedance η is the ratio between 
the complex amplitudes ˆ

oE  and ˆ
oH . The intrinsic impedance is measured in 

units of ohm [ ]Ω , and, in free space, / 120 377[ ]o o oη = μ ε = π ≅ Ω . In a 

lossless dielectric, η is real, meaning that the magnetic field is always in phase 
with the electric field. In contrast, in a lossy dielectric, η becomes a complex 
number, meaning that the magnetic field is generally out of phase with the electric 
field. Nevertheless, the directions of the three vectors, oE , oH , and k, are 

perpendicular to each other, in three-dimensional space, such that k E H= ×a a a . 

The three unit vectors follow the right-hand rule: the right thumb point in the 
direction of the wavevector, when the fingers rotate from the electric field vector 
to the magnetic field vector. In view of these discussions, we note that the electric 
and magnetic field vectors lie in the wavefront, perpendicular to k. This means 
that the electromagnetic wave is a transverse wave. 

The instantaneous electric and magnetic fields are obtained from their phasors 
E and H, expressed by Eq. (8-19) and Eq. (8-23), as follows:  

 ( )( , ) cosE ot E t= ω −r a k rE  (8-27a) 

 ( )( , ) coso
H

E
t t= ω −

η
r a k rH  (8-27b) 

From Eq. (8-26), we obtain the orthogonality relation between the unit vectors of 
the wavevector, electric field vector, and magnetic field vector:  

 k E H= ×a a a  (8-28) 

In a lossless dielectric, the electric and magnetic fields are always in phase, and 
propagates in the direction of k, as illustrated in Fig. 8.2.  

 

Fig. 8.2 A uniform plane wave in a lossless medium. 
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Example 8-2 
A uniform plane wave (1 ) jkz

x oE j e −= +E a , operating at a frequency 2[GHz], 

propagates in a dielectric of 4rε =  and 1rμ = . Find 

(a) E  and H , and 
(b) wavelength. 

 

Solution 
(a) Rewriting the phasor, we have 

/42 j jkz
x oE e eπ −=E a  (8-29) 

 The real instantaneous value is 

 ( )/4Re 2 2 cos /4j jkz j t
x o x oE e e e E t kzπ − ω = = ω − + π a aE  

 Inserting Eq. (8-29) into Eq. (8-23), noting that k z=a a  in Eq. (8-29), we 

have 

 
( ) ( ) /4

/4

1 1
2

1
                    2

j jkz
k z x o

j jkz
y o

E e e

E e e

π −

π −

= × = ×
η η

=
η

H a E a a

a
  

 The intrinsic impedance is 

 188.5[ ]o

o r

μ
η = = Ω

ε ε
 

 The real instantaneous value is  

 /41
Re 2 2cos

4
j jkz j t o

y o y

E
E e e e t kzπ − ω  π = = ω − +  η η   

a aH . 

(b) From Eq. (8-12) 

 
9

8

2 2 10 2
3 101/

r

o o

k
ω ε π × × ×= ω εμ = =

×μ ε
 

 Thus, 
2

7.5[cm]
k

πλ = = . 

 
Exercise 8.4 

 Given the electric field phasor 6004(2 ) j z
x yj e −= +E a a  of a uniform plane 

wave, propagating in a medium of 200η = , find the magnetic field phasor. 

Ans. 6000.02( 2 ) j z
x yj e −= − +H a a . 
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Review Questions with Hints 

RQ 8.4  Express the uniform plane wave in phasor form. [Eq.(8-19)] 
RQ 8.5  Define intrinsic impedance of a lossless medium. [Eq.(8-24)] 
RQ 8.6  Define complex amplitude vector of E. [Eq.(8-20)] 
RQ 8.7  Write the relation between two phasors H and E in a lossless medium.  
  [Eq.(8-23)] 

8.2.2   Poynting Vector and Power Flow 

In the previous chapters we learned that energy can be stored in the static electric 
and magnetic fields, and that the static electric and magnetic energy densities are 
defined as (1/2)D E  and (1/2)B H , respectively. Energy can also be stored 

in the time-varying electric and magnetic fields. In this case, the stored energy 
propagates with the same velocity and direction as the given electromagnetic 
wave. In view of these, we note that an electromagnetic wave can transfer energy 
from one point to another in space and deliver power to the load. In the present 
section, we are mainly concerned with the power density of an electromagnetic 
wave and its flow in space.  

Let us start with two curl equations of Maxwell’s equations: 

 
t

∂∇ × = −
∂
B

E  (8-30a) 

 
t

∂∇ × = +
∂

J
D

H  (8-30b) 

We note that the following vector identity always holds true for two smooth vector 
fields:  

 ( ) ( ) ( )∇ × = ∇ × − ∇ ×  E H H E E H  (8-31) 

Substituting Eq. (8-30) into Eq. (8-31), we have 

 ( )
t t

∂ ∂−∇ × = + +
∂ ∂

   J
D B

E H E E H  (8-32) 

In a simple medium, in which ε , μ, and σ are constant, we can rewrite the terms 
on the right-hand side of Eq. (8-32) as follows:  

 ( ) ( )1
2 2t t t

∂ ε ∂ ∂= =
∂ ∂ ∂

  D
E E E D E  (8-33a) 

 ( ) ( )1
2 2t t t

∂ μ ∂ ∂= =
∂ ∂ ∂

  B
H H H B H  (8-33b) 

Inserting Eq. (8-33) back into Eq. (8-32), we have 

 ( ) ( ) ( )1 1
2 2t t

∂ ∂−∇ × = + +
∂ ∂

   JE H E D E B H  (8-34) 
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Next, upon integrating both sides of Eq. (8-34) over a volume V and applying 
divergence theorem, we obtain 

( ) ( ) ( )1 1
2 2

d d d d
t t

∂ ∂   − × = + +   ∂ ∂      s
S V V V

v v v    E H E D E B HJ  

  (8-35) 

The first term on the right-hand side of Eq. (8-35) is the ohmic power-loss 
suffered in a given volume V, whereas the two terms in bracket on the right-hand 
side represent the energies stored in E and H, respectively, within V. 
Accordingly, the sum of the second and third terms, on the right-hand side of Eq. 
(8-35), represents the time rate of increase of the total electromagnetic energy 
stored in V. In view of these considerations, the left-hand side of Eq. (8-35) is 
interpreted as the total instantaneous power flowing into the volume V, a part of 
which is dissipated in V, and the rest is stored as the electromagnetic energy in the 
volume. Equation (8-35) is referred to as the Poynting’s theorem, which states that 
the net power flowing into a given volume is equal to the sum of the ohmic 
power loss in the volume and the time rate of increase of the energy stored in the 
volume.  

In view of the surface integral on the left-hand side of Eq. (8-35), the integrand 
×E H  is interpreted as the instantaneous power density measured in watts per 

square meter. For an electromagnetic wave with the instantaneous electric field E 
and the instantaneous magnetic field H, the Poynting vector S is defined as  

 = ×S E H   2[W/m ]  (8-36) 

The unit of S is the watt per square meter. The Poynting vector is normal to both 
the electric and the magnetic field vectors, and parallel to the wavevector. It also 
points in the direction of flow of the power.  

In most practical problems, the time-average power density is more useful than 
its instantaneous counterpart. It can be shown that the time-average power density 
is expressed in terms of the electric and the magnetic field phasors. In deriving the 
expression for the time-average power density, it is more convenient to work with 
the electric and magnetic fields expressed in terms of complex exponentials than 
cosines. To show how the amplitude oE , complex amplitude ˆ

oE , complex 

amplitude vector oE , and phasor E are used for the expressions for E, we write  

( ) ( ) ( )

( ) ( )*

1
cos

2
1 ˆ ˆ                                        
2
1

                                        
2

e ej jj t j j t j
E o e E o E o

j j t j j t
E o E o

j j t
o o

E t E e e E e e

E e e E e e

e e

ϕ − ϕω − − ω +

− ω + − ω

− ω

 = ω − + ϕ = + 

 ≡ + 

≡ +

k r k r

k r k r

k r

a k r a a

a a

E E

 

 



E

*

*1
                                        

2

j j t

j t j t

e e

e e

+ − ω

ω − ω

  

 ≡ + 

k r

E E


  

  (8-37a) 
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where *  denotes the complex conjugate. Following the same procedure, the 
instantaneous magnetic field is expressed as  

  ( ) *1
cos

2
j t j t

H o hH t e eω − ω = ω − + ϕ = + a k r H HH  (8-37b) 

Inserting Eqs. (8-37a) and (8-37b) into Eq. (8-36), we have  

 

* *

2 * * 2 * *

1 1
2 2
1

  
4

j t j t j t j t

j t j t

e e e e

e e

ω − ω ω − ω

ω − ω

   = + × +   

 = × + × + × + × 

S E E H H

E H E H E H E H
 (8-38) 

In general, the time average of an instantaneous value G is defined as  

 
/2

/2

1 T

T
dt

T −
= G G   

where T is the temporal period of G. Upon taking the time average of Eq. (8-38), 
the time-average power density, or time-average Poynting vector is 

 *1
Re

2
 = × S E H   2[W/m ]   (8-39) 

where E and H are the phasors of the electric and magnetic fields, and *  denotes 
complex conjugate.  

Since the electric and magnetic fields in Eq. (8-34) are all time-harmonic 
quantities, the time averages of the second and third terms on the right-hand side 
of Eq. (8-34) vanish. Thus, by taking the time average of both sides of Eq. (8-34), 
the Poynting’s theorem becomes 

 −∇ × = JE H E  (8-40a) 

Alternatively, using the phasors of the electric field intensity and current density, 
we write 

 *1
Re

2
 −∇ =  S E J   (8-40b) 

Equation Eq. (8-40b) shows that the time-average ohmic power loss per unit 
volume is equal to the negative divergence of the time-average Poynting vector. 

The time-average Poynting vector expressed by Eq. (8-39) can also be used for 
computing the total time-average power density carried by the two waves co-
propagating in a region of space. The total power density is of course obtained 
from the total electric and magnetic field intensities. Through the time-average 
Poynting vector, it can be readily shown that the total power density is equal to the 
sum of the time-average power densities of the individual waves, if the waves are 
independent of each other. By using the time-average Poynting vector, for 
instance, we can verify that the two waves co-propagating with 1 2 x=E a  and 



398 8   Time-Harmonic Electromagnetic Waves
 

2 3 y=E a  are independent of each other, and show that the two waves co-

propagating with 3 2 x=E a  and 4 3 x=E a  should be treated as a single wave 

having an electric field phasor 3 4 5 x= + =E E E a .  
 

Example 8-3 
Given an electromagnetic wave with ( )( , ) cosx ot E t kz= ω −r aE  and 

( )( , ) / cosy ot E t kz= ε μ ω −r aH , determine S  by using 

(a) E and H 
(b) E and H  
  
Solution 
(a) From Eq. (8-36), we have 

 ( )2 2/ cosz oE t kz= × = ε μ ω −S aE H   

 With the help of trigonometry, we rewrite the above equation as  

 ( )2 1
2/ 1 cos 2 2z oE t kz= ε μ + ω −  S a   

 Taking the time-average of the above equation, we obtain  

2

2
o

z

E ε=
μ

S a . (8-41) 

(b) Phasors of the electric and magnetic fields are 

 jkz
x oE e −=E a  

 / jkz
y oE e −= ε μH a  

 From Eq. (8-39), we obtain 

 
( ) ( )

( ) ( )

*
*1 1

2 2

21
2

Re Re /

                           / Re

jkz jkz
x o y o

jkz jkz
o x y

E e E e

E e e

− −

−

  = × = × ε μ    
 = ε μ × 

S E H a a

a a
  

 Thus, 

 
2

2
o

z

E ε=
μ

S a  

 This is the same as Eq. (8-41). 

Exercise 8.5 
 Given a wave ( )600 3 410 j y z

xe
− +=E a  in free space, find the time-average power 

flowing through a unit area of the 0z =  plane. 

Ans. 1/(3 )[W]π . 
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Review Questions with Hints 

RQ 8.8  State Poynting’s theorem in words. [Eq.(8-34)] 
RQ 8.9  Express Poynting vector in terms of E and H. [Eq.(8-36)] 
RQ 8.10  Express the time-average power density in terms of the electric and 

magnetic field phasors. [Eq.(8-39)] 

8.2.3   Polarization of a Uniform Plane Wave 

The electromagnetic uniform plane wave is a transverse wave with the electric 
field vector lying in the wavefront, or a plane perpendicular to the direction of 
propagation of the wave. The polarization of a wave describes the way in which 
the electric field vector changes as a function of time, at a point in space. If the tip 
of the electric field vector moves back and forth along a straight line in time, at a 
fixed point in space, the wave is called linearly polarized. If the locus traced by 
the tip of the electric field vector forms a circle, the wave is called circularly 
polarized. In general, the locus forms an ellipse in the transverse plane. For a 
uniform plane wave, we only need to trace the electric field vector, because the 
magnetic field vector is related to the electric field vector by Eq. (8-25).  

8.2.3.1   Linearly Polarized Wave 

For a uniform plane wave propagating in the +z-direction, the electric field vector 
should be in the xy-plane, having a x-component and a y-component, in general. 
The electric field phasor of the wave is expressed, in general, as  

 ( )ˆ ˆjkz jkz
o ox x oy ye E E e− −= = +E E a a  (8-42) 

where ˆ
oxE  and ˆ

oyE  are the complex amplitudes of the x- and y-components, 

respectively.  
If the amplitudes are real such as ˆ

ox oxE E=  and ˆ
oy oyE E= , the instantaneous 

electric field intensity is written as  

 
( )

( ) ( )
Re

   cos

jkz j t
ox x oy y

ox x oy y

E E e e

E E t kz

− ω = + 

= + ω −

a a

a a

E
 (8-43)  

At a point on a plane of constant z, the electric field intensity shown in Eq. (8-43) 
is vibrating along a straight line parallel to the direction of ox x oy yE E+a a . This 

wave is said to be linearly polarized in the direction of ox x oy yE E+a a . In view of 

Eq. (8-43), we may consider the wave as the sum of two uniform plane waves: one 
is linearly polarized in the x-direction and the other is linearly polarized in the y-
direction (see Fig. 8.3). Since the amplitudes oxE  and oyE  are both real, the two 

component waves are in phase, and the two cosine curves cross the z-axis at the 
same point as can be seen in Fig. 8.3.  
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Fig. 8.3 Linearly polarized wave. 

Example 8-4 

Given a linearly polarized wave, ( )3 jkz
o x yE e −= +E a a , propagating in free 

space, find 
(a) angle between E and the x-axis, and  
(b) time-average power density. 
 
Solution 
(a) The rotation angle of E is 

 ( )1tan 3 60o−θ = = . 

(b) From Eq. (8-23) we obtain the magnetic field phasor as 

 ( ) ( )/ 3 / 3jkz jkz
o o z o x y o o o y xE e E e− −= ε μ × + = ε μ −H a a a a a   

 From Eq. (8-39), we obtain 

 

( ) ( ){ }
( ) ( )
( )

*
1
2

21
2

21
2

Re 3 / 3

    / 3 3

    / 1 3

jkz jkz
o x y o o o y x

o o o x y y x

o o o z

E e E e

E

E

− − = + × ε μ −  

= ε μ + × −

= ε μ +

S a a a a

a a a a

a

   

 The time-average power density is equal to the sum of those of two 
component waves.  

Exercise 8.6 
 Are the following waves linearly polarized? (a) ( )0.2 0.2 3004 j j j z

x ye e e −= +E a a , 

(b) ( ) 4003 j z
x y e += −E a a , (c) ( )0.3 0.3 5002 j j j z

x ye e e− −= +E a a , and (d) 

600sin(30 ) cos(30 )o o j z
x y e − = + E a a   

Ans. (a) yes, (b) yes, (c) no, (d) yes. 
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8.2.3.2   Circularly Polarized Wave 

Let us now consider the case, in which the complex amplitudes ˆ
oxE  and ˆ

oyE  of 

E have the same magnitude, ˆ ˆ
ox oy oE E E= = , but the y-component lags behind 

the x-component by 90o  in time dimension. This wave is called a right-hand 
circularly polarized wave for the reason that will become evident shortly. For a 
right-hand circularly polarized wave, the electric field phasor is written as  

 ( ) ( )/2jkz j jkz
o x o y o x o yE jE e E E e e− − π −= − = +E a a a a  (8-44) 

In real instantaneous form, the electric field intensity is expressed as  

 ( ) ( )( , ) cos cos /2x o y oz t E t kz E t kz= ω − + ω − − πa aE  (8-45) 

Here, let us examine the electric field vector at a point on a plane of constant z, or 
simply the 0z =  plane without loss of generality. In this case, Eq. (8-45) reduces 
to  

 ( ) ( ) ( )0, cos sinx o y ot E t E t= ω + ωa aE  (8-46) 

At time 0t = , we have (0,0) o xE= aE , which is parallel to the +x-axis. At a 

later time /(2 )t = π ω , we have (0, /2 ) o yEπ ω = aE , which is parallel to the +y-

axis. In view of these, we note that as time increases, the electric field vector 
rotates in the counterclockwise direction in the xy-plane, with no change in the 
magnitude (see Fig. 8.4). The electric field vector completes a turn as tω  
changes by 2π , while the tip of the electric field vector follows a circular locus. 
This type of wave is called a right-hand circularly polarized wave. The 
polarization handedness is determined by the rotation direction of the electric field 
vector relative to the propagation direction of the wave; the right thumb points in 
the direction of propagation of the wave when the fingers follow the rotation of 
the electric field vector. 

A right-hand circularly polarized wave is illustrated in Fig. 8.4. The y-
component lags behind the x-component by 90o  in time phase. It means that the 
y-component arrives at a reference point p at a later time than the x-component 
by a quarter of the temporal period. In space dimension, the y-component curve 
appears to be pushed back in the –z-direction by a quarter wavelength relative to 
the x-component curve. Since both component waves propagate in the same 
direction, with the same velocity, the phase relationship between them is 
maintained at all times, at any point in space. It should be noted that the phase 
difference is a relative quantity so that the x-component may be said to lead the 
y-component by 270o  in time phase.  
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Fig. 8.4 A right-hand circularly polarized wave. 

Next, we consider the case in which the y-component leads the x-component 
by 90o  in time phase, while the amplitudes of the two components are the same. 
This wave is called a left-hand circularly polarized wave; the left thumb points in 
the direction of propagation of the wave when the fingers follow the rotation of 
the electric field vector. For a left-hand circularly polarized wave, the electric field 
phasor is expressed as  

 ( ) ( )/2jkz j jkz
o x o y o x o yE jE e E E e e− π −= + = +E a a a a  (8-47) 

In real instantaneous form, the electric field intensity is written as  

 ( ) ( )( , ) cos cos /2x o y oz t E t kz E t kz= ω − + ω − + πa aE  (8-48) 

Following the same procedure, we consider a point on the 0z =  plane, where the 
electric field intensity is given as a function of time only as 

 ( ) ( )(0, ) cos sinx o y ot E t E t= ω − ωa aE  (8-49) 

At time 0t = , we have (0,0) o xE= aE , which is parallel to the +x-axis. At a 

later time /(2 )t = π ω , we have (0, /2 ) o yEπ ω = − aE , which is parallel to the –

y-axis. In view of these, we note that as time increases, the electric field vector 
rotates in the clockwise direction in the xy-plane, with no change in the 
magnitude. The electric field vector completes a turn as tω  changes by 2π , 
while the tip of the electric field vector follows a circular locus.  

A left-hand circularly polarized wave is illustrated in Fig. 8.5. The y-component 
leads the x-component by 90o  in time phase. Thus, the y-component arrives at a 
reference point p at an earlier time than the x-component by a quarter of the 
temporal period. In space dimension, the y-component curve appears to be pulled 
forward in the +z-direction by a quarter wavelength relative to the x-component 
curve.  
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Fig. 8.5 A left-hand circularly polarized wave. 

Example 8-5 
Resolve a linearly polarized wave 1

jkz
o xE e −=E a  into two circularly polarized 

waves. 
 

Solution 
By adding and subtracting the term ( )1/2 o yjE a  on the right-hand side of 

the expression for 1E , we have  

( ) ( )1

1
2

jkz
o x o y o x o yE jE E jE e − = − + + E a a a a  (8-50) 

The first term on the right-hand side of Eq. (8-50) represents a right-hand 
circularly polarized wave, whereas the second term a left-hand circularly 
polarized wave.  

From the opposite point of view, if two electric field vectors of the same 
magnitude rotate in the opposite directions in the xy-plane, and cross the 
+x-axis at the same time, the sum of these waves is one that is linearly 
polarized in the x-direction.  

 
Exercise 8.7 

 Determine the polarization handedness of the following circularly polarized 

waves: (a) ( ) 30010 j z
x yj e −= +E a a , (b) ( ) 40020 j z

x yj e −= −E a a , and (c) 

( ) 50030 j z
x yj e += −E a a . 

Ans. (a) right-hand, (b) left-hand, (c) left-hand. 

8.2.3.3   Elliptically Polarized Wave 

A uniform plane wave is said to be elliptically polarized if it is not linearly or 
circularly polarized. The tip of the electric field vector follows an elliptical locus 
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in the plane perpendicular to the direction of propagation of the wave. The linearly 
and circularly polarized waves are special cases of the elliptically polarized wave. 
The electric field phasor of an elliptically polarized wave is generally expressed as  

 ( )j jkz
ox x oy yE E e eϕ −= +E a a  (8-51) 

Here, oxE  and oyE  are positive real. The phase angle ϕ determines the phase 

difference between the two components. The instantaneous form of the elliptically 
polarized wave is 

 ( ) ( )cos cosox x oy yE t kz E t kz= ω − + ω − + ϕa aE  (8-52)  

The electric field vector changes in both the magnitude and the direction with 
time.  

We now examine the electric field vector of an elliptically polarized wave at a 
point on the 0z =  plane. At the point, from Eq. (8-52), the two components are 
given as functions of time only as  

 ( )cosx oxE t= ωE  (8-53a) 

 ( )cosy oyE t= ω + ϕE  (8-53b) 

For 0 < ϕ < π , at time 0t = , we have x oxE=E  and cosy oyE= ϕE , meaning 

that the electric field vector is either in the first or fourth quadrant in the xy-plane 

with a magnitude 2 2 2cosox oyE E+ ϕ , depending ϕ. At a later time /(2 )t = π ω , 

we have 0x =E  and siny oyE= − ϕE , meaning that the electric field vector is 

parallel to the –y-axis with a magnitude sinoyE ϕ . We see that as time 

increases, the electric field vector rotates in the clockwise direction in the xy-
plane, although the magnitude may change with time. This wave is said to be left-
hand elliptically polarized. 

If the y-component lags behind the x-component in time phase such that 
0−π < ϕ <  in Eq. (8-51), the wave is called a right-hand elliptically polarized 

wave.  
The shape of the polarization ellipse depends on the ratio /oy oxE E  and the 

phase angle ϕ . Referring to Fig.8.6, in which an ellipse has the major axis 2 oxE ′  

along the x ′ -axis, and the minor axis 2 oyE ′  along the y ′ -axis, we can obtain an 

expression for the rotation angle θ as follows. Consider a left-hand elliptically 
polarized wave, having the electric field vector whose tip follows the same 
elliptical locus as shown in Fig. 8.6. In this case, the electric field intensity of the 
wave is expressed in the primed coordinates as  

  ( )cosx oxE t′ ′ ′= ω + ϕE  (8-54a) 

 ( )siny oyE t′ ′ ′= − ω + ϕE  (8-54b) 
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The two amplitudes oxE ′  and oyE ′ , and the phase angle ′ϕ  are to be determined 

from oxE , oyE , and ϕ  given in the general expression in Eq. (8-53). Taking the 

coordinate transformation of the electric field intensities shown in Eq. (8-53) into 
the primed coordinates, we have 

 cos( )cos cos( )sinx ox oyE t E t′ = ω θ + ω + ϕ θE  (8-55a) 

 cos( )sin cos( )cosy ox oyE t E t′ = − ω θ + ω + ϕ θE  (8-55b) 

By equating Eq. (8-54) with Eq. (8-55) we obtain 

 
( ) ( )22

2 cos
tan(2 ) ox oy

ox oy

E E

E E

ϕ
θ =

−
 (8-56) 

If 0ϕ = , Eq. (8-56) reduces to tan /oy oxE Eθ = , representing a linearly 

polarized wave.  

 

Fig. 8.6 An ellipse with a rotation angle θ. 

Example 8-6 
Find the time-average power density of a uniform plane wave, propagating in free 

space, with the electric field phasor ( )j jkz
ox x oy yE E e eϕ −= +E a a . 

 

Solution 
From Eq. (8-23) we obtain the magnetic field phasor as 

( ) ( )

( )

1 1

1
                     

j jkz
k z ox x oy y

o o

j jkz
ox y oy x

o

E E e e

E E e e

ϕ −

ϕ −

= × = × +
η η

= −
η

H a E a a a

a a
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The time-average Poynting vector is 

( ) ( )

( )

*

2 2

1
Re

2
1

    Re
2

1
    

2

j jkz j jkz
ox x oy y ox y oy x

o

ox oy z
o

E E e e E E e e

E E

ϕ − − ϕ

 = × 

 = + × − η

= +
η

S E H

a a a a

a

 

The time-average power density is equal to the sum of those of two linearly-
polarized component waves.  

 
Exercise 8.8 

 Sketch the loci of E expressed by Eq. (8-51) for 0 2≤ ϕ ≤ π  and 2ox oyE E= . 

Ans.  
 

 
 
Review Questions with Hints 

RQ 8.11 What is the polarization of a uniform plane wave? [Figs.8.3,8.4,8.5] 
RQ 8.12 Under what conditions is a uniform plane wave linearly polarized, and 

circularly polarized? [Eqs.(8-42)(8-44)(8-47)] 
RQ 8.13 Are the right-hand and left-hand circularly polarized waves independent 

of each other? [Eqs.(8-44)(8-47)] 

8.2.4   Uniform Plane Wave in a Lossy Medium 

We now turn our attention to the electromagnetic wave propagating in a lossy 
medium. Dielectrics with free electrons and conductors of a finite conductivity are 
good examples of lossy media. A plane wave can be supported in a lossy medium 
of infinite extent, although the wave suffers power loss as it propagates through 
the medium. There are two mechanisms of power loss in a lossy dielectric. First, 
when the electric field of the wave induces electric dipoles in the material, the 
bound charges of the dipole vibrate to and fro along a straight line at the same 
frequency as the electric field. However, the strong interaction between the 
neighboring atoms tends to hinder the electric dipoles from oscillating in unison 
with the electric field. This phase delay causes a damping of the electric dipole, 
and thus a dissipation of the incident power in the form of heat. Second, the free 
electrons in a lossy dielectric constitute a conduction current flowing in the 
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electric field of the wave, and thus cause ohmic power loss of the wave in the 
material.  

The power loss in a lossy dielectric can be easily incorporated into the 
differential wave equation by means of a complex permittivity, ˆ j′ ′′ε = ε − ε . 

While the real part determines the phase constant of the wave propagating in the 
medium, the imaginary part describes the attenuation of the wave in the medium.  

The magnetic field of the incident wave may interact with the lattice atoms 
through the magnetic dipole moment, and thus the wave may suffer an additional 
power loss because of the damping of the magnetic dipole. Following the same 
procedure, we may introduce a complex permeability to account for the power 
dissipation in a lossy magnetic material. In most material media of our interest, 
however, the magnetic response of the medium is so weak in comparison with the 
electric counterpart that we may ignore the magnetic interaction and assume 

oμ = μ .  

8.2.4.1   Lossy Dielectric with a Damping Force 

In a homogeneous(ε and μ being independent of position), linear(ε and μ being 
independent of the magnitude of E and H), isotropic(ε and μ being independent 
of the direction of E and H), and lossy(ε being a complex number) dielectric, we 
begin with Maxwell’s equations given in phasor form as  

  j∇ × = − ωμE H  (8-57a) 

 ( ) ( )
ˆ

        o r r

j

j j j j

∇ × = ωε
′ ′′ ′ ′′= ω ε − ε = ωε ε − ε

H E

E E
 (8-57b) 

 0∇ =E  (8-57c) 

 0∇ =H  (8-57d) 

Here, the material is assumed to have no free charges as in Eq. (8-57c), and no 
conduction currents as in Eq. (8-57b). We assume that the complex permittivity in 
Eq. (8-57b) comes from the damping of the electric dipole in the material. From 
Eq. (8-57), we write Helmholtz’s equation as  

 2 2ˆ 0k∇ + =E E  (8-58) 

where the complex wavenumber is defined as 

 ( )ˆ ˆk j′ ′′= ω με = ω μ ε − ε  (8-59) 

Noting that Eq. (8-58) only differs from Eq. (8-11) in the constant k̂ , the general 
solution for Eq. (8-58) is a uniform plane wave with the complex wavenumber, 
that is  

 
ˆ

kjk
oe

−= a rE E   (8-60) 
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where ka  is a unit vector in the direction of propagation of the wave. Without 

loss of generality, in a medium of infinite extent, we set k z=a a . Under this 

condition, the electric field phasor is simply given as  

 
ˆ

  

jkz
o

z
o

e

e

−

−γ

=

≡

E E

E
 (8-61) 

where the propagation constant γ is defined as 

 
( )ˆ

  

jk j j

j

′ ′′γ = = ω μ ε − ε

≡ α + β
 1[m ]−  (8-62) 

Here, α is the attenuation constant measured in nepers per meter [Np/m] , and β is 

the phase constant measured in radians per meter [rad/m] . From Eq. (8-62) we 

obtain expressions for α and β as follows: 

 

1/2
2

1 1
2

 ′ ′′με ε  α = ω + − ′ε   
 [Np/m]  (8-63a) 

 

1/2
2

1 1
2

 ′ ′′με ε  β = ω + + ′ε   
 [rad/m]  (8-63b) 

In a lossless dielectric for which 0′′ε = , the attenuation constant reduces to 
0α = , as expected. The physical significance of α and β will become evident 

shortly. The ratio /′′ ′ε ε  is called the loss tangent, which is denoted as  

 tan
′′εξ =
′ε

 (8-64) 

This can be used as a measure of power loss in the medium. The angle ξ is called 
the loss angle.  

Let us now examine the electromagnetic wave propagating in a lossy dielectric 
characterized by the parameters expressed by Eqs. (8-62)-(8-64). Inserting Eq. (8-
62) into Eq. (8-61), we write the electric field of the wave, in phasor and 
instantaneous forms, as  

 ( ) z j z
o EE e e−α − β=E a  (8-65a) 

 ( ) ( )cosz
o EE e t z−α= ω − βaE  (8-65b) 

where Ea  is the unit vector of the electric field vector. From Eq. (8-65) we see 

that the attenuation constant α shows how fast the amplitude decreases in the +z-
direction, while the phase constant β describes how the phase changes in the +z-
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direction at a fixed time. The attenuation constant α must be positive in a passive 
medium in which no amplification of the electric field can occur. 

If two points are separated by a wavelength λ on the z-axis, it means that the 
phase difference between the electric field intensities observed at the points is 
2π ; that is, 2βλ = π . Thus, the relation between the phase constant and 
wavelength is obtained as  

 
2πβ =
λ

  [rad/m]  (8-66) 

The wavelength λ depends on ′′ε  as well as ′ε  in a lossy dielectric, as is evident 
from Eq. (8-63b).  

Whether the material medium is lossless or not, the phase velocity of the wave 
is always given by  

 pv
ω=
β

 [m/s] (8-67) 

which also depends on both the real and imaginary parts of ε̂ .  
We note that the loss tangent /′′ ′ε ε  determines the deviations of β expressed 

by Eq. (8-63b), λ expressed by Eq. (8-66), and pv  expressed by Eq. (8-67) from 

their counterparts in an identical medium with no loss.  
Substitution of the electric field phasor expressed by Eq. (8-65a) into Eq. (8-

57a) leads to the magnetic field phasor, that is, 

 
( ) ( )

       

z z
o E z o EE e E e

j

−γ −γ∇ × = ∇ × = −γ ×

= − ωμ

E a a a

H
  

 ( ) ( )ˆ
ˆ

z z j zo
o z E z E

E
E e e e−γ −α − βε= × = ×

μ η
H a a a a  (8-68) 

Here, the complex intrinsic impedance η̂  is defined as 

 ˆ
ˆ j
μ μη = =

′ ′′ε ε − ε
 [ ]Ω  (8-69) 

This is the ratio between the complex amplitudes of the electric and magnetic 
fields; that is, ˆ /o oE Hη = . In view of Eq. (8-69), we note that E and H are 

always out of phase in a lossy dielectric.  
 

Example 8-7 
Given that 0.3 0.5z j z

x oE e e− −=E a  for a wave propagating in a lossy dielectric of 

2 o′ε = ε  and oμ = μ , determine the intrinsic impedance of the medium. 
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Solution 
From the given electric field phasor, we obtain 0.3α =  and 0.5β =  

From Eq. (8-63), we obtain 

( )
( )

22

2

1 / 1

1 / 1

′′ ′+ ε ε − α = β  ′′ ′+ ε ε +
 (8-70) 

Inserting the values of α and β into Eq. (8-70), the loss tangent is  

1.88
′′ε =
′ε

 (8-71) 

Substituting 2 o′ε = ε  and the loss tangent into Eq. (8-69), we obtain the 

complex intrinsic impedance as  

( )
1

ˆ
2 1 /

o

o j

μη =
ε ′′ ′− ε ε

0.54120 1
183

2 1 1.88
je

j

π= =
−

 (8-72) 

We note that H lags behind E by 0.54  radian in time phase.  

Exercise 8.9 
 For a wave ( )0.3 80.5 sin 10 2z

y e t z−= − +aE , find (a) α, (b) β, (c) pv , (d) 

direction of propagation, and (e) oE . 

Ans. (a) 0.3[Np/m]α = , (b) 2[rad/m]β = , (c) 75 10 [m/s]pv = × , (d) –z-

direction, (e) /20.5 [V/m]j
o e π=E . 

8.2.4.2   Lossy Dielectric of a Low Conductivity 

The conduction current is the dominant source of power loss in lossy media. In a 
dielectric with a finite conductivity and a negligible damping, Maxwell’s 
equations are written as  

 j∇ × = − ωμE H  (8-73a) 

 ( )j j∇ × = + ωε = σ + ωεH J E E  (8-73b) 

 0∇ =E  (8-73c) 

 0∇ =H  (8-73d) 

In a material of a negligibly small damping, ε and μ are real. From the above 
equations we note that although the given material contains free electrons, 0σ ≠ , 
it has no net charges, 0v =ρ . The current density phasor J shown in Eq. (8-73b) 
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represents the conduction current generated by the electric field of the incident 
wave. Rewriting Eq. (8-73b), we have 

 

( ) ˆ        

j j

j j j

σ ∇ × = ω ε − ω 
′ ′′≡ ω ε − ε ≡ ωε

H E

E E

 (8-74) 

Here, the complex permittivity ε̂  is newly defined as  

 ˆ j j
σ′ ′′ε ≡ ε − ε = ε −
ω

 [F/m] (8-75) 

A lossy dielectric with a finite conductivity, infinite in extent, can support a plane 
wave of the form  

 z
oe

−γ=E E  (8-76) 

Substitution of ′ε = ε  and /′′ε = σ ω  into Eqs. (8-62) and (8-63) leads to the 

propagation, attenuation, and phase constants in a lossy dielectric of a finite 
conductivity expressed as  

 1j j j
σ γ ≡ α + β = ω με − ωε 

 -1[m ]  (8-77) 

 

1/2
2

1 1
2

 με σ  α = ω + − ωε   
 [ ]Np/m  (8-78a) 

 

1/2
2

1 1
2

 με σ  β = ω + + ωε   
 [ ]rad/m  (8-78b) 

Following a similar procedure, we obtain the complex intrinsic impedance from 
Eq. (8-69) as 

  ( )
1

ˆ
1 /j

μη =
ε − σ ωε

 [ ]Ω  (8-79)  

The loss tangent is now given by 

 tan
′′ε σξ = =
′ε ωε

 (8-80) 

For instance, in a low-loss dielectric with a loss tangent tan / 0.1ξ = σ ωε < , we 

obtain / 0.05α β <  and a phase angle of η̂  being less than 0.05[rad].  
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Fig. 8.7 In a low-loss dielectric, H always lags behind E in time phase.  

Example 8-8  
Find the attenuation and phase constants in a nonmagnetic material( oμ = μ ) in 

which the complex intrinsic impedance is 0.5ˆ 200 jeη =  at a frequency 
100[MHz] . 

 

Solution 
The term ( )1 /j− σ ωε  in Eq. (8-79) is written in polar form as 

( ) ( )2
1 / 1 / jj e − ξ− σ ωε = + σ ωε  

Inserting it into Eq. (8-79), the intrinsic impedance is expressed as  

( )

/2
0.5

1/42
ˆ 200

1 /

j
jo

o r

e
e

ξμη = =
ε ε  + σ ωε 

 (8-81) 

Equating the two exponentials in Eq. (8-81), we obtain 1ξ = , and thus 

( )tan tan 1 1.56ξ = = .  

Inserting the loss tangent into Eq. (8-81), we have 

1/42

377 1
200

1 (1.56)r

=
ε  + 

  1.92r→ ε =  

From Eq. (8-78a), we obtain 

( )
1/2

2 1/28
2

8

2 10 1.92
1 1 1 1.56 1

2 3 10 2

  1.90[Np/m]

r
o o

 ε σ π ×    α = ω μ ε + − = + −   ωε ×     
=

 (8-82) 



8.2   Waves in Homogenous Media 413
 

From (8-78b), we obtain 

 ( )
1/2

2 1/28
2

8

2 10 1.92
1 1 1 1.56 1

2 3 10 2

  3.47[rad/m]

r
o o

 ε σ π ×    β = ω μ ε + + = + +   ωε ×     
=

  

 (8-83) 

In view of the ratio / 0.55 0.05α β = >>  and the loss tangent 

tan 1.56ξ = , this is a high-loss material.  

Example 8-9 
For an electromagnetic wave with ( )0.21 2.2300 z j z

x e − −=E a  [V/m], propagating 

in a medium of ˆ 220 21jη = + [ ]Ω , find S  at the 0.5[m]z =  plane.  

Solution 
 Magnetic field phasor is 

 ( ) ( )0.21 2.21 300
ˆ 220 21

z j z
z y e

j
− −= × =

η +
H a E a  

 Time-average Poynting vector is 

( )

2 0.42
*

0.42

1 1 300
Re Re

2 2 220 21

                           202.7

z

z

z
z

e
j

e

−

−

 
 = × =    − 

=

S E H a

a

  (8-84) 

 At the 0.5[m]z =  plane 

 ( ) 0.42 0.5 2202.7 164.3 [W/m ]z ze − ×= =S a a . 

 
Exercise 8.10 

 Write an expression for the ratio /α β  in terms of the loss tangent in a low-loss 

dielectric.  

Ans. / (1/2)tanα β ≅ ξ . 

Exercise 8.11 
 Express, in terms of the loss angle, how much H lags behind E in time phase. 

Ans. Half the loss angle, or /2ξ .  
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Review Questions with Hints 

RQ 8.14 Define attenuation and phase constants of the wave in a lossy dielectric.  
  [Eqs.(8-63)(8-78)] 
RQ 8.15 Define loss tangent of a lossy medium. [Eqs.(8-64)(8-80)] 
RQ 8.16 Under what conditions does the permittivity become complex?  
   [Eqs.(8-57b)(8-73b)] 
RQ 8.17 Express intrinsic impedance of a lossy dielectric.  [Eqs.(8-69)(8-79)] 

8.2.4.3   Good Conductors 

Although the conductivity may not be infinite in a good conductor, it is very large 
such that we may assume / 1σ ωε >>  in Eqs. (8-77)-(8-80). Under this condition, 

it is evident from Eq. (8-73b) that the displacement current can be neglected in the 
conductor in comparison with the conduction current. In a good conductor, the 
propagation constant γ in Eq. (8-77) simply reduces to  

 
1

2
                         

j
j j

j

σ +γ ≅ ω με − = ωμσ
ωε

≡ α + β
 (8-85) 

In the above equation, we used the following relation:  

 
1/2/2 /4 1

2
j j j

j e e− π − π − − = = =    (8-86) 

As can be seen from Eq. (8-85), the attenuation and phase constants are equal in 
magnitude in a good conductor:  

 fα = β = π μσ  (8-87) 

where 2 fω = π . In a good conductor, both α and β increase with f  and σ . 

In a good conductor, the phasor and instantaneous forms of the electric field are 
given as  

 
( )  

z j z
o

z f jz f
o E

e e

E e e

−α − β

− π μσ − π μσ

=

=

E E

a
 (8-88) 

 ( ) ( )cosz f
o EE e t z f− π μσ= ω − π μσaE   (8-89) 

The amplitude of the electric field intensity varies as ze −α  and, therefore, it will 

be attenuated by a factor of 1 0.368e − =  at a distance 1/ fπ μσ  along the z-

axis. This distance is designated by δ and called the depth of penetration or skin 
depth of the conductor. Namely 
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1 1 1

f
δ = = =

α βπ μσ
 [m] (8-90) 

The skin depth is measured in meters[m]. It tells us how deep an electromagnetic 
wave can penetrate into the conductor. At microwave frequencies, the skin depth 
is so short that the electric field and the induced current may be considered to be 
confined within a very thin layer of a thickness δ on the surface of the conductor. 
For example, silver-plated brass waveguides can be used in place of those made of 
solid silver with little degradation in performance, but with much reduced material 
cost.  

Upon using the relation 2 /β = π λ , the skin depth is simply written as 

 
2
λδ =
π

  (8-91)   

where λ is the wavelength measured in the conductor. We see from Eq. (8-91) that 
only a fraction, less than one sixth, of a cycle of the wave is packed within a skin 
depth.  To show an electromagnetic wave in a good conductor occupying the 
region 0z ≥ , the electric field intensity ( )/ cos /ze t z− δ= ω − δE  is plotted as 

a function of z at times 0t =  and /(2 )t = π ω  in Fig. 8.8. 

 

Fig. 8.8 ( )/ cos /ze t z− δ= ω − δE  at times 0t =  and /(2 )t = π ω  in a good 

conductor. 

The phase velocity of a wave propagating in a good conductor is, from Eq. (8-90), 

 2p

f
v

ω π= =
β μσ

 [m/s] (8-92) 

The phase velocity depends on frequency in a good conductor, and is generally 
very small compared with that in free space. For instance, the phase velocity in 
copper is 41.3 10 [m/s]pv = ×  at 1[GHz] .  
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Example 8-10 
Express the skin depth of copper, having a conductivity 75.8 10 [S/m]σ = × , as 

a function of frequency.  
 

Solution 
 From Eq. (8-90), with oμ ≈ μ , we write 

 
7 7

1 1

4 10 5.8 10of f −
δ = =

π μ σ π × π × × ×
 

 Skin depth of copper is therefore  

 
0.066

f
δ =  [m] 

 For instance, at a frequency 1[GHz]f = , the skin depth of copper is only 

2.1[μm] . 

-------------------------------------------------------------------------------------------------- 

A good conductor is characterized by a property / 1σ ωε >> . The intrinsic 

impedance of a good conductor is therefore, from Eq. (8-79), 

 ( )ˆ 1
j f

j
ωμ π μη ≅ = +
σ σ

  

The intrinsic impedance of a good conductor is expressed in terms of the 
conductivity and skin depth as 

 
( )1

ˆ
j+

η =
σδ

 [ ]Ω  (8-93) 

Equation (8-93) implies that the magnetic field always lags behind the electric 
field by 45o  in time phase in a good conductor.  

Let us now turn our attention to the power density carried by an 
electromagnetic wave propagating in a good conductor. If an electromagnetic 
plane wave is polarized in the x-direction, and propagates in the +z-direction in a 
good conductor, the electric and magnetic field phasors are written as  

 ( )1 /j z
x oE e − + δ=E a  (8-94a) 

 ( ) ( )1 /1
ˆ 1

j z
z y oE e

j
− + δσ δ= × =

η +
H a E a  (8-94b) 

The time-average Poynting vector is  

 
( )* 2 2 /11 1

Re Re
2 2 2

z
z o

j
E e − δσδ + 

 = × =   
 

S E H a  
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Thus, in a good conductor in the region 0z ≥ , we have 

 2 2 /

4
z

z oE e − δσδ=S a  2[W/m ]  (8-95) 

Here, oE  is the amplitude of the electric field at the surface of the conductor 

defined at 0z = , σ is the conductivity, and δ is the skin depth of the conductor. 
The power density decreases rapidly as the wave propagates into the conductor. At 
a distance of δ from the surface, S  is only a fraction, 2 0.135e − = , of its 

initial value specified at the surface.  
The skin depth enables us to express the power loss in a good conductor in 

terms of an ac resistance. Consider the case as shown in Fig. 8.9, in which an 
electromagnetic plane wave, polarized in the x-direction, propagates in the +z-
direction in a good conductor of a cross section w × l 2[m ] . The electric field of 

the wave induces a time-varying current density in the conductor, which is 
expressed in phasor form as 

 ( ) ( )1 / 1 /Jj z j z
x o x oE e e− + δ − + δ= σ =J a a  (8-96) 

The total time-average power dissipated in the conductor of a conductivity σ and a 
volume w d× ×l 3[m ]  is computed as follows:  

  

* *

0

2 2 /

0

1 1
Re Re

2 2
1

                                 J
2

z d

z

z d z
o z

P d w dz

w e dz

=

=

= − δ

=

  = =    σ

=
σ

 



J E J J
V

v l

l
 

Under the condition of a small skin depth, dδ << , the total time-average power 
loss in the conductor is expressed as  

 21
J  

4 oP w= δ
σ

l  [W] (8-97) 

where wl  represents the cross sectional area of the conductor, and δ is the skin 
depth. It should be noted that Jo  is the amplitude of the current density on the 

surface of the conductor, not a surface current density. Let us now calculate, from 
Eq. (8-96), the total ac current flowing in the conductor. The phasor of the total 
ac current, IT , is  

 

( )1 /

0
I J

J
                  

1

z d j z
T o z

o

d w e dz

w

j

= − + δ

=
= =

δ=
+

 J s
S


 [A]  (8-98) 
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Now let us assume that the total current IT  flows uniformly in a thin slab of a 

cross section 2[m ]w × δ  and a length [m]l  for the reason that will become 

evident shortly. We next express the total time-average power dissipated in the 
conductor, Eq. (8-97), in terms of the total current IT  as  

 *1
Re I I

2 ac T TP R  =    [W]  (8-99) 

Comparing Eq. (8-97) and Eq. (8-99), with the aid of Eq. (8-98), we define the ac 
resistance acR  as follows:  

 acR
w

=
σδ

l
 [ ]Ω  (8-100) 

The total power dissipated in a conductor with a dc-resistance [ ]/dcR wd= σ Ωl  

is equal to the total power dissipated in a thin slab of a cross section 2[m ]w × δ  

and a length [m]l , having an ac-resistance [ ]/acR w= σδ Ωl  that is experienced 

by the total current uniformly distributed in the slab. Again, the total time-average 
power dissipated in a conductor can be expressed in terms of the current density 
Jo  specified on the surface of the conductor, as shown in Eq. (8-97), or in terms of 

the total current IT  flowing in the conductor, as shown in Eq. (8-99). 

The total current in the conductor in real instantaneous form is, from Eq. (8-98), 

 
J

Re I cos
42

j t o
T Te w tω π  = = δ ω −    

i   (8-101) 

Substituting Jo oE= σ  into Eq. (8-101), we obtain the relation between the total 

instantaneous current Ti  and the electric field intensity on the surface of the 

conductor, oE .  

 

 

Fig. 8.9 Penetration of an electromagnetic wave into a good conductor. 
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Example 8-11 
Referring to Fig. 8.9, find the total power transmitted into the conductor through 
the entrance surface of the cross section 2[m ]w × l .  

 

Solution 
 Time-average power density at the 0z =  plane is, from Eq. (8-95),  

 2

4z oE
σδ=S a  

 Total power through the cross section is  

2 2

0 0

1 1
4 4

w

o ox y
P d E w w J

= =
= = σδ = δ

σ  S s
l

l l  (8-102) 

 The direction of ds  is along the direction of S , not outward away from 

the volume. The transmitted power given by Eq. (8-102) is equal to the total 
power dissipated in the conductor given by Eq. (8-97), conforming with the 
law of conservation of energy. 

 
Exercise 8.12 
What is the skin depth of sea water having 4[S/m]σ =  at a frequency 1[KHz] ? 

Ans. 8.0[m] . 

Exercise 8.13 
At what distance into a good conductor is the time-average power density of the 
incident wave reduced to 1%  of its initial value at the surface?  

Ans. 2.3 × δ . 

Exercise 8.14 
What is the ac-resistance of a copper wire of radius 1[mm] and length 1[Km] at a 
frequency 1[MHz]?  

Ans. 41.5[ ]acR = Ω . 

 
Review Questions with Hints 

RQ 8.18 Define the attenuation and phase constants of a plane wave propagating 
in a good conductor. [Eq.(8-87)] 

RQ 8.19 What is the skin depth of a conductor? [Eq.(8-90)] 
RQ 8.20 Express the intrinsic impedance of a good conductor. [Eq.(8-93)] 
RQ 8.21 Express the time-average power density of an electromagnetic wave in 

a good conductor. [Eq.(8-95)] 
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8.3   Plane Waves at an Interface 

When an electromagnetic wave impinges on an interface between two different 
media, a portion of the wave is reflected from the interface, while the remainder 
is transmitted through the interface. The electric and magnetic fields of these 
three waves should satisfy the boundary conditions at the interface, which are 
imposed by Maxwell’s equations. Since the phase of the incident wave generally 
varies from point to point in the interface (see the 0z =  plane in Fig. 8.1, for 
instance), the spatial variations of the phases of the reflected and transmitted 
waves should be the same as that of the incident wave, in the interface, in order 
to satisfy the boundary conditions; otherwise, the three waves cannot be related 
to each other at the interface. As we will see later, this condition of an identical 
phase variation leads to the law of reflection and the law of refraction at the 
interface.  

In this section, we first examine the uniform plane wave normally incident on a 
planar interface between two different media, and learn about the standing wave. 
Next, we extend our discussion to the uniform plane wave obliquely incident on 
the interface, and study the laws of reflection and refraction, followed by Fresnel’s 
equations of reflection and transmission coefficients. We compute the reflected 
and transmitted powers, and discuss the reflectance and transmittance at the 
interface. 

8.3.1   Normal Incidence of a Plane Wave 

In this subsection, we limit our discussion to a uniform plane wave normally 
incident on an infinitely large planar interface between two lossless media, as 
depicted in Fig. 8.10. We assume that the wave is linearly polarized in the x-
direction, and propagates in the +z-direction in medium 1 in the region 0z ≤ , 
before it impinges on the interface at 0z = . To start with, we write the electric 
and magnetic field phasors of the incident wave as  

 1j zi i
x oE e − β=E a   (8-103a) 

 1

1

i
j zi o

y

E
e − β=

η
H a  (8-103b) 

where i stands for the incident wave, and 1 stands for medium 1. The phase 
constant 1β  and the intrinsic impedance 1η  are both real in the lossless medium 

1. We assume the amplitude i
oE  to be real without loss of generality. In this 

case, the magnetic field vector is directed along the +y-axis in accordance with 
Eq. (8-28). 
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Fig. 8.10 Normal incidence of a plane wave on a planar interface. 

The electric field intensity iE  of the incident wave is constant in the interface 
at 0z = , as can be seen from Eq. (8-103). Under this condition, the electric field 
intensities of the reflected and transmitted waves should also be constant in the 
interface. These are prerequisites for the boundary condition, which requires that 
the tangential component of E is continuous across the interface. The 
preconditions can be met only if the reflected and transmitted waves are uniform 
plane waves propagating in either the +z or the –z direction, and their wavefronts 
are parallel to the 0z =  plane.  

The reflected wave propagates in the –z-direction, and its electric and magnetic 
field phasors are expressed as  

 1j zr r
x oE e β=E a   (8-104a) 

 1

1

r
j zr o

y

E
e β= −

η
H a  (8-104b) 

where r stands for the reflected wave. It should be noted that rE  is assumed to be 
directed in the +x-direction, instead of the –x-direction, for simplicity. Under this 
condition, rH  is directed in the –y-direction in accordance with Eq. (8-28). Note 
that the phase constant and the intrinsic impedance shown in Eq. (8-104) are the 
same as those in Eq. (8-103) because the two waves are in the same medium.  

The transmitted wave propagates in the +z-direction, and its electric and 
magnetic field phasors are expressed as  

 2j zt t
x oE e − β=E a   (8-105a) 

 2

2

t
j zt o

y

E
e − β=

η
H a  (8-105b) 
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where t stands for the transmitted wave. In medium 2, the phase constant 2β  and 

the intrinsic impedance 2η  are, in general, not the same as those in medium 1. 

We are now ready to apply the boundary conditions to the electric and magnetic 
field intensities expressed by Eqs. (8-103)-(8-105), and determine the amplitudes 

r
oE  and t

oE  in terms of i
oE . The tangential components of E and H should be 

continuous across the interface at 0z =  such that  

 i r t
o o oE E E+ =  (8-106a) 

 
1 1 2

i r t
o o oE E E− =

η η η
 (8-106b) 

The left-hand side of Eq. (8-106a) is the sum of the two electric field intensities 
in medium 1, observed on the interface, while the right-hand side is the electric 
field intensity in medium 2, observed on the interface. Eq. (8-106b) obviously 
comes from the boundary condition for the magnetic field intensity at the 
interface.  

The reflection coefficient Γ and the transmission coefficient τ are readily 
obtained from Eqs. (8-106a) and (8-106b) as 

 2 1

2 1

r
o
i
o

E
E

η − ηΓ ≡ =
η + η

 (8-107a) 

 2

2 1

2t
o
i
o

E
E

ητ ≡ =
η + η

 (8-107b) 

It should be noted that Eq. (8-107) is true only for the normal incidence of a 
uniform plane wave on an infinitely large planar interface. The reflection 
coefficient Γ becomes negative for 1 2η > η , implying that the direction of the 

electric field intensity is reversed after a reflection from the interface. In contrast, 
the transmission coefficient τ is always positive. It can be shown that Eq. (8-107) 
is also valid for an interface between two lossy media with complex intrinsic 
impedances; the reflection and transmission coefficients are generally complex 
numbers.  

Equation (8-107) leads to  

 1+ Γ = τ  (8-108) 

It is important to remember that this is true only for the normal incidence.  
 

Example 8-12 
For a uniform plane wave normally incident on an interface between two media of 

1η  and 2η , derive ( )2 2

1 2/ 1Γ + η η τ =  from the law of conservation of 

energy. 
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Solution 
Time-average power densities of the incident, reflected, and transmitted 
waves are, from Eqs. (8-103)-(8-105), 

2*

1

1 1
Re

2 2
i i i i

z oE = × =  η
S E H a  (8-109a) 

2 22

1 1

1 1
2 2

r r i
z o z oE E= − = − Γ

η η
S a a  (8-109b) 

2 22

2 2

1 1
2 2

t t i
z o z oE E= = τ

η η
S a a  (8-109c) 

From the law of conservation of energy, we write 

i r t= +S S S  (8-110) 

Substituting Eq. (8-109) into Eq. (8-110), we have 

ηΓ + τ =
η

2 21

2

1.  (8-111) 

 
Exercise 8.15 

 For a wave 110 j zi
x e − β=E a  with 2[GHz]f = , propagating in free 

space ( 0)z < , impinging on a dielectric ( 0)z ≥  with 2 2 oε = ε  and 2 oμ = μ , find 
rE  and tE . 

Ans. 41.91.72r j z
x e −= −E a , and 59.28.28t j z

x e −=E a . 

Exercise 8.16 
 A light of 500[nm]λ =  is normally incident on a glass plate of 1.5n = . What 

portion of the incident power is reflected from the first surface of the glass plate? 

Ans. 4%. 

8.3.1.1   Standing Wave Ratio 

The total electric field intensity in medium 1 is equal to the sum of those of the 
incident and reflected waves, which propagate in the opposite directions. That is, 

 
1 12

1

1

1

ˆ                  

j z j zi r i
x o

x

E e e

E

− β β = + = + Γ 
≡

E E E a

a
 (8-112) 

where Γ is the reflection coefficient as given in Eq. (8-107a). As mentioned 
earlier, if one of the two adjoining media is a lossy material, the reflection 
coefficient is given by a complex number such as  

 je φΓ = Γ  (8-113) 
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where φ is the phase angle. Inserting Eq. (8-113) into Eq. (8-112), the magnitude 
of the electric field vector phasor 1E  in medium 1 is expressed as  

 ( )11 2
1

ˆ 1 j zj zi
oE E e e β +φ− β  = + Γ   (8-114) 

The complex amplitude 1Ê  is a complex number, whose magnitude represents 

the amplitude of the total electric field intensity, oscillating with an angular 
frequency ω in medium 1, and whose phase angle represents the phase delay of the 
time-harmonic electric field.  

The maximum amplitude is observed at a point on the z-axis where the two 
terms in bracket on the right-hand side of Eq. (8-114) are in phase. Namely, 

 ( )1 max
ˆ 1i

oE E= + Γ  (8-115a) 

 ( )max
1

1
2

2
z n= − φ + π

β
  ( )0, 1, 2, ...n = ± ±  (8-115b) 

The maximum is closely related to the reflection coefficient in such a way that the 

maximum amplitude 1 max
Ê  depends on the magnitude of Γ, whereas the location 

of the maximum, maxz , depends on the phase angle of Γ. On the other hand, the 

minimum amplitude is observed at a point on the z-axis where the two terms in 
bracket are out of phase by 180o . Namely, 

 ( )1 min
ˆ 1i

oE E= − Γ  (8-116a) 

 ( )min
1

1
2

2
z n= − φ + π + π

β
  ( )0, 1, 2, ...n = ± ±  (8-116b) 

We see from Eqs. (8-115b) and (8-116b) that two adjacent maxima or two 
adjacent minima are separated by a distance 1/π β  along the z-axis, which is a 

half wavelength of the incident or the reflected wave in medium 1.  
Let us rewrite Eq. (8-114) as 

 
( )

( ) ( )

11

1

2
1

/2
1

ˆ 1

   1 2cos /2

j zj zi
o

j zi i j
o o

E E e e

E e E e z

β +φ− β

− β φ

 = − Γ + Γ + Γ 
= − Γ + Γ β + φ  

 (8-117) 

The instantaneous form of the total electric field intensity in medium 1 is, from 
(8-117),  

  ( ) ( ) ( ) ( )1 1 11 cos 2 cos /2 cos /2i i
o oE t z E z t= − Γ ω − β + Γ β + φ ω + φE   

  (8-118) 
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The first term on the right-hand side of Eq. (8-118) is a traveling wave, having an 
amplitude ( )1i

oE − Γ , whereas the second term is a standing wave, oscillating 

with an amplitude ( )12 cos /2i
oE zΓ β + φ  at an angular frequency ω. Although 

the standing wave comprises of two plane waves of equal amplitudes, it does not 
travel through the medium, because of the opposite directions of travel of the two 
component waves. From Eq. (8-118), we see that when a wave of an amplitude 

i
oE  impinges normally on the interface, a portion of the wave, i

oEΓ , is reflected 

from the interface, and propagates in the direction opposite to that of the incident 
wave. The reflected wave interferes with the incident wave and produces a 
standing wave in medium 1. The other portion of the incident wave, ( )1 i

oE− Γ , 

just travels in the +z-direction, without being interrupted. We note that the 
amplitude of the traveling wave is constant as a function of z in medium 1, 
whereas the amplitude of the standing wave varies sinusoidally with z, because of 
the term ( )1cos /2zβ + φ  in Eq. (8-118).  

For the case of 0.5Γ =  and 0φ = , the electric field intensities of the 

traveling and the standing waves given in Eq. (8-118) are both plotted in Fig. 8.11 
as a function of 1zβ , at times 0, /4tω = π , and π , Blue lines represent the 

traveling wave, and black lines represent the standing wave.  

 
Fig. 8.11 Traveling wave(blue line) and standing wave(black line) in medium 1. 

The total electric field intensity given in Eq. (8-118) is plotted in Fig. 8.12 as a 
function of 1zβ  at times 0, /4, /2, 3 /4,tω = π π π  and π , by assuming 

0.5Γ =  and 0φ = . Fig. 8.12 shows that the electric field intensity curve moves 

to the right with a decreasing amplitude for 0 /2t< ω < π , and with an 

increasing amplitude for /2 tπ < ω < π , and so on. The two blue lines represent 

the envelope of the electric field intensities such that the electric field intensity 
oscillates between the two blue lines, with an angular frequency ω, at a point on 
the z-axis. The location of the peak depends on the phase angle of the reflection 
coefficient as shown in Eq. (8-115b). 
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Fig. 8.12 Total electric field in medium 1. 

We define the standing wave ratio S as the ratio of the maximum to the 
minimum amplitude of the total electric field intensity in medium 1. That is,  

 
1 max

1 min

ˆ 1
ˆ 1

E
S

E

+ Γ
= =

− Γ
 (8-119) 

This is a dimensionless quantity. While Γ  ranges from 0 to 1, the standing wave 

ratio S ranges from 1 to ∞ . It is customary to express the standing wave ratio on 
a logarithmic scale, in decibels; that is, 1020log S [dB] . For example, 4S =  

corresponds to a standing wave ratio of 1020log 4 12.04[dB]= . The standing 

wave ratio S should not be confused with the Poynting vector S, or the unit [S] 
representing the siemens.  

 

Example 8-13 
A standing wave of 4S =  is formed in free space ( 0)z < . The first maximum is 

observed at a distance 0.2[m]  from the interface at 0z = , and two adjacent 

maxima are found to be separated by 0.5[m] . Determine 2η  of the material in 

the region 0z ≥ .  
 

Solution 
The distance between two adjacent maxima is equal to a half wavelength:  

2 0.5[m]λ = × , and thus 1

2
2

πβ = = π
λ

. (8-120) 

The first maximum corresponds to 0n =  in Eq. (8-115b):  

max
1

1
0.2[ ]

2
z m= − φ = −

β
 (8-121)  

Inserting Eq. (8-120) into Eq. (8-121), we get 

0.8φ = π   (8-122) 
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From Eq. (8-119), we get 

1 4 1
0.6

1 4 1
S
S

− −Γ = = =
+ +

 (8-123) 

Combining Eq. (8-122) and Eq. (8-123), the reflection coefficient is 
0.80.6 je πΓ =  (8-124) 

Rewriting Eq. (8-107a), we have 

2

1

1
1

η + Γ=
η − Γ

 (8-125) 

Substituting Eq. (8-124) and 1 377[ ]oη = η = Ω  into Eq. (8-125), we get the 

intrinsic impedance of medium 2 as 

[ ]
0.8

0.83
2 0.8

1 0.6
377 154

1 0.6

j
j

j

e
e

e

π

π

+η = = Ω
−

. 

Example 8-14 
A uniform plane wave, 920cos(3 10 17.3 )i

x t z= × −aE , travels in a lossless 

dielectric ( 0)z < , and impinges normally on the surface of a lossy 

dielectric ( 0)z ≥ , for which 4rε =  and 0.5[S/m]σ = . Find Γ, S, and the 

distance of the first maximum from the interface at 0z = .  
 

Solution 
For the incident wave in the region 0z < , we have 

93 10 [rad/s]ω = ×  

1 17.3o o rβ = ω μ ε ε = , and thus 1.73rε =  

1

377
217.92

1.73
o

o r

μη = = =
ε ε

 

In the region 0z ≥ , the intrinsic impedance is, from Eq. (8-79), 

( ) ( )2 9 12

0.68

1 377 1
1 / 2 1 0.5/ 3 10 4 8.854 10

1
                                 188.50 85.90

1 4.71

o

j

j j

e
j

−

μη = =
ε − σ ωε − × × × ×

= =
−

 

The reflection coefficient is, from Eq. (8-107a), 

( ) ( )
( ) ( )

2 1

2 1

2.80
2.61

0.19

85.90cos 0.68 217.92 85.90sin 0.68

85.90cos 0.68 217.92 85.90sin 0.68

151.13 54.01 160.49
  0.55

284.71 54.01 289.79

j
j

j

j

j

j e
e

j e

− +η − ηΓ = =
η + η + +

− += = =
+
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The standing wave ratio is, from Eq. (8-119), 

1 1 0.55
3.44

1 1 0.55
S

+ Γ += = =
− Γ −

  

Substituting 2.61φ = , 1 17.3β = , and 0n =  into Eq. (8-115b), we get 

max
1

2.61
7.5[cm]

2 2 17.3
z

φ= − = − = −
β ×

.   

Exercise 8.17 
If the incident wave iE  is delayed by 0.5[rad] such as 0.5i je −E , are there any 

changes in Eqs. (8-115b), (8-116b), and (8-119)? 

Ans. No. 

8.3.1.2   Interface Involving a Perfect Conductor  

The perfect conductor is one with an infinite conductivity. The intrinsic 
impedance of a perfect conductor is zero, as is evident from Eq. (8-93). Let us 
consider an interface formed by a lossless dielectric in the region 0z <  and a 
perfect conductor in the region 0z ≥ . We see that a substitution of 2 0η =  into 

Eq. (8-107) results in 1Γ = − , which means that the incident wave is totally 
reflected by the perfect conductor, and the reflected wave is 180o  out of phase 
with respect to the incident wave. 

If the incident wave is a uniform plane wave linearly polarized in the x-direction, 
propagating in the +z-direction in medium 1, the expressions for the incident and 
reflected waves are the same as Eq. (8-103) and Eq. (8-104), respectively. With the 
aid of / 1r i

o oE EΓ = = −  given on the perfect conductor, the total electric and 

magnetic field intensities are expressed in the dielectric(medium 1) as  

 
( )

1 1
1

1                 2 sin

j z j zi r i
x o

i
x o

E e e

j E z

− β β = + = − 
= − β

E E E a

a
 (8-126a) 

 

( )

1 1
1

1

1
1

2
                  cos

i
j z j zi r o

y

i
o

y

E
e e

E
z

− β β = + = + η

= β
η

H H H a

a

 (8-126b) 

The instantaneous form of the total electric and magnetic field intensities in 
medium 1 is  

 
( ) ( )
( ) ( )

1

1

2 sin cos /2

   2 sin sin

i
x o

i
x o

E z t

E z t

= β ω − π

= β ω

a

a

E
 (8-127a) 

 ( ) ( )1
1

2
cos cos

i
o

y

E
z t= β ω

η
aH  (8-127b) 
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We see from Eq. (8-127) that the incident and reflected waves form a complete 
standing wave, containing no traveling wave component. The space coordinate z 
is completely separated from the time variable t in Eq. (8-127). The standing wave 
is not a traveling wave and thus cannot deliver power to the load. No transfer of 
power can be verified by inserting Eq. (8-126) into Eq. (8-39), in which *

1 1×E H  

becomes imaginary, resulting in 0=S , or simply by inserting 2 0η =  into Eq. 

(8-39) to obtain 0τ = .  
The total E and H given in Eq. (8-127) are plotted in Fig. 8.13 as a function of 

1zβ at five times. It is apparent from Fig. 8.13 that the total E is zero on the 

surface of the perfect conductor at all times to satisfy the boundary condition, 
which requires that the tangential component of E should vanish on the surface of 
the perfect conductor. The point of zero amplitude, called a node, occurs 
periodically along the z-axis with a period of a half wavelength of the incident 
wave. The node of H occurs with the same spatial period as that of E, but is 
sifted by a distance /4λ  with respect to that of E. As we can see in Fig. 8.13, 

the first node of H occurs at a distance /4λ  from the surface of the conductor.  

 

Fig. 8.13 Electric and magnetic field intensities of a complete standing wave caused by a 
perfectly conducting surface.  
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Example 8-15 
A right-hand circularly polarized wave, ( )i j z

o x o yE jE e − β= −E a a , propagates in 

free space ( 0)z <  and impinges normally on the surface of a perfect conductor at 

0z = . Determine 

(a) 
rE  and its polarization state,  

(b) surface current density induced on the surface of the perfect conductor, and  
(c) instantaneous form of the total electric field intensity in free space. 
 

Solution 
(a) Using 1Γ = − , the electric field phasor of the reflected wave is written as 

( ) ( )r j z j z
o x o y o x o yE jE e E jE eβ β= Γ − = − +E a a a a  (8-128) 

 The instantaneous form of the reflected wave is 

( )
( ) ( )

/2Re

   cos sin

r j j z j t
o x o y

x o y o

E e E e e

E t z E t z

π β ω = − + 
= − ω + β − ω + β

a a

a a

E
 (8-129) 

 At the 0z =  plane, we have 

r
x oE= −aE  at 0tω =   (8-130a) 

r
y oE= −aE  at /2tω = π   (8-130b) 

 If the left four fingers follow the rotation of rE  in Eq. (8-130), the left 

thumb points in the direction of propagation of the reflected wave, as shown 
in Fig. 8.14. Thus, the reflected wave is left-hand circularly polarized. Note 
that the polarization state of a circularly polarized wave is reversed when the 
wave is reflected by a perfect conductor.  

 

Fig. 8.14 Reflection of a circularly polarized wave by a perfectly conducting surface at 
0z = .  
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(b) Magnetic field intensities of the incident and reflected waves are expressed 
in free space as 

( ) ( )

( )

1 1

                        

i i j z
k z o x o y

o o

j zo
y x

o

E jE e

E
j e

− β

− β

= × = × −
η η

= +
η

H a E a a a

a a
 (8-131) 

( ) ( ) ( )

( )

1 1

                        

r r j z
k z o x o y

o o

j zo
y x

o

E jE e

E
j e

β

β

= × = − × − +
η η

= +
η

H a E a a a

a a
 (8-132) 

 The total magnetic field intensity at the 0z =  plane is obtained from Eqs. 
(8-131) and (8-132) as 

( )2
(0) (0) (0)i r o

y x
o

E
j= + = +

η
H H H a a  (8-133) 

Using the outward unit normal to the surface, n z= −a a , the surface current 

density induced on the conductor is  

( ) ( )

( )

2
(0)

2
                   

o
n z y x

o

o
x y

o

E
j

E
j

= × = − × +
η

= −
η

J a H a a a

a a

s

  (8-134) 

(c) Total electric field intensity in free space is written as 

 
( ) ( )

( ) ( )                2 sin 2 sin

i r j z j z
o x o y o x o y

x o y o

E jE e E jE e

jE z E z

− β β= + = − + − +

= − β − β

E E E a a a a

a a
 

 The instantaneous form of the total electric field intensity in free space is 
therefore  

 
( ) ( ) ( )

( ) ( ) ( )

ω −πω ω  = = β − β   
 = β ω − ω 

/2Re Re 2 sin 2 sin

                     2 sin sin cos .

j tj t j t
x o y o

o x y

e E z e E z e

E z t t

E a a

a a

E
 

 
Exercise 8.18 

 A standing wave with 85 10 [rad/s]ω = ×  exists in free space ( 0)z <  due to a 

perfectly conducting surface at 0z = . Find the location of the first maximum. 

Ans. 0.94[m]z = − . 
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Exercise 8.19 
 With reference to Fig. 8.13, find (a) standing wave ratio in medium 1, and      

(b) phase angle of the reflection coefficient. 

Ans. (a) S = ∞ , (b) [rad]φ = π . 

 
Review Questions with Hints 

RQ 8.22 Write the reflection and transmission coefficients for the wave normally 
incident on a dielectric-dielectric interface.  [Eq.(8-107)] 

RQ 8.23 Express the law of conservation of energy in terms of Γ and τ of the 
wave normally incident on an interface.  [Eq.(8-111)] 

RQ 8.24 What are the standing wave and standing wave ratio? [Eq.(8-119)] 
RQ 8.25 Express the separation between two adjacent electric field intensity 

maxima in a standing wave pattern?  [Eq.(8-115)] 
RQ 8.26 Write the reflection coefficient of the wave normally incident on the 

surface of a perfect conductor.  [Eq.(8-126)] 

8.3.2   Oblique Incidence of a Plane Wave 

In the general case, a uniform plane wave may be obliquely incident on an 
interface between two different dielectrics. The incident wave is partly reflected 
from the interface, while the remainder is transmitted into the second medium, as 
in the case of the normal incidence. Under certain conditions, the incident wave 
may undergo a transmission only or a reflection only at the interface.  

The behavior of the wave at the interface strongly depends on the direction of 
propagation and the polarization state of the incident wave. The plane of incidence 
is a reference plane that is defined by the wavevector of the incident wave and a 
unit normal to the interface. It can be shown that all three wavevectors of the 
incident, reflected, and transmitted waves are confined in the plane of incidence. 
Thus, it would be most convenient to specify the directions of propagation of the 
waves by the rotation angles of the wavevectors with respect to the unit normal to 
the interface. Figure 8.15 shows the definitions of the angle of incidence, angle of 
reflection, and angle of transmission, which are denoted by iθ , rθ , and tθ , 

respectively. These angles are always positive, ranging from zero to /2π . Next, 

to describe the polarization state of the wave at the interface, we define the 
perpendicular polarization and the parallel polarization, which are so named 
because the electric field vectors are perpendicular and parallel to the plane of 
incidence, respectively. Note that the two polarization states of a wave are 
mutually orthogonal at the interface. 

With reference to the plane of incidence shown in Fig. 8.15, we generally 
express the electric field phasors of the incident, reflected, and transmitted waves 
as follows:  
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 ( ) ( )sin cosi i i ii j k x k zji i i
o oe e − θ + θ −  = =k rE E E  (8-135a) 

 ( ) ( )sin cosr r r rr j k x k zjr r r
o oe e − θ − θ −  = =k rE E E  (8-135b) 

 ( ) ( )sin cost t t tt j k x k zjt t t
o oe e − θ + θ −  = =k rE E E  (8-135c) 

where i, r, and t stand for the incident, reflected, and transmitted waves, 
respectively, and k is the magnitude of the wavevector k. For known values of 

i
oE , ik , and iθ , we can determine the values of r

oE , t
oE , rk , tk , rθ , and tθ  

by applying the boundary conditions to the three waves at the interface.  

 

Fig. 8.15 Plane of incidence at an interface between two dielectrics.  

We consider an interface between two dielectrics of different permittivities, 
which are lossless and nonmagnetic( 0α =  and oμ = μ ). We first apply the 

boundary condition for E to the electric field intensities given in Eq. (8-135), and 
make the tangential component of the electric field intensity be continuous across 

the interface such as ( ) ( ) ( )
tan tan tan

i r t+ =E E E , where tan stands for the 

tangential component. Substituting 0z =  into Eq. (8-135), and applying the 
boundary condition, we have  

 ( ) ( ) ( ) ( )sin sin

tan tan

i i r rj k x j k xi r
o oe e− θ − θ+E E ( ) ( )sin

tan

t tj k xt
o e − θ= E  (8-136) 

In the above equation, we notice that the sum of two spatial functions on the left-
hand side is equated with another spatial function on the right-hand side. The 
equality in Eq. (8-136) can be satisfied at every point on the interface only if the 
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three terms have the same functional form. Therefore, the three exponents should 
be identical, that is,  

 sin sin sini i r r t tk k kθ = θ = θ  (8-137) 

This implies that the tangential components of rk  and tk  should be the same as 

that of ik . 

Here, let us digress briefly and introduce the refractive index of a lossless and 
nonmagnetic material, which is defined as  

 / o rn = ε ε = ε  (8-138) 

where rε  is the relative permittivity, or the dielectric constant of the material. 

Thus, the wavenumber, or the magnitude of the wavevector, is expressed as 

 ok n
c

ω= ω μ ε =  (8-139) 

It is important to note that the refractive index is related to the intrinsic impedance 
of the material by  

 /o nη = η  (8-140) 

where the intrinsic impedance of free space /o o oη = μ ε .  

Noting that the incident and reflected waves are in the same medium, we obtain 
the relation i rk k= . Therefore, the first equality in Eq. (8-137) leads to the law of 

reflection: 

 i rθ = θ  (8-141) 

Next, with the help of Eq. (8-139), the second equality in Eq. (8-137) leads to 
Snell’s law of refraction:  

 1 2sin sini tn nθ = θ  (8-142) 

Again, iθ  and tθ  are the angles of incidence and transmission, respectively, 

while 1n  and 2n  are the refractive indices of medium 1 and 2, respectively. 

Because the laws of reflection and refraction are derived from the relation between 
the wavenumbers, or Eq. (8-137), they hold true regardless of the polarization 
state of the wave.  

 
Example 8-16 
A uniform plane wave of a wavevector 3 2 3i x y z= + +k a a a  propagates in 

free space in the region 0z < , and impinges on the surface of a dielectric of 
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1.69rε =  and 1rμ = , occupying the region defined by 0z ≥ . Find (a) rk , and 

(b) tk .  
 

Solution 
(a) The law of reflection comprises of two parts: 

 (I) r iθ = θ . 

 (II) ik  and rk  are in the plane of incidence.  

 Thus 

 3 2 3r x y z= + −k a a a . 

(b) The law of refraction comprises of two parts:  

 (I) sin sini i t tn nθ = θ  

 (II) ik  and tk  are in the plane of incidence 

 From Snell’s law, the tangential component of tk  is the same as that of 

ik , that is, 

 3t x y tz zk= + +k a a a  

 where tzk  is an unknown. 

Using 1.3 4t t ik n k= = ×  in the above equation, we write 

 ( )22 2(5.2) 1 ( 3) tzk= + +  

Thus, 

3 4.8t x y z= + +k a a a .   

 
Exercise 8.20 
What is the maximum angle of transmission of sunlight into the water of a placid 
lake with a refractive index 1.33 . 

Ans. 48.8o . 
 

Exercise 8.21 
An incident wave of 3 4 5i x y z= + +k a a a  in medium 1( 0z < ) impinges on an 

interface at 0z = . For 1 1.2n =  and 2 2.4n = , find rk  and tk . 

Ans. 3 4 5r x y z= + −k a a a , and 3 4 175t x y z= + +k a a a . 



436 8   Time-Harmonic Electromagnetic Waves
 

8.3.2.1   Perpendicular Polarization 

A uniform plane wave with the perpendicular polarization, or s-polarization, 
has the electric field vector always perpendicular to the plane of incidence. Let 
us consider the case as illustrated in Fig. 8.16, in which the wave is obliquely 
incident on an interface. Although the directions of propagation are yet to be 
determined, the reflected and transmitted waves should also be uniform plane 
waves of perpendicular polarization. Otherwise, the boundary conditions would 
not be satisfied at the interface. Assuming the three waves to be 
perpendicularly polarized, we write the electric field phasors of the waves as 
follows:  

 ( ) ( )sin cosi i i ii j k x k zji i i
y o y oE e E e − θ + θ −  = =k rE a a  (8-143a) 

 ( ) ( )sin cosr r r rr j k x k zjr r r
y o y oE e E e − θ − θ −  = =k rE a a  (8-143b) 

 ( ) ( )sin cost t t tt j k x k zjt t t
y o y oE e E e − θ + θ −  = =k rE a a  (8-143c) 

In the above equations we assumed that all three electric field vectors are 
directed in the +y-direction for simplicity. It is implicit that the angles rθ  and 

tθ  are related to iθ  through the laws of reflection and refraction, respectively. 

Considering Eq. (8-26), we write the magnetic field phasors of the three waves 
as  

 ( ) ( )
1 1

cos sini i

i i
j ji o o

i y x i z i

E E
e e− −= × = − θ + θ

η η
k r k rH a a a a   (8-144a) 

 ( ) ( )
1 1

cos sinr r

r r
j jr o o

r y x r z r

E E
e e− −= × = θ + θ

η η
k r k rH a a a a   (8-144b) 

 ( ) ( )
2 2

cos sint t

t t
j jt o o

t y x t z t

E E
e e− −= × = − θ + θ

η η
k r k rH a a a a   (8-144c) 

where we have used sin cosi x i z i= θ + θa a a , sin cosr x r z r= θ − θa a a , and 

sin cost x t z t= θ + θa a a , which are the unit vectors of ik , rk , and tk , 

respectively. In Eq. (8-114), the position vector is given as 

x y zx y z= + +r a a a  in Cartesian coordinates. It should be noted that the 

magnetic field vectors, represented by the phasors iH , rH , and tH , all lie in 
the plane of incidence.  
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Fig. 8.16 Uniform plane waves of perpendicular polarization at an interface. 

Upon applying the boundary conditions for E and H to the interface coincident 
with the 0z =  plane, we have 

 
0,tan 0,tan 0,tan

i r t

z z z= = =
+ =E E E  

 
0,tan 0,tan 0,tan

i r t

z z z= = =
+ =H H H  

where tan stands for the tangential component. Substitution of Eq. (8-143) and 
Eq. (8-144) into the above equations leads to 

 i r t
o o oE E E+ =  (8-145a) 

 
1 1 2

cos cos cos
i r t
o o o

i r t

E E E− θ + θ = − θ
η η η

 (8-145b) 

In view of Eq. (8-137), the common exponential factor has been dropped from 
both sides of the above equation.  

The reflection coefficient ⊥Γ  and the transmission coefficient ⊥τ  for 

perpendicular polarization are obtained from Eq. (8-145):  

 2 1

2 1

cos cos
cos cos

r
i to

i
o i t

E
E⊥

η θ − η θΓ = =
η θ + η θ

 (8-146a) 

 2

2 1

2 cos
cos cos

t
io

i
o i t

E
E⊥

η θτ = =
η θ + η θ

 (8-146b) 
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These are also called the Fresnel’s equations for perpendicular polarization. It 
should be noted that positive values of ⊥Γ  and ⊥τ  imply that rE  and tE  are 

directed along the direction of iE .  
From Eq. (8-146) we obtain  

 1 ⊥ ⊥+ Γ = τ  (8-147) 

which is true for any angle of incidence. 
At normal incidence( 0i tθ = = θ ), Eq. (8-146) reduces to Eq. (8-107) as 

expected. If medium 2 is a perfect conductor( 2 0η = ), we have 1⊥Γ = −  and 

0⊥τ = , irrespective of the angle of incidence. In this case, from Eq. (8-143) we 

see that iE  and rE  completely cancel each other on the surface of the perfect 

conductor. 
In Eqs. (8-143) and (8-144), the wavevectors rk  and tk  were assumed to be 

confined in the plane of incidence as ik . Otherwise, rk  and tk  would have a 

component in the y-direction, causing rE  and tE  to vary with y, and the 
boundary condition could not be satisfied at the interface, because iE  is 
independent of y. 

 
Example 8-17 

A uniform plane wave, ( )10 cos 3i
y t x z= ω − −aE , propagates in free 

space ( 0)z <  and impinges on a lossless dielectric ( 0)z ≥  of 4rε = . Find 

(a) ik  and iθ , 

(b) rE , and 

(c)  total electric field intensity in the region 0z < .  
 

Solution 
(a) Phasor form of iE  is 

 ( )3
10

j x zi
ye

− +=E a  

 The wavevector of iE  is  

 3i x z= +k a a .  

 The angle of incidence is the smaller angle between ik  and za  

 1 03
tan 60

1i
−θ = = . 
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(b) Inserting 060iθ = , 1 1n = , and 2 2n =  into Snell’s law of 

refraction( 1 2sin sini tn nθ = θ ), we have 

 
2

1

2

cos 1 sin 0.901t i

n

n

 
θ = − θ = 

 
 

 Rewriting Eq. (8-146a) by use of /o nη = η , we have 

 1 2

1 2

cos cos cos60 2 0.901
0.57

cos cos cos60 2 0.901

o
i t

o
i t

n n
n n⊥

θ − θ − ×Γ = = = −
θ + θ + ×

 

 Substituting 2r ik k= =  and 60o
r iθ = θ =  into Eq. (8-143b), we have 

 ( ) ( ) ( ) ( ) ( )2sin60 2cos60 3
0.57 10 5.7

o oj x z j x zr
y ye e

 − − − − = − = −E a a   

 ( ) ( )Re 5.7 cos 3r r j t
ze t x zω = = − ω − + E aE . 

(c) In the region 0z < , the total electric field intensity is expressed in phasor 
form as 

 ( )

3

3

3

10 5.7

                15.7 5.7 5.7

                15.7 11.4cos

i r j x jz jz
y

j x jz jz
y

j x jz
y

e e e

e e e

e e z

− − +

− − +

− −

 = + = − 

 = − − 

 = − 

E E E a

a

a

 

 The total electric field intensity is written in instantaneous form as  

 ( ) ( )
ω =  

 = ω − − − ω − 

Re

   15.7cos 3 11.4cos( )cos 3 .

t

y

e

t x z z t x

E

a

E
 

 
Exercise 8.22 

 Under what condition is ⊥Γ  (a) positive, and (b) negative at an interface between 

two lossless dielectrics. 

 Ans. (a) 0⊥Γ >  for 1 2η < η , (b) 0⊥Γ <  for 1 2η > η . 

8.3.2.2   Parallel Polarization 

A uniform plane wave with the parallel polarization, or p-polarization, has the 
electric field vector parallel to the plane of incidence. The same procedure as was 
used for the perpendicular polarization can be followed to obtain the reflection and 
transmission coefficients for the parallel polarization. The sign convention for the 
positive direction of an electric field vector is taken so that the projection of E 
onto the interface is directed along the projection of the wavevector k onto the 
same interface, as shown in Fig. 8.17. Then the direction of H is determined by 
the relation k E H= ×a a a . For the uniform plane wave obliquely incident on the 
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interface as shown in Fig. 8.17, the reflected and transmitted waves should also be 
uniform plane waves of a parallel polarization. Assuming the three waves to be 
parallel polarized, we write the electric field phasors of the waves as follows: 

 ( ) ( ) ( )sin coscos sin i i i ij k x k zi i
x i z i oE e − θ + θ  = θ − θE a a  (8-148a) 

 ( ) ( ) ( )sin coscos sin r r r rj k x k zr r
x r z r oE e − θ − θ  = θ + θE a a  (8-148b) 

 ( ) ( ) ( )sin coscos sin t t t tj k x k zt t
x t z t oE e − θ + θ  = θ − θE a a  (8-148c) 

The electric field vector is said to be in the positive direction if the projections of E 
and k onto the interface are parallel to each other; the x-component of E is positive 
as shown in Fig. 8.17, in this case. It is implicit in Eq. (8-148) that the angles rθ  

and tθ  are related to iθ  through the laws of reflection and refraction, respectively. 

In view of Eq. (8-26), we write the magnetic field phasors of the three waves as  

 

( ) ( )sin cos

1

i i i i

i
j k x k zi o

y

E
e − θ + θ  =

η
H a

 (8-149a) 

 ( ) ( )sin cos

1

r r r r

r
j k x k zr o

y

E
e − θ − θ  = −

η
H a  (8-149b) 

 ( ) ( )sin cos

2

t t t t

t
j k x k zt o

y

E
e − θ + θ  =

η
H a  (8-149c) 

 

Fig. 8.17 Uniform plane waves of parallel polarization at an interface. 



8.3   Plane Waves at an Interface 441
 

Upon applying the boundary conditions for E and H to the interface at the 
0z =  plane, we have 

 
0,tan 0,tan 0,tan

i r t

z z z= = =
+ =E E E  

 
0,tan 0,tan 0,tan

i r t

z z z= = =
+ =H H H  

Substitution of Eqs. (8-148) and (8-149) into the above equations gives 

 cos cos cosi r t
i o r o t oE E Eθ + θ = θ  (8-150a) 

 
1 1 2

i r t
o o oE E E− =

η η η
 (8-150b) 

In view of Eq. (8-137), the common exponential factor has been dropped from 
both sides of the above equation.  

The reflection coefficient Γ  and the transmission coefficient τ  for parallel 

polarization are obtained from Eq. (8-150):  

 2 1

2 1

cos cos
cos cos

r
t io

i
o t i

E
E

η θ − η θΓ = =
η θ + η θ  (8-151a) 

 2

2 1

2 cos
cos cos

t
io

i
o t i

E
E

η θτ = =
η θ + η θ  (8-151b) 

which are called the Fresnel’s equations for parallel polarization. It should be 
noted that positive values of Γ  and τ  imply that the x-components of rE  and 

tE  are parallel to that of iE . 
From Eq. (8-151) we obtain  

 
cos

1
cos

t

i

 θ+ Γ = τ  θ 
   (8-152) 

It is important to remember that the right-hand side of the above equation differs 
from that of Eq. (8-147).  

At normal incidence( 0i tθ = = θ ), Eq. (8-151) and Eq. (8-152) reduce to Eq. (8-

107) and Eq. (8-108), respectively, as expected. If medium 2 is a perfect 
conductor( 2 0η = ), we have 1Γ = −  and 0τ = , irrespective of the angle of 

incidence. In this case, we see from Eq. (8-148) that the tangential components of 
iE  and rE  cancel each other on the surface of the perfect conductor. However, the 

sum of the normal components of iE  and rE  is not necessarily zero on the perfect 

conductor.  
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If a wave, traveling in the first medium, reflects off the second medium of a 
larger refractive index, 1 2n n< , this is called the external reflection. 

Otherwise, it is called the internal reflection. The reflection and transmission 
coefficient are plotted as a function of iθ  in Fig. 8.18(a) for the case of 

external reflection( 1 1n =  and 2 1.5n = ), and in Fig. 8.18(b) for the case of 

internal reflection( 1 1.5n =  and 2 1n = ). Both plots show that ⊥Γ  

monotonically increases from an initial value to unity as iθ  increases from 

0o  to 90o . In contrast, Γ  first decreases from the initial value to zero and 

then increases to unity as iθ  increases from 0o  to 90o . In view of these, the 

wave with perpendicular polarization reflects better than the wave with 
parallel polarization. 

 

Fig. 8.18(a) External reflection( 1 1n =  and 2 1.5n = ).  
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Fig. 8.18(b) Internal reflection( 1 1.5n =  and 2 1n = ). 

Example 8-18 
The uniform plane wave with parallel polarization, ( )2 34 j x zi

Ee − +=E a , 

propagates in free space( 0z < ), and impinges obliquely on a lossless dielectric of 
2.25rε =  occupying the region 0z ≥ . Find 

(a) expression for Ea  in Cartesian coordinates, 

(b) rE , and 
(c) tE . 

 

Solution 
(a) From the wavevector 2 3i x z= +k a a , the angle of incidence is  

 1 2
tan 33.7

3
o

i
−θ = ≅    

 The direction of the parallel polarization is determined from the two 
conditions; that is, 0E i =a k  and ( ) ( )E ix x

a k .  

 From the first condition  : ( )3 2E x z± −a a a  

 From the second condition  : ( )3 2E x z−a a a  

 Thus, 

 ( )1
3 2

13
E x z= −a a a  
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 The electric field phasor of the incident wave is  

( ) ( )2 34
3 2

13
j x zi

x z e − += −E a a . (8-153a)   

(b) Substituting 1 1n =  and 2 2.25 1.5n = =  into Snell’s law of refraction, 

 1 2sin sini tn nθ = θ , we obtain 

 1 1
sin sin33.7 21.7

1.5
o o

t
−  θ = ≅ 
 

 

 From Eq. (8-151a), by use of /o nη = η , we obtain 

 1 2

1 2

cos cos cos21.7 1.5 cos33.7
0.15

cos cos cos21.7 1.5 cos33.7

o o
t i

o o
t i

n n
n n

θ − θ − ×Γ = = = −
θ + θ + ×  

 Substituting 4i
oE = , 0.15Γ = − , 13r ik k= = , and 33.7o

r iθ = θ =  

into Eq. (8-148b), we obtain  

( ) ( ) ( )

( ) ( ) [ ]

( ) [ ]

− θ − θ  

− −

− −

= θ + θ Γ

= + − ×

= − +


sin cos

2 3

2 3

cos sin

    0.83 0.55 0.15 4

    0.50 0.33 .

r r r rj k x k zr i
x r z r o

j x z
x z

j x z
x z

E e

e

e

E a a

a a

a a

 (8-153b)  

(c) From Eq. (8-151b) we obtain 

 1

1 2

2 cos 2cos33.7
0.76

cos cos 0.929 1.5cos33.7

o
i

o
t i

n
n n

θτ = = =
θ + θ +  

 Substituting 1.5 13t i rk k= ε =  and 21.7o
tθ =  into Eq. (8-148c),  

( ) ( ) ( )

( ) [ ]

( ) [ ]

− θ + θ  

− +

− +

= θ − θ τ

= − ×

= −


sin cos

2.00 5.03

2.00 5.03

cos sin

   0.93 0.37 0.76 4

   2.84 1.13 .

t t t tj k x k zt i
x t z t o

j x z
x z

j x z
x z

E e

e

e

E a a

a a

a a

 (8-153c) 

  
Exercise 8.23 
Given [ ]3 2 410 j x y z

E e − + +=E a , traveling in free space ( 0)z <  and impinging on an 

interface at 0z = , find the expression for Ea  for the parallel polarization. 

Ans. (12 8 13 )/ 377E x y z= + −a a a a . 

8.3.2.3   Brewster Angle 

A uniform plane wave with parallel polarization undergoes no reflection if it 
impinges on the interface at an angle called the Brewster angle. The wave is 
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totally transmitted into the second medium. There is, however, no Brewster angle 
for perpendicular polarization. The Brewster angle for external reflection, Bθ , is 

complementary to the Brewster angle for internal reflection, B′θ , that is, 

90o
B B′θ + θ = (see Fig. 8.18). The Brewster angle is also called the polarization 

angle. When an unpolarized wave is incident upon a surface at the Brewster angle, 
only the component with perpendicular polarization undergoes a reflection, and 
thus the surface behaves like a polarizer.  

If a material medium is lossless and nonmagnetic, its intrinsic impedance is 
expressed in terms of the refractive index as /o nη = η . At an interface between 

two such materials, the reflection coefficient expressed by Eq. (8-151a) is 
rewritten, with the aid of Snell’s law of refraction, as  

 
( )
( )

tan

tan
t i

t i

θ − θ
Γ =

θ + θ  (8-154) 

In the case of 90o
t iθ + θ = , Eq. (8-154) gives 0Γ = . Therefore we obtain the 

relation 90o
i t Bθ = − θ = θ . At the Brewster angle, Snell’s law of refraction is 

rewritten as  

 ( )
1 2

2

sin sin

            sin 90

B t

o
B

n n

n

θ = θ

= − θ
  

Rearranging the terms in the above equation, we can express the Brewster angle in 
terms of the refractive indices, namely 

 2

1

tan B

n
n

θ =  (8-155) 

This is the Brewster angle for the wave traveling in medium 1, impinging on 
medium 2. By the same token, the Brewster angle for the wave traveling in 
medium 2, impinging on medium 1, is  

 1

2

tan B

n
n

′θ =   (8-156) 

Combining Eq. (8-155) and Eq. (8-156) we obtain  

 90o
B B′θ + θ =  (8-157) 

The two Brewster angles are complementary to each other. 
Similarly, at an interface between two lossless, nonmagnetic materials, Eq. (8-

146a) is rewritten as  

 
( )
( )

sin

sin
t i

t i
⊥

θ − θ
Γ =

θ + θ
 (8-158) 
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The reflection coefficient ⊥Γ  is always positive regardless of the angle of 

incidence; there is no Brewster angle for perpendicular polarization(see also Fig. 
8.18).  
 
Example 8-19 
On the front surface of a dielectric slab as shown in Fig. 8.19, a uniform plane 
wave with parallel polarization is incident at Brewster angle Bθ . Show that the 

wave also experiences no reflection at the rear surface which is parallel to the 
front one.  

 

Fig. 8.19 A wave incident on a dielectric slab at Brewster angle.  

Solution 
Substituting 90o

B tθ = − θ , which is obtained from Eq. (8-154), into Eq. (8-

155), we write  

2

1

sin cos
cos sin

B t

B t

n

n

θ θ= =
θ θ

 (8-159) 

Comparing Eq. (8-159) with Eq. (8-156), we obtain t B′θ = θ , which implies 

that the internal wave is incident on the rear surface at Brewster angle. Thus, 
there is no reflection at the rear surface.  

Exercise 8.24 
 Find Bθ  and B′θ  for a diamond of 2.42n =  placed in free space. 

Ans. 67.5o
Bθ = , and 22.5o

B′θ = .  

 
Review Questions with Hints 

RQ 8.27 What is the plane of incidence? [Fig.8.15] 
RQ 8.28 Define the perpendicular and parallel polarizations. [Figs.8.16,8.17] 
RQ 8.29 State Snell’s law of refraction. [Eq. (8-142)] 
RQ 8.30 Write Fresnel’s equations. [Eqs.(8-146)(8-151)] 
RQ 8.31 Define Brewster angle. [Eq.(8-155)] 
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8.3.3   Total Internal Reflection 

We now turn our attention to the internal reflection of a uniform plane wave at a 
dielectric-dielectric interface, and discuss the total internal reflection(TIR). The 
internal reflection takes place for a wave incident from medium 1 onto medium 2 
of a lower refractive index( 1 2n n> ). In this case, according to Snell’s law of 

refraction, the angle of transmission tθ  in medium 2 is always larger than the 

angle of incidence iθ  in medium 1. As we gradually increase the angle iθ  from 

0o  to a higher value, the angle tθ  increases from 0o  to 90o , before iθ  

reaches 90o . The particular angle of incidence corresponding to 90o
tθ =  is 

called the critical angle cθ . If we further increase iθ  past the critical angle, there 

is no transmission of the wave into medium 2, and the incident wave is totally 
reflected by the interface. This is known as the total internal reflection. 
Substitution of 90o

tθ =  into Snell’s law of refraction leads to the critical angle 

defined as  

 2

1

sin c

n
n

θ =  (8-160) 

where 1 2n n>  is assumed. 

Although there is no transmission of electromagnetic energy into medium 2 
under the conditions of total internal reflection, a residual electromagnetic field 
should exist in medium 2. Otherwise, the boundary conditions would not be 
satisfied at the interface. For i cθ > θ , Snell’s law of refraction does not allow a 

real solution for tθ  such as  

 ( )22 2
1 2cos 1 sin / sin 1t t ij n nθ = ± − θ = ± θ −  (8-161) 

where 1 2n n> . To obtain an expression for the electric field in medium 2, we 

insert Eq. (8-161) into either Eq. (8-143b) or Eq. (8-148b):  

 
( ) ( )sin cos

    

t t t t

e e

j k x k zt t
E o

z j xt
E o

E e

E e e

− θ + θ  

−α − β

=

=

E a

a
 (8-162) 

where  

E y=a a  (perpendicular polarization) 

cos sinE x t z t= θ − θa a a  (parallel polarization) 
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By use of Snell’s law of refraction, the positive constants eα  and eβ  are defined as 

 
( )1 2sin / sin

           
t t t i

e

k k n nθ = θ

≡ β
 (8-163a) 

 ( )2 2
1 2cos / sin 1

           

t t t i

e

k jk n n

j

θ = ± θ −

≡ − α
 (8-163b) 

In Eq. (8-163b), the minus sign is taken for the reason that will become evident 
shortly. The wave given in Eq. (8-162) is called the evanescent wave. The 
amplitude decays exponentially in the z-direction, while the phase changes 
sinusoidally in the x-direction. The evanescent wave propagates along the 
interface, with the amplitude being attenuated in the direction normal to the 
interface. This wave is bound to the surface, forming a surface wave.  

Substitution of Eq. (8-161) into Eqs. (8-146a) and (8-151a) gives the reflection 
coefficients for the case of total internal reflection:  

 
( )
( )

2 2
2 1 1 2

2 2
2 1 1 2

cos / sin 1

cos / sin 1

i i

i i

j n n

j n n
⊥

η θ − η θ −
Γ =

η θ + η θ −
 (8-164a) 

 
( )
( )

2 2
2 1 2 1

2 2
2 1 2 1

/ sin 1 cos

/ sin 1 cos

i i

i i

j n n

j n n

η θ − − η θ
Γ =

η θ − + η θ
  (8-164b) 

In the above equations, ⊥Γ  is of the form ( )/( )a jb a jb− + , whereas Γ  is of 

the form ( )/( )c jd c jd− + + . Therefore, we always have 

 1⊥Γ = Γ =  (8-165) 

All the incident energy is reflected by the interface, irrespective of the polarization 
state of the incident wave.  

 

Example 8-20 
The dielectric slab waveguide shown in Fig. 8.20 is infinite in extent in the x- and y-
directions, having refractive indices 1 2n n> . Find the maximum angle of incidence 

mθ  for total internal reflection at the interface between the core and cladding.  

 

Fig. 8.20 A dielectric slab waveguide. 
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Solution 
Applying Snell’s law to the entrance surface, we have 

( )1

1

sin sin 90

             cos

o
o m c

c

n n

n

θ = − θ

= θ
 

The critical angle at the interface between the core and cladding is 

2 1sin /c n nθ =  

Combining the two equations, we have 

( )2

1 2 1sin 1 /o mn n n nθ = −  

The maximum angle of incidence is therefore  

1 2 2
1 2

1
sinm

o

n n
n

−  
θ = − 

 
 

The wave incident at an angle less than mθ  is guided through the dielectric 

slab by successive total internal reflections at the interface between the core 
and cladding. 

 
Exercise 8.25 

 Find cθ  for a diamond of 2.42n =  placed in free space. 

Ans. 24.4o
cθ = . 

Exercise 8.26  
Distinguish the evanescent wave in the second medium of a dielectric-dielectric 
interface from the evanescent wave penetrating into a good conductor. 

 
Review Questions with Hints 

RQ 8.32 What is the total internal reflection? [Fig.8.20] 
RQ 8.33 Define the critical angle. [Eq.(8-160)] 
RQ 8.34 State the evanescent wave in the second medium. [Eq.(8-162)] 

8.3.4   Reflectance and Transmittance 

As was discussed in Section 8-2.2, the time-average power per unit area is defined 
by the Poynting vector S . When we are concerned with electromagnetic power 
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reaching a given surface, the time-average power per unit area is also called the 
radiant flux density, or irradiance I, and expressed as  

 
2

*
*

1
Re Re

2 2
oE

I
 

 ≡ = × =    η 
S E H   2[W/m ]   (8-166) 

where oE  is the amplitude of the electric field intensity, η is the intrinsic 

impedance of the medium, and ∗ stands for complex conjugate. In a lossless and 
nonmagnetic medium, the irradiance is simply written as 

 2 21
2 2o o

o o

n
I E E

ε= =
μ η

 2[W/m ]  (8-167) 

where n is the refractive index of the medium, and oη  is the intrinsic impedance 

of free space. The irradiance is measured in units of watts per square meter 
2[W/m ] .  

Consider Fig. 8.21, in which the area A represents the intersection of the 
incident, reflected, and transmitted waves of a finite cross section with a given 
interface. In view of the area A in the interface, the cross sections of the three 
waves are given by cos iA θ , cos rA θ , and cos tA θ , respectively. If the radiant 

flux densities of the three waves are iI , rI , and tI , respectively, the total powers 

carried by the incident, reflected, and transmitted waves are cosi iI A θ , 

cosr rI A θ , and cost tI A θ , respectively.  

The reflectance R is defined as the ratio of the reflected power to the incident 
power, that is,  

 
2

2cos
cos

r
or r
i

i i o

EI A
R

I A E

 θ= = = Γ θ  
 (8-168) 

where Γ is the reflection coefficient, and r iθ = θ , from the law of reflection. We 

note that the reflectance is simply equal to the square of the reflection coefficient.  
Similarly, the transmittance T is defined as the ratio of the transmitted power to 

the incident power, that is, 

 22

1

coscos
cos cos

tt t

i i i

nI A
T

I A n

 θθ
= = τ θ θ 

 (8-169)   

where 1n  and 2n  are the refractive indices of the incident and transmitting 

media, respectively.  
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Fig. 8.21 Three waves of a finite cross section at an interface. 

According to the law of conservation of energy, the sum of the powers of the 
reflected and transmitted waves is equal to that of the incident wave, that is,  

 cos cos cosi i r r t tI A I A I Aθ = θ + θ  (8-170) 

Dividing both sides of Eq. (8-170) by cosi iI A θ , we have 

 
cos

1
cos

r t t

i i i

I I
I I

θ= +
θ

 (8-171)  

Substitution of Eqs. (8-168) and (8-169) into Eq. (8-171) leads to  

 1 R T= +  (8-172) 

The sum of the reflectance and transmittance is always one, irrespective of the 
polarization state of the incident wave and the losses in the material media. Since 

the reflectance is always given by 
2

R = Γ  at the interface, regardless of the 

polarization state and material media, the transmittance can be obtained from the 

relation 
2

1T = − Γ .  

Example 8-21 
With reference to the three waves expressed by Eqs. (8-153a), (8-153b), and (8-
153c) in Example 8-18,  
(a) find the power of each wave per unit area of the interface, and  
(b) verify the law of conservation of energy at the interface.  
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Solution 
(a) Incident power per unit area of the interface is 

( )
2 2

21 377 12 8
cos cos cos 33.7

2 2 13 13

           2,509 [W]

i oo
i i o i

o

I E
 ε    θ = θ = +    μ      

=

 

 Reflected power per unit area of the interface is 

( ) ( ) ( )2 2 21 377
cos cos 0.50 0.33 cos33.7

2 2

           56[W]

r oo
r r o r

o

I E
ε  θ = θ = + μ

=

 

 Transmitted power per unit area of the interface is 

( ) ( ) ( )ε  θ = θ = + μ
=

2 2 21 377
cos 2.25 cos 1.5 2.84 1.13 cos21.7

2 2

           2,454[W].

t oo
t t o t

o

I E
 

(b) The incident power is 2,509[W] , whereas the sum of the reflected and 

transmitted powers is calculated as 2,510[W] . Ignoring floating point 

errors, the law of conservation of energy is satisfied. 
  

Exercise 8.27 
 If a uniform plane wave with parallel polarization is incident on an interface at 

Brewster angle, find τ  and T  in terms of the refractive indices of the two 

media. 

Ans. 1 2/n nτ = , and 1T = . 

 
Review Questions with Hints 

RQ 8.35 Define the irradiance. [Eq.(8-166)] 
RQ 8.36 What are the reflectance and transmittance. [Eq.(8-168)(8-169)] 
RQ 8.37 Express the law of conservation of energy in terms of the reflectance 

and transmittance at the interface. [Eq.(8-172)] 

8.4   Waves in Dispersive Media 

According to the atomic model of a material, a dielectric may be regarded as an 
assemblage of discrete atoms placed at the equivalent lattice points in free space. 
When an electromagnetic wave of a frequency ω is introduced into the dielectric, 
the electric field induces electric dipole moments, vibrating at the same frequency 
ω, in the material. The electric dipoles generate secondary wavelets, which 
oscillate with the same frequency and propagate with the same velocity as the 
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incident wave. However, the damping of the electric dipole gives rise to a phase 
lag or lead of the secondary wave with respect to the primary wave; the sum of the 
primary and secondary waves constitutes the internal wave in the material. As the 
wave propagates through the material, the phase delay accumulates so that the 
phase velocity in the material is different from that in free space. The damping of 
the electric dipole depends on the frequency. Thus, the phase velocity in the 
material depends on the frequency, which is called the dispersion.  

Until now, we limited our discussion to a uniform plane wave of a single 
frequency, traveling with a single phase velocity. If a signal wave is to transport 
meaningful information, it should be finite in time dimension such as a short 
digital pulse. A wavepacket is a wave of a finite extent in both space and time 
dimensions, which can be shown to consist of a band of frequencies, by making 
use of Fourier analysis. In a dispersive medium, the different frequency 
components travel with different phase velocities, and a broadening of the 
wavepacket will result, in general. The wavepacket propagates with a group 
velocity, which is the velocity of propagation of energy.  

We now consider a wavepacket, resulting from interference between two 
harmonic waves of equal amplitudes but slightly different angular frequencies 

o
−ω = ω − Δω  and o

+ω = ω + Δω , propagating in free space. The two waves will 

have slightly different phase constants o
−β = β − Δβ  and o

+β = β + Δβ , 

respectively. Assuming that the waves are polarized in the x-direction, and 
propagate in the z-direction, the total electric field intensity is written as  

 
( ) ( ) ( )

( ) ( )
, cos cos

          2 cos cos

x o x o

x o o o

z t E t z E t z

E t z t z

− − + += ω − β + ω − β

= Δω − Δβ ω − β

a a

a

E
 (8-173) 

where we use 

 ( )1
2

+ −Δω = ω − ω  (8-174a) 

 ( )1
2

+ −Δβ = β − β  (8-174b) 

 ( )1
2o

+ −ω = ω + ω  (8-174c) 

 ( )1
2o

+ −β = β + β  (8-174d) 

Equation (8-173) shows that the electric field intensity of the wavepacket rapidly 
oscillates with an angular frequency oω , while its envelope slowly varies with an 

angular frequency Δω (see Fig. 8.22(b)). As in the case of a uniform plane wave, 
the phase velocity of the wavepacket is the velocity of a point of constant phase, 
or a crest of the electric field intensity curve, for instance. We can obtain the phase 
velocity from the ratio between the traveled distance zΔ  and the elapsed time 
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tΔ , which are required of an observer moving with the crest. The phase velocity 
is therefore 

 o
p

o

v
ω=
β

  [m/s] (8-175) 

In contrast to the phase velocity, which is the velocity of a wave crest, the group 
velocity is the velocity of the envelope of the wavepacket. By following the same 
procedure as for the phase velocity, we obtain the group velocity from the ratio 
between the traveled distance zΔ  and the elapsed time tΔ , which are required 
of an observer moving with the peak of the envelope. From Eq. (8-173) we see 
that the peak of the envelope is defined by ( ) 0t zΔω − Δβ = . By taking the limit 

as 0Δω →  and 0Δβ → , the group velocity is expressed as  

 g

d
v

d
ω=
β

 [m/s]  (8-176) 

The group velocity is the velocity of the modulated amplitude of the wavepacket, 
and the velocity of propagation of the time-average energy of the wave. On the 
other hand, the phase velocity is the velocity of the wavefront, which has an 
important role in describing interference of waves(see Fig. 8.22). The phase and 
group velocities are equal for a uniform plane wave of a single frequency.  

Although the phase and group velocities both depend on frequency in a 
dispersive medium, they behave differently in different frequency ranges. In the 
region of the normal dispersion, in which the refractive index of the medium, n, 
increases with frequency ω, the group velocity gv  is smaller than the phase 

velocity pv . On the other hand, in the region of the anomalous dispersion, in 

which the refractive index decreases with frequency, gv  is always larger than pv .  

The relationship between gv  and pv  can be explained qualitatively by use of 

Fig. 8.22, in which three points A, B, and C represent three crests of the wave of a 
higher frequency +ω . Let us assume that we move with these points at the 

velocity pv + . In the region of normal dispersion in which n n+ −> , the wave of a 

lower frequency −ω  moves faster than the wave of +ω . Thus, as time increases, 
the peak of the envelope, or the point of overlap of the two crests, appears to move 
from point B to point A, to an observer moving with the wave of +ω (see Fig. 
8.22(a)). Accordingly, gv  is smaller than pv  in the region of normal dispersion. 

On the other hand, in the region of anomalous dispersion in which n n+ −< , the 

wave of +ω  moves faster than the wave of −ω . As time increases, the peak of the 
envelope appears to move from point B to point C, to the observer moving with 
the wave of +ω . Accordingly, gv  is larger than pv  in this case.  
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Fig. 8.22 Interference of two waves of slightly different frequencies. 

In Fig. 8.23, the ω − β  diagram is plotted in a dispersive medium for the case 
of (a) normal dispersion, and (b) anomalous dispersion. The slope of the line 
drawn from the origin to a point on the curve represents the phase velocity of the 
wave at a given frequency oω . On the other hand, the tangent to the curve 

represents the group velocity of the wavepacket at a mean frequency oω . 

 

Fig. 8.23 ω − β  diagram of a dispersive medium (a) normal dispersion (b) anomalous 
dispersion. 

Example 8-22 
With reference to the wavepacket expressed by Eq. (8-173), propagating in free 
space, find 
(a) ( , )z tH , and  

(b) S .  
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Solution 
(a) With the help of the relations /o o= ε μH E  and k E H= ×a a a , we 

obtain 

( ) ( )( , ) 2 / cos cosy o o o o oz t E t z t z= ε μ Δω − Δβ ω − βaH  (8-177) 

 The temporal period of the phase is given by 1 2 / oτ = π ω , while that of the 

envelope is given by 2 2 /τ = π Δω , where 1 2τ << τ . 

(b) Poynting vector is 

( ) ( )2 2 2  4 / cos cosz o o o o oE t z t z

= ×

= ε μ Δω − Δβ ω − β

S

a

E H
 (8-178) 

 Time-average power density is  

/2

/2

1 T

T
dt

T −
= S S  : 1 2Tτ << << τ  (8-179) 

 Inserting Eq. (8-178) into Eq. (8-179), we obtain 

( )2 22 / cosz o o oE t z= ε μ Δω − ΔβS a  (8-180) 

 It is evident from Eq. (8-180) that the time-average power density of the 
wavepacket propagates with the group velocity /Δω Δβ . 

 
Exercise 8.28 

 The refractive index of a dispersive material is given by ( )1 /o on n= + ω ω . Find 

the phase and group velocities at oω = ω . 

Ans. /2p ov c n=  and /3g ov c n= (c , speed of light in vacuum).  

 
Review Questions with Hints 

RQ 8.38 State dispersion in words. [Fig.8.23] 
RQ 8.39 Define group velocity. [Eq.(8-176)] 
RQ 8.40 Define the phase and group velocities in ω − β  diagram. [Fig.8.23] 

Problems 

8-1 Given the instantaneous electric field E in the material of the intrinsic 
impedance η, find the electric and magnetic field phasors E and H: 

 (a) sin( /4)z
x oE e t z−α= ω − β + πaE  in a material with /4j

oe
πη = η . 

 (b) cos( )z
x oE e t z−α= − ω + βaE  in a material with /4j

oe
− πη = η . 

 (c) cos( )cos( )y oE kz t= ωaE  in free space. 
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8-2 For the electric field E as given in Problem 8-1, find the time-average 
power density S . 

8-3 In free space, the electric field phasor is given by [ ]3 46 V/mj y j z
xe

− −=E a . 

Find 
 (a) direction of propagation, wavelength, and frequency, 
 (b) magnetic field phasor H, and 
 (c) time-average power through the area defined by [ ]0 1 mx≤ ≤ , 

[ ]0 2 my≤ ≤ , and 0z = .  

8-4 A uniform plane wave of a frequency 200[MHz]  propagates in a lossless 

medium( 12rε =  and 5rμ = ). Find (a) β, (b) λ, (c) pv , and (d) η. 

8-5  Given the magnetic field phasor 20(10 2)(3 5 ) j x
y zj j e −= − +H a a  in a 

lossless medium with 2.5rε =  and 4rμ = , find the electric field phasor 

E.  
8-6  At a point a in free space, the electric field intensity E varies sinusoidally 

in time, with an amplitude 5.3[V/m], along the direction of a vector 

(2 3 )x y= −A a a . Point b is a nearest point at which E oscillates with 

the same phase as point a. The distance vector from a to b is given by 

3 2 3 [m]x y z= + +a a aR . Find E everywhere. 

8-7 An electromagnetic plane wave is in general represented by the electric 
field phasor j

E oE e −= k rE a  , where Ea  is a unit vector, k is the 

wavevector, and r is the position vector. From the phasor form of 
Maxwell’s equations, derive the following relations: 

 (a) × = ωμk E H  

 (b) 2( )× × = −ω μεk k E E  

 (c) 0=k E  

 (d) ( ) 0× =k k E   

8-8 Given the electric field phasor 1 jkz
oE e− −

ρ= ρE a  in cylindrical 

coordinates, where o ok = ω μ ε , show that it represents an electromagnetic 

wave propagating in free space by using (a) Maxwell’s equations, and (b) 
Helmholtz equation. (c) Find the magnetic field phasor H. 

8-9 Given the electric field phasor ( ) jkz
o x o yE jE e += +E a a  in free space, 

determine (a) propagation direction, (b) H, (c) E, and (d) polarization state. 

8-10  Resolve the linearly polarized wave ( ) jkz
ox x oy yE E e −= +E a a  into two 

circularly polarized waves.  
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8-11 When two circularly polarized waves with ( ) jkz
R o x o yE jE e −= −E a a  and 

( ) jkz
L o x o yE jE e −= +E a a  pass through a thin wave plate at the same 

time, the phase of RE  is increased by θ[rad], while there no change in 

LE . Determine the polarization state of the combined wave, R L+E E , (a) 

before, and (b) after the wave plate.  
8-12 A linearly polarized wave, jkz

o yE e −=E a , is incident on a quarter-wave 

plate whose slow axis is rotated by 30o  with respect to the x-axis as 
shown in Fig. 8.24. The electric field component parallel to the slow axis is 
delayed by 90o  compared with that parallel to the fast axis, which is 
normal to the slow axis, after the plate. Determine the polarization state of 
the output wave.  

 

Fig. 8.24 A quarter-wave plate (Problem 8-12). 

8-13 A 100[MHz] electromagnetic plane wave is represented by the electric 
field phasor 0.1 62.4 z j z

xe e− −=E a  in a nonmagnetic dielectric. Find r′ε , 

r′′ε , and H. 

8-14 A uniform plane wave propagates in the +z-direction in a lossy dielectric 
for which ' 2.53rε = , oμ = μ , and the loss tangent is 0.03. At a point on 

the 0.5[m]z =  plane, the electric field intensity varies sinusoidally in 

time as 8( 0.5, ) 400 sin(2 10 /8)xz t t= = π × − πaE . Determine E in the 

material. 
8-15 A uniform plane wave of an angular frequency, 93 10 [rad/s]ω = × , 

propagates in the +z-direction in an infinite, nonmagnetic, lossy dielectric. 
The power is reduced by 10[dB]  over a distance of 32.3[cm] , and H 

always lags behind E by 0.22[rad] . Determine η̂  of the medium. 



Problems 459
 

8-16 Two nonmagnetic dielectrics( 1rμ = ) have the same dielectric 

constant( 2.25rε = ), but different conductivities( 0σ =  and 

50 [S/m]σ = ). If a wave of a frequency 100[MHz]  propagates in each 

dielectric, compare the values of (a) β, (b) λ, and (c) pv  of the two waves.  

8-17 An electromagnetic plane wave propagating in a nonmagnetic dielectric has 
the instantaneous electric and magnetic field intensities given as 

( )9( , ) 967.1 cos 1.5 10z
xz t e t z−α= × − βaE  and 

( )9( , ) 10 cos 1.5 10 0.7194z
yz t e t z−α= × − β −aH .  

 Determine (a) η, (b) rε , (c) σ, (d) α, and(e) β. 
8-18 A nonmagnetic dielectric supports an electromagnetic plane wave of 

[ ]20.32 Np/mα =  and [ ]38.85 rad/mβ =  at a frequency 1[GHz]f = . 

Find (a) loss tangent, (b) dielectric constant, and (c) intrinsic impedance. 
8-19 A lossy dielectric of 1.5rε =  and 1rμ =  support an electromagnetic 

plane wave of 120 [rad/m]β =  at a frequency 50[MHz]. Find (a) loss 

tangent, and (b) σ. 

8-20 An electromagnetic wave with ( )0.21 2.2300 [V/m]z j z
x e − −=E a  propagates 

in a medium of ˆ 220 21[ ]jη = + Ω . Find (a) expression for S . Next, 

obtain the time-average ohmic power-loss per unit volume at 0.5[m]z =  

by use of (b) −∇ S , and (c) *(1/2)Re   E J . 

8-21 A typical laser pointer has an intensity of 21[mW/mm ] . By assuming the 

laser light to be a monochromatic plane wave, find the electric field 
intensity. 

8-22 The power density of a 30[MHz]-plane wave is reduced by 10[dB] over a 
distance of 0.15[mm] in a good conductor. Assuming a nonmagnetic 
material, find (a) σ, and (b) η̂ . 

8-23 For a 100[MHz]-plane wave, propagating in the +z-direction in a good 
conductor of 710 [S/m]σ =  and oμ = μ , find (a) δ, (b) η̂ , and (c) pv . 

8-24 An air-gap coaxial cable consists of an inner conductor of radius a and an 
outer conductor of inner radius b. By assuming the skin depth δ to be much 
smaller than the radius a and the thickness of the outer conductor, find the 
ac-resistance per unit length of the coaxial cable. 

8-25 A uniform plane wave is normally incident on an interface between two 
lossless media. The power densities of the reflected and transmitted waves 
are the same. Find (a) standing wave ratio, and (b) ratio 2 1/η η . 

8-26 A uniform plane wave is normally incident on the interface at 0z = , and 
produces a standing wave with 4.0S =  in air ( 0)z < . The power density 

transmitted into the nonmagnetic, lossless dielectric in the region 0z ≥  is 
25[W/m ] . Find the amplitude of the incident wave.  
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8-27 A red light of wavelength 630[nm] forms a uniform plane wave in free 
space, and is normally incident on the planar surface of a good conductor 
with 75 10 [S/m]σ = ×  and oμ = μ .  

 (a) Find Γ .  

 (b) Find the percentage change in Γ  when a violet light of 350[nm] is 

incident on the same conductor. 
8-28 The 0z =  plane coincides with the front surface of an aluminum foil 

( 73.82 10 [S/m]σ = ×  and oμ = μ ), which is one skin depth thick 

( t = δ ). In free space ( 0z < ), a blue light of wavelength 0.5[ m]μ  forms 

a uniform plane wave whose electric field intensity is given by 
100 cos(2 )[V/m]x ft= πaE  at 0z = . Inside the foil, find (a) frequency 

f, (b) skin depth δ, and (c) complex intrinsic impedance η̂ .  
8-29 With reference to the blue light normally incident on the aluminum foil in 

Problem 8-28, by taking account of the reflections at the front and rear 
surfaces, but ignoring multiple internal reflections inside the foil, find the 
electric field phasor E in the region z t> (after the foil).  

8-30 A uniform plane wave with ( )10 15300 j x zi
ye

− += −E a  propagates in free 

space ( 0)z < , and impinges on the surface of a dielectric( 1.30n = ) at 

0z = . Find 
 (a) angle of incidence, 
 (b) rE  and tE , and 
 (c) R  and T . 

8-31  Given a uniform plane wave with ( )9 12100( 4 3 ) j x zi
x z e − += − +E a a  in free 

space ( 0)z < , find rE  and tE  due to the dielectric( 1.30n = ) occupying 

the region 0z ≥ . 

8-32 Consider a wave with ( )10 20(2 )30 5 j x zi
x z e − += −E a a , which propagates 

in free space ( 0)z < , and is reflected by a perfect conductor occupying the 

region 0z ≥ . Find  
 (a) 

iH , rE , and rH ,  
 (b) total E and total H on the 0z =  plane, and  
 (c) sJ  induced on the 0z =  plane.  

8-33 Given that ( )4 8 6(2 2 4 ) j x y zi
x y z e − + += + −E a a a  in free space ( 0)z < , 

resolve the wave into two components, having the electric field vectors 
perpendicular and parallel to the 0z =  plane, respectively. 

8-34 With reference to iE  in Problem 8-33, find the electric field phasor of the 
reflected wave if the 0z =  plane is the surface of a perfect conductor 
occupying the region 0z > .  

8-35 A uniform plane wave with ( )3
4

j x zi
Ee

− +=E a  propagates in free space in 

the region 0z < , and impinges on a lossless dielectric of 2.25rε =  and 
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1rμ = , occupying the region 0z ≥ . The incident wave is known to have 

a perpendicular-polarization component of an amplitude 3[V/m].  
 (a) Resolve iE  into perpendicular- and parallel-polarization components.  
 (b) Find expression for rE .  
8-36 The 0z =  plane serves as an interface between free space ( 0)z <  and a 

fused quartz ( 0)z ≥  of 2 1.46n = . Consider a uniform plane wave with a 

wavelength 0.633[nm]oλ =  and a power density 210[mW/mm ]=S  

in free space. If the wave is incident on the interface at Brewster angle and 
is totally transmitted into the crystal, find  

 (a) wavevectors ik  and tk ,  

 (b) unit polarization vectors of the incident and transmitted waves, and 
 (c) expressions for iE  and tE .  

8-37 A circularly polarized wave with 
610 (4.8 3.6 )(3 5 4 )i j x z

x y zj e − += + −E a a a  

propagates in free space( 0z < ) and is reflected from the surface of a 
dielectric( 1.52n = ) at 0z = . Determine  

 (a) polarization state of iE , 
 (b) expression for rE , and 
 (c) polarization state of rE . 
8-38 A right-angle prism is made of a crown glass of 1.52n = . Determine the 

range of the angles of incidence over which the internal wave will undergo 
a total internal reflection at the hypotenuse. 

 

Fig. 8.25 A right-angle prism(Problem 8-38). 

8-39 The evanescent wave as given in Eq. (8-162) is perpendicularly polarized 
such that E y=a a .  

 (a) Find tH .  
 (b) Show that no power is transmitted through the interface.  
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8-40 A 500[MHz]-plane wave is incident from air upon the surface of a lossy 
medium with 10[S/m]σ = , oε = ε , and oμ = μ . Find the ratio between 

the transmitted and incident powers.  
8-41 The normal incidence of a uniform plane wave of 30[V/m]oE =  onto an 

interface at 0z =  generates a standing wave of 4S = in air( 0z < ). Find 
the power dissipated in the lossy medium extending from 0z =  to 
z = ∞ , having a cross section 1[m] 1[m]× .  

8-42 Assuming the conductivity is independent of frequency in a nonmagnetic, 
good conductor, find (a) phase velocity, and (b) group velocity. 



Chapter 9 
Transmission Lines  

So far most discussion of electromagnetic waves was in a medium of infinite ex-
tent, or two semi-infinite media adjoined to each other. By solving the differential 
wave equation we saw that the electromagnetic waves take the form of a uniform 
plane wave in such media. The uniform plane wave is an unbounded and unguided 
wave in the sense that the electric field exists in all space and the electromagnetic 
energy spreads over the whole space. While an unbounded and unguided wave may 
be useful for broadcasting radio and TV signals, it is inefficient when used for 
point-to-point transmission of electromagnetic power or information.  

A transmission line may be a much more efficient way of transmitting the 
electromagnetic power and information from the source to the load, which is 
composed of two parallel conductors in general. The transmission line can sup-
port a transverse electromagnetic (TEM) wave, which is an electromagnetic wave 
whose electric and magnetic field vectors are both normal to the direction of 
propagation of the wave. The TEM wave traveling on a transmission line has the 
same propagation characteristics as those of a uniform plane wave traveling in an 
infinite medium.  

The most common transmission lines are two-wire lines, coaxial cables, and 
striplines. Examples of two-wire lines are overhead power lines, and twin-lead 
cables connecting TV sets to the antenna. Coaxial cables find their uses in trans-
mitting TV signals, interconnecting high-frequency precision electronic equip-
ment, and Ethernet. Striplines can be easily fabricated on dielectric substrates by 
printed-circuit technologies, and used for connecting electronic components in in-
tegrated circuits.  

To elucidate the difference between a transmission line and an electric circuit, 
consider an AM radio frequency of 1000[KHz] , which corresponds to a wave-

length of 300[m]  in free space. If a resistor is connected to an AC voltage 

source of 1000[KHz]  through a pair of 10[cm] -long copper wires, every point 

on the wire and the resistor itself can be considered to be in phase in the time do-
main, because of the long wavelength of the voltage wave. In contrast, if a micro-
wave of 2.45[GHz] , having a wavelength 12.2[cm] , is guided by a transmis-

sion line, the electric field intensity of the wave changes by 180o  in time phase 
every 6.1[cm]  along the transmission line.  
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We can analyze the characteristics of the wave traveling on a transmission line 
by use of either electromagnetic theory or circuit theory. Circuit theory deals with 
voltage and current waves that are simple one-dimensional scalar waves, whereas 
electromagnetic theory deals with electric and magnetic fields that are vector 
fields propagating through three-dimensional space, in general. In the present 
chapter, we use circuit theory for describing the operation of the transmission line. 

 

Fig. 9.1 Three common transmission lines: (a) coaxial cable, (b) two-wire line, and (c) pa-
rallel-plate line. 

Figure 9.1 illustrates the three most common transmission lines, and their elec-
tric and magnetic field patterns in the cross sections. We notice that the direction 
of the electric and magnetic fields reverses at every half wavelength along the line. 
Let us digress briefly and examine the electromagnetic field pattern between the 
two conductors of a coaxial transmission line, as shown in Fig. 9.1(a). The exact 
field pattern can be obtained by solving the differential wave equation and apply-
ing boundary conditions. At this point, we will not take the exact steps for the 
field pattern. Alternatively, we use a simpler approach, and extend the static elec-
tric and magnetic fields previously obtained in a coaxial cable to the time-varying 
case, with the help of the basic wave theory and the symmetry of the given confi-
guration. If the coaxial cable is oriented along the z-axis, the field distribution in 
the cross section is independent of z under static field conditions, because of the 
translational symmetry in the z-direction. Under time-varying conditions, al-
though the field vectors vary in time, the field distribution in the cross section is 
assumed to be the same as that of a static field, which is called the quasi-static 
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field conditions. This holds true if the source current or voltage can be assumed to 
vary slowly compared with the time-varying electromagnetic field. In this case, 
the field pattern in the cross section behaves as a profile of the wave in the trans-
mission line. From the Poynting vector = ×S E H , we see that the electromag-
netic fields propagate in the z-direction, and are guided by the transmission line 
without loss of energy. The variation of the electric and magnetic fields along the 
transmission line can be described by a simple cosine curve, in view of the fact 
that the field distribution in the cross section is independent of z.  

9.1   Transmission Line Equations 

The transmission line equations are a pair of first-order partial differential equa-
tions governing the relation between the voltage and current in a transmission line. 
For a TEM wave guided by a transmission line, the transverse electric and mag-

netic fields are related to the time-varying voltage v and time-varying current i  by  

 d= − lv E   (9-1a) 

 d=  li H  (9-1b) 

The voltage and current vary with position on the transmission line as well as with 
time, and are well explained by waves traveling along the transmission line. Eq. 
(9-1) shows that a transmission line problem can be solved by means of either 
electromagnetic waves or voltage and current waves. The voltage and current 
waves are one-dimensional scalar waves, whereas the electromagnetic waves are 
three-dimensional vector waves, in general. The former is easier to deal with ma-
thematically. Furthermore, it is preferred when we are concerned with the imped-
ance in a low loss transmission line. However, if a complete analysis of the trans-
mission line is required, the electromagnetic field theory should be employed.  

A transmission line can be viewed as an electric circuit that is composed of four 
circuit elements such as series resistance R, inductance L, capacitance C, and 
shunt conductance G, as shown in Fig. 9.2(a). The series resistance R arises from 
a finite conductivity of the conductors, while the shunt conductance G arises from 
a nonzero conductivity of the insulating material between the conductors. Since 
these circuit parameters linearly depend on the length of the transmission line, the 
equivalent electric circuit should be a distributed-parameter network, instead of a 
lumped-element circuit, as depicted in Fig. 9.2(b). The circuit parameters R, L, C, 
and G in Fig. 9.2(b) are measures in units of ohms per meter [Ω/m] , henrys per 
meter[H/m], farads per meter[F/m], and siemens per meter[S/m], respectively.  

As mentioned earlier, if a TEM wave is guided in a transmission line, the dis-
tribution of E and H in the cross section is the same as that of the static electric 
and magnetic fields. In view of these, we can obtain the circuit parameters by as-
suming static electric and magnetic fields in the transmission line. 
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Fig. 9.2 Transmission line and equivalent distributed-parameter network. 

To derive the relationship between the voltage and current in the transmission 
line, let us consider a small segment of length zΔ  of the transmission line. The 
segment can be represented by an equivalent circuit as shown in Fig. 9.3, where 
R zΔ  is the resistance, L zΔ is the inductance, C zΔ  is the capacitance, and 
G zΔ  is the conductance. By applying Kirchhoff’s voltage law to the circuit, we 
obtain 

 
( , )

( , ) ( , ) ( , )
z t

z t R z z t L z z z t
t

∂= Δ + Δ + + Δ
∂

iv i v  

We rewrite the equation as 

 
( , ) ( , ) ( , )

( , )
z z t z t z t

R z t L
z t

+ Δ − ∂− = +
Δ ∂

v v ii  (9-2) 

Taking the limit of Eq. (9-2) as zΔ  approaches zero we have  

  
( , ) ( , )

( , )
z t z t

R z t L
z t

∂ ∂− = +
∂ ∂

v ii  (9-3) 

Next, by applying Kirchhoff’s current law to the upper node of the circuit we ob-
tain 

 
( , )

( , ) ( , ) ( , )
z z t

z t z z t G z z z t C z
t

∂ + Δ= + Δ + Δ + Δ + Δ
∂

i vi v  
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We rewrite the equations as  

 
( , ) ( , ) ( , )

( , )
z z t z t z z t

G z z t C
z t

+ Δ − ∂ + Δ− = + Δ +
Δ ∂

i i vv  (9-4) 

Taking the limit of Eq. (9-4) as 0zΔ →  we have  

 
( , ) ( , )

( , )
z t z t

G z t C
z t

∂ ∂− = +
∂ ∂

i vv  (9-5) 

Equations (9-3) and (9-5) constitute the transmission-line equations. 

 

Fig. 9.3 Equivalent circuit for a segment of length zΔ of the transmission line.  

9.1.1   Phasor Form of Transmission Line Equations 

Under sinusoidal steady-state conditions, the voltage and current are given by 
time-harmonic functions, and thus expressed in terms of phasors as  

 ( , ) Re ( ) j tz t V z e ω =  v  (9-6a) 

 ( , ) Re ( ) j tz t I z e ω =  i  (9-6b) 

where ( )V z  and ( )I z  are voltage and current phasors, respectively. The phasors 

are complex numbers in general, and depend on the space coordinate z only. Subs-
titution of Eq. (9-6) into Eqs. (9-3) and (9-5) leads to the phasor form of transmis-
sion–line equations, that is,  

 ( )V
R j L I

z

∂− = + ω
∂

 (9-7a) 

 ( )I
G j C V

z

∂− = + ω
∂

  (9-7b) 
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Next, we take the second derivatives of V and I in Eq. (9-7a) and (9-7b), and re-
place /V z∂ ∂  and /I z∂ ∂  on the right-hand side with Eqs. (9-7a) and (9-7b), 

respectively, as 

 ( ) ( )
2

2

V
R j L G j C V

z

∂ = + ω + ω
∂

 (9-8a) 

 ( ) ( )
2

2

I
G j C R j L I

z

∂ = + ω + ω
∂

 (9-8b) 

From Eq. (9-8) we obtain Helmholtz’s equations for V and I, that is,  

 
2

2
2 0

V
V

z
∂ − γ =
∂

 (9-9a) 

 
2

2
2 0
I

I
z

∂ − γ =
∂

 (9-9b) 

Here, the propagation constant γ is defined as 

 ( ) ( )R j L G j Cγ = + ω + ω   (9-10) 

The voltage and current satisfying Eq. (9-9) form waves traveling on a transmis-
sion line, whose propagation property is determined by the propagation constant γ.  

9.1.2   Relationship between Parameters 

By solving the differential wave equations given in Eq. (9-9) we obtain the voltage 
and current waves propagating on a transmission line of an infinite extent. The 
propagation properties of the waves are the same as those of a uniform plane wave 
in a medium of an infinite extent. If the transmission line is made of a good con-
ductor with a high conductivity, the series resistance R can be neglected in Eq. (9-
10). Under this condition, the propagation constant of the transmission line is 

  ( ) 1
G

j L G j C j LC j
C

γ = ω + ω = ω −
ω

 (transmission line) (9-11) 

If the series resistance is zero, it implies that the electric field should be normal to 
the surface of the conductor; the tangential would produce an infinite conduction 
current. Thus the electric field vectors should lie in the transverse plane, meaning 
that the wave in the transmission line is a TEM wave. 

We recall from Eq. (8-77) that the propagation constant of a uniform plane 
wave propagating in a lossy dielectric of an infinite extent is  

 1j j
σ γ = ω με − ωε 

 (dielectric) (8-77)(9-12) 

It should be noted that σ in Eq. (9-12) is the conductivity of the dielectric. 
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We recall from Eq. (4-55) that the product of R and C of a two-conductor con-
figuration is equal to the relaxation time constant of the dielectric between the 
conductors. Alternatively, as given in Eq. (4-56), the ratio between the capacitance 
and the shunt conductance is equal to the relaxation time constant of the dielectric, 
that is,  

 
C

G

ε=
σ

 (9-13) 

where σ is the conductivity of the dielectric between two conductors. Comparison 
of Eq. (9-11) and Eq. (9-12), with the aid of Eq. (9-13), leads to 

 LC = με  (9-14) 

From Eqs. (9-13) and (9-14) we see that the transmission line parameters, such as 
L, G, and C, are related to the parameters of the dielectric surrounding the conduc-
tors, such as μ, ε, and σ. For a known capacitance C of a transmission line, we can 
obtain the shunt conductance G from Eq. (9-13), and the inductance L from Eq. 
(9-14), for instance. 
 
Exercise 9.1  

 Identify the loss tangent in Eq. (9-11).  

Ans. tan
G

C

′′εξ = =
′ε ω

. 

 
Review Questions with Hints 

RQ 9.1 Distinguish between transmission line and electric circuit. [Fig.9.1] 
RQ 9.2 Write transmission line equations in instantaneous and phasor forms. 
  [Eqs.(9-3)(9-5)(9-7)] 
RQ 9.3 Write Helmholtz’s equations for V and I on a transmission line.  
  [Eq.(9-9)] 
RQ 9.4 Define propagation constant of a transmission line. [Eq.(9-10)] 
RQ 9.5 Under what conditions can a transmission line support a TEM wave? 
   [Eq.(9-11)] 
RQ 9.6 State the relationships between parameters of a transmission line and 

those of the insulating material. [Eqs.(9-13)(9-14)] 

9.2   Transmission Line Parameters  

The relation between the voltage and current on a transmission line depends on the 
four distributed line parameters, which are the series resistance R, inductance L, 
shunt conductance G, and capacitance C. If the series resistance is negligibly small, 
the electric field lines are confined in the transverse plane of the transmission line, 
and the guided wave is approximated as a TEM wave. Under these conditions, the 
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electric and magnetic field patterns in the transverse plane are the same as those of 
static fields. Thus, we can obtain the line parameters by assuming the transmission 
line to be under static field conditions. We have already obtained some parameters 
in the previous chapters, and therefore we can determine the rest from the relations 
given in Eqs. (9-13) and (9-14). In this section, we list the line parameters for the 
three most common transmission lines. 

 

Fig. 9.4 Three most common transmission lines: (a) coaxial line, (b) two-wire line, and (c) 
parallel-plate line. 

9.2.1   Coaxial Transmission Lines 

In a coaxial transmission line as shown in Fig. 9.4(a), the inner conductor of ra-
dius a is separated from the outer conductor of inner radius b by a dielectric with 
ε and μ. From Eq. (3-193), the capacitance per unit length of the coaxial transmis-
sion line is 

 
2

ln( / )
C

b a

πε=   [F/m] (9-15a)  

The inductance per unit length of the line can be either borrowed from Eq. (5-110) 
or obtained from Eq. (9-14) as 

 ln
2

b
L

a

μ=
π

  [H/m] (9-15b) 

Note that this is the external inductance. The internal inductance can be ignored at 
high frequencies, because the magnetic field hardly penetrates the conductor due 
to an extremely short skin depth. By inserting Eq. (9-15a) into Eq. (9-13), the 
shunt conductance per unit length of the coaxial transmission line is  

 ( )
2

ln /
G

b a

πσ=  [S/m] (9-15c) 

where σ is the conductivity of the dielectric between two conductors. The series 
resistance is obtained from the ac-resistance defined by Eq. (8-100) by assuming 
the total current to be uniform within a skin depth. The cross section of the current 
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path is 2i a= π δS  in the inner conductor, whereas it is 2o b= π δS  in the outer 

conductor. The series resistance per unit length of the coaxial transmission line is 
therefore  

 
1 1 1
2

1 1 c

c i c o c

f
R

a b

π μ = + = + σ σ π σ S S
 [ /mΩ ] (9-15d) 

where cσ  and cμ  are the conductivity and permeability of the conductor, not 

those of the dielectric between the conductors. In Eq. (9-15d), it is assumed that 
the skin depth is much smaller than the radius of the inner conductor and the 
thickness of the outer conductor.  

9.2.2   Two-Wire Transmission Lines 

In a two-wire transmission line as shown in Fig. 9.4(b), two parallel conducting 
wires of the same radius a are separated by a center-to-center distance of b in a 
dielectric of ε and μ. From Eq. (3-196), the capacitance per unit length of the two-
wire transmission line is 

 ( )1cosh /2
C

b a−

πε=  [F/m]  (9-16a) 

Inserting Eq. (9-16a) into Eq. (9-14) gives the inductance per unit length of the 
line as 

 ( )1cosh /2L b a−μ=
π

 [H/m] (9-16b) 

Under the condition b a>> , if we use the approximation 

( ) ( )1cosh /2 ln /b a b a− ≈ , Eq. (9-16b) reduces to the external inductance as 

given in Eq. (5-110). Next, upon inserting Eq. (9-16a) into Eq. (9-13), the shunt 
conductance per unit length of the line is 

 ( )1cosh /2
G

b a−

πσ=  [S/m] (9-16c) 

If we assume a uniform distribution of the total current within a skin depth of the 
conductor, the cross section of the current path is 2 a= π δS  in the conductor. 
The series resistance per unit length of the two-wire transmission line is, from Eq. 
(8-100),  

 
2 1

2
c

c c

f
R

a a

π μ
= =

π δσ π σ
 [ /mΩ ] (9-16d) 
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where cσ  and cμ  are those of the conductors. In the above equation, the skin 

depth is assumed to be much smaller than the conductor’s radius a. Notice that 
the numerator in Eq. (9-16d) contains 2 to account for the effects of the two 
conductors.  

9.2.3   Parallel-Plate Transmission Lines 

In a parallel-plate transmission line as shown in Fig. 9.4(c), the two parallel con-
ducting plates of the same width a are separated by a dielectric of thickness b. The 
capacitance per unit length of the parallel-plate transmission line is, from Eq. (3-
187), 

 
a

C
b

ε=  [F/m] (9-17a) 

where the fringing effects at the edges are ignored by assuming b a<< . Upon in-
serting Eq. (9-17a) into Eq. (9-14), the inductance per unit length of the line is 

 
b

L
a

μ=  [H/m] (9-17b) 

Next, Substituting Eq. (9-17b) into Eq. (9-13), the shunt conductance per unit 
length of the line is  

 
a

G
b

σ=  [S/m] (9-17c) 

If the total current is assumed to be uniform within a skin depth of the conductor, 
the cross section of the current path in the conductor is given by a= δS . The se-
ries resistance per unit length of the parallel-plate transmission line is, from Eq. 
(8-100), 

 
2 2 c

c c

f
R

a a

π μ
= =

δσ σ
 [ /mΩ ] (9-17d) 

where cσ  and cμ  are those of the conductors. Here, the skin depth is assumed to 

be much smaller than the thickness of the conducting plate. The numerator in Eq. 
(9-17d) contains 2 to account for the effect of two conductors. 

It should be noted that the inductances given by Eqs. (9-15b), (9-16b), and (9-
17b) are the external inductances. At high frequencies, the internal inductances are 
ignored, because of the short skin depth of the conductor.  

 

Exercise 9.2 
  Do R, L, G, and C depend on frequency even if ε, μ, and σ of the dielectric are 

independent of frequency?  

Ans. ~R f . 
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9.3   Infinite Transmission Lines 

The differential wave equation given in Eq. (9-9) determines the behavior of V 
and I on a transmission line. A general solution of Eq. (9-9) is given by a linear 
combination of two waves propagating in the opposite directions on the transmis-
sion line, namely  

 ( ) ( ) ( )z z
o oV z V e V e V z V z+ − γ − +γ + −= + ≡ +  (9-18a) 

 ( ) ( ) ( )z z
o oI z I e I e I z I z+ − γ − + γ + −= + ≡ +  (9-18b) 

where oV + , oV − , oI
+ , and oI

−  are the complex amplitudes, which will be deter-

mined by the boundary conditions that are specified by the generator, connected at 
one end, and the load, connected at the other end. In the above equations, ( )V z+  

and ( )V z−  are the phasors of time-harmonic voltage waves propagating in the 

+z- and -z-directions, respectively, whereas ( )I z+  and ( )I z−  are those of cur-

rent waves propagating in the +z- and -z-directions, respectively. In an infinitely 
long transmission line, the + or – wave can propagates without being interrupted 
by other waves, and without reflection, in the wave path. Thus the two voltage 
waves in Eq. (9-18a) are independent of each other. The same is true for the two 
current waves in Eq. (9-18b).  

The propagation constant γ is, from Eq. (9-10), 

 
( ) ( )

 

R j L G j C

j

γ = + ω + ω

≡ α + β
  (9-19) 

Here, α is called the attenuation constant measured in nepers per meter[Np/m], 
and β is called the phase constant measured in radians per meter[rad/m].  

The sign convention for V and I on a transmission line is shown in Fig. 9.5. A 
positive voltage, either 1( ) 0V z+ >  or 1( ) 0V z− > , signifies that the upper con-

ductor is at a higher potential than the lower one at 1z z= , regardless of the di-

rection of propagation of the wave. In contrast, the polarity of the current depends 
on the direction of propagation of the wave. A positive current, 1( ) 0I z+ > , signi-

fies that the current flows in the +z-direction in the upper conductor at 1z z= , 

and a positive current, 1( ) 0I z− > , means that the current flows in the –z-direction 

in the upper conductor at 1z z= .  
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Fig. 9.5 Sign convention for V and I on a transmission line. The directions of propagation 
of the waves are along (a) +z-axis, and (b) −z-axis. Blue arrow denotes the direction of cur-
rent, and a pair of circles along a vertical line shows the polarity of voltage.  

Although the V +  and V −  waves are independent of each other in an infinitely 
lone transmission line, they are related to the I +  and I −  waves, respectively. We 
next find the relations among the complex amplitudes in the general solutions giv-
en in Eq. (9-18). Substituting the general solutions expressed by Eq. (9-18) into 
the transmission-line equation given in Eq. (9-7a), we have  

  ( )z z z z
o o o oV e V e R j L I e I e+ −γ − + γ + −γ − +γ γ − γ = + ω +   (9-20)  

By equating the coefficients of the ze −γ  terms (or the ze γ  terms) on both sides of 
Eq. (9-20), we define the characteristic impedance of the transmission line as  

 

   

o o
o

o o

o o

V V
Z

I I

R j L
R jX

G j C

+ −

+ −≡ = −

+ ω= ≡ +
+ ω

 [ ]Ω  (9-21) 

The general name for the real part of the characteristic impedance is resistance, 
and that for the imaginary part is reactance. The resistance oR  is measured in 

ohms. It should not be confused with the series resistance R measured in ohms per 
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meter. The characteristic impedance oZ  of a transmission line is analogous to the 

intrinsic impedance η of a medium supporting a uniform plane wave. Both oZ  

and η represent the ratio between two complex amplitudes: oZ  is the ratio be-

tween the complex amplitudes of the voltage and current, whereas η is the ratio 
between those of the electric and magnetic fields.  

The propagation constant γ and the characteristic impedance oZ  are the two 

distinctive constants of a transmission line; they determine the propagation proper-
ty of the voltage and current waves on the line. The two constants depend on fre-
quency as well as the line parameters R, L, G, and C.  

The reciprocal of oZ  is called the characteristic admittance; that is, 

1/o oY Z= .  

 
Exercise 9.3  

 Find the total current on a transmission line with 100[ ]oZ = Ω , when the total 

voltage is given by 7 7( ) 20cos(10 0.13 ) 10cos(10 0.13 )[V]t t z t z= − + +v .  

Ans. 7 7( ) 0.2cos(10 0.13 ) 0.1cos(10 0.13 )[A]t t z t z= − − +i . 

Exercise 9.4  
 For the transmission line made of a perfect conductor, (a) is oR  always zero? (b) 

may oR  be negative?  

Ans. (a) No, (b) No. 

Exercise 9.5  
 In a transmission line, may we assume (a) 0R G= = ? (b) 0L C= = ? 

Ans. (a) Yes, (b) No. 

9.3.1   Lossless Transmission Lines  

A lossless transmission line is made of a perfect conductor ( )cσ = ∞  and a perfect 

dielectric ( 0)σ = . A wave can propagate on a lossless transmission line without 

loss of energy. For a lossless transmission line,  

 0R G= =  (9-22) 

 j j LCγ = β = ω  (propagation constant) (9-23a) 

 /o oZ R L C= =   (characteristic resistance) (9-23b) 

 
1

pv
LC

ω= =
β

 (phase velocity) (9-23c) 

The propagation constant γ is purely imaginary, and thus the attenuation constant 
α is zero, meaning that there is no attenuation of the wave traveling on the lossless 
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line. The characteristic impedance is real, implying that the voltage and current are 
in phase in time dimension at every point on the lossless line. Substitution of Eq. 
(9-14) into Eq. (9-23c) shows that the phase velocity of the voltage and current 
waves on a lossless transmission line is the same as that of a uniform plane wave 
propagating in the dielectric between the two conductors as if it were infinite in 
extent. 

 
Exercise 9.6 

 A lossless transmission line is made of a perfect dielectric of ε and μ. Find  
 (a) phase velocity, and (b) phase constant.  

Ans. (a) 1/pv = με , (b) β = ω με .  

 
Exercise 9.7 

 A lossless line is made of two parallel conducting plates of width a, separated by a 
dielectric of o rε = ε ε  with a thickness b. Find the characteristic impedance.  

Ans. 120 /( )o rZ b a= π ε . 

9.3.2   Distortionless Transmission Lines  

In a lossy transmission line, the attenuation constant is nonzero, and varies with 
frequency, as we can see from Eq. (9-19). Furthermore, the phase constant is not a 
linear function of frequency, and therefore the phase velocity also varies with fre-
quency. Such a transmission line is said to be dispersive. If an information-bearing 
signal is transmitted through a dispersive transmission line, it suffers distortion. 
This is because a signal usually comprises of a band of frequencies, and the com-
ponent waves of different frequencies travel with different phase velocities. More-
over, the component waves have different attenuation constants, and thus the sig-
nal wave suffers additional distortion. A distortionless transmission line is one that 
can transmit a signal wave with no change in the shape even if the signal intensity 
may be reduced. For a distortionless transmission line, the attenuation constant α 
is independent of frequency, while the phase constant β linearly varies with fre-
quency. We obtain a distortionless transmission line if the line parameters in Eq. 
(9-19) satisfy  

 
R G

L C
=  (9-24) 

Under this condition, the propagation constant in a distortionless line becomes 

 

 

R G G
LC j j LC j

L C C

j

     γ = + ω + ω = + ω     
     

≡ α + β

 (9-25a) 
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where 

 / /G L C R C Lα = =  (9-25b) 

 LCβ = ω  (9-25c)   

Other parameters of the distortionless line are  

 
( / )
( / )o

L R L j L
Z

C G C j C
+ ω= =
+ ω

 (characteristic impedance) (9-25d) 

 
1

pv
LC

ω= =
β

 (phase velocity) (9-25e) 

The distortionless-line parameters, such as β, oZ , and pv , are the same as those 

of a lossless transmission line. The only difference is that the attenuation constant 
α is nonzero in the distortionless line. 

 

Example 9-1 
A lossless transmission line has a characteristic impedance 100[ ]Ω . When it 

operates at a frequency 200[MHz], the phase constant is 5[rad/s] on the line. 
Determine the capacitance and inductance per unit length of the line.  

 

Solution 
The phase constant is, from Eq. (9-23a), 

82 2 10 5LC LCβ = ω = π × × =  

The characteristic impedance is, from Eq. (9-23b), 

/ 100oZ L C= =   

The product of β and oZ  gives 

82 2 10 500Lπ × × =  

Thus 

0.40[μH/m]L =   

40[pF/m]C = . 
 

Example 9-2 
A distortionless line has a characteristic impedance 50[ ]oZ = Ω  and a 

propagation constant 10.01 4.0[m ]j −γ = +  at frequency 100[MHz]f = . Find 

R, L, G, C, and pv .  

Solution 
From Eqs. (9-25c) and (9-25d), we have 

82 10 4.0LC LCβ = ω = π × =  

/ 50oZ L C= =  
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From the above equations we obtain 

318[nH/m]L =   

127[pF/m]C =  

From Eq. (9-25b) we obtain 

/ 0.01oG L C GZα = = = , and thus  

200[μS/m]G =  

From the relation RC GL=  we obtain  

6 9

12

200 10 318 10
0.50[Ω/m]

127 10
GL

R
C

− −

−

× × ×= = =
×

 

Phase velocity is therefore 

8
82 10

1.57 10 [m/s]
4pv

ω π ×= = = ×
β

. 

 
Exercise 9.8 

 A transmission line is distortionless at 100[MHz]f = . Is it still distortionless at 

200[MHz]f =  if ε, μ, and σ are independent of frequency? 

Ans. No. 

9.3.3   Power Transmission and Power Loss  

The voltage and current waves can jointly transmit power along a transmission 
line. If the line is oriented along the z-axis, the instantaneous power transmitted in 
the +z-direction is equal to the product of the instantaneous voltage and current of 
the waves propagating in the +z-direction, namely  

 

* *

* * 2 * * 2

* 2

( , ) ( , ) ( , )

1 1
         

2 2
1

         
4
1

         Re
2

j t j t j t j t

j t j t

j t

z t z t z t

V e V e I e I e

V I V I V I e V I e

V I V I e

+ ω + − ω + ω + − ω

+ + + + + + ω + + − ω

+ + + + ω

=

   = + +   

 = + + + 

 = + 

P v i

 (9-26) 

where V +  and I +  are the phasors of the voltage and current waves, propagating 
in the +z-direction. In the above equation, asterisk *  stands for complex conju-
gate. It should be noted that P cannot be expressed as 

Re[ ]Re[ ]j t j tV e I e+ ω + ω=P .  
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The time-average power transmitted along the transmission line is expressed as 

 
0

1
( , )

T
z t dt

T
= P P  (9-27) 

where T is the temporal period of the time harmonic function ( , )z tP . Inserting 

Eq. (9-26) into Eq. (9-27), the time-average power is expressed in terms of the 
voltage and current phasors as 

 *1
Re

2
V I+ + =  P  [W] (9-28) 

Substitution of V +  and I +  expressed by Eq. (9-18) into Eq. (9-28) leads to 

 

( ) ( )* * 2

2 2

1 1
Re Re

2 2
1

      
2

j z j z z
o o o o o

z
o o

V e I e Z I I e

I R e

− α+ β − α− β+ + + + − α

+ − α

   = =   

=

P
 (9-29) 

where we used /o o o o oV I Z R jX+ + = = + . Rewriting Eq. (9-29), the time-average 

power at a point on the transmission line is 

 2( ) (0) zz e − α=P P  [W] (9-30) 

The time-average power exponentially decreases with distance on the transmission 
line.  

It is customary to express the power loss in decibel such as 

 10 10

( )( )
dB power loss 10 log 20 log

(0) (0)

V zz

V

+

+

  
 ≡ − = − 
    

P
P

 (9-31) 

By using ( )( ) j z
oV z V e+ + − α+ β= , Eq. (9-31) can be reduced to a compact form such as  

  10dB power loss 20 log 8.69ze z−α = − = α   (9-32) 

This enables us to convert an attenuation constant α into a dB power loss easily. 
 

Example 9-3 
The power reduces by 1.5dB every 100[m] on a transmission line. Find  
(a) attenuation constant, and 
(b) fraction of power at a distance 1[Km] from the input end. 

 

Solution 
(a) From Eq. (9-32) we obtain 

 
dB power loss 1.5

0.0017[Np/m]
8.69 8.69 100z

α = = =
×

. 
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(b) From Eq. (9-30) we obtain 

 2 0.0017 1000(1000)
0.033

(0)
e − × ×= =

P

P
.   

Exercise 9.9 
 Find the three numbers after the decimal point on the right side of Eq. (9-32). 

Ans. 686. 
 

Exercise 9.10  
 If two lines with 2.3dB and 1.8dB power losses are joined together, the joint 

additionally causes 3.5dB power loss. Find the total dB-power-loss. 

Ans. 7.6dB . 
 
Exercise 9.11  

 What is the dB-power-loss corresponding to 0.1[Np]? 

Ans. 0.869dB. 
 
Review Questions with Hints 

RQ 9.7 Express general solutions for the time-harmonic V and I on a transmis-
sion line. [Eq.(9-18)] 

RQ 9.8  Define propagation constant of a transmission line. [Eq.(9-19] 
RQ 9.9 Define characteristic impedance of a transmission line. [Eq.(9-21)] 
RQ 9.10  Under what conditions does a transmission line become lossless? Write 

the characteristic parameters of a lossless line. [Eqs.(9-22)(9-23)] 
RQ 9.11  Under what conditions does a line become distortionless? Write the 

characteristic parameters of a distortionless line.  [Eqs.(9-24)(9-25)] 
RQ 9.12  Express time-average power in terms of phasors V and I. [Eq.(9-28)] 
RQ 9.13  Write the relation between the attenuation constant and the dB power 

loss on a transmission line.  [Eq.(9-32)] 

9.4   Finite Transmission Lines 

A finite transmission line is one that usually connects the source to a load on the 
other end. The load may be a short circuit, an open circuit, or another transmission 
line. If the source generates a sinusoidal voltage or current, it induces time-
harmonic voltage and current waves on the transmission line. As was discussed 
earlier, the propagation of the waves is governed by the transmission line equa-
tions or the Helmholtz’s equations given in Eq. (9-9). The voltage and current on 
the line can be simply described by the general solutions given in Eq. (9-18) com-
bined with the boundary conditions given at the two ends. While the two waves 
V +  and V −  are independent of each other on an infinitely long transmission line, 
they are related to each other on a finite transmission line, because of the load im-
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pedance, so that V +  represents an incident wave and V −  represents the wave re-
flected from the load.  

Let us consider a finite transmission line of a length l as shown in Fig. 9.6. In 
the discussion of a finite transmission line, we always assume that the generator is 
at 0z =  and the load is at z = l . The internal impedance of the generator is de-
noted by gZ  while the load impedance is denoted by LZ . On the finite transmis-

sion line of a characteristic impedance oZ , general solutions for the voltage and 

current waves are written as  

 ( ) ( ) ( ) z z
o oV z V z V z V e V e+ − + −γ − γ≡ + = +  (9-33a) 

 ( ) ( ) ( ) z zo o

o o

V V
I z I z I z e e

Z Z

+ −
+ − −γ γ≡ + = −  (9-33b) 

where oV +  and oV −  are the complex amplitudes of the forward and backward vol-

tage waves, respectively, and γ is the propagation constant as given in Eq. (9-19). 
If the forward wave, with the voltage-current relation given by 

( )/ ( ) oV z I z Z+ + = , reaches the load of impedance LZ , it alone cannot satisfy the 

voltage-current relation /L L LV I Z=  given at the load. The impedance mismatch 

inevitably leads to a reflection of the incident wave, inducing a backward wave, in 
such a way that the relation between the total voltage and current at the load are 
consistent with the load impedance. 

 

Fig. 9.6 A finite transmission line between a generator and a load.  

9.4.1   Input Impedance 

The wave launched at 0z =  may take endless round-trips between gZ  and LZ  

because of the impedance mismatches at 0z =  and z = l . In order to avoid 
dealing with all individual reflections we add all the forward reflections into the 
forward wave of a complex amplitude oV + , and all the backward reflections into 

the backward wave of a complex amplitude oV − . For this reason, the forward 

wave represents the net wave incident on the load, and the backward wave 
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represents the net wave reflected from the load. The total voltage and current at 
the load are called the load voltage LV  and the load current LI , respectively. The 

load voltage and current at z = l  are written form the general solutions given in 
Eq. (9-33) as  

 L o oV V e V e+ −γ − γ= +l l  (9-34a) 

 o o
L

o o

V V
I e e

Z Z

+ −
−γ γ= −l l  (9-34b) 

Again, the load voltage and current are related to each other by L L LV I Z= , where 

LZ  is the load impedance. Combination of the above equations, with the aid of 

L L LV I Z= , leads to  

 ( )
2
L

o L o

I
V Z Z e+ γ= + l  (9-35a) 

 ( )
2
L

o L o

I
V Z Z e− −γ= − l  (9-35b) 

Upon substituting Eq. (9-35) into Eq. (9-33), we obtain the phasors of the time-
harmonic voltage and current at a point on the transmission line as  

 ( ) ( ) ( ) ( )( )
2

z zL
L o L o

I
V z Z Z e Z Z eγ − −γ − = + + − 

l l  [V] (9-36a) 

 ( ) ( ) ( ) ( )( )
2

z zL
L o L o

o

I
I z Z Z e Z Z e

Z
γ − −γ − = + − − 

l l  [A] (9-36b) 

The total voltage and current at the input end ( 0)z =  are called the input vol-

tage inV  and the input current inI  respectively. The input impedance of the line is 

the ratio between the input voltage and the input current, that is,  

 
( ) ( )
( ) ( )

(0)
(0)

L oin
in o

in o L

Z e e Z e eV V
Z Z

I I Z e e Z e e

γ −γ γ −γ

γ −γ γ −γ

+ + −
= = =

+ + −

l l l l

l l l l  (9-37) 

With the help of the hyperbolic functions, cosh ( )/2e eθ −θθ = + , 

sinh ( )/2e eθ −θθ = − , and tanh sinh /coshθ = θ θ , Eq. (9-37) can be rewrit-

ten in a compact form. The input impedance of a finite line of a length l, termi-
nated by a load impedance LZ , is therefore  

 
tanh
tanh

L o
in o

o L

Z Z
Z Z

Z Z

+ γ=
+ γ

l
l  [ ]Ω  (lossy line) (9-38)  

where oZ  is the characteristic impedance and γ is the propagation constant on the 

transmission line, which is complex in general.  
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If we are only concerned with the power fed into a transmission line, by the ge-
nerator, the input impedance inZ  may be used in place of the terminated trans-

mission line as shown in Fig. 9.7. The equivalent circuit provides a simple way of 
finding the input voltage inV  and the input current inI . 

 

Fig. 9.7 Equivalent circuit for the source connected to a terminated transmission line. 

For a lossless transmission line, the propagation constant is purely imaginary 
( jγ = β ) and the characteristic impedance is purely real ( o oZ R= ) as given in Eq. 

(9-23). Under these conditions, the term ( )tanh jβl  in Eq. (9-38) becomes 

( )tanj βl . Thus, the input impedance of a lossless transmission line of length l, 
terminated by load impedance LZ , is  

 
tan
tan

L o
in o

o L

Z jR
Z R

R jZ

+ β=
+ β

l
l  [ ]Ω   (lossless line) (9-39) 

where oR  is the characteristic impedance that is purely real, and β is the phase 

constant. We note that the input impedance in Eq. (9-39) varies periodically with 
the line length l.  

 
Example 9-4 
A 2[m]-transmission line is terminated in a load impedance 10 40[ ]LZ j= + Ω , 

and connected to a generator with 7( ) 20cos(10 )[V]g t t=v  and 50[ ]gZ = Ω . 

On the line 10.15 3.5[m ]j −γ = +  and 110 80[ ]oZ j= + Ω . Find  

(a) input impedance, 
(b) input current, and 
(c) input voltage. 

 

Solution 
(a) From the values given in the problem, we write 

 0.3 7.0jγ = +l  

 
0.6 14

0.6 14

1
tanh( ) 0.482 0.749

1

j

j

e e e
j

e e e

γ −γ − −

γ −γ − −

− −γ = = = +
+ +

l l

l ll  
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 From Eq. (9-38), we obtain 

tanh
tanh

(10 40) (110 80)(0.482 0.749)
    (110 80)

(110 80) (10 40)(0.482 0.749)

    45.86 153.9

L o
in o

o L

Z Z
Z Z

Z Z

j j j
j

j j j

j

+ γ=
+ γ

+ + + += +
+ + + +

= +

l
l

 (9-40a) 

(b) From the equivalent circuit, the input current is obtained as  

20
50 45.86 153.9

   0.0583 0.0936[A]

g
in

g in

V
I

Z Z j

j

= =
+ + +

= −
 (9-40b) 

(c) Input voltage is thus 

(45.86 153.9)(0.0583 0.0936)

    17.08 4.68[V]
in in inV Z I j j

j

= = + −
= +

 (9-40c)  

 

Exercise 9.12  
 From Eq. (9-33), show (1/2)( )o in o inV V Z I+ = +  and (1/2)( )o in o inV V Z I− = − . 

 

Exercise 9.13  
 For a lossless line of o oZ R= , terminated in LZ , find inZ  if the line is (a) a 

quarter wavelength long, and (b) a half wavelength long. 

Ans. (a) 2 /in o LZ R Z= , (b) in LZ Z= . 

Exercise 9.14 
 For complex values of gZ  and inZ , find the condition under which the 

maximum power is fed into the transmission line, by the generator. 

Ans. *
in gZ Z= . 

9.4.2   Reflection Coefficient and Standing Wave Ratio 

The forward wave on a transmission line of characteristic impedance oZ  under-

goes a reflection at the load, if the load impedance LZ  is not equal to oZ . The ra-

tio between the complex amplitudes of the reflected and the incident voltage 
waves, measured at the load, is called the voltage reflection coefficient Γ. At this 

point, we introduce a new space coordinate l ′ that is defined as z= −′l l . It 
represents the distance from the load toward the generator, or simply the distance 

from the load. It should be noted that l ′ is a variable, while the line length l is     
a constant. Then the time-harmonic voltage on the transmission line given in   

Eq. (9-36a) can be rewritten in terms of l ′ as  
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( ) ( )( )

2

      

L
L o L o

o o

I
V Z Z e Z Z e

V e V e

γ −γ

+ γ − −γ

′ ′

′ ′

 = + + − 

′ ′≡ +

′ l l

l l

l
 (9-41) 

It is important to remember that the term with e γ ′l  represents the forward wave 

of complex amplitude oV +′  and the term with e −γ ′l  represents the backward wave 

of complex amplitude oV −′ . From Eq. (9-41), the voltage reflection coefficient of 

the load impedance LZ  is simply defined as /o oV V− +′ ′Γ = . Thus,  

 jL o

L o

Z Z
e

Z Z
φ−Γ = ≡ Γ

+
 (9-42) 

which is a complex number, in general, with a magnitude not larger than one; that 
is, 1Γ ≤ . If oZ  and LZ  in Eq. (9-42) are replaced with 1η  and 2η , respec-

tively, which are the intrinsic impedances of two adjoining media, the reflection 
coefficient in Eq. (9-42) is the same as the reflection coefficient for a uniform 
plane wave normally incident on the interface, as given in Eq. (8-107a). If 

L oZ Z= , we obtain 0Γ =  from Eq. (9-42). In this case, the transmission line is 

said to be matched to the load. Similarly, the current reflection coefficient is de-
fined as the ratio between the complex amplitudes of the reflected and the incident 
current waves at the load. It can be shown that the current reflection coefficient is 
equal to the negative of the voltage reflection coefficient.  

We now express the voltage (or current) on the transmission line in terms of the 
complex amplitude of the forward voltage wave (or current wave), by substituting 
Eq. (9-35) and Eq. (9-42) into Eq. (9-36). Thus, on the transmission line,  

 ( ) 21z
oV z V e e+ − γ − γ ′ = + Γ 

l  [V] (9-43a) 

 ( ) 21z
oI z I e e+ −γ − γ ′ = − Γ 

l  [A] (9-43b) 

Here, the length of the transmission line, l, is a constant while l ′ is a variable de-

fined by z= −′l l . Comparison of Eq. (9-33a) and Eq. (9-43a) reveals that the 
first term inside the bracket in Eq. (9-43a) represents the forward wave, observed 

at a distance l ′ from the load, whereas the second term represents the backward 

wave, reflected from the load impedance and observed at the distance l ′ from the 
load. Manipulating the terms in Eq. (9-43a) we write the total voltage as  

  

( )
( ) ( )
( ) ( )

2

2

/2 /2 /2

( ) 1

      1 1

      1

z
o

z z j
o o

z j j j
o o

V z V e e

V e V e e e

V e V e e e e e

+ −γ − γ

+ −γ + −γ φ − γ

+ −γ + φ −γ − φ γ φ −γ

′

′

′ ′

= − Γ + Γ + Γ

= − Γ + Γ +

= − Γ + Γ +

l

l

l l l

 (9-44) 
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where we used je φΓ = Γ . By assuming a lossless line with jγ = β , the instanta-

neous voltage on the line is obtained from Eq. (9-44) as  

 
( ) ( )

( ) ( )
( , ) 1 cos

         2 cos /2 cos /2

o

o

z t V t z

V t

+

+

= − Γ ω − β

+ Γ β − φ ω + φ − β′
v

l l
 (9-45) 

The first term on the right-hand side of Eq. (9-45) represents a traveling wave with 
amplitude ( )1oV + − Γ , whereas the second term represents a standing wave with 

amplitude 2 oV + Γ . In other words, a portion of the forward wave is reflected 

from the load, and interferes with the incoming wave to form a standing wave, 
while the rest propagating toward the load.  

The standing wave causes the amplitude of the time-harmonic voltage to vary 
with position on the transmission line. The voltage on the lossless transmission 
line is therefore, from Eq. (9-43a),  

 ( )2( ) 1 jj z
oV z V e e φ− β+ − β ′ = + Γ 

l  (9-46) 

The spatial variation of the amplitude of V is solely determined by the terms in 

bracket in Eq. (9-46), because oV +  is constant and 1j ze − β = . The voltage maxi-

mum occurs at a distance max′l  from the load. That is,  

 ( )max

1
2

2
m= φ + π

β
′l  ( )0,1,2..m =  (9-47a) 

where β is the phase constant of the wave and φ is the phase angle of the reflection 
coefficient. The voltage maximum occurs periodically, with half-wavelength spac-
ing, along the line. By inserting Eq. (9-47a) into Eq. (9-46), the voltage maximum 
is  

 ( )max 1oV V += + Γ    (9-47b) 

A similar procedure can be followed to obtain the voltage minimum on the transmis-
sion line. The voltage minimum occurs at a distance min′l  from the load, that is,  

 ( )min

1
2 1

2
m= φ + + π  β

′l  ( )0,1,2..m =  (9-48a) 

The voltage minimum is, from Eq. (9-46),  

 ( )min 1oV V += − Γ  (9-48b) 

It is evident from Eq. (9-48a) that two adjacent minima are separated by a half-
wavelength of the wave.  
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The voltage standing wave ratio (SWR) is defined as the ratio between the vol-
tage maximum and the voltage minimum observed on the transmission line, that is, 

 max

min

1

1
V

S
V

+ Γ
= =

− Γ
 (9-49) 

It should be noted that maxV  and minV  in Eq. (9-49) are measured at different 

points on the transmission line. As Γ  increases from 0 to 1, S increases from 1 to 

∞ . A higher standing wave ratio is less desirable because it means a large reflection 
at the load and a poor power delivery to the load. The inverse of Eq. (9-49) is  

  
1
1

S

S

−Γ =
+

 (9-50) 

The unknown impedance of a load can be easily determined by measuring the vol-
tage standing wave ratio on a slotted-line that is terminated by the load. The slot-
ted-line consists of a lossless coaxial line with a long narrow slit in the outer con-
ductor and a small probe movable along the slit. The probe can sample the electric 
field and measure the voltage maximum and minimum together with their separa-
tions. The ratio between the voltage maximum and minimum gives the standing 
wave ratio, which in turn tells us the magnitude of the reflection coefficient 
through Eq. (9-50). The separation between adjacent voltage maxima or voltage 
minima contains the information about the phase angle of the reflection coeffi-
cient, as can be seen from Eq. (9-47a) and Eq. (4-48a). By inserting the characte-
ristic impedance of the slotted-line and the measured reflection coefficient into Eq. 
(9-42) we can determine the load impedance LZ .  

We now compute the power transmitted from the generator to the load by 
means of a lossless transmission line. The time-average power at a point on the 
transmission line is expressed by use of Eq. (9-43) as 

 ( ) ( )

{ }

*

*

2 2

2

2 2 * 2

1
Re ( ) ( )

2

1
     Re 1 1

2

1
     Re 1

2

j z j j z jo
o

o

o j j

o

V z I z

V
V e e e e

R

V
e e

R

+
+ − β − β − β − β

+
− β β

′ ′

′ ′

 =  

  
 = + Γ − Γ 
   

 = − Γ + Γ − Γ 

P

l l

l l

 (9-51)  

The brace {} on the right-hand side of Eq. (9-51) is given by a number that is 
purely imaginary, and thus contributes nothing to the time-average power. The 
time-average power delivered to the load is therefore 

 ( )
2

21
1

2
o

o

V

R

+

= − ΓP  (9-52) 
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The first term inside the parenthesis in Eq. (9-52) represents the power of the inci-
dent wave, whereas the second term represents that of the reflected wave. 

 
Example 9-5 
With reference to the transmission line given in Example 9-4, find 
(a) reflection coefficient, 
(b) expression for the total voltage on the line, 
(c) power dissipated at the load, and 
(d) total power dissipated in the line. 

 

Solution 
(a) The reflection coefficient is, from Eq. (9-42), 

 2.74(10 40) (110 80)
0.635

(10 40) (110 80)
jL o

L o

Z Z j j
e

Z Z j j

− + − +Γ = = =
+ + + +

.  

(b) The input voltage is obtained from Eq. (9-43a) by substituting 0z =  and 
2[m]=l' : 

 
( )

( )

4 2.74 0.6 140, 2 1 1 0.635

                      1.0911 0.336 [V]

j j
in o o

o

V z V e V e e

V j

+ − γ + − −

+

   = = = + Γ = +   
= +

l'
  

 Equating this with Eq. (9-40c), the amplitude of the forward wave is 

 0.03115.51 [V]j
oV e+ −=  

 Total voltage on the line is therefore 

2

0.031 (0.15 3.5) 2.74 (0.3 7.0)

( ) 1

      15.51 1 0.635 [V]

z
o

j j z j j

V z V e e

e e e e

+ −γ − γ

− − + − +

′

′

 = + Γ 
 = + 

l

l
. (9-53) 

(c) By substituting 2[m]z =  and 0=l'  into Eq. (9-53), the load voltage is  

 0.031 (0.3 7.0) 2.74 0.21015.51 1 0.635 5.56 [V]j j j j
LV e e e e− − + − = + =   

 Time-average power dissipated at the load is therefore 

 
( )* 2
5.561 1

Re Re 90.9[mW]
2 2 10 40

L
L L

L

V
V

Z j

    
 = = =   −       

P . 

(d) By using the input voltage and current given in Eqs. (9-40b) and (9-40c), we 
compute the total power dissipated in the line and the load: 

 
[ ]*1 1

Re Re (17.08 4.68)(0.0583 0.0936)
2 2

       279[mW]

in in inV I j j = = + + 

=

P
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 Thus the power dissipated in the line is 

 279 90.9 188.1[mW]− = . 
 

Example 9-6  
A lossless line of characteristic resistance oR  is terminated in a load impedance 

LZ . The waves on the line have a phase constant β. At a distance l ′ from the load 

toward the generator, the input impedance looking toward the load is defined as 
( ) ( )/ ( )inZ V I≡′ ′ ′l l l , and the reflection coefficient is defined as 

( ) ( )/ ( )V V− +Γ =′ ′ ′l l l . Find  

(a) expression for ( )Γ ′l , 

(b), ( )Γ ′l  at the locations of maxV  and minV , and 

(c) ( )inZ ′l  at the locations of maxV  and minV . 

(d) Show that ( )/in oS Z R= ′l  at the location of maxV .  

 

Fig. 9.8 Input impedance and reflection coefficient at a distance l ′ from the load.  

Solution  
(a) At a point with 1z z=  on the line, or at a distance 1z= −′l l  from the 

load, the forward voltage wave is given by the first term on the right-hand 
side of Eq. (9-46):  

 1
1( ) j z

oV z V e − β+ +=  

 At the same point on the line, the backward voltage wave is given by the 
second term on the right-hand side of Eq. (9-46): 

 ( )1 2
1( ) jj z

oV z V e e φ− β− β− + ′= Γ l  

 The reflection coefficient at a distance l ′ from the load is therefore   

( )21

1

( )
( )

( )
jV z

e
V z

−
φ− β

+
′Γ = = Γ′ ll . (9-54) 
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(b) From Eq. (9-46), we have a voltage maximum if the relation ( )2 1je φ− β ′ =l  is 

satisfied, and a voltage minimum if ( )2 1je φ− β ′ = −l . Therefore, from Eq. (9-
54), we obtain  

( )Γ = Γ′l  : at the location of maxV  (9-55a) 

( )Γ = − Γ′l  : at the location of minV  (9-55b) 

 We note that ( )Γ ′l  is purely real at the locations of maxV  and minV . 

(c) From Eq. (9-43), the input impedance at a distance l ′ from the load is written 
as  

2 2

2 2

1 1
( )

1 1

j z j j j
o

in oj z j j j
o

V e e e e
Z R

I e e e e

+ − β − β φ − β

+ − β − β φ − β

′ ′

′ ′

   + Γ + Γ   ′ = =
   − Γ − Γ   

l l

l ll  (9-56) 

 were we used jγ = β  and o oZ R= . 

Noting that ( )2 1je φ− β ′ =l  for the voltage maximum and ( )2 1je φ− β ′ = −l  
for the voltage minimum, from Eq. (9-56) we obtain 

1
( )

1in oZ R
+ Γ′ =
− Γ

l  : at the location of maxV  (9-57a) 

1
( )

1in oZ R
− Γ′ =
+ Γ

l  : at the location of minV  (9-57b) 

 We note that ( )inZ ′l  is purely real at the locations of maxV  and minV . 

(d) At the location of maxV , dividing both sides of Eq. (9-57a) by oR  we 

obtain  

1( )
1

in

o

Z
S

R

+ Γ′
= =

− Γ
l

. (9-58) 

 
Exercise 9.15 

 What is the shortest length of a transmission line on which we can observe a 
standing wave with one voltage maximum and one voltage minimum? 

Ans. Quarter wavelength. 

9.4.3   Short-Circuited and Open-Circuited Lines 

The transmission line can be used for other purposes than guiding waves. A short-
circuited or open-circuited line may be used as a circuit element with an inductive 
or capacitive reactance.  
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9.4.3.1   Short-Circuited Line ( 0LZ = ) 

A short circuit has a zero load impedance. If a lossless line of length l is termi-
nated in a short-circuit, the input impedance is obtained from Eq. (9-39) as  

 tans
in oZ jR= βl  (9-59) 

The input impedance of a shorted line becomes purely inductive for 
0 /2< β < πl : it is a positive, imaginary number. The input impedance becomes 

purely capacitive for /2π < β < πl : it is a negative, imaginary number. It is in-

teresting to note that the input impedance becomes infinite for /2β = πl , or 

/4= λl . The short-circuited line behaves like an open terminal, in this case.  

9.4.3.2   Open-Circuited Line ( LZ = ∞ ) 

An open terminal has infinite load impedance. If a lossless line of length l is open 
circuited, the input impedance is obtained from Eq. (9-39) as  

 coto
in oZ jR= − βl  (9-60)  

The input impedance becomes purely capacitive for 0 /2< β < πl , but purely 

inductive for /2π < β < πl . The input impedance becomes zero if the line is a 

quarter-wavelength long, or /4= λl . In this case, the open-circuited line be-

haves like a shorted terminal.  
The two input impedances s

inZ  and o
inZ  enable us to determine the characte-

ristic impedance and the propagation constant of a given transmission line as 
follows:  

 s o
o in inR Z Z=  [ ]Ω  (9-61a) 

 1tan
s
in
o
in

Z
n

Z
−β = + πl  ( 0,1,2..)n =  (9-61b) 

where n is a positive integer, including zero. 
 

Example 9-7  
A lossless transmission line is known to be shorter than 10[m]  in length. If it is 

open-circuited, the input impedance is given by 81[ ]o
inZ j= − Ω . If short-

circuited, the input impedance is given by 144[ ]s
inZ j= Ω , and the first voltage 

maximum is observed at a distance 2.5[m]  from the shorted end. Find 

(a) oR , (b) β, and (c) l. 
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Solution 
(a) The characteristic impedance is, from Eq. (9-61a),  

 ( ) ( )144 81 108[ ]s o
o in inR Z Z j j= = − = Ω . 

(b) From Eq. (9-42), the reflection coefficient of a short circuit ( 0LZ = ) is 

obtained as 1 je πΓ = − = . Thus we obtain φ = π . 

Substituting φ = π , 0m = , and max 2.5[m]=′l  into Eq. (9-47a), we get 

0.2β = π . (9-62) 

(c) From Eq. (9-61b) we get 

1tan 144 /81 0.93n n−β = + π = + πl . (9-63) 

 Inserting Eq. (9-62) into Eq. (9-63), the line length is 

 
(0.93 )/(0.2 )

  1.48[m], 6.48[m], 11.48[m],...

n= + π π
=

l
 

 The length l should be longer than 2.5[m] , but shorter than 10[m] . 

Therefore, we have 6.48[m]=l . 
 

Example 9-8  
A 75[ ]Ω -lossless line is terminated in an unknown impedance LZ . 

Measurements show that 3S =  on the line, and that the first and second voltage 
maxima occur at distances 4[cm]  and 14[cm]  from the load, respectively. 

Find (a) Γ , and (b) LZ . 

Solution 
(a) The distance between two adjacent maxima is a half-wavelength. Thus, the 

wavelength and the phase constant are 

 2 (14 4) 20[cm]λ = × − =  

 2 / 10 [rad/m]β = π λ = π  

 Substituting max 0.04[m]=′l , 0m = , and 10β = π  into Eq. (9-47a) we 

get  

0.8 [rad]φ = π   (9-64a) 

 Substituting 3S =  into Eq. (9-50) we get 

3 1
0.5

3 1
−Γ = =
+

 (9-64b) 
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 From Eqs. (9-64a) and (9-64b) we get 

0.80.5 je πΓ = . (9-65)  

(b) Inserting Eq. (9-65) into Eq. (9-42) we get 

 0.875
0.5

75
jL

L

Z
e

Z
π− =

+
  

 Thus 

 46 88[ ]LZ j= + Ω . 

 

Exercise 9.16  
 What are the reflection coefficients of (a) shorted terminal, and (b) open terminal? 

Ans. (a) 1Γ = − , (b) 1Γ = .  
 
Review Questions with Hints 

RQ 9.14  State the relation between the general solutions for V and I. [Eq.(9-33)] 
RQ 9.15  Distinguish between characteristic impedance and input impedance.   

[Eq.(9-38)] 
RQ 9.16  Write the reflection coefficient of a load impedance LZ . [(9-42)] 

RQ 9.17  Write the general solutions for V and I in terms of Γ. [Eq.(9-43)] 
RQ 9.18  Express maxV  and minV  in terms of Γ , and find their locations on a 

transmission line. [Eqs.(9-47)(9-48)] 
RQ 9.19  Define standing wave ratio. [Eq.(9-49)] 
RQ 9.20  Write the time-average power delivered to the load impedance in terms 

of Γ. [Eq.(9-52)] 
RQ 9.21  Write the input impedances of short- and open-circuited lines. 
  [Eqs.(9-59)(9-60)] 

9.5   The Smith Chart 

The Smith chart provides with a graphical means of finding solutions to various 
transmission line problems, avoiding tedious manipulations of complex numbers. 
It is a chart, in which the reflection coefficient is plotted as a function of the real 
(or imaginary) part of the normalized load impedance, while the other part is held 
fixed, in a complex plane whose abscissa and ordinate represent the real and im-
aginary parts of the voltage reflection coefficient, respectively. As we can see 
from Eq. (9-43), the voltage and current on a transmission line are uniquely de-
termined by the reflection coefficient, meaning that all wave behaviors on the 
transmission line can be described in terms of the reflection coefficient. The Smith 
chart can be conveniently used for determining the standing wave ratio, input im-
pedance, and load admittance, and solving impedance matching problems. 
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9.5.1   Relationship between Γ and LZ  

To start with, we consider a lossless transmission line of characteristic impedance 

o oZ R= , which is terminated in a load impedance LZ . From Eq. (9-42), the ref-

lection coefficient at the load is written as  

 

  

L o

L o

j
R I

Z R

Z R

j e φ

−Γ =
+

≡ Γ + Γ ≡ Γ
 (9-66) 

where RΓ  and IΓ  are the real and imaginary parts of the voltage reflection coef-

ficient Γ, respectively, and φ  is the phase angle of Γ. Normalizing the load im-

pedance LZ  to oR  we write 

 

   

L L L
L

o o

Z R jX
z

R R

r jx

+= =

≡ +
 (9-67) 

Here, LR  and LX  are the resistance and the reactance of LZ , respectively, while 

r and x are the normalized load resistance and the normalized load reactance, re-
spectively. We can express the relation between Γ and Lz  in different forms as  

 
1
1

L

L

z

z

−Γ =
+

 (9-68a) 

 
11

1 1

j

L j

e
z

e

φ

φ

+ Γ+ Γ= =
− Γ − Γ

 (9-68b) 

  
1
1

R I

R I

j
r jx

j

+ Γ + Γ+ =
− Γ − Γ

 (9-68c) 

Separating the real and imaginary parts of Eq. (9-68c), we have 

 
( )

2 2

2 2

1

1
R I

R I

r
− Γ − Γ=

− Γ + Γ
 (9-69a) 

 
( )2 2

2

1
I

R I

x
Γ=

− Γ + Γ
 (9-69b) 

Rewriting Eq. (9-69), we have 

 
2 2

2 1
1 1R I

r
r r

   Γ − + Γ =   + +   
 (9-70a) 

 ( )
2 2

2 1 1
1R I x x

   Γ − + Γ − =   
   

 (9-70b) 
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For a fixed value of r, Eq. (9-70a) represents a circle of radius 1/(1 )r+  with the 

center at a point ( )/(1 ),  0r r+  in the ( , )R IΓ Γ -plane. Similarly, for a fixed val-

ue of x, Eq. (9-70b) represents a circle of radius 1/ x  with the center at a point 

( )1,  1/ x  in the ( , )R IΓ Γ -plane. From the above equations, it is implicit that Γ 

varies with x in Eq. (9-70a), and with r in Eq. (9-70b).  
Let us suppose that we are given a normalized load impedance with r r ′=  and 

x x ′= . Then we can solve Eqs. (9-70a) and (9-70b) for the reflection coefficient, 

which is given either by ( ) ( ), ,R I R I′ ′Γ Γ = Γ Γ  or by ( ) ( ), 1,0R IΓ Γ = . The second 

solution is trivial because it satisfies Eq. (9-70a) and Eq. (9-70b) regardless of r and 
x. The first solution represents the intersection between two circles of Eq. (9-70a) and 
Eq. (9-70b), which are drawn by assuming r r ′=  and x x ′= , respectively, in the 
( , )R IΓ Γ -plane, as shown in Fig. 9.9. It can be shown that the two circles expressed 

by Eq. (9-70a) and Eq. (9-70b) always intersect at right angles, and all the circles pass 
through the point ( ) ( ), 1,0R IΓ Γ = . Consequently, the reflection coefficient of the 

normalized load impedance, Lz r jx′ ′= + , is obtained as R Ij′ ′Γ = Γ + Γ .  

The Smith chart contains two families of circles: one comprises of the circles of 
constant r, while the other comprises of the circles of constant x. The circles of a 
positive x reside in the region 0IΓ > , whereas those of a negative x reside in the 

region 0IΓ < . If the intersection between two circles of r r ′=  and x x ′=  is 

identified on the Smith chart, we can find the magnitude of Γ by measuring the 

relative length of the line segment OA′  with respect to the axial distance of a 

point with 1Γ = , on the chart, and the phase angle of Γ by measuring the rota-

tion angle of OA′  with respect to the positive RΓ -axis, as shown in Fig. 9.9. 

 
Fig. 9.9 Reflection coefficient is R Ij′ ′Γ + Γ  for a normalized load impedance r jx′ ′+ .  
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Exercise 9.17  
 Use the Smith chart to find Γ of the following normalized load impedances:  
 (a) 3Lz = , (b) 1 1Lz j= + , (c) 10Lz j= − , (d) 0Lz = , and (e) Lz = ∞ . 

Ans. (a) 0.5Γ = , (b) 0.45 63.4oΓ = ∠ , (c) 1 11.4oΓ = ∠ − , (d) 1Γ = − , (e) 
1Γ = .  

 

Exercise 9.18  
 Use the Smith chart to find Lz  responsible for the following reflection 

coefficients: 
 (a) 1 45oΓ = ∠ , (b) 0.5Γ = − , and(c) jΓ = . 

Ans. (a) 2.41Lz j= , (b) 0.33Lz = , (c) Lz j= . 

9.5.2   Relationship between Γ  and inZ  

Let us consider a lossless transmission line( jγ = β ) of a length l. The voltage and 

current at a point on the line are written from Eq. (9-43) as 

 ( ) 21j z j
oV z V e e+ − β − β ′ = + Γ 

l   (9-71a) 

 ( ) 21j z j
oI z I e e+ − β − β ′ = − Γ 

l  (9-71b) 

Here, z= −′l l , representing the distance from the load toward the generator. The 
input impedance of the finite line is defined as the ratio between V and I measured at 

0z = , or at =′l l . Noting the relation o o oV R I+ +=  on the lossless line of characte-

ristic resistance oR , the input impedance of the line of the length l is  

 
( )
( )

( 22

2 ( 2

)

)

11

1 1

jj

in o oj j

eeV
Z R R

I e e

φ− β− β

− β φ− β

 + Γ + Γ   = = =
   − Γ − Γ   

=′
=′

ll

l l

l l
l l

 (9-72) 

where φ is the phase angle of Γ.  
Upon normalizing inZ  in Eq. (9-72) to oR , we have  

 

( 2

( 2

)

)

1

1

j

in
in j

o

eZ
z

R e

φ− β

φ− β

 + Γ ≡ =
 − Γ 

l

l
 (9-73) 

We recognize that inz  in Eq. (9-73) is the same as Lz  in Eq. (9-68b), except for 

the phase angle φ − βl . This means that the term ( 2 )je φ− βΓ l  may behave as je φΓ  

on the Smith chart, if the two families of circles on the Smith chart are assumed to 
be the circles of constant Re[ ]inz  and the circles of constant Im[ ]inz , respectively. 

Consider Fig. 9.10, in which the point of je φΓ  is marked as A′  on the Smith 

chart, which is the intersection of the r r ′=  circle and the x x ′=  circle as was 
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shown in Fig. 9.9. If we can locate the point of ( 2 )je φ− βΓ l  on the Smith chart, the 

two circles passing through that point will correspond to the real and imaginary parts 

of inz , according to Eq. (9-73). It is easy to locate the point of ( 2 )je φ− βΓ l ; we only 

need to reduce the phase angle of Γ by 2βl [rad]. In Fig. 9.10, the straight-line 

segment OA′  is rotated about the origin by 2βl [rad] in the clockwise direction so 

that the tip of OA′  moves from point A′  to point A′′  along “circle of constant 
Γ ”. Then we notice that the r r ′′=  circle and the x x ′′=  circle intersect at point 

A′′ . Thus, the normalized input impedance is obtained as inz r jx′′ ′′= +  from the 

Smith chart. The input impedance of the lossless line of length l, having characteris-
tic resistance oR , terminated in load impedance LZ , is therefore 

 [ ]in o in o oZ R z R r jR x′′ ′′= = + Ω .  (9-74) 

These are summarized as follows: 

(1) Normalize LZ  to oR  and obtain Lz r jx′ ′= + . 

(2) Find r r ′=  and x x ′=  circles on the Smith chart, and locate the intersection. 
(3) Draw a circle centered at the origin, passing through the intersection, called 

“circle of constant Γ ”. 

(4) Move the point on “circle of constant Γ ” in the clockwise direction, reduc-

ing polar angle by 2βl [rad]. 
(5) Find two circles passing through the new point. 
(6) Read r r ′′=  and x x ′′= . 
(7) The input impedance is given by [ ]in o oZ R r jR x′′ ′′= + Ω . 

 
Fig. 9.10 Relation between inz , at point A′′ , and Γ, at point A′ .  
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We recall from Fig. 9.8 that ( )inZ ′l  is the input impedance looking toward the 

load at a distance l ′ from the load, which is simply the ratio between the voltage 

and current at a distance l ′ from the load. That is,  

 

( 2

( 2

)

)

1( )
( )

( ) 1

j

in o j

eV
Z R

I e

φ− β

φ− β

′

′

 + Γ = =
 − Γ 

′′ ′

l

l
ll
l

 (9-75) 

We recognize that ( )inZ ′l  is the input impedance as if the line were l ′[m] long. 

Thus, the relation between the normalized impedance, ( ) ( )/in in oz Z R=′ ′ll , and 

the reflection coefficient is the same as that between inz  and Γ given in Eq. (9-

73). In view of these, we can obtain ( )inz ′l  on the Smith chart by reducing the po-

lar angle of the point of Γ by 2β ′l [rad]. 

A complete turn on “circle of constant Γ ” corresponds to a half-wavelength 

on the transmission line; that is, 2 2 [rad]β = π′l . To denote the movement on the 

transmission line by a distance l ′, the scale called “wavelengths toward genera-

tor”(wtg) is constructed around the perimeter of the circle of constant Γ , with 

radius 1, or the perimeter of the Smith chart. The wtg is measured in units of the 
wavelength. It is customary to set the zero point of the wtg scale on the negative 

RΓ -axis; wtg increases in the clockwise direction.  

As an example, consider a lossless line of length 0.169λ , which is terminated 
in a load impedance that is responsible for the reflection coefficient 

0.73 55oΓ = ∠ . The normalized input impedance of this line is obtained on the 

Smith chart as illustrated in Fig. 9.11. We first convert the phase angle 55oφ =  in-

to a point on the wtg scale; that is, ( )0.174 /2 (180 55 )/360o o owtg = λ = λ − . 

Here, the subtraction of 55o  from 180o  is to reflect the fact that φ has zero point 
on the positive RΓ -axis, increasing in the counterclockwise direction, whereas wtg 

has zero point on the negative RΓ -axis, increasing in the clockwise direction. The 

factor /2λ  is to reflect the fact that a complete turn on the circle of constant Γ  

corresponds to a half-wavelength. The point of Γ is found, at a distance 0.73 from 
the origin, on a straight line drawn from the origin to the point 0.174λ  on the wtg 
scale, which is assumed to be of length 1. Next, the point of Γ is moved on the circle 
of constant Γ , from point A to point B, so that the wtg increases from 0.174λ  to 

0.343 ( 0.174 0.169 )λ = λ + λ , as shown in Fig. 9.11. We read 0.49r =  and 

1.40x = −  at point B. Thus, the normalized input impedance is obtained as 
0.49 1.40inz j= − .  
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Fig. 9.11 Reflection coefficient Γ at point A and normalized input impedance inz  at point B.  

Exercise 9.19  
 Use the Smith chart to show that the input impedance of a half-wavelength line is 

equal to the load impedance. 

9.5.3   Relationship between Γ  and Standing Wave Ratio 

We begin with a lossless line of characteristic resistance oR  terminated in a pure 

resistance LR ( L oR R> ). The reflection coefficient at the load is, from Eq. (9-42),  

 L o

L o

R R

R R

−Γ =
+

 (9-76)  

The reflection coefficient of a purely resistive load LR , connect to a lossless line 

of oR ( )L oR R> , is a positive real number. Rewriting Eq. (9-76), by use of 

Γ = Γ , we have 

 
+ Γ

= ≡
− Γ

1

1
L

o

R
S

R
 (9-77) 
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From Eq. (9-77), we notice that the normalized load impedance on the left-hand 
side of the equation is equal to the standing wave ratio on the line. This holds true 
only if the load impedance is larger than the characteristic resistance ( L oR R> ).  

We next consider a lossless line of oR  terminated in an arbitrary load imped-

ance LZ  as shown in Fig. 9.12(a). As the distance from the load, l ′, is increased 

on the transmission line, the point of ( 2 )je φ− β ′Γ l  rotates in the clockwise direction 

on the circle of constant Γ  on the Smith chart. When the point arrives at the pos-

itive RΓ -axis, which correspond to 2 0φ − β =′l , the input impedance becomes 

purely resistive, ( )in inZ R ′≡′l , as can be seen from Eq. (9-75). If we cut off the 

transmission line at the distance l ′ from the load and terminate it by a load of a re-
sistance inR ′  as depicted in Fig. 9.12(b), there is no change in the waves traveling 

on the shortened transmission line. In view of Eq. (9-77), the standing wave ratio 
on the shortened line is simply given by /in oS R R′= . In other words, the stand-

ing wave ratio on a lossless line is equal to the normalized input impedance, 

measured at a distance l ′ from the load looking toward the load, which is purely 
real and larger than 1. It should be noted that the standing wave ratio is measured 
on the positive RΓ -axis of the Smith chart.  

 

Fig. 9.12 (a) Purely resistive input impedance at a distance l ′ from the load. (b) Equivalent 
line, shortened and terminated in the resistance. 
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As an example, for the reflection coefficient, 0.73 55oΓ = ∠ , of a given load, 
we can obtain the standing wave ratio on the lossless transmission line from the 
Smith chart by taking the following steps. First, we locate the point of Γ on the 
Smith chart, which is marked as A in Fig. 9.13. Next, we move on the circle of 
constant Γ  from point A to point B, which is positioned on the positive RΓ -

axis. We read 6.4r =  and 0x =  at point B. The normalized input impedance, 
6.4 0inz j= + , is purely resistive and larger than 1, and therefore the standing 

wave ratio on the transmission line is 6.4S = .  

 

Fig. 9.13 Standing wave ratio is measured at point B. 

Exercise 9.20 
  Find the locus of Γ on the Smith chart, if S is fixed in Eq. (9-49). 

Ans. A circle centered at the origin.  

9.5.4   Admittances on the Smith Chart 

A lossless line of characteristic resistance oR  is a quarter-wavelength long, and is 

terminated with a load impedance LZ . Upon substituting /2β = πl  into Eq. (9-

39), we obtain the input impedance, that is, 

 
2tan( /2)

tan( /2)
L o o

in o
o L L

Z jR R
Z R

R jZ Z

+ π
= =

+ π
  (9-78) 
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By using the admittances 1/L LY Z=  and 1/o oY R= , we rewrite Eq. (9-78) as 

 in L

o o

Z Y

R Y
=  (9-79) 

We recognize the left-hand side of Eq. (9-79) as the normalized input impedance, 

inz , and the right-hand side as the normalized load admittance, Ly . That is, 

 in Lz y g jb= ≡ +  (9-80) 

Here, g is the normalized load conductance and b is the normalized load susceptance.  

 

Fig. 9.14 Input impedance of a quarter-wave line. 

The Smith chart may also be used as an admittance chart. In that case, the circles 
of constant r are regarded as the circles of constant g, and the circles of constant x as 
the circles of constant b. Eq. (9-80) allows us to obtain the load admittance, 

1/L LY Z= , by use of the Smith chart (see Fig. 9.15). If the load impedance is giv-

en as LZ , we first locate the point of the normalized load impedance, 

/ ' 'L L oz Z R r jx= = + , on the Smith chart, which is the intersection between the 

'r r=  circle and the 'x x=  circle. The point is marked as A in Fig. 9.15, where 

we read oΓ = Γ ∠φ  as the reflection coefficient. Next, to find the input impedance 

of the quarter-wave line, we move along the circle of constant Γ  from the point of 

Γ, or point A, to point B by reducing the phase angle φ by 180o  or by increasing 
the wtg by 0.25λ . We read "r r=  and "x x=  at point B as the normalized in-
put impedance. Thus, according to Eq. (9-80), the normalized load admittance is ob-
tained as " "Ly r jx= + . The admittance of the load impedance LZ  is therefore 

 

( )   " " /

inL
L

o o

o

zy
Y

R R

r jx R

= =

= +
 (9-81) 

The admittance is measured in units of siemens[S]. As can be seen from Fig. 9.15, 
the point of Ly  on the Smith chart is the inversion of the point of Lz  through 

the origin, and vice versa.  
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Fig. 9.15 Normalized load impedance at A and normalized load admittance at B. 

Example 9-9 
A lossless transmission line of 75[ ]oR = Ω  has a length of /8= λl . Locate the 

point of Lz  on the Smith chart, and find Γ and inz , if the line is terminated in  
(a) a short circuit, and 
(b) an open circuit. 
 

Solution 
(a) Shorted terminal has 0LZ =  : 0 0Lz r jx j= + = + . 

The 0r =  circle and the 0x =  circle intersect at point V (see Fig. 9.16) 
Point V gives 1Γ =  and φ = π .  : 1Γ = − . 

The line length /8= λl  corresponds to a wtg of 0.125λ .  
Move from point V to point W by increasing the wtg by 0.125λ .  
Point W gives 0r =  and 1x =    : 75[ ]inZ j= Ω . 

(b) Open terminal has LZ = ∞    : Lz r jx j= + = ∞ + ∞ . 
The r = ∞  circle and the x = ∞  circle intersect at point X (see Fig. 9.16). 
Point X gives 1Γ =  and 0φ =   : 1Γ = . 

Move from point X to point Y by increasing the wtg by 0.125λ .  
Point Y gives 0r =  and 1x = −   : 75[ ]inZ j= − Ω . 
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Fig. 9.16 Smith chart for Example 9-9 and Example 9-10. 

Example 9-10 
A 100[ ]Ω -lossless line is 0.24λ  long, and is terminated in a load impedance 

140 130[ ]LZ j= + Ω . By using the Smith chart, find 

(a) voltage reflection coefficient, 
(b) input impedance, 
(c) standing wave ratio, and 
(d) location of the first voltage maximum from the load. 
 
Solution 
(a) Normalized load impedance is 

 ( )140 130 /100 1.4 1.3Lz j j= + = + . 

The intersection of the 1.4r =  circle and the 1.3x =  circle is marked as 
A on the Smith chart in Fig. 9.16. 
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From the Smith chart we find that 

 (1) 0.5
OA

OD
= = Γ , and 

 (2) point A is located at 0.188λ  on the wtg scale. 

 Noting that the wtg of 1λ  corresponds to 4 [rad]π , the phase angle of 

point A is calculated as follows:  

 (0.25 0.188) 4 0.78[rad]φ = − × π = . 

 Thus, 0.780.5 jeΓ = . 

(b) Move from point A to point C along the circle of 0.5Γ = , in the clockwise 

direction, by increasing the wtg by 0.24λ .  
At point C, we read 0.40r =  and 0.42x = − . 
The input impedance is therefore 

 100(0.40 0.42) 40 42[ ]inZ j j= − = − Ω .  

(c) The circle of 0.5Γ =  crosses the positive RΓ -axis at point B, where we 

read 3.0r =  and 0x = . 
Thus, the standing wave ratio is 3.0S = . 

(d) A voltage maximum occurs at a distance ′l  from the load, at which 
( ) 0inz r j′= +′l ( 1r ′ > ). This point is marked as B. The difference in wtg 

between points B and A is equal to ′l , that is,  

 (0.25 0.188) 0.062= − λ = λ′l . 

Exercise 9.21  
 A 50[ ]Ω -lossless line of length 0.5λ  is terminated in 200[ ]LZ j= Ω . By using 

the Smith chart, find (a) wtg for Γ, (b) Γ, (c) inZ , (d) LY , (e) location of maxV  

from the load, (f) location of minV  from the load, and (g) S. 

Ans. (a) 0.211λ , (b) 1Γ = , (0.25 0.211) 4 0.49[rad]φ = − × π = , (c) 

50( 4) 200[ ]inZ j j= = Ω , (d) ( 0.25)/50 5[mS]LY j j= − = − , (e) 0.039λ , (f) 

0.289λ , (g) S = ∞ .  
 

Exercise 9.22  
 Solve 0.78coth( ) 0.5 ja jb e+ =  for the constants a and b by using Smith chart. 

[Hint: Eq. (9-68b).] 

Ans. 0.324a =  and 0.374b = . 

9.5.5   Impedance Matching with a Single-Stub 

The transmission line can transmit the maximum power from the generator to the 
load, if the load impedance is equal to the characteristic impedance of the line so that 
there is no standing wave on the line. It is not possible, in general, to match a load to 
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the transmission line because the load may be designed to perform other tasks inde-
pendently. Alternatively, a matching network can be connected between the line and 
the load; stub matching networks and transformers are two commonly used imped-
ance matching networks.  

In the stub matching, the impedance on the transmission line is altered by con-
necting short- or open-circuited stubs in parallel or in series with the main line. It 
is rather difficult to work with a series stub, and an open stub radiates undesirable 
electromagnetic energy at high frequencies. A short-circuited stub, having the 
same characteristic impedance as the main line, can be connected in parallel with 
the line so that the load impedance is matched to the line. This method is called 
the single-stub matching. Since the admittances simply add in parallel connec-
tions, it is more convenient to use the Smith chart as an admittance chart in solv-
ing impedance matching problems involving the parallel connection. 

Consider Fig. 9.17, which illustrates a single-stub matching. We change the 
length and location of the stub in such a way that the normalized input admittance 
looking toward the load at the junction is unity, that is, 1iny = . Since the norma-

lized input admittance of a shorted stub is purely imaginary such as d dy jb= − , 
the normalized input admittance of the main line looking toward the load should 
be 1 dy jb= +l  so that we have 1in dy y y= + =l  at the junction.  

 

Fig. 9.17 Single-stub matching.  

Example 9-11 
A 50[ ]Ω -lossless line is terminated in a load impedance 17.5 55[ ]LZ j= − Ω . 

Find the location and length of the short-circuited stub to be connected in parallel 
for the impedance matching.  

 

Solution 
Normalized load impedance is 

( )17.5 55 /50 0.35 1.1Lz j j= − = − . 

The intersection between the 0.35r =  circle and the 1.1x = −  circle is 
marked as A on the Smith chart in Fig. 9.18. It is located at 0.363λ  on the 
wtg scale.  
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To obtain the normalized load admittance, at the inversion of point A 
through the origin, or at point B, we read 0.26r =  and 0.83x = . Point 
B is located at 0.113λ  on the wtg scale. 

Thus, 0.26 0.83Ly j= + . 

We next move along the circle of constant Γ  from point B to point C, 

which is a point on the 1r =  circle. At point C, we read 2.2x =  and 
0.191wtg = λ . The difference in wtg between points C and B is 

(0.191 0.113) 0.078− λ = λ .  

Thus, we have 1 2.2y j= +l  at a distance 0.078= λl  from the load. 

A short circuit has 0LZ =  and LY = ∞ , which is marked as D on the 
admittance chart in Fig. 9.18. We move from point D to point E, which is the 
intersection between the circle of 1Γ =  and the circle of 2.2b = − . At 

point E, we read 0.318λ  on the wtg scale.  
The difference in wtg between points E and D is the length of the stub, 

that is, (0.318 0.25) 0.068d = − λ = λ . 

 
Fig. 9.18 Impedance matching with a single-stub. 
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Exercise 9.23 
 Locate the point of the normalized load impedance, on the Smith chart, matched to 

a given line. 

Ans. Center. 

Exercise 9.24 
 On the 100[ ]Ω -lossless line terminated in 160 220[ ]LZ j= + Ω , the separation 

between adjacent voltage maxima is 5[cm]. For impedance matching, (a) locate a 
shorted stub closest to the load, and (b) find the shortest length. 

Ans. (a) 2.31[cm] , (b) 0.81[cm] . 

 
Review Questions with Hints 

RQ 9.22 What are the circles in the Smith chart?  [Eq.(9-70)] 
RQ 9.23 What are the horizontal and vertical axes in the Smith chart? [Eq.(9-70)] 
RQ 9.24 What do the polar coordinates of a point on the Smith chart represent?  
  [Fig.9.9] 
RQ 9.25 What are the values of r and x for the point on the horizontal axis in the 

Smith chart? [Fig.9.13] 
RQ 9.26 What is the value of Γ  on the perimeter of the Smith chart? [Fig.9.13] 

RQ 9.27  What is meant by a movement on the circle of constant Γ ? [Fig.9.10] 

RQ 9.28 What is meant by a complete turn on the circle of constant Γ ?   

[Eq.(9-75)] 
RQ 9.29 Locate, on the circle of constant Γ , the points corresponding to maxV  

and minV  on the transmission line. [Eqs.(9-47)(9-48)(9-75)] 

RQ 9.30 Explain how to use the Smith chart for Γ and S. [Fig.9.13] 
RQ 9.31 Describe the geometrical relation between the normalized load imped-

ance and admittance on the Smith chart. [Fig.9.15] 
RQ 9.32 Explain why it is more convenient to use the admittance chart for a sin-

gle-sub matching.  [Fig.9.17] 

Problems 

9-1 A coaxial transmission line consists of an inner conductor of radius 
0.51[mm]a =  and an outer conductor of inner radius 2.4[mm]b = , 

which are separated by polyethylene of 2.26rε =  and "/ ' 0.0002ε ε = . 

At a frequency 1[GHz]f = , find  

 (a) R, L, G, and C 
 (b) α, β, and oZ  

 (c) dB power loss at 30[m]  
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9-2 A lossless transmission line of characteristic resistance 75[ ]Ω  operates at 

a frequency 80[MHz], and the phase constant is measured as 
8.42[rad/m]. Find L and C of the line. 

9-3 With reference to the coaxial line in Problem 9-1, by assuming that the 
permittivity, permeability, and conductivity are independent of frequency, 
find the frequency at which the line becomes distortionless. 

9-4  Verify that the following statements always hold true in an air-spaced lossy 
transmission line regardless of the frequency: 

 (a) Phase angle of oZ  is in the range /4 0
oZ−π ≤ θ ≤ .  

 (b) Phase angle of γ is in the range /4 /2γπ ≤ θ ≤ π . 

(c) /2
oZγθ − θ = π . 

9-5 A generator with 10 0 [V]o
gV = ∠  and 20 15[ ]gZ j= + Ω  is connected to 

a half-wave lossless line that is terminated in a load impedance LZ . Find 

 (a) LZ  for the maximum power transmission from the generator to the load, 

and 
 (b) maximum power delivered to the load.  
9-6 A voltage source with 75 75[ ]gZ j= + Ω  is directly connected to a load 

that consists of a 75[ ]Ω  resistor connected in series with a short-circuited 

stub of characteristic impedance 75[ ]Ω . Determine the shortest length of 

the stub, in units of λ, for the maximum power delivered to the resistor. 
9-7   A 100[ ]Ω -coaxial line is made of a perfect conductor and a perfect di-

electric( 2.56 oε = ε  and oμ = μ ). The cable is 1.5[m] long and is termi-

nated in a load impedance 60 50LZ j= + . For the frequency of operation 

of 200[MHz], find the input impedance. 
9-8 If a 100[ ]Ω , air-spaced, 0.6[m] long, lossless line is terminated in an un-

known load impedance LZ , the input impedance is measured as 

100 130[ ]inZ j= + Ω  at 50[MHz]f = . Find the load impedance LZ .  

9-9  If a lossless line of 200[ ]Ω  is terminated in an unknown load impedance, 

the input impedance is measured as 169 210[ ]inZ j= + Ω , and a quarter of 

the power fed into the line is reflected back. Find the voltage reflection 
coefficient at the input end.  

9-10 The standing wave ratio is measured to be 3.58 on a lossless line that is 
terminated in a load impedance 280 140[ ]LZ j= + Ω . Find the characte-

ristic impedance, which is known to be less than 150[ ]Ω . 

9-11 The input impedance of a 2[m]-line is measured as 
56.81 213.5[ ]o

inZ j= − Ω  when open circuited, and as 

182.9 16.37[ ]s
inZ j= + Ω  when short circuited. Find oZ  and γ.  
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9-12  A lossless line with 50[ ]oZ = Ω  and 1.2 [rad/m]β = π  is terminated in a 

load impedance 80 120[ ]LZ j= + Ω . The amplitude of the forward wave 

is measured to be 10[V]oV + = . Find 

 (a) reflection coefficient at the load, 

 (b) voltage on the line as a function of l ′(distance from the load), and 
 (c) distance from the load to the first voltage maximum.  

9-13 The input impedance looking toward the load at a distance l ′ from the load 

is denoted as ( )inZ ′l . Show that  

 (a) the maximum input impedance 
max

( )inZ ′l  occurs at the same location 

as the voltage maximum maxV , and 

 (b) the maximum normalized input impedance 
max

( )inz ′l  is equal to the 

standing wave ratio. 
9-14  A 100[ ]Ω -lossless line is connected to another 50[ ]Ω -lossless line of 

0.4λ  in length, which is then terminated with a load resistance 100[ ]Ω . 

Find the standing wave ratio on each line. 
9-15 A 100[ ]Ω -lossless line of length 0.2λ  is inserted between a 50[ ]Ω -

lossless line and a load resistance 75[ ]Ω . The time-average power of 4[W] 

is fed into the combined line. Calculate the time-average power dissipated at 
the load by using the reflection coefficient at the joint of the two lines. 

9-16 Repeat Problem 9-15 by using the voltage across the load. 
9-17  A lossless line of characteristic impedance oZ  may be matched to a load 

impedance LZ  via a quarter-wave section, which is also lossless, as shown 

in Fig. 9.19.  
 (a) Find 1Z  if LZ  is purely resistive. 

 (b) Can the line also be matched to a load that is not purely resistive?  

 

Fig. 9.19 In-series quarter-wave transformer(Problem 9-17). 

9-18 A lossless line of characteristic impedance 1 100[ ]oZ = Ω  is of length 

1 2[m]=l , and is connected end-to-end to another lossless line of charac-

teristic impedance 2 50[ ]oZ = Ω . The second line is of length 

2 1.25[m]=l , and is terminated by a load impedance 75[ ]LZ = Ω . Both 



Problems 511
 

lines are air-spaced lines. If the input voltage at the input end of the first 
line is 810cos(3 10 )in t= π ×v , determine  

 (a) standing wave ratio on each line, 
 (b) expression for voltage on each line, 
 (c) time-average power dissipated at the load, and 
 (d) time-average input power. 
9-19  A lossless line of characteristic resistance 1R  and length 1l  is inserted be-

tween the lossless line of 75[ ]oZ = Ω  and the load impedance 

100 50[ ]LZ j= − Ω  to match the load to the line of oZ . Find 1R  and 1l  

in terms of λ .  
9-20  Solve tanh( ) 1.01 0.73a jb j+ = − −  for a  and b  by using the Smith 

chart. 
9-21  A load impedance 30 44[ ]LZ j= + Ω  is connected to a lossless line of 

characteristic impedance 100[ ]Ω , which is 0.336λ  long. Determine, us-

ing the Smith chart, 
 (a) Γ,  (b) S, (c) location of 

max
V , (d) inZ , and (e) inY . 

9-22  Given the intersection of the 'r r=  circle and the 'x x=  circle on the 
Smith chart, find, in terms of 'r  and 'x , 

 (a) polar angle of the intersection, and 
 (b) wtg of the intersection. 
9-23  The standing wave ratio is measured to be 3.0 on a lossless line of 75[ ]Ω . 

The distance between a voltage maximum and a nearby voltage minimum 
is 5[cm], and the first voltage minimum is at 2.5[cm] from the load. De-
termine, using the Smith, (a) load impedance, and (b) reflection coefficient. 

9-24  A 120[ ]Ω -lossless line is terminated in an unknown load impedance. 

From measurements, the standing wave ratio is 3.1, the first voltage mini-
mum is at 2.52[cm] from the load, and the first voltage maximum is at 
6.27[cm] from the load. Using the Smith chart, determine  

 (a) load impedance LZ , and 

 (b) position and length of a short-circuited stub to match the line to the load. 
9-25  A lossless line of 50[ ]Ω , 29.6[cm] long, is made of a lossless dielec-

tric( 2.25 oε = ε  and oμ ). If the line is terminated by an unknown load im-

pedance LZ , the input impedance is measured as 140 100[ ]inZ j= + Ω  at 

frequency 100[MHz]f = . Find, using the Smith chart,  

 (a) load impedance LZ , and 

 (b) voltage reflection coefficient at the load.  
9-26  When a 200[ ]Ω -lossless line is terminated in an unknown load imped-

ance, the input impedance is measured as 56 68[ ]inZ j= − Ω . The input 

impedance, however, is measured as 250[ ]s
inZ j= Ω , if it is terminated in 

a short circuit. Determine the load impedance by using the Smith chart.  
 



Chapter 10  
Waveguides  

In Chapter 9, we saw that a transmission line is used in transmitting electromag-
netic signals from a point to anther by means of a transverse electromagnetic 
(TEM) wave. At an operating frequency in the SHF (3-30[GHz]) or EHF (30-
300[GHz]) bands, the two-conductor transmission line becomes highly lossy ow-
ing to the skin effect in the conductors with a finite conductivity.  Alternatively, 
waveguides can provide a much more efficient way of transmitting electromagnet-
ic signals with the frequency in those bands.  A waveguide is usually a hollow 
metal pipe with a uniform rectangular or circular cross section.  It has a lower  
attenuation constant because of the large surface area of the conductors. The   
waveguide differs from the transmission line in various important aspects. The 
waveguide can support transverse electric (TE) waves with no longitudinal electric 
field, and transverse magnetic (TM) waves with no longitudinal magnetic field.  
In contrast, the transmission line supports TEM waves only.  The waveguide op-
erates only above a particular frequency known as a cutoff frequency, while the 
transmission line has no cutoff frequency, and can thus be used in transmitting 
even DC voltages and currents.  A rigorous electromagnetic approach is required 
for the analysis of the waveguide, whereas the simple circuit theory dealing with 
voltages and currents can be used for the analysis of the transmission line.  When, 
however, the operating frequency approaches the optical frequency of visible or 
infrared light, the loss due to the skin effect becomes excessively high in the hol-
low metallic waveguide.  To circumvent these difficulties, the air-conductor inter-
faces are replaced with dielectric-dielectric interfaces, which allow for low-loss 
transmission of the optical signals, as in optical fibers and dielectric waveguides.  
Fig. 10.1 illustrates different hollow metallic waveguides, and Fig. 10.2 shows an 
optical fiber and a dielectric slab waveguide.        

 

Fig. 10.1 Metallic waveguides.  
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Fig. 10.2 An optical fiber and a dielectric slab waveguide. 

10.1   Parallel-Plate Waveguides 

All metallic waveguides operate on the same basic principles. To see how elec-
tromagnetic fields propagate in the waveguide, we may use a parallel-plate wave-
guide consisting of two parallel conducting plates as shown in Fig. 10.3. The   
parallel-plate waveguide is the simplest form of a metallic waveguide in the sense 
that the electromagnetic fields are uniform in the transverse plane or otherwise 
vary only in one spatial dimension in the transverse plane.  The electromagnetic 
wave propagating in a waveguide has particular field patterns that are determined 
by Maxwell’s equations.  To be specific, the time-varying electric and magnetic 
fields should satisfy differential wave equations in the interior of the waveguide, 
and obey boundary conditions at the conductor-dielectric interfaces. 

10.1.1   Transverse Electromagnetic(TEM) Waves 

As was discussed in Chapter 7, the uniform plane wave is a solution to the three-
dimensional differential wave equation.  In time domain, it is also referred to as a 
time-harmonic wave.  Since the electromagnetic wave obeys the principle of su-
perposition, the sum of the uniform plane waves with the same wavenumber but 
with different directions of travel constitutes a unique solution in a given region of 
space.  For this reason, the behavior of the electromagnetic wave in a waveguide 
can be conveniently analyzed by means of uniform plane waves.   

Let us consider a parallel-plate waveguide as shown in Fig. 10.3, in which two 
parallel plates are assumed to be perfectly conducting, and the fringing effects at 
the edges are ignored.  A single uniform plane wave can exist in the space be-
tween the plates if the wavevector is parallel to the surface of the plates, and the 
electric fields are perpendicular to the conducting surfaces, satisfying the boun-
dary condition which requires no tangential components of the electric field on the 
perfectly conducting surfaces.  Under this condition, both the electric and mag-
netic field vectors lie in the transverse plane, or the plane perpendicular to the di-
rection of propagation of the wave, as illustrated in Fig. 10.4.  A wave with these 
field patterns is called a transverse electromagnetic(TEM) mode; the specific field 
patterns of the wave in a waveguide is called the waveguide mode, which can 
propagate in the waveguide with no change in shape.  Only if the aforementioned 
conditions are satisfied, two uniform plane waves may be combined in such a way 
that they satisfy the boundary condition at the conducting surfaces, and constitute 
a waveguide mode propagating in the parallel-plate waveguide.  
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Fig. 10.3 A parallel-plate waveguide. 

 

Fig. 10.4 TEM mode in a parallel-plate waveguide. 

10.1.2   Transverse Electric(TE) Waves 

The aforementioned TEM mode is not the only mode of propagation in the parallel-
plate waveguide.  Consider a uniform plane wave that is incident on the upper con-
ducting plate at an angle θ with respect to the z-axis as shown in Fig. 10.5.  This 
wave will be reflected from the upper plate, and then from the lower plate, and so 
on.  From the point of view of the zigzagging, the wave propagates along the wave-
guide bouncing up and down endlessly between the two conducting plates.  From 
another point of view, in which the wave propagates in free space between the two 
plates, we can assume that two uniform plane waves propagate in the space in be-
tween, one in the upward direction and the other in the downward direction, satisfy-
ing the differential wave equation.  Note that the two viewpoints come from the 
boundary condition at the conducting surfaces and the differential wave equation in 
the homogeneous medium, for the electromagnetic wave, respectively. 

In Fig. 10.5, the wavefronts of the upward wave are denoted by solid lines, 
whereas the wavefronts of the downward wave are denoted by dotted lines.  In 
the figure the blue line, either a solid or a dotted line, corresponds to the wavevec-
tor.  Although the two waves may have the electric field components parallel to 
the conducting surfaces, they may be linearly combined so as to have no tangential 
components on the surface of the plates, and thus comprise a mode of propagation 
in the waveguide.  Depending on the spatial distribution of the electric and mag-
netic fields, the waveguide mode may be called the transverse electric (TE) mode, 
having no longitudinal component of the electric field, or the transverse magnet-
ic(TM) mode, having no longitudinal component of the magnetic field. 
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Fig. 10.5 TE mode in a parallel-plate waveguide. 

We now examine the TE mode of a parallel-plate waveguide, and obtain the 
phase relationship between the upward and downward plane waves, as shown in 
Fig. 10.5.  We begin with a uniform plane wave with the electric field vector per-
pendicular to the plane of incident, or the yz-plane in Fig. 10.5.  The wave is in-
cident on the upper plate at an angle θ with respect to the z-axis, which we call the 
upward wave.  The electric field of the upward wave is written in phase form as 

 ( )y zj k y k z
u x oE e − +=E a  (10-1) 

where oE  is the amplitude, and xa  is a unit vector in the direction of the electric 

field vector.  In the above equation, yk  and zk  are the y- and z-components of 

the wavevector given by sin cosy y z z y zk k k k= + = θ + θk a a a a .  The wave-

number k is therefore   

 2 2 2
x yk k k= +  (10-2) 

According to the law of reflection, the reflected wave, or the downward wave, 
should have the wavevector of the form sin cosy zk k′ = − θ + θk a a , which is 

the same as that of the incident wave except for the negative sign in the y-
component.  The magnitudes of k and ′k  are the same because the upward and 
downward waves propagate in the same medium, or air.  The electric field of the 
downward wave is therefore written in phasor form as 

 ( )y zj k y k z
d x oE e − − += −E a  (10-3) 

The minus sign on the right-hand side of Eq. (10-3) stems from the Fresnel’s eq-
uation for the perpendicular polarization; the reflection coefficient for the perpen-
dicular polarization at the perfectly conducting surface is given by 1⊥Γ = − .  It 

shows that the electric field dE  is 180o out of phase with uE .  The phase dif-

ference of 180o is denoted by the dotted line in Fig. 10.5.  The total electric field 
in the waveguide is equal to the sum of uE  and dE .  That is, 

 y y z
jk y jk y jk z

u d o xE e e e− − = + = − E E E a  (10-4a) 
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Rewriting Eq. (10-4a) we have 

 2 sin( ) zjk z
o x yj E k y e −= −E a  (10-4b) 

We now apply the boundary condition for electric field to the conducting surfaces 
at 0y =  and y d= , which requires that the tangential component of E is zero: 

( 0) 0y = =E  and ( ) 0y d= =E .  Application of the boundary condition to Eq. 

(10-4b) leads to 

 yk
d

π= m
 ( 1,2,3,...=m ) (10-5) 

With the aid of Eq. (10-5), Eq. (10-4b) constitutes a solution to the differential 
wave equation, satisfying the boundary conditions.  In other words, the electric 
field in Eq. (10-4b) is a mode of propagation in the parallel-plate waveguide.  Ex-
amination of Eq. (10-4b) reveals that the wave propagates in the z-direction with 
the phase constant zk , and the electric field of the wave is directed along the x-

axis, varying with y in the transverse plane, or the xy-plane.  The waveguide 
mode expressed by Eq. (10-4b) has no longitudinal component of the electric 
field, and is called the transverse electric(TE) mode.  The integer m  in Eq. (10-
5) is called the mode number. 

We can obtain the eigenvalues of TE modes given in Eq. (10-5) from the trans-
verse resonance condition for the upward and downward waves.  The sine term in 
Eq. (10-4b) signifies that a standing wave is formed along the y-direction in the 

transverse plane, because of the interference of two plane waves y zjk y jk ze − −  and 
y zjk y jk ze − (see Eq. (10-4a)).  Although the two plane waves propagate with differ-

ent wavevectors, they behave in unison in the waveguide so that they may be 
viewed as a single plane wave traveling along a zigzag path.  During the round 
trip from the upper plate to the lower plate and then back to the upper plate, the 
wave experiences a total phase shift of ψ, that is, 

 
  2

y yk d k dψ = + φ + + φ

= πm
 ( 1,2,3,...=m ) (10-6) 

where yk d  is the phase shift due to the travel in the upward or downward direc-

tion by a distance d, and φ is the phase shift due to the reflection at the perfectly 
conducting surface.  Note that Fresnel’s equations give 1⊥Γ = −  for the perpen-

dicular polarization, and therefore φ = π  for the TE mode. The transverse reson-
ance condition requires that the phase shift ψ  should be an integer multiple of 
2π.  Otherwise, the two waves would interfere destructively, and no electric field 
could exist inside the waveguide.  We notice that the eigenvalue yk  given in Eq. 

(10-6) is the same as that given in Eq. (10-4).       
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It is more convenient to identify the TE mode by giving zk  instead of yk .  

Inserting Eq. (10-5) into Eq. (10-2), we obtain 

 

2 2

2 2

          

z yk k k

n
c d

β ≡ = ± −

ω π   = ± −   
   

m

m  ( 1,2,3,...=m )  (10-7) 

where we used the relation /k n c= ω  by assuming the dielectric between the 

plates, in general, to be nonmagnetic and lossless; that is, oμ = μ  and 
2

r o onε = ε ε = ε .  In the above equation, n is the refractive index, m is the mode 

number, c is the speed of light in free space, and d is the separation between the 
plates.  

At an operating frequency f, the mode of operation propagates along the wave-
guide in the +z-direction with the phase constant βm  as given in Eq. (10-7).  We 

rewrite Eq. (10-7), by taking the positive sign, as      

 
2

( )1 cfk
f

 
β = −  

 

m
m  [rad/m] (10-8) 

Here, the cutoff frequency ( )cf m  is defined as 

 ( ) 2c

c
f

nd
=m

m
 [rad/s] (10-9) 

It is important to note that k is the phase constant of the wave assumed to propa-
gate in an unbounded dielectric, whereas βm  is the phase constant of the mode m 

propagating actually along the waveguide in the +z-direction. 
If an operating frequency f is lower than the cutoff frequency ( )cf m , the radi-

cands in Eqs. (10-7) and (10-8) become negative.  Under this condition, we can 
rewrite Eq. (10-7) as z mk j≡ − α  by taking the minus sign for the reason that 

will become evident shortly.  Substitution of Eq. (10-7) into Eq. (10-4) shows that 

the electric field of a given mode decays exponentially as ze − αm  along the wave-
guide; we note that the positive sign would have meant a wave with an amplitude 
increasing indefinitely.  Below the cutoff frequency, the mode will not propagate 
in the waveguide.  

The ray angle θ is measured between the wavevector k and the z-axis as shown 
in Fig. 10.5.  We now obtain the relation between the angle mθ  for mode m and 

the cutoff frequency ( )cf m .  Suppose we gradually decrease the frequency of op-

eration toward the cutoff frequency.  Since the frequency is still larger than the 
cutoff frequency, the relation ( ) / /c yf f k k=m  is still valid, which is evident 
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from Eqs. (10-7) and (10-8).  Combining this with the relation sin /yk kθ =m , 

which is apparent from Fig. 10.5, the ray angle θm  for mode m, above cutoff, is 

given by   

 ( )sin y ck f

k f
θ = = m

m  (10-10) 

where the wavenumber /k n c= ω , which is obtained by assuming a nonmagnet-

ic, lossless material between the parallel plates.  We see from Eq. (10-10) that the 
angle θm  becomes π/2 as f approaches ( )cf m .  In this case, the wave moves in 

the transverse direction, and no propagation of the wave takes place in the wave-
guide.  

Equation (10-4) shows that the TEm  mode is comprised of two plane-waves, 

which propagate with the same phase velocity / 1/pv k= ω = με , but in differ-

ent directions with θm  and −θm .  Note that pv  is the phase velocity in an un-

bounded dielectric.  In conjunction with the relations coszk kβ = = θm m  and 

/k n c= ω , the phase velocity of mode m , which is measured along the wave-

guide, is expressed as  

 ( ) cosp

c
v

n

ω= =
β θm

m m
 [m/s] (10-11) 

Although ( )pv m  is larger than the speed of light in an unbounded dielectric(c/n), 

it is not against the special relativity because ( )pv m  is a mere phase velocity along 

the waveguide.   
The electromagnetic energy propagates with a group velocity in the waveguide.  

From Eq. (10-8), the group velocity of mode m is  

 
2

( )
( )

1
1

/
c

g

fd c
v

d d d n f

 ω= = = −  β β ω  

m
m

m m
 [m/s] (10-12)  

Rewriting Eq. (10-12) with the help of Eq. (10-10), the group velocity of mode m 
is simply expressed as   

 ( ) cosg

c
v

n
= θm m  [m/s] (10-13) 

From Eq. (10-13) we see that the group velocity of mode m is equal to the projec-
tion of the phase velocity of the component plane-wave in the direction of propa-
gation of the mode, or the z-direction.  Therefore the group velocity is always 
smaller than the speed of light in an unbounded dielectric.   
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The real instantaneous electric field of mode m is obtained by multiplying Eq. 

(10-4) by the harmonic time-dependence term j te ω  and by taking the real part.  
Above cutoff, the electric field of the TEm  mode is therefore   

 ( )2 sin sinTE o xE y t z
d

π = ω − β 
 

a m
m

E  ( ( )cω > ω m ) (10-14) 

Below the cutoff frequency, ( )cf f< m , the phase constant βm  expressed by Eq. 

(10-7) becomes imaginary such that jβ = − αm m .  Here, αm  is called the attenu-

ation constant.  Therefore, below cutoff, the electric field of the TEm  mode is 

expressed as 

 2 sin sin( )z
TE o xE y e t

d
−απ = ω 

 
a mm

E  ( ( )cω < ω m ) (10-15) 

The attenuation constant is defined as 

 

2

( )

( )

1c

c

n f
c f

 ω
α = −   

 

m
m

m
 [Np/m]  (10-16) 

where ( ) ( )2c cfω = πm m .  Below the cutoff frequency, the mode is nonpropagating 

in the waveguide, and is called the evanescent mode.  
 

Exercise 10.1 
  For the parallel-plate waveguide with an air gap of 5d = [mm], find the cutoff 

frequency for the TE mode with 1=m .  

Ans. 30[GHz]. 

Exercise 10.2 
 What is the mode number of the TE mode illustrated in Fig. 10.5? 

Ans. 4=m . 

10.1.3   Transverse Magnetic(TM) Waves 

Figure 10.6 illustrates a uniform plane wave with parallel polarization launched 
into a parallel-plate waveguide.  In our notation, for the parallel polarization, the 
positive direction of the electric field vector E is such that the projection of E onto 
the interface is parallel to the projection of the wavevector k onto the same plane 
(see Fig. 8.17).  From Fresnel’s formula in Eq. (8-151a), the reflection coefficient 
for the parallel polarization is 1Γ = −  at the perfectively conducting surface.  In 

view of these considerations, the electric field vectors of the upward and down-
ward waves, uE  and dE , should lie in the plane of incident, or the plane of the 
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paper, as shown in Fig. 10.6.  The total electric field in the waveguide is thus 
written as  

 ( ) ( )( ) ( )  cos sin cos siny z y z

u d

j k y k z j k y k z
y z o y z oE e E e− + −

= +

= − θ + θ − θ + θ

E E E

a a a a
 

where the wavevector sin cosy y z z y zk k k k= + = θ + θk a a a a , as is apparent 

from Fig. 10.6.  Rewriting the above equation we have 

 2 cos cos( ) sin sin( ) zjk z
o y y z yE k y j k y e − = − θ + θ E a a  (10-17) 

Inserting Eq. (10-17) into Eq. (8-9a), the magnetic field in the waveguide is  

 

1

2
  cos( ) zjk zo

x y

j

E
k y e −

= − ∇ ×
ωμ

=
η

H E

a
 (10-18) 

where /η = μ ε  is the intrinsic impedance of the dielectric inside the wave-

guide.  The electric and magnetic fields expressed by Eq. (10-17) and Eq. (10-18) 
form a waveguide mode, which propagates along the waveguide in the +z-
direction with the phase constant zk .  The waveguide mode has no longitudinal 

component of the magnetic field, and is called the transverse magnetic(TM) mode.  
The boundary condition for E requires that the tangential component of E 

should be zero on the conducting surfaces at 0y =  and y d= .  To satisfy the 

boundary condition, the sine term in Eq. (10-17) should vanish at 0y =  and 

y d= .  It can be shown that the boundary condition leads to the same eigenva-

lues as given in Eq. (10-5).  Accordingly, the relations given in Eqs. (10-5), (10-
8)-(10-13), and (10-16) remain valid for the TM modes in the parallel-plate wa-
veguide.        

 

Fig. 10.6 TM mode in a parallel-plate waveguide. 

Example 10-1 
A parallel-plate waveguide as shown in Fig. 10.3 has an air gap of d[m].  
(a) Show that the TE modes expressed by Eq. (10-4b) are mutually orthogonal  

such that *

0
0

y d

y
dy

=

=
= E Em n  for ≠m n . 
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(b) Find the orthonormal set in TE modes satisfying   
*

0
1

y d

y
dy

=

=
= E Em m . 

 
Solution 
(a) Upon using Eq. (10-4b), we write    

 

= =

= =

=

=

π π   =    
   

 π π    = − − +        
=

 



 * 2

0 0

2

0

4 sin sin

                      2 cos ( ) cos ( )

                      0.

y d y d

oy y

y d

o y

dy E y y dy
d d

y y
E dy

d d

E Em n
m n

m n m n   

(b) Assuming =m n  in part (a) we have 

 * 2

0
2

y d

oy
dy dE

=

=
= E Em m  

 Dividing Eq. (10-4b) by 22 odE , the orthonormal set in TE modes is 

2
sin zjk z

xj y e
d d

−π = −  
 

E am
m

 ( 1,2,3,...=m )  (10-19) 

 If an electromagnetic field is propagating in a parallel-plate waveguide, 
which is known to have no longitudinal component of E, then its electric 
field can be expanded in terms of the orthonormal set given in Eq. (10-19).   

 

Example 10-2 
A parallel-plate waveguide with an air gap of 1[cm] operates at a frequency 
35[GHz].  The electric field is given as 210 sin (200 )x y= πE a  in the cross 

section at 0z =  in the waveguide.  For 1TE , 2TE , and 3TE  modes, find  

(a) cutoff frequencies,  
(b) electric fields in the 0z =  plane, and 
(c) electric fields in the 2[cm]z =  plane.  

[Hint: 2 1 1 1
2 4 4sin sin sin sin(2 ) sin(2 )a b b a b a b= − + + − .]  

 
Solution 
(a) From Eq. (10-9), the cutoff frequency for TEm  mode is 

8

( ) 2

3 10
15[GHz]

2 2 10c

c
f

nd −

× ×= = = ×
×m

m m m . 

Cutoff frequencies for 1TE , 2TE , and 3TE  modes are 

(1) 15[GHz]cf = , (2) 30[GHz]cf = , and (3) 45[GHz]cf = . 

We note that (1)cf  and (2)cf  are above cutoff, while (3)cf  is below cutoff. 
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(b) From Eq. (10-19) we can obtain the amplitude of the 1TE  mode, which is 

one of the component waves comprising E in the 0z =  plane, that is,   

( )= =

= =
= π π

=
 

0.01* 2
10 0

100 2 sin (200 )sin 100

                  0.48.

y d y

y y
dy j y y dy

j

E E
 (10-20a) 

The amplitude of the 2TE  mode is   

( )= =

= =
= π π

=
 

0.01* 2
20 0

100 2 sin (200 )sin 200

                  0.

y d y

y y
dy j y y dyE E

 (10-20b) 

The amplitude of the 3TE  mode is   

( )= =

= =
= π π

=
 

0.01* 2
30 0

100 2 sin (200 )sin 300

                  0.34.

y d y

y y
dy j y y dy

j

E E
 (10-20c) 

By use of Eqs. (10-19) and (10-20), the electric fields of the three component 
waves are obtained, in the 0z =  plane, as 

( )1 4.8 2 sin 100x y= πE a . (10-21a)  

2 0=E . (10-21b) 

( )3 3.4 2 sin 300x y= πE a . (10-21c) 

(c) The phase constant for the 1TE  mode is obtained from Eq. (10-7): 

2 29

1 8

2 35 10
662.3[rad/m]

3 10 0.01
 π × × π β = − =   ×   

. (10-22a) 

The attenuation constant for the 3TE  mode is obtained from Eq. (10-16): 

29

3 3

2 45 10 35
1 592[Np/m]

3 10 45
π × ×  α = − = ×  

. (10-22b) 

Inserting Eq. (10-21) and Eq. (10-22) into Eq. (10-19) we obtain, in the 
2[cm]z =  plane,  

( ) ( )662.3 0.02 2.11
1 4.8 2 sin 100 6.79 sin 100j j

x xy e y e− × −= π = πE a a . 

2 0=E . 

( ) ( )592 0.02 5
3 3.4 2 sin 300 3.5 10 sin 300x xy e y− × −= π = × πE a a . 

Exercise 10.3 
 What is the maximum frequency at which the parallel-plate waveguide with an air 

gap of 1.5[cm] is excited with a TEM mode only. 
Ans. 10[GHz]. 
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Exercise 10.4 
 A parallel-plate waveguide has a gap of 1d = [cm], which is filled with a 

dielectric of 2.5n = , and operates at 15f = [GHz].  Find the time delay be-

tween 1TM  and 2TM , if they have traveled 1[cm] along the waveguide. 

Ans. 49[ps]. 
 
Review Questions with Hints 

RQ 10.1 What are the three types of waveguide modes. [Figs.10.4,10.5,10.6] 
RQ 10.2 Explain the transverse resonance condition. [Eq.(10-6)] 
RQ 10.3 Define the phase constant of a mode of operation. [Eq.(10-8)] 
RQ 10.4 Define the cutoff frequency of a waveguide. [Eq.(10-9)] 
RQ 10.5 Distinguish between the phase and group velocities of a mode of opera-

tion in a waveguide. [Eqs.(10-11)(10-12)] 

10.2   Rectangular Waveguides 

In the discussion of the parallel-plate waveguide in Section 10-1, it was implied that 
the parallel conducting plates were infinite in extent.  Accordingly, the electric field 
was uniform, or otherwise varied in one dimension, in the transverse plane of the 
waveguide.  In that case, the propagation of an electromagnetic wave along the wa-
veguide was easy to visualize.  However, in most practical cases, the parallel con-
ducting plates of a finite width give rise to the fringing effects of the fields at the 
edges, and cause losses of the electromagnetic energy through the sides of the wave-
guide.  To avoid the energy loss, practical waveguides are made in the form of a 
hollow metal pipe with a uniform cross section.  One of the most common wave-
guides is the rectangular waveguide, with a rectangular cross section, enclosed by 
four conducting walls.  As in the case of the parallel-plate waveguide, the mode of 
propagation in the rectangular waveguide can be decomposed into uniform plane-
wave components propagating, with the same phase constant, along the waveguide.  
Although it may not be easy, in general, to visualize the propagation of the electro-
magnetic wave in a rectangular waveguide, both rectangular and parallel-plate wa-
veguides operate on the same basic principles.       

For a rectangular waveguide as shown in Fig. 10.6, the field pattern of the mode 
of propagation can be obtained in two different ways.  Firstly, we may begin with 
the three-dimensional differential wave equation or the vector Helmholtz equation to 
obtain general solutions for the electric and magnetic fields in the waveguide.  By 
applying boundary conditions for E and H at the four conducting walls of the wa-
veguide, we can obtain particular solutions for E and H, or the mode of propaga-
tion in the waveguide.  Secondly, we may begin with uniform plane waves, which 
are the simplest general solutions obtained from the differential wave equation or the 
vector Helmholtz equation in the medium, inside the waveguide, as if the material 
were infinite in extent.  By linearly combining these plane waves in such a way as 
to satisfy the boundary condition at the conducting walls, we can obtain the expres-
sion for the mode of propagation in the waveguide.  This approach is justified by 
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the principle of superposition of the electromagnetic wave, and the uniqueness theo-
rem, which states that a trial solution is a unique solution only if it satisfies both the 
differential wave equation and the boundary condition.   

Following the second approach, we assume the mode of operation in a rectan-
gular waveguide to be a superposition of the uniform plane waves with the same 
wavenumber k and the same phase constant in the z-direction, or zk .  In the 

general case, the rectangular waveguide is filled with a dielectric of permeability μ 
and permittivity ε, and operates at an angular frequency ω.   

We write a general expression for the mode of propagation in a rectangular wa-
veguide as 

 
{ }

( , ) Re ( )

        Re ( , ) ( , ) ( , )

j t

z j t
x x y y z z

t e

E x y E x y E x y e e

ω

−γ ω

 =  
 = + + 

r E r

a a a

E
     (10-23) 

From the above equation, we notice that the space coordinates x and y are sepa-
rated from the space coordinate z, and that the three terms, ( , )xE x y , ( , )yE x y , 

and ( , )zE x y , describe the distributions of three electric field components in the 

transverse plane, whereas the term ze −γ  describes the variation of the electric 
field in the longitudinal direction along the waveguide.  The underlying assump-
tion is that the electric field pattern moves in the z-direction, with the propagation 
constant γ, with no change in the electric field in the xy-plane.  In phasor nota-
tion, the electric field in the rectangular waveguide is     

 { }( ) ( , ) ( , ) ( , ) z
x x y y z zE x y E x y E x y e −γ≡ + +E r a a a  (10-24) 

If a time-harmonic field E(r,t) represents the electric field of a mode of propaga-
tion in the waveguide, it should satisfy the differential wave equation, and its pha-
sor E(r) should satisfy the vector Helmholtz equation, whether or not the medium 
is limited to the interior of the waveguide, namely,  

 2 2 0k∇ + =E E  (10-25) 

The wavenumber k = ω με  in the dielectric of permeability μ and permittivity ε, 

and the operating angular frequency 2 fω = π .  Inserting Eq. (10-24) into Eq. 

(10-25) we have  

 ( ) ( ) ( )2 2 2 0xy x x y y z z x x y y z zE E E k E E E∇ + + + γ + + + =a a a a a a  (10-26) 

The two-dimensional Laplacian operator is defined as 

 
2 2

2
2 2xy x y

∂ ∂∇ ≡ +
∂ ∂

 (10-27) 
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Since the three unit vectors in Eq. (10-26) are mutually exclusive, Eq. (10-26) can 
be separated into three partial differential equations, having the same form, as 

 ( )2 2 2 0xy x xE k E∇ + γ + =  (10-28a) 

 ( )2 2 2 0xy y yE k E∇ + γ + =  (10-28b) 

 ( )2 2 2 0xy z zE k E∇ + γ + =  (10-28c) 

where γ is the propagation constant measured along the waveguide, and k is the 

wavenumber of the component plane-waves, that is, k = ω με .  Upon solving 

Eq. (10-28) for general solutions and applying the boundary condition for E at 
the conducting walls of the waveguide, we can uniquely determine the three elec-
tric field components, ( , )xE x y , ( , )yE x y , and ( , )zE x y , and the propagation 

constant γ.  
By following the same procedure, we write a general expression for the mag-

netic field in the rectangular waveguide as 

 
{ }

( , ) Re ( )

          Re ( , ) ( , ) ( , )

j t

z j t
x x y y z z

t e

H x y H x y H x y e e

ω

−γ ω

 =  
 = + + 

r H r

a a a

H
 (10-29) 

The underlying assumption is that the magnetic field pattern moves with the same 
propagation constant as E, along the waveguide, with no change in the field distri-
bution in the transverse plane.  Similarly, the magnetic field phasor H(r) should 
satisfy the Helmholtz equation, namely  

 ( ) ( ) ( )2 2 2 0xy x x y y z z x x y y z zH H H k H H H∇ + + + γ + + + =a a a a a a  (10-30) 

By solving Eq. (10-30) for a general solution and applying the boundary condi-
tions for H at the conducting walls, we can uniquely determine the magnetic field 
in the waveguide and the propagation constant. 

A rectangular waveguide can be excited with the TE mode containing no zE -

component, or with the TM mode containing no zH -component.  Can the rec-

tangular waveguide also support the TEM mode?  To answer this question, let us 
substitute E(r) and H(r) expressed by Eqs. (10-24) and (10-29) into the phasor 
form of Maxwell’s equations, that is, j∇ × = − ωμE H  and j∇ × = ωεH E , by 

assuming 0z zE H= = .  We then acknowledge that both E and H should be in-

dependent of x and y in the rectangular waveguide such that    

 { }( ) z
xo x yo yE E e −γ= +E r a a  (10-31a) 

 { }( ) z
xo x yo yH H e −γ= +H r a a  (10-31b) 
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where xoE , yoE , xoH , and yoH  are constants. Application of the boundary 

conditions for E to the conducting walls of the waveguide leads us to conclude 
that both xoE  and yoE  should be zero in the interior and on the walls of the wa-

veguide.  It can also be shown that the magnetic field is zero everywhere. In con-
sequence, the TEM mode is not supported in a rectangular waveguide!      

 

Fig. 10.7 A rectangular waveguide. 

Exercise 10.5 
 Derive Eq. (10-31) by assuming 0z zE H= = , and show that the fields are 

constant in the transverse plane.  
 
Review Questions with Hints 

RQ 10.6 What makes the TEM mode a nonpropagating wave in a rectangular 
waveguide? [Eq.(10-31)] 

RQ 10.7 Distinguish between the propagation constant γ and the wavenumber k 
in a rectangular waveguide. [Eq.(10-28)]   

RQ 10.8 What is the underlying assumption about the general expression for the 
waveguide mode given in Eq. (10-23)? [Eq.(10-4)]   

10.2.1   Transverse Magnetic(TM) Modes 

Although the TM mode has no longitudinal component of the magnetic 
field( 0zH = ), it should have the longitudinal component of the electric 

field( 0zE ≠ ) in the rectangular waveguide.  Otherwise, it would be the TEM 

mode that is not supported in the waveguide.  If the electric field zE  is known in 

a rectangular waveguide, we can obtain the transverse components of the TM 
mode, such as xE , yE , xH , and yH , from zE . 
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10.2.1.1   Longitudinal Field Component of a TM Mode 

In a rectangular waveguide, the longitudinal component of the TM mode, or the 
electric field zE , is governed by the differential equation given in Eq. (10-28c), 

that is,  

  
2 2

2
2 2 0z z

z

E E
h E

x y

∂ ∂
+ + =

∂ ∂
 (10-32) 

where h is defined by  

 2 2 2h k≡ γ +  (10-33) 

In a lossless waveguide, it can be shown that the propagation constant γ is giv-
en by zjkγ = , where zk  is the phase constant of the waveguide, or the z-

component of the wavevector k.  In view of this, we note that the eigenvalue h 
is the projection of k onto the transverse plane, or onto the xy-plane, and is 
thus expressed as 2 2 2

x yh k k= + . Again, γ is the propagation constant for the 

wave propagating along the waveguide, whereas k is the propagation constant 
for the plane wave propagating in the dielectric as if the dielectric were infinite 
in extent.    

As a first step, let us assume that the complex amplitude ( , )zE x y  given in Eq. 

(10-24) is separable such that  

 ( , ) ( ) ( )zE x y X x Y y=  (10-34) 

If we can show that Eq. (10-34) satisfies the boundary conditions at the conduct-
ing walls of the waveguide, the uniqueness theorem will assure that the trial solu-
tion is a unique solution in the waveguide.  Inserting Eq. (10-34) into Eq. (10-32), 
and rearranging the terms, we have 

   
2 2

2
2 2

1 1d X d Y
h

X dx Y dy
− = +  (10-35) 

From Eq. (10-35), we notice that the two space variables x and y are completely 
separated from each other.  Since the two variables x and y are independent of 
each other, the equality in Eq. (10-35) may be satisfied only if both sides are equal 
to a constant, called a separation constant.  By using 2

xk  as a separation constant, 

Eq. (10-35) can be separated into two parts as  

 
2

2
2 0x

d X
k X

dx
+ =  (10-36a) 

 ( )
2

2 2
2 0x

d Y
h k Y

dy
+ − =  (10-36b) 
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General solutions of Eqs. (10-36a) and (10-36b) are 

 ( ) ( )sin cosx xX A k x B k x= +  (10-37a) 

 ( ) ( )sin cosy yY C k y D k y= +  (10-37b) 

where use was made of the definition:    

 2 2 2
y xk h k≡ −  (10-38) 

The longitudinal electric field zE as given in Eq. (10-34) may become the tangen-

tial components at the four conducting walls of the rectangular waveguide.  
Therefore, to satisfy the boundary conditions, the electric field zE  should vanish 

at the four conducting walls of the waveguide.  Namely  

 ( 0, ) 0zE x y= =  (10-39a) 

 ( , ) 0zE x a y= =  (10-39b) 

 ( , 0) 0zE x y = =  (10-39c) 

 ( , ) 0zE x y b= =  (10-39d) 

Applying these boundary conditions to Eq. (10-37), we get 

 0B = , and xk
a

π= m
 ( 1,2,3,...=m ) (10-40a) 

 0D = , and yk
b

π= n
   ( 1,2,3,...=n ) (10-40b) 

Upon substituting Eqs. (10-37) and (10-40) into Eq. (10-34), the longitudinal 
component of the TM mode is given as follows:  

 ( , ) sin sinz oE x y E x y
a b

π π   =    
   

m n
 ( , 1,2,3,...=m n ) (10-41) 

 ( , , , ) Re sin sin z j t
z ox y z t E x y e e

a b
−γ ωπ π    =         

E
m n

 [V/m] (10-42) 

where 

 

2 2
2 2 2

                   

h k j
a b

j

π π   γ = ± − = ± ω με − −   
   

≡ α + βmn mn

m n
 [m-1]  (10-43) 

 
2 2

2 2 2
x yh k k

a b

π π   = + = +   
   

m n
  (10-44) 

 k = ω με  [rad/m] (10-45) 
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In the above equations, m  and n  are integers denoting the mode numbers.  The 
mode number n  should not be confused with the refractive index n.  If the ma-
terial parameters ε and μ are real, and the operating frequency ω is large enough to 
make the radicand positive in Eq. (10-43), then the attenuation constant αmn  is 

zero, and the propagation constant is given simply by mnjγ = − β .  In this case, 

the longitudinal electric field zE  given in Eq. (10-42) represents an electromag-

netic wave propagating with the phase constant βmn  along the waveguide in the 

z-direction, while forming standing waves in the x- and y-directions.  The sign 
conventions for αmn  and βmn  are taken so that both αmn  and βmn  are positive 

for a wave propagating in the +z-direction.  The specific field pattern with integ-
ers m  and n  is designated as the TMmn  mode.  The first subscript represents 

the number of maxima of zE  on  the x-axis, whereas the second represents that 

of zE  on the y-axis, as are evident from Eq. (10-42).    

The propagation constant for the TMmn  mode becomes zero at the operating 

frequency called the cutoff frequency, ( )cf mn .  From Eq. (10-43), the cutoff fre-

quency for the TMmn  mode is obtained as  

 
2 2

( )

1

2
cf a b

   = +   με    
mn

m n
 [Hz] (10-46) 

Below the cutoff frequency, the radicand in Eq. (10-43) becomes negative.  In 
this case, the positive sign in front of the square-root sign in Eq. (10-43) is taken 
so that the propagation constant is given by a positive real number, that is, 

0γ = α >mn .  Under this condition, the TMmn  mode becomes an evanescent 

mode that cannot propagate in the waveguide.   

By making use of the relation 1/pv f= με = λ , the cutoff frequency ex-

pressed by Eq. (10-46) can be converted into the cutoff wavelength for the TMmn  

mode, that is,  

 ( ) 2 2
( )

2p
c

c

v

f

a b

λ = =
   +   
   

mn
mn m n

 [m] (10-47) 

An electromagnetic wave of a wavelength ( )cλ < λ mn  may propagate in the rec-

tangular waveguide as the TMmn  mode.   

The smallest possible value of the mode number m  or n  for TMmn  modes is 

one.  Accordingly, the 11TM  mode has the lowest cutoff frequency.  In a rec-

tangular waveguide with dimensions a b> , the 21TM  mode has the second 

lowest cutoff frequency.  Thus, for instance, the electromagnetic wave with the 
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operating frequency in the range (11) (21)c cf f f< <  can propagate in the wave-

guide only as the 11TM  mode.          

An electromagnetic wave can propagate in the waveguide as the TMmn  mode 

only if the operating frequency is higher than the cutoff frequency, that is, 

( )cf f> mn .  Above cutoff, the phase constant for the TMmn  mode is  

 
2

( )1 cfk
f

 
β = −  

 

mn
mn  [rad/m] (10-48) 

This has been obtained by inserting Eq. (10-46) into Eq. (10-43).  The phase con-

stant βmn  is always smaller than the wavenumber k = ω με , which is the phase 

constant of an unbounded dielectric.  As the wavelength λ is related to the wave-
number k by 2 /kλ = π , the waveguide wavelength λmn  is related to the phase 

constant βmn  by  

 
( )2

( )

2

1 /cf f

π λλ = =
β −

mn
mn

mn

 [m] (10-49) 

In the above equation, λmn  is the spatial period of the wave measured along the 

waveguide, whereas λ is the wavelength measured in an unbounded dielectric.  In 
other words, the field pattern of the TMmn  mode repeats itself every distance 

λmn  along the waveguide.   

The waveguide wavelength λmn  expressed by Eq. (10-49) should not be con-

fused with the cutoff wavelength ( )cλ mn  expressed by Eq. (10-47), which is 

measured in an unbounded dielectric.  With the help of the phase velocity 

( ) ( )p c cv f f= λ = λmn mn , we rewrite Eq. (10-49) as  

 2 2 2
( )

1 1 1

c

= +
λ λ λmn mn

 (10-50) 

where λ is the wavelength, λmn  is the waveguide wavelength, and ( )cλ mn  is the 

cutoff wavelength. 
To summarize, the phase constant βmn  and the waveguide wavelength λmn  

for the TMmn  mode are related by 2 /β = π λmn mn ; they are both measured along 

the waveguide.  The wavenumber k is defined by / pk v= ω με = ω  in the un-

bounded dielectric.  If the lossless dielectric is nonmagnetic( oμ = μ ), the wave-

number is expressed as /k n c= ω , and the phase velocity as /pv c n= , where 

the refractive index / on = ε ε .   
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The phase velocity in an unbounded dielectric can be expressed as   

 ( ) ( )p c cv f f
k

ω= = λ = λmn mn  (10-51) 

where k = ω με .  In contrast, the phase velocity of the TMmn  mode is ex-

pressed as  

 ( )pv f
ω= = λ

βmn mn
mn

 (10-52a) 

which is measured along the waveguide.  Combining Eq. (10-51) with Eq. (10-
52a), we obtain a useful relation, that is, 

 
( )

( ) 2

( )1 /

p
p

c

v
v

f f
=

−
mn

mn

 (10-52b)  

where 1/pv = με . 

10.2.1.2   Transverse Field Components of a TM Mode 

Earlier, we obtained the expression for the longitudinal component of the TM 
mode, zE , which is useful for describing the propagation behavior of the mode in 

the rectangular waveguide.  We now turn our attention to the transverse compo-
nents of the TM mode, such as xE , yE , xH , and yH , which are obtained from 

a given zE .  

As was stated earlier, the TM wave may be considered as a linear combination 
of the uniform plane waves propagating with the same phase constant, having the 
same wavenumber, in the waveguide.  In view of this, we write general expres-
sions for the electric and magnetic fields of the TM wave in the rectangular wave-
guide as  

 
{ }

( , , , ) Re

               Re ( , ) ( , ) ( , )

j t

z j t
x x y y z z

x y z t e

E x y E x y E x y e e

ω

−γ ω

 =  
 = + + 

E

a a a

E
 (10-53a) 

 
{ }

( , , , ) Re

                Re ( , ) ( , )

j t

z j t
x x y y

x y z t e

H x y H x y e e

ω

−γ ω

 =  
 = + 

H

a a

H
 (10-53b) 

where the longitudinal component ( , )zE x y  is given by Eq. (10-41).   

Upon substituting Eq. (10-53) into Maxwell’s equations in phasor form, we 
have  
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(1) From j∇ × = − ωμE H , 

 z
y x

E
E j H

y

∂ + γ = − ωμ
∂

 (10-54a) 

 z
x y

E
E j H

x

∂
−γ − = − ωμ

∂
 (10-54b) 

 0y x
E E

x y

∂ ∂
− =

∂ ∂
 (10-54c) 

(2) From j∇ × = ωεH E , 

 y xH j Eγ = ωε  (10-55a) 

 x yH j E−γ = ωε  (10-55b) 

 y x
z

H H
j E

x y

∂ ∂
− = ωε

∂ ∂
 (10-55c) 

Combining the expressions given in Eqs. (10-54) and (10-55), we can obtain xE , 

yE , xH , and yH  in terms of zE .  For instance, combination of Eq. (10-54b) 

and Eq. (10-55a) gives xE  expressed in terms of zE .  Here, for future reference, 

we repeat the longitudinal electric field of the TMmn  mode, or zE  given in Eq. 

(10-41), as 

 ( , ) sin sinz oE x y E x y
a b

π π   =    
   

m n
 ( , 1,2,3,...=m n ) (10-41) 

Inserting Eq. (10-41) into Eqs (10-54) and (10-55), and manipulating the deriva-
tives, the transverse fields of the TMmn  mode are obtained as 

 2 cos sinx oE E x y
h a a b

γ π π π     = −      
     

m m n
 ( , 1,2,3,...=m n ) (10-56a) 

 2 sin cosy oE E x y
h b a b

γ π π π     = −      
     

n m n
 (10-56b) 

 2 sin cosx o

j
H E x y

h b a b

ωε π π π     =      
     

n m n
 (10-56c) 

 2 cos siny o

j
H E x y

h a a b

ωε π π π     = −      
     

m m n
 (10-56d) 

Note that the propagation constant is given by jγ = βmn  in the lossless wave-

guide. The eigenvalue h is just equal to the transverse component of the wavevec-
tor k, that is,   
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2 2 2

2 2
2 2   x y

h k

k k
a b

= γ +

π π   = + = +   
   

m n  (10-57) 

In the above equations, the mode numbers are positive integers: 1,2,3...=m  and 
1,2,3...=n .  Finally, the electric fields expressed by Eq. (10-41) and Eq. (10-

56) comprise the TMmn  mode propagating in the rectangular waveguide with di-

mensions a and b. 
The wave impedance of the TMmn  mode, propagating in the lossless rectangu-

lar waveguide( 0α =mn ), is defined as  

 yx
TM

y x

EE

H H
η = = −  [Ω] (10-58a) 

Substitution of Eq. (10-55a) or Eq. (10-55b) into Eq. (10-58a) leads to the wave 
impedance of the TMmn  mode, that is, 

 TM

β
η =

ωε
mn  (10-58b) 

where use was made of the relation jγ = βmn  by assuming a lossless waveguide 

with 0α =mn .  Upon substituting Eq. (10-48) into Eq. (10-58b), the wave im-

pedance of the TMmn  mode is expressed as 

 
2

( )1 c
TM

f

f

 μη = −  ε  

mn   [Ω] (10-58c) 

The wave impedance TMη  depends on frequency, and is always less than the in-

trinsic impedance of the dielectric( /η = μ ε ) above cutoff( ( )cf f> mn ).    

 

Fig. 10.8 11TM  mode in a rectangular waveguide. Black lines, E-field lines; White lines, 

H-field lines. 
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10.2.1.3   Orthonormal Set in TM Modes 

The transverse H-fields of different TM modes are mutually orthogonal in the 
transverse plane of the rectangular waveguide such that  

 *

0 0
0

x a y b

x y
dxdy

= =

= = ′ ′ =  H Hmn m n  ( ≠ ′m m  or ≠ ′n n )  (10-59) 

This relation can be readily verified by direct substitution of Eq. (10-56).  We 
first normalize the transverse H-field of the TM mode, propagating in a lossless 
rectangular waveguide, so that  

  *

0 0
1

x a y b

x y
dxdy

= =

= =
=  H Hmn mn   (10-60) 

Upon inserting Eq. (10-56) into Eq. (10-60), assuming a lossless waveguide with 
0α =mn  and jγ = βmn , we obtain 

 
( ) ( )

( )

*

0 0

*

0 0

22

0 0

2
2 2

2 4

x a y b

x y

a b j z j z
x x y y x x y y

a b

x y

o

dxdy

H H e H H e dxdy

H H dxdy

E ab
h

= =

= =

− β − β   = + +   

= +

= ω ε

 

 

 

H H

a a a amn mn

mn mn


 (10-61) 

where ω is the operating angular frequency, ε is the permittivity of the dielectric in 
the waveguide, h is the eigenvalue given in Eq. (10-57), a and b are the dimen-
sions of the waveguide.  We take the square root of Eq. (10-61), and use it as a 
normalization factor for Eqs. (10-56c) and (10-56d).  Thus, the normalized H-
field of the TMmn  mode is generally written as   

 ( ) j z
x x y yH H e − β= +H a a mn

mn  (10-62a) 

where the bar on the top is to denote the normalization.  The normalized x- and y-
components of the H-field of the TMmn  mode are 

 
2

sin cosx

j
H x y

b a bh ab

π π π     =      
     

n m n
     ( , 1,2,3,...=m n ) (10-62b) 

 
2

cos siny

j
H x y

a a bh ab

π π π     = −      
     

m m n
 ( , 1,2,3,...=m n ) (10-62c) 

where 1j = − , ( ) ( )2 22 / /h a b= π + πm n , and a and b are the dimensions of 

the rectangular waveguide.  The H-fields expressed by Eq. (10-62) constitute an 



536 10   Waveguides
 

orthonormal set in the TM modes in the rectangular waveguide: they are norma-
lized to one, and, at the same time, are mutually orthogonal. 

 
Example 10-3 
A rectangular waveguide has interior dimensions 1.5[cm]a =  and 1[cm]b = .  

It is filled with a nonmagnetic, lossless dielectric( oμ = μ , 1.96rε = ), and excited 

with an electromagnetic field( 15[GHz]f = ), which propagates as the 11TM  

mode in the waveguide .  Find (a) λ, (b) (11)cf , and (c) 11λ . 

 
Solution 
(a) Wavenumber in an unbounded dielectric 

 
9

8

2 2 15 10 1.4
3 10ok

π π × × ×= = ω μ ε =
λ ×

 

 Thus, the wavelength is  

 14.3[mm]λ = .  

(b) From Eq. (10-46), the cutoff frequency is 

 
2 2

(11) 2 2

1
12.9[GHz]

1.5 10 102 1.4

1 1
c

o o

f − −

   = + =   ×× × μ ε    
. 

(c) From Eq. (10-49), the waveguide wavelength is  

 
( ) ( )

3

11 2 2

(11)

14.3 10
28.0[mm]

1 12.9/151 /cf f

−λ ×λ = = =
−−

. 

Example 10-4 
How many component plane-waves does the 21TM  mode have in a rectangular 

waveguide with dimensions a and b? 
 
Solution 

From Eq. (10-41) we write 

( ) ( )2 / 2 / / /
0

2 / / 2 / / 2 / / 2 / /0

2
sin sin

1 1
   

2 2

   
4

z o

j x a j x a j y b j y b

j x a j y b j x a j y b j x a j y b j x a j y b

E E x y
a b

E e e e e
j j

E
e e e e

π − π π − π

π + π π − π − π + π − π − π

π π   =    
   

= − −

 = − − − + 
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From Eq. (10-56a) write 

( ) ( )

2

2 / 2 / / /
2

2 / / 2 / / 2 / / 2 / /
2

2 2
cos sin

2 1 1
   

2 2

2
   

4

x o

j x a j x a j y b j y b
o

j x a j y b j x a j y b j x a j y b j x a j y bo

E E x y
h a a b

E e e e e
h a j

E
e e e e

h a j

π − π π − π

π + π π − π − π + π − π − π

γ π π π     = −      
     

γ π = − + − 
 

γ π   = − − + −    
 

From Eq. (10-56b) write 

( ) ( )

2

2 / 2 / / /
2

2 / / 2 / / 2 / / 2 / /
2

2
sin cos

1 1
   

2 2

   
4

y o

j x a j x a j y b j y b
o

j x a j y b j x a j y b j x a j y b j x a j y bo

E E x y
h b a b

E e e e e
h b j

E
e e e e

h b j

π − π π − π

π + π π − π − π + π − π − π

γ π π π     = −      
     

γ π = − − + 
 

γ π   = − + − −    

 

The three components of the electric field can be combined into the electric 
field phasor, in a lossless rectangular waveguide( 21jγ = β ), as 

{ } 21( , ) ( , ) ( , ) j z
x x y y z zE x y E x y E x y e − β= + +E a a a  

In view of these, we note that the 21TM  mode comprises four plane waves, 
212 / /j x a j y b j ze π + π − β , 212 / /j x a j y b j ze π − π − β , 212 / /j x a j y b j ze − π + π − β , and 212 / /j x a j y b j ze − π − π − β  

It is important to note that the four component plane-waves have the 
same wavenumber k as well as the same phase constant 21β . 

Example 10-5 
In a hollow rectangular waveguide with interior dimensions 5[cm]a =  and 

2.5[cm]b = , an electromagnetic wave of frequency 8[GHz]  propagates in the 

+z-direction.  In the transverse plane at 0z = , the magnetic field is given by 

( ) ( ) ( ) ( )4 sin 20 sin 60 3 cos 20 cos 60 [A/m]x yx y x y= π π + π πH a a  with no 

z-component. Find 
(a) TM modes of propagation, 
(b) αmn  for the evanescent mode with the lowest cutoff frequency, and  

(c) magnetic field in the transverse plane at 1[m]z = . 
 

Solution 
(a) From Eq. (10-46), the cutoff frequencies are 

2 2

(11)

1 1 1
6.7[GHz]

0.05 0.0252
c

o o

f    = + =   μ ε    
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2 2

(21)

1 2 1
8.5[GHz]

0.05 0.0252
c

o o

f    = + =   μ ε    
 

2 2

(12)

1 1 2
12.4[GHz]

0.05 0.0252
c

o o

f    = + =   μ ε    
 

The 21TM  and 12TM  modes are the evanescent modes in the waveguide 

operating at 8[GHz] .   

(b) From Eq. (10-43), the attenuation constant for 21TM  mode is 

22 2 9

21 8

2 1 2 8 10
59[Np/m]

0.05 0.025 3 10
 × ×   α = π + − =     ×     

 

In view of the large value of 21α , the evanescent wave can be neglected at 

the output end at 1[m]z =  of the waveguide. 

(c) We obtain 11H from Eq. (10-62) as 

( ) ( )

( ) ( )

11

2
sin 20 cos 40

0.025

2
     cos 20 sin 40

0.05

x

y

j
x y

h ab

j
x y

h ab

π = π π 
 

π − π π 
 

H a

a

 

The magnitude of the 11TM  mode contained in H is obtained as follows: 

0.05 0.25 *
110 0

0.05 0.0252

0 0

0.05 0.0252

0 0

8
sin (20 ) sin(60 )cos(40 )

0.025

6
    + cos (20 ) cos(60 )sin(40 )

0.05

0.3

x y

x y

x y

x y

x y

x y

dxdy

j
x dx y y dy

h ab

j
x dx y y dy

h ab
j

h ab

= =

= =

= =

= =

= =

= =

π = − π π π 
 

π  π π π 
 

= −

 

 

 

H H

 

 (10-63) 

Multiplying Eq. (10-62) by the factor given by Eq. (10-63) we obtain 

3.06sin cos
0.05 0.025xH x y

π π   =    
   

 [A/m] (10-64a) 

1.53cos sin
0.05 0.025yH x y

π π   = −    
   

 [A/m] (10-64b) 
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From Eq. (10-48) we obtain the phase constant for the 11TM  mode as 

2 29
( )

8

2 8 10 6.7
1 1 91.6[rad/m]

3 10 8
cfk
f

  π × ×  β = − = − =   ×   

mn
mn  

 (10-65) 
 
In the plane at 1[m]z = , Eqs.(10-64) and (10-65) are combined together to 

write the magnetic field phasor, that is, 

91.6( , ) ( , ) j
x x y yH x y H x y e − = + H a a . 

 
Exercise 10.6  

 Two rectangular waveguides are identical in dimensions.  The first one is filled 
with a nonmagnetic, lossless dielectric( 2.25rε = ), while the second one is filled 

with air.  Find the ratio between the cutoff frequencies for TMmn  mode. 

 Ans. ( ) ( )/ 1/1.5c cf f =mn mn
  . 

Exercise 10.7  
 Find the group velocity of the TMmn  mode in a rectangular waveguide. 

Ans.       ( ) ( ) ( )21

( ) ( )/ / 1 /g cv d d c n f f
−= β ω = −mn mn mn .            (10-66) 

 
Review Questions with Hints 

RQ 10.9 Define h, γ, and k in a rectangular waveguide. [Eq.(10-33)]  
RQ 10.10 State the boundary condition for zE  of the TM mode propagating in a 

rectangular waveguide.  [Eq.(10-39)] 
RQ 10.11 Which TM mode has the lowest cutoff frequency in a rectangular wa-

veguide? [Eq.(10-46)] 

10.2.2   Transverse Electric(TE) Modes 

The transverse electric(TE) mode has no longitudinal component of E .  There-
fore, a waveguide mode with a nonzero zH  must be a TE mode, because it is nei-

ther a TEM mode nor a TM mode.  The TE mode with the propagation constant 
γ  is generally written as   

 ( , , , ) Re ( , ) z j t
z zx y z t H x y e e− γ ω =  H  [A/m] (10-67) 

Recalling that we solved Eq. (10-28c) for zE  of the TM mode, we now solve the 

same Helmholtz’s equation for zH  of the TE mode, namely,  
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2 2

2
2 2 0z z

z

H H
h H

x y

∂ ∂
+ + =

∂ ∂
 (10-68) 

where the constant h is the transverse component of the wavevector k(see Eq. (10-
33)).  Following the same logic that led, from Eq. (10-34), to Eq. (10-37), we 
write a general solution for zH , that is,   

 ( ) ( ) ( ) ( )( , ) sin cos sin cosz x x y yH x y A k x B k x C k y D k y = + +      (10-69) 

Although the longitudinal magnetic field expressed by Eq. (10-69) has unknowns, 
A, B, C, and D, we may proceed to find the relations between zH  and the trans-

verse electric and magnetic fields of the TE mode.   

(1) From Faraday’s law, j∇ × = − ωμE H , we write 

 y xE j Hγ = − ωμ  (10-70a) 

 x yE j H−γ = − ωμ  (10-70b) 

 y x
z

E E
j H

x y

∂ ∂
− = − ωμ

∂ ∂
 (10-70c) 

(2) From Ampere’s law, j∇ × = ωεH E , by assuming a perfect dielectric( 0=J ) 

in the waveguide, we write 

 z
y x

H
H j E

y

∂ + γ = ωε
∂

 (10-71a) 

 z
x y

H
H j E

x

∂
−γ − = ωε

∂
 (10-71b) 

 0y x
H H

x y

∂ ∂
− =

∂ ∂
, (10-71c) 

Upon combining Eqs. (10-70b) and (10-71a), and combining Eqs. (10-70a) and  
(10-71b), we have  

 
2

z
x

Hj
E

h y

∂ωμ= −
∂

 (10-72a) 

 2
z

y

Hj
E

h x

∂ωμ=
∂

 (10-72b) 

 2
z

x

H
H

h x

∂γ= −
∂

 (10-72c) 

 
2

z
y

H
H

h y

∂γ= −
∂

 (10-72d) 

According to the boundary condition for the electric field, the transverse compo-
nents xE  and yE  should vanish on the conducting wall of the waveguide, if they 

are tangential to the wall.  Namely   
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2

0

( , 0) 0z
x

y

Hj
E x y

h y =

∂ωμ= = − =
∂

 (10-73a) 

 
2( , ) 0z

x

y b

Hj
E x y b

h y =

∂ωμ= = − =
∂

 (10-73b) 

 2
0

( 0, ) 0z
y

x

Hj
E x y

h x =

∂ωμ= = =
∂

 (10-73c) 

 2( , ) 0z
y

x a

Hj
E x a y

h x =

∂ωμ= = =
∂

 (10-73d) 

Substitution of Eq. (10-69) into Eq. (10-73) simply gives 0A C= = .  The longi-
tudinal magnetic field of the TE mode is thus given as 

 ( , ) cos cosz oH x y H x y
a b

π π   =    
   

m n
 ( , 0,1,2,...)=m n  (10-74) 

Upon inserting Eq. (10-74) into Eq. (10-72), the transverse field components of 
the TEmn  mode are obtained as 

 2 cos sinx o

j
E H x y

h b a b
ωμ π π π     =      

     

n m n
 ( , 0,1,2,...)=m n  (10-75a) 

 2 sin cosy o

j
E H x y

h a a b
ωμ π π π     = −      

     

m m n
 (10-75b) 

 2 sin cosx oH H x y
h a a b
γ π π π     =      
     

m m n
 (10-75c) 

 2 cos siny oH H x y
h b a b
γ π π π     =      
     

n m n
 (10-75d) 

Even though the mode number m or n may be zero, they should not be both zero; 

00TE  mode is not defined in the rectangular waveguide.   

Comparison of the field patterns of the TE and TM modes shows that the longi-
tudinal field zH  of the TE mode contains two cosine functions, whereas the  

longitudinal component zE  of the TM mode contains two sine functions.  

Meanwhile, all the transverse components of the TE and TM modes contain a sine 
and a cosine function.      

The definitions of h, γ, and k for the TM mode given in Eqs. (10-43)-(10-45) 
are also valid for the TE mode.  Thus the expressions for the quantities, such as 

( )cf mn , ( )cλ mn , βmn , λmn , pv , and ( )pv mn  given in Eqs. (10-46)-(10-52), remain 

valid for the TEmn  mode. 

The waveguide mode with the lowest possible cutoff frequency is called the 
dominant mode.  In the rectangular waveguide with a b> , the 10TE  mode has 



542 10   Waveguides
 

the lowest cutoff frequency, and is thus the dominant mode of the waveguide.  In 
this case, the cutoff frequency for the dominant mode is 

 (10)

1
22

p
c

v
f

aa
= =

με
            [Hz] (10-76) 

We also note that the 10TE  mode has the lowest attenuation constant of all mod-

es in the rectangular waveguide; the 10TE  mode has the electric field directed 

along the y-axis only.    
The wave impedance for the TEmn  mode is defined from Eq. (10-70a) and Eq. 

(10-70b) as  

 yx
TE

y x

EE

H H
ωμη = = − =
βmn

 (10-77a) 

Upon substituting Eq. (10-48) into Eq. (10-77a), the wave impedance for the 
TEmn  mode is expressed as 

 
( )2

( )

1

1 /
TE

cf f

μη =
ε − mn

 [ ]Ω  (10-77b) 

The wave impedance, TMη  or TEη , is purely resistance for the wave propagating 

in the rectangular waveguide filled with a lossless dielectric, because of real ε and 
μ.  Although TMη  and TEη  both depend on the operating frequency, the product 

of the two wave impedances is given by a constant value; that is, 2
TM TEη η = η , 

where the intrinsic impedance of the dielectric / [ ]η = μ ε Ω . 

 

Fig. 10.9 Field patterns of 11TE  mode. Black lines, E-field lines; White lines, H-field lines. 
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Note from Eq. (10-43) that if the TEmn  and TMmn  waves have the same 

mode numbers, they propagate with the same phase constant βmn  in the rectangu-

lar waveguide.  From Eq. (10-48) we see that the phase constant depends on the 
frequency of operation.  The relation between β and ω is called the dispersion re-
lation.  By making use of the relations / pk v= ω  and ( ) ( )2c cfω = πmn mn  we can 

rewrite Eq. (10-48) as follows: 

 
( )2

( )1 /

p

c

vβ
ω =

− ω ω

mn

mn

 (10-78) 

The ω−β diagram shown in Fig. 10.10 can be conveniently used to explain the 
dispersion relation for a mode of operation.  For the mode with the cutoff fre-
quency ( )cω mn , the slope of the tangent to the ω−β curve, at point p, represents the 

group velocity of the mode of propagation with the phase constant βmn , whereas 

the slope of the line joining the origin and point p represents the phase velocity of 
the mode.  As are apparent from Fig. 10.10, the TM and TE modes have the same 
phase and group velocities, and the phase velocity ( )pv mn  and the group velocity 

( )gv mn  satisfy the relation ( ) ( )g p pv v v< <mn mn , where pv  is the phase velocity in 

an unbounded dielectric.  As the operating frequency ω increases much higher 
than the cutoff frequency, both ( )pv mn  and ( )gv mn  approach an asymptotic value 

of pv .                

 

Fig. 10.10  ω-β diagram for a mode with cutoff frequency cω . 

10.2.2.1   Orthonormal Set in TE Modes 

Following the same procedure as was used for the TM mode, we can show that the 
transverse E-fields of different TE modes in a rectangular waveguide are mutually 
orthogonal such that  
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 *

0 0
0

x a y b

x y
dxdy

= =

= = ′ ′ =  E Emn m n  ( ≠ ′m m  or ≠ ′n n )  (10-79) 

This can be readily verified by direct substitution of Eq. (10-75).  The transverse 
electric field of the TE mode can be normalized in the transverse plane of the loss-
less rectangular waveguide so that  

 *

0 0
1

x a y b

x y
dxdy

= =

= =
=  E Emn mn   (10-80) 

Upon substituting Eq. (10-75) into Eq. (10-80), and assuming a lossless wave-
guide with 0α =mn  and jγ = βmn , we have  

 
( ) ( )

( )

*

0 0

*

0 0

22

0 0

2
2 2

2 4

x a y b

x y

a b j z j z
x x y y x x y y

a b

x y

o

dxdy

E E e E E e dxdy

E E dxdy

H ab
h

= =

= =

− β − β   = + +   

= +

= ω μ

 

 

 

E E

a a a amn mn

mn mn


 (10-81) 

where ω is the operating angular frequency, μ is the permeability of the dielectric 
in the waveguide, h is the eigenvalue given in Eq. (10-57), and a and b are dimen-
sions of the waveguide.  We note that Eq. (10-81) is the same as Eq. (10-61) if μ 
and oH  are replaced with ε and oE , respectively.  By taking the square root of 

Eq. (10-81), and using it as a normalization factor for Eqs. (10-75a) and (10-75b), 
the normalized E-field of the TEmn  mode is generally written as   

 ( ) j z
x x y yE E e − β= +E a a mn

mn  (10-82) 

where the bar on the top denotes the normalization.  The normalized x- and y-
components of the electric field of the TEmn  mode are 

 
2

cos sinx

j
E x y

b a bh ab

π π π     =      
     

n m n
     ( , 0,1,2,...=m n ) (10-83a) 

 
2

sin cosy

j
E x y

a a bh ab

π π π     = −      
     

m m n
 ( , 0,1,2,...=m n ) (10-83b) 

where 1j = − , ( ) ( )2 22 / /h a b= π + πm n , and a and b are the dimensions of 

the rectangular waveguide.  The E-fields expressed by Eq. (10-83) constitute an 
orthonormal set in the TE modes in the rectangular waveguide: they are norma-
lized to one, and shown to be mutually orthogonal.  
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Example 10-6 
The 10TE  mode of frequency 3[GHz] propagates in a rectangular waveguide 

with dimensions 2 4[cm]a b= = , which is filled with a nonmagnetic, lossless 

dielectric( 1.4n = ). Find (a) cutoff frequency, (b) phase constant, (c) phase 
velocity, and (d) wave impedance. 
 
Solution 
(a) From Eq. (10-46), the cutoff frequency is 

 
2 2 8

(10)

1 1 0 3 10 1
2.68[GHz]

2 1.4 0.042
cf a b

×     = + = =     ×με      
. 

(b) From Eq. (10-48), the phase constant is 

 
 ω × π × ×  β = − = −   ×   

= π

2 29
( )

8

1.4 2 3 10 2.68
1 1

3 10 3

                                12.58 [rad/m].

cfn

c f
mn

mn  

(c) From Eq. (10-52a), the phase velocity of the 10TE  mode is  

 
9

8
(10)

10

2 3 10
4.77 10 [m/s]

12.58pv
ω π × ×= = = ×

β π
. 

(d) From Eq. (10-77b), the wave impedance is 

 
( )2

377 1
599.2[ ]

1.4 1 2.68 /3
TEη = × Ω

−
. 

 
Example 10-7 
In a hollow rectangular waveguide with an aspect ratio / 2a b = ( 10[cm]a < ), 

the TE mode of propagation gives 

( )104( )sin 20 1.8 10 [V/m]x y z t= − π − π ×a aE  at a point ( /8x a=  and 

/4y b= ) on the cross section of the waveguide.  Find 

(a) phase velocity, 
(b) cutoff frequency, and 
(c) complete expression for E in the waveguide. 
 
Solution 
(a) From the given E, we obtain 20β = πmn , and 101.8 10ω = π × . 

The phase velocity is, from Eq. (10-52a), 

 
10

8
( )

1.8 10
9 10 [m/s]

20pv
ω π ×= = = ×

β πmn
mn

. 
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(b) Rewriting Eq. (10-48) we have 

 
22 8

9
( ) 10

20 3 10
1 9 10 1 8.485[GHz]

1.8 10c

c
f f

 β π × × = − = × − =  ω π ×   
mn

mn . 

(c) Inserting /8x a=  and /4y b=  into the general expression for the 

TEmn  mode given in Eqs. (10-75a) and (10-75b), we have 

2 cos sin
8 4x o

j
E H

h b
ωμ π π π     =      

     

n m n
 (10-84a) 

2 sin cos
8 4y o

j
E H

h a
ωμ π π π     = −      

     

m m n
 (10-84b) 

If the electric fields in Eq. (10-84) are combined, it should be of the form 
4( )x y−a a  as given in the problem.  Thus, using 2a b= , from Eq. (10-

84) we obtain   

( )cos sin /2 sin cos
8 4 8 4
π π π π       π = π       

       

m n m nn m   

Rewriting it we obtain 

tan tan
4 4 8 8
π π π π       =       

       

n n m m
  

This is of the form tan tanX X Y Y= , and thus the solution must be 
X Y= , or  

2=m n  (10-85) 

Next, from Eq. (10-46), the cutoff frequency is 

2 2
9

( )

1
8.485 10

2
c

o o

f
a b

   = + = ×   μ ε    
mn

m n
 (10-86)  

 Solving Eqs. (10-85) and (10-86) for the mode numbers, using 2a b= , we get  

/ 40b =n  (10-87a) 

/ 40a =m  (10-87b) 

Inserting Eq. (10-87) into the general expressions for E given in Eq. (10-75), 
we get  

( ) ( ) ( ) ( )
( )10

cos 40 sin 40 sin 40 cos 40

     sin 20 1.8 10 [V/m]

x yA x y x y

z t

 = π π − π π 

× π − π ×

a aE
 (10-88) 

where A is a constant. 
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 Inserting /8x a=  and /4y b=  into Eq. (10-88), and comparing Eq. 

(10-88) with the given E in the problem, we obtain 

 1/20a = , 1/40b = , and 8A =  

 Finally, the real instantaneous electric field of the mode of operation is 

 
( ) ( ) ( ) ( )

( )
 = π π − π π 

× π − π × 10

8 cos 40 sin 40 sin 40 cos 40

     sin 20 1.8 10 [V/m].

x yx y x y

z t

a aE
 

Example 10-8 
How many component plane-waves does the 10TE  mode contain in a rectangular 

waveguide with dimensions a and b? 
 
Solution 

For the 10TE  mode, let us rewrite Eq. (10-74) as  

( )/ /
0

1
cos

2
j x a j x a

z oH H x H e e
a

π − ππ = = + 
 

 (10-89) 

As can be seen from Eq. (10-75), the 10TE  mode has no xE - and no yH -

component.  Rewriting Eq. (10-75c) for the 10TE  mode, we have   

( )/ /
2 2

1
sin

2
j x a j x a

x o oH H x H e e
h a a h a j

π − πγ π π γ π     = = −     
     

 (10-90) 

Combining Eq. (10-89) and Eq. (10-90), assuming a lossless 
waveguide( 10jγ = β ), the magnetic field phasor is  

{ } 10( , ) ( , ) ( , ) j z
x x y y z zH x y H x y H x y e − β= + +H a a a  

From the above equation, we see that the 
10

TE  mode comprises two plane 

waves of the form 10/j x a j ze π − β  and 10/j x a j ze − π − β .  
 
Exercise 10.8 

 Show that the phase velocity ( )pv mn  and the group velocity ( )gv mn  of a mode of 

propagation in a rectangular waveguide are related to the phase velocity in an un-
bounded dielectric pv  by 2

( ) ( )p g pv v v=mn mn . 

Exercise 10.9 
 Find the frequency range over which an air-filled rectangular wave-

guide( 1.5 3[cm]a b= = )  supports only the dominant mode.  

 Ans. 5[GHz] 7.5[GHz]f< < . 
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Exercise 10.10 
 The electric field of a TE mode is zero at the center of the cross section of a 

rectangular waveguide.  Identify the mode.  

 Ans. 11TE  mode. 

Exercise 10.11 
 The TEmn  mode propagates along a rectangular waveguide in the –z-direction.  

Compare the component fields of the wave with those of the wave propagating in 
the +z-direction?  

 Ans. The directions of xH  and yH  are reversed. 

 
Review Questions with Hints 

RQ 10.12 Is the phase velocity of a mode of propagation always larger than c near 
cutoff( ( )cf f≈ mn ) in a rectangular waveguide? [Eq.(10-52b)]  

RQ 10.13 Which of the following quantities, ( )cf mn , βmn , ( )pv mn , and wave im-

pedance, is the same for the TMmn  and TEmn  modes ( 0≠m  and 

0≠n ) in a rectangular waveguide. [Eqs.(10-46)-(10-52)]  
RQ 10.14 Explain the evanescent mode in a rectangular waveguide. [Eq.(10-46)] 
RQ 10.15 State the boundary condition for zH  of TE waves. [Eq.(10-73)] 

RQ 10.16 Explain the dominant mode of a rectangular waveguide. [Eq.(10-76)] 

10.2.3   Power Attenuation 

The power of the electromagnetic wave propagating in a waveguide may be atte-
nuated owing to the lossy dielectric and/or imperfect conducting walls.  If the at-
tenuation is small as in most practical waveguides, the power loss may be most 
conveniently described in terms of the attenuation constant, by assuming no 
change in the field pattern in the transverse plane.  Let us first consider the time-
average power density of the wave propagating in a waveguide, or the time-
average Poynting vector, 

 *1
Re

2
 = × S E H  (10-91) 

where E and H are the electric and magnetic field phasors of the wave.  The time-
average total power through the cross section of the waveguide is therefore 

 

22

2 2
( , ) ( , )

2
x y z z

o
w

E x y E x y
P d e dxdy P e− α − α

+
= = =

η S s
S S

     (10-92) 

where the wave impedance w TMη = η  for TM modes and w TEη = η  for TE  

modes. The attenuation constant α can be separated into two parts, 
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 d cα = α + α  (10-93) 

The first part, dα , is due to the lossy dielectric ( 0)σ ≠ , whereas the second part, 

cα , is due to the imperfect conducting walls ( 0)cσ ≠ . 

Even if the rectangular waveguide is filled with a low-loss dielectric, all the 
discussions and expressions developed previously for the lossless waveguide are 
valid for the low-loss waveguide, except that the permittivity ε is now given by a 
complex number:  

 ˆ j j
σ′ ′′ε ≡ ε − ε = ε −
ω

       (10-94) 

where ε and σ are the permittivity and conductivity of the dielectric, respectively.  
The caret on the top of ε stands for complex number.  By assuming a low-loss in 
the dielectric, the propagation constant for the waveguide mode is written as   

 
2 2

2j j
a b

π π σ     γ ≡ α + β = + − ω μ ε −     ω     
mn mn

m n
 (10-95) 

By separating Eq. (10-95) into the real and imaginary parts, we have 

 
2 2

2 2

a b

π π   α − β = + − ωμε   
   

mn mn
m n

 (10-96a)  

 2α β = ωμσmn mn  (10-96b) 

Under the condition of a small attenuation, or α << βmn mn , we can assume 
2 2 2α − β ≈ −βmn mn mn  on the left-hand side of Eq. (10-96a), and write the phase con-

stant as  

  
22 2

( )1 cfm n

a b f

 π π   β = ωμε − − = ω με −     
     

mn
mn  (10-97) 

We note that Eq. (10-97) is the same as that in the lossless waveguide.  Inserting 
Eq. (10-97) into Eq. (10-96), the attenuation constant for the mode of operation, 
due to the lossy dielectric, is  

 
( )2

( )

/

2 1 /
d

cf f

σ μ ε
α = α =

−
mn

mn

 1[m ]−  (10-98) 

where subscript d stands for dielectric.  
Whereas it is tedious to determine analytically the attenuation constant cα  that 

is caused by the finite conductivity of the conducting walls, we only outline the 
general procedure for obtaining cα  here.  When the finite conductivity causes 
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ohmic power losses in the waveguide, the total power dissipated in the waveguide 
is of course the sum of the powers dissipated in the four conducting walls, namely,  

 c ( 0) ( ) ( 0) ( )P P y P y b P x P x a= = + = + = + =  [ ]W  (10-99) 

where < > denotes time average.  Borrowing from section 8-2.4.3, the time-
average power dissipated in a conducting plate of an area w × l 2[m ] , with a skin 

depth δ[m], is   

 21
J  

4c oP w= δ
σ

l  [W] (8-97) 

In the above equation, Jo  is the amplitude of the current density on the surface, 

not a surface current density.  It is equal to the electric field intensity, tangential 
to the surface, multiplied by the conductivity; that is, J Eo o= σ .  In a rectangular 

waveguide with dimensions a and b, the dissipated power per unit length along 
the z-direction is therefore 

2 2 2 22
c 0

2 22 22

0

( 0) ( 0) ( ) ( )
4

      ( 0) ( 0) ( ) ( )
4

x az
x z x zx

y bz
y z y zy

P e E y E y E y b E y b dx

e E x E x E x a E x a dy

=− α

=

=− α

=

σδ  = = + = + = + = 
σδ  + = + = + = + =  




  

  (10-100)   
   

which is measured in units of watts per meter [W/m] .  The bar on the top is to 

denote the power dissipation per unit length along the waveguide.  Upon assum-
ing a perfect dielectric in the waveguide, the ohmic power loss on the conducting 
walls expressed by Eq. (10-100) is responsible for the attenuation of the wave 
propagating in the waveguide.  In this case, cα = α  in Eq. (10-93).  In view of 

the principle of conservation of energy, we write the time-average power loss per 
unit length along the waveguide as  

 ( )2 22z z
c o o

d
P P e P e

dz
− α − α= − = α  [W/m]  (10-101) 

where oP  is the time-average power at 0z = , and the term in parenthesis is the 

time-average power propagated along the waveguide by a distance z.  Equating 
Eq. (10-100) with Eq. (10-101), we can obtain the attenuation constant α for the 
wave propagating in the low-loss waveguide.  

 
Example 10-9 
An air-filled rectangular waveguide is 1[m] long, with dimensions 
3 4 12[cm]a b= = . It operates at 4[GHz] , supporting a wave with 

32 10 [Np/m]−α = × . When the output power is 1.5[kW], find  
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(a) total time-average power dissipated in the waveguide, 
(b) maximum electric field intensity in the waveguide, and 
(c) location of the maximum electric field intensity.      

 

Solution 
(a) The input power is 

3 0.002 2 11.5 10 1,506[W]in outP P e eα × ×= = × =l  (10-102) 

 Thus, the power dissipated in the waveguide is 6[W]. 
(b) Cutoff frequency of the dominant mode is  

8

(10)

3 10
3.75[GHz]

2 2 0.04c

c
f

a

×= = =
×

 (10-103) 

 The next higher mode is 01TE , having a cutoff frequency 4.5[GHz]. 

Because of the operating frequency 4[GHz], the waveguide supports only 

10TE  mode. 

From Eqs. (10-75) and (10-77b), the transverse field components of the 

10TE  mode are written as 

2 sin siny o o

j
E H x E x

h a a a

ωμ π π π     ′= − ≡     
     

 (10-104a) 

10
2 sin sino

x o
TE

j E
H H x x

h a a a

′β π π π     = = −     η     
 (10-104b) 

 At the input end of the waveguide( 0z = ), with the aid of Eq. (10-77b), the 
total time-average power is   

( ) ( )22
(10)*

0 0

1 /1
2 4

x a y b co
in zx y

o

f fab E
P dxdy

= =

= =

−′
= × =

η  E H a  (10-105) 

 Inserting Eqs. (10-102) and (10-103) into Eq. (10-105) we have 

( ) ( )22 1 3.75 /40.04 0.03
1,506

4 377
oE −′×

=  

 Thus,  

 73.7[kV/m]oE ′ = . 

(c) From Eq. (10-104), we see that the maximum electric field intensity is 
observed at /2 0.02[m]x a= = . 

Example 10-10 
Show that the TMmn  and TEmn  modes are independent of each other in a 

rectangular waveguide, even though they have the same phase constant and the 
same group velocity.   
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Solution 
The electric and magnetic field phasors of the TMmn  mode, TME  and 

TMH , are expressed by Eqs. (10-41) and (10-56), whereas the phasors TEE  

and TEH  of the TEmn  mode are expressed by Eqs. (10-74) and (10-75). 

The total electric and magnetic fields in the waveguide are therefore 

TM TE= +E E E    (10-106a) 

TM TE= +H H H  (10-106b) 

The time-average power density in the waveguide is 

= = ×

 = × + × 

 + × + × 

 





 
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2

z

z

z

P d dxdy

dxdy

dxdy
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E H E H a

E H E H a
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S
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 (10-107)  

The integrand of the second integral on the right-hand side of Eq. (10-107) is 
written as  

( )
( )

* * * *
TM TE TE TM ,TM ,TE ,TM ,TE

* *
,TE ,TM ,TE ,TM                                  

x y y x

x y y x

E H E H

E H E H

× + × = +

+ +

E H E H
 (10-108) 

 Substitution of Eqs. (10-56) and (10-75) into Eq. (10-108), in conjunction 
with jγ = βmn , shows that each parenthesis on the right-hand side of Eq. 

(10-108) vanishes during the integration.  Thus, Eq. (10-107) becomes 

 * *
TM TM TE TE

1 1
Re ( ) Re ( )

2 2z zP dxdy dxdy   = × + ×    E H a E H a
S S

   

 (10-109) 

 From (10-109), we see that there is no coupling between the two waves: the first 
term on the right-hand side of Eq.(10-109) is the total power of the 
TMmn mode, while the second term is that of the TEmn  mode. Thus, the 

TMmn  and TEmn  waves are independent of each other in the waveguide. 

  
Exercise 10.12 

 Show that an attenuation constant of 0.05[dB/m]  corresponds to 
35.75 10 [Np/m]−α = × . 

 Ans. ( )0.00575
1020 log 0.05e − = − . 
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Review Questions with Hints 

RQ 10.17 21TE  and 02TE  modes have the same phase constant and phase ve-

locity in a rectangular waveguide with 2a b= .  Can the energy of one 
mode be transferred to the other? [Eq.(10-83)] 

RQ 10.18 What is the relation between the power loss on the conducting walls of 
a rectangular waveguide and the attenuation constant? [Eq.(10-101)]  

Problems 

10-1 A parallel-plate waveguide is designed to support the TEM mode only over the 
frequency range 0 10[GHz]f< < .  The space between two plates is filled 

with a dielectric of 1.5n = .  Find the maximum separation of the plates. 
10-2 Two conducting plates of a parallel-plate waveguide is separated by a di-

electric of thickness 4[cm]d =  and refractive index 1.25n = .  Elec-

tromagnetic waves of a frequency 7[GHz]f =  propagate in the wave-

guide, which have no electric field component in the x-direction.  Which 
modes are propagating?  

10-3 With reference to the electromagnetic waves in Problem 10-2, find the 
maximum difference in the arrival times of the modes of propagation over 
a distance of 20[cm] along the waveguide. 

10-4 A TE wave is launched into a parallel-plate waveguide filled with a dielec-
tric of permittivity ε and permeability μ.  The electric field phasor of the 
TEm  mode is expressed by Eqs. (10-4b) and (10-5).  Find  

 (a) magnetic field phasor H, and  
 (b) real instantaneous values, E and H. 
10-5 A parallel-plate waveguide is partially filled with a lossless dielectric 

( 2.25 oε = ε  and oμ = μ ) as shown in Fig. 10.11.  The 1TE  mode of 

12[GHz]f =  propagates in the +z-direction in the region 0z < , and im-

pinges on the air-dielectric interface at 0z = .  The electric phasor of the 

incident wave is given by ( ) 12 sin 50 [V/m]j z
xj y e − β= − πE a  in the re-

gion 0z < . 
 (a) Find (1)cf , 1β , and 1θ  in the region 0z < . 

 (b) Which modes will propagate in the region 0z > ?  
 (c) Find the electric field in the region 0z > .  

 

Fig. 10.11 A partially filled parallel-plate waveguide. 



554 10   Waveguides
 

10-6 In Fig. 10.11, it is assumed that the left region( 0z < ) is filled with a di-
electric( 2.25 oε = ε ), and the right region( 0z > ) with another dielec-

tric( 1.69 oε = ε ).  The 1TE  mode propagates in the +z-direction in the 

left region, and impinges on the dielectric-dielectric interface at 0z = . 
 (a) Find the cutoff frequencies for the 1TE  mode in both regions. 

 (b) Find the frequency range over which the 1TE  mode can propagates in 

the left region but is cutoff in the right region. 
 (c) Show that the cutoff in part (b) is due to the total internal reflection of 

the component plane-waves of the mode at the interface at 0z = . 
10-7 A hollow rectangular waveguide has dimensions 2[cm]a =  and 

1.5[cm]b = .  Find the frequency range over which the waveguide will 

support (a) a single mode, and (b) two modes. 
10-8 The operating frequency is 10% lower than the cutoff frequency for the 

TEmn  in a hollow rectangular waveguide.  Express the attenuation con-

stant αmn  in terms of c( )f mn .  

10-9 In a hollow rectangular waveguide of dimensions 5[cm]a =  and 

4[cm]b = , the longitudinal component of the electric field is given as 
94sin(40 )sin(25 )sin(16 10 )z x y t z= π π π × − βE .   

 (a) Identify the mode of operation. 
 (b) Find cutoff frequency, phase constant, and wave impedance. 
10-10 In an air-filled rectangular waveguide with dimensions 2 4[cm]a b= = , 

the transverse component of the electric field is given as 
91.5 cos(25 )sin(50 )cos(20 10 )t x x y t= π π π ×aE . 

 (a) Identify the modes of operation. 
 (b) Find the cutoff frequency and phase constant of the modes. 
 (c) Find the instantaneous electric fields of the modes. 
10-11 The amplitude of the electric field of the dominant mode is oE  in an air 

filled [m] [m]a b×  rectangular waveguide.  Express the total time-

average power of the mode as a function of the operating frequency f. 
10-12 A rectangular waveguide of dimensions 1.5 7.5[cm]a b= =  is filled with 

a low-loss dielectric of 2rε =  and 53 10 [S/m]−σ = × .  If the wave-

guide operates at frequency 2[GHz], find the attenuation constant of the 
mode of operation.  

10-13 Show that the magnetic field lines of the 11TM  mode can be obtained 

from / tan( )/ tan( )dy dx y x= − π π  in the transverse plane of the square 

waveguide( 1a b= = ). 
10-14 The x-component of the electric field is given by 

91.6cos(50 )sin(40 )cos(18 10 )x t= π π π ×E  in the transverse plane of a 
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rectangular waveguide filled with a dielectric( 1.2n = ).  For the mode of 
operation in the waveguide, determine  

 (a) cutoff frequency.  
 (b) phase velocity.  
 (c) group velocity.  
10-15 Using the expression for the TEmn  mode given in Eq. (10-75), (a) decom-

pose the TEmn  mode into four plane waves, and (b) show that the power 

of the mode is equally distributed among the four component plane-waves. 
 



Appendix: Material Constants 

A-1  Physical Constants 

Constant Value 
Electron Charge 191.602 10 [C]e −= − ×  
Electron Mass 319.109 10 [Kg]em −= ×  

Radius of Electron 152.81 10 [m]eR −= ×  

 
A-2  Constants of Free space 
 

Constant Value 
Permittivity 128.854 10 [F/m]o

−ε = ×  

or 91
~ 10 [F/m]

36
−×

π
 

Permeability 74 10 [H/m]o
−μ = π ×  

Speed of light 83.0 10 [m/s]c = ×  
Intrinsic Impedance 377 or ~120 [ ]π Ω  

 
A-3  Relative Permittivities(Dielectric Constants), rε  
 

Constant Value 
Vacuum 1 
Air(sea level) 1.0006 
Amber 2.7 
Quartz(fused) 3.8 
Glass 4-10 
Mica 5.4 
Barium titanate 1200 
Germanium 16 
Silicon 11.7 
Paper 3 
Rubber 2.5-4 
Wood(dry) 1.5-4 
Distilled Water 80 
Ice 4.2 
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A-4  Conductivity, σ[S/m] 
 

Constant Value 
Silver 76.17 10×  

Copper 75.80 10×  

Gold 74.10 10×  

Aluminum 73.54 10×  

Iron 710  

Glass 1210−  

Rubber 1510−  

Fuse quartz 1710−  

Distilled  water 410−  

Sea water 4 

 
A-5  Relative Permeabilities, rμ  

 
Constant Value 
Diamagnetic  

Silver 0.99998( 1 ) 
Copper 0.99999( 1 ) 
Gold 0.99996( 1 ) 
Water 0.99999( 1 ) 

Paramagnetic  
Air 1.000004( 1 ) 
Aluminum 1.00002( 1 ) 
Titanium 1.0002( 1 ) 
Tungsten 1.00008( 1 ) 

Ferromagnetic  
 Cobalt 250 
 Nickel 600 
 Iron(pure) 5000 
 Mumetal 100,000 
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