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Preface

InterloT

After a successful first edition in Rome, it was our great pleasure to welcome attendees
to the Second EAI International Conference on Interoperability in IoT in Paris, France.
Colocated with SaseloT 2016, InterloT 2016 displayed an exciting technical program
consisting of one keynote speech and technical sessions that presented original and
fundamental research advances on all aspects of interoperability of these heterogeneous
IoT platforms. Indeed, IoT products are now hitting the market across a large variety of
segments. Often driven by the fear to “fall behind,” small and large companies push
their engineering teams to produce solutions quickly. The result is that the market is
highly fragmented: A large number of non-interoperable solutions are being installed,
eventually leading to increased cost, inefficiencies, customer frustration, and a rate of
adoption of the IoT much slower than the numbers touted by analysts. The market is
now at a state where we need to think about interoperability. Interoperability appears to
a major and new challenge.

The goal of InterloT is to bring together practicing engineers and advanced
researchers to share the state of the art around interoperability in the IoT, analyze what
is needed, and identify the work that lies ahead to increase the number of interoperable
IoT products.

We received high-quality submissions from all parts of the world. After a rigorous
review process, eight regular papers were included in the technical program. The
program also featured a keynote address by Prof. Manfred Hauswirth, director of the
Fraunhofer Institute for Open Communication Systems, Germany.

We would like to gratefully thank our publicity and web chair, Dr. Miguel Elias
Mitre Campista from UFRJ, Brazil, who made a remarkable job in the establishment
of the technical program and in the communication. It would have not been possible
without the help of all the Technical Program Committee members and external
reviewers who volunteered their time and professional expertise. We would like to take
this opportunity to thank all of them for their help. We would also like to thank all the
authors for contributing their quality work, and our sponsors and partners for their
support, including CREATE-NET and EAI. We received excellent support from our
sponsors, especially from Anna Horvathova, who managed conference organization.
Sincere thanks to her.

December 2016 Nathalie Mitton
Thomas Noel
Thomas Watteyne



VI Preface

SaSeloT

The Third EAI International Conference on Safety and Security in Internet of Things
(SaSeloT’ 2016) was held in Paris, France, on October 27, 2016 in conjunction with
InterloT 2016 conference.

This international conference attracted submissions from various countries. Each
paper went through a rigorous peer-review process, with each submission receiving
multiple reviews from the members of the Technical Program Committee. We could
only select a few of the highest-quality papers for inclusion in the final program.

The accepted papers, which focus on security, safety, and privacy issues, provide
great insight into the latest research findings in the area of Internet of Things. In
addition to the technical papers, the workshop program also included one keynote
speech on “Privacy Issue in Internet of Things” by Dr. Gilad Rosner from the Internet
of Things Privacy Forum.

We would like to thank all the people who worked hard to make this conference a
real success. First and foremost, we thank all authors who submitted their papers for
consideration as well as all Technical Program Committee members for their time in
providing rigorous, timely reviews. We would also like to thank European Alliance for
Innovation (EAI) for its sponsorship.

December 2016 Hakima Chaouchi
Alban Gabillon
Patrick Capolsini
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Comparative Analysis of Opportunistic
Communication Technologies

Jens Dede®™) and Anna Forster

Sustainable Communication Networks, University of Bremen, Bremen, Germany
{jd,afoerster}@comnets.uni-bremen.de
http://www.comnets.uni-bremen.de

Abstract. Opportunistic or device-to-device communications offer a
great chance for straight-forward and cost-effective interoperability
among various devices and manufacturers, from tiny sensors to end-used
smartphones. However, their implementation is not trivial, as no stan-
dard communication technologies exist for their purposes. This paper
explores the available options, qualitatively compares their properties,
focusing especially on power consumption and user friendliness. We also
offer an experimental comparison of their energy consumption and dis-
cuss further needed developments.

Keywords: Opportunistic Networks - Bluetooth - BLE - WiFi - Inter-
net of Things - IoT - Interoperability - Energy consumption

1 Introduction

In recent years, our daily use of electronic devices and the Internet changed
dramatically. The massive increase in smartphone usage and the ever increasing
coverage with high-speed Internet services have affected the way we work and
live. The vision of all devices around us connected and cooperating with each
other for the sake of our comfort or a more sustainable lifestyle is getting closer.

Almost all of nowadays communication-based services require a network con-
nection and a central processing point and thus infrastructure. However, there
are several scenarios which have to work without a connection. Either, the
infrastructure is not available due to missing coverage, overload or a disaster or
the user is not willing to use it. As a result, research emerged on infrastructure-
less communication mainly referred to as Opportunistic Networks (OppNets) or
opportunistic services. Much effort has been invested by researchers in under-
standing how data dissemination works in these environments and how to ensure
certain quality of service. These services are also highly interesting for the Inter-
net of Things (IoT), as they offer interoperability among various manufacturers
and systems. All they need is a common format for exchanging data and a com-
mon communication interface. The biggest advantage is that they offer a direct
and geographically localized interface between the ”things” such as sensors or
actuators and the end users. Thus, opportunistic services could become one of
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017

N. Mitton et al. (Eds.): InterloT 2016/SaSelot 2016, LNICST 190, pp. 3-10, 2017.
DOI: 10.1007/978-3-319-52727-7_1



4 J. Dede and A. Forster

the driving factors of the IoT. However, data dissemination and quality of ser-
vice are still under research, which needs active cooperation from real users.
Motivating users is probably the main non-technical challenge in this area.

Developing real world OppNets is not trivial, though. Since there is no stan-
dard or semi-standard communication technology, especially designed for Opp-
Nets, developers have started using existing technologies in non-usual ways or
are extending them. However, our own experience [2] have taught us that most
of the solutions are not optimal and trade-offs are the rule.

This paper compares all broadly available communication technologies for
OppNets. We explicitly focus on two of their properties: user friendliness and
energy consumption. More concretely, we offer:

1. A concise survey of existing technologies and their uses for implementing
opportunistic services for end-user devices (smartphones) in Sect. 2

2. A qualitative comparison of their properties and technical details in Sect. 3

3. An experimental comparison of their energy consumption in Sect. 4

2 Background and Related Works

The most widespread end-user device is nowadays the smartphone. Other IoT
devices, are left out of the scope, since they usually provide researchers with
more flexibility for implementation than end-user devices. Thus, in this study,
we explore the usage of a smartphone for testing and evaluating OppNets.

Mainly two technologies are used for implementing OppNets: WiFi and Blue-
tooth and their variants. They are both available on most smartphone platforms.

WiFi or IEEE 802.11 is being used in three different variants: traditional
WiFi, WiFi direct and WiFi ad hoc. The ad hoc mode is deprecated and not
available on Android and iOS, unless the phones are rooted or jailbroken. In WiFi
direct, one phone acts as an access point (AP), the other as a client. Several
technologies like service discovery are used to ease the usage. The traditional
WiFi consists of APs and clients whereas nowadays smartphones can act as
both. The authors in [10] use WiFi APs to transmit data in an opportunistic
way between the nodes. They use static APs as well as mobile phones acting so.
The authors in [13] suggest an ad hoc networking model designed for Bluetooth
Low Energy (BLE), WiFi and classic Bluetooth. An implementation using WiFi
SSIDs is provided. The opportunistic short message service introduced in [12] is
also based on a WiFi SSIDs for transmitting the data and has been evaluated
with 20 smartphones.

Bluetooth or IEEE 802.15.1 exists in two different variants: traditional
Bluetooth (before 4.0) and Bluetooth Low Energy (BLE, 4.0 and up). BLE has
been designed for low power consumption and is currently available on most
modern smartphones and on some IoT platforms. A device discovery protocol
for Bluetooth 2.1 was introduced in [5]. In there, the authors also measure the
energy consumption of their approach and compare WiFi to Bluetooth on Nokia
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N900 Smartphones. bCards@PerCom—2012" is an Android app for exchanging
business cards during conferences. It uses Bluetooth to detect proximity but the
contact details are exchanged using a central server. A wireless mesh protocol
for IPv6 is introduced in [7] where the authors use the Generic Access Profile
(GAP) (BLE advertisements) which was introduced in Bluetooth 4.0.

Hybrid approaches combine WiFi and Bluetooth for communication. The
authors in [8] use WiFi and Bluetooth to detect proximity and use this data to
determine whether opportunistic communication is feasible. In [11], the authors
compare the energy consumption of their OppNet application with WiFi and
BLE. In some way, this resembles the work presented by us here. However, we
offer an application-agnostic detailed comparison of all available technologies.

Using OppNets to offload data from 3G mobile networks is suggested in
[4]. Valuable work on the energy consumption of the different technologies was
provided, but unfortunately the explored technologies are deprecated.

There are also frameworks for opportunistic communications, such as
Google’s Nearby? and Apple’s Multipeer Connectivity Framework?. However,
Nearby requires Internet connection and internally uses a central server to estab-
lish the connection. Thus, it cannot be used for truly OppNets. Apple’s Multi-
peer framework as introduced in iOS 7 allows to connect two devices without an
Internet connection. To achieve this, it uses a combination of WiFi and BLE.
Unfortunately, it is proprietary and only available on iOS.

To the best of our knowledge, FireChat [9] is the only application which sup-
ports real infrastructureless communication. They use Apple’s Multipeer frame-
work for inter iOS communication and a combination of WiFi and BLE for the
communication between Android phones and Android and iOS phones.

As already mentioned above, the main goal of most of the above publications
is the research on OppNets, not their implementation. However, the concrete
implementation has a great impact on the achieved results (e.g. user motivation
to use the service, number of users targeted, etc.). For example, some of the
implementations impact the normal usage of WiFi networks, which is uncom-
fortable for the users. Others severely impact the power consumption of the
smartphones and leaves the user without power in the middle of a busy day. In
the next section, we will compare these technologies and their variants in terms
of their technical details, properties and usability.

3 Comparison of the Technologies

Table 1 gives an overview of the considered technologies and their variants, as
identified in the previous section. It summarizes their options, effects and their
support in the main operating systems (Android and iOS).

! play.google.com/store/apps/details?id=supsi.dti.percom
2 developers.google.com /nearby/.
3 developer.apple.com.
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WiFi Direct. WiFi direct is mainly used by Android based phones and is
not supported by iOS. It is meant for transmitting data with high data rates
and does not allow the parallel usage of the WiFi interface for other purposes
(e.g. browsing the web). The absolute energy consumption is high (see Sect.4
for details). Due to security reasons, it requires user authentication for each
connection, e.g. by entering a PIN, scanning a QR-code, etc.

WiFi SSID or Tethering. Almost all current smartphones can act as an
access point (AP) (tether) and the broadcasted SSID can be used as informa-
tion carrier. As a phone cannot act as an AP and scan for available APs at the
same time, it has to switch between both modes to send/receive data. Meanwhile
no Internet connection via WiFi is possible. According to [6], the maximum size
of the SSID is 32 bytes which corresponds to the maximum amount of data trans-
mitted and thus limits the data rate. Providing an AP and actively scanning for
nearby APs requires a high amount of energy. As the data is broadcasted using
the SSID, no pairing or user interaction is required.

WiFi Ad Hoc. Similarly to WiFi Direct, WiFi ad hoc supports high packet
sizes and high data rates. The energy consumption is high and no parallel usage is
possible (as for all WiFi based approaches). The ad hoc mode is only supported
by certain rooted Android phones and not available for iOS unless they are
jailbroken. As the phone has to be rooted anyway, the pairing could be adapted
according to the requirements. The rooting is also the major drawback of the
solution: It is not feasible for the majority of the non-technical users.

Classic Bluetooth. The classic Bluetooth starting at version 2.0 with
Enhanced Data Rate (EDR) supports unlimited data sizes and a data rate of
2.1 MBit/s. The energy consumption is low compared to WiFi and pairing is
required for normal operation. However, several implementations of OppNets
managed to overcome the pairing using different approaches. The main trick is
to allow smartphones to communicate to each other, if they are registered on the
same server. This requires an Internet connection and is thus not suitable for real
opportunistic communication. It is possible to use several Bluetooth connections
at the same time and the standard is supported by all smartphones.

Bluetooth Low Energy. BLE is an energy optimized Bluetooth standard
available since version 4.2 [1]. It is designed for energy constrained devices like
smart watches and sensors. The standard offers the Generic Attribute Prole
(GATT) for transmitting small amounts of data and GAP (advertisements) for
broadcasts which was originally developed for location based services (beacons)
on dedicated hardware. Recent iOS and Android phones support transmitting
BLE beacons (Android since 5.0, i0S since iOS 7). Especially the BLE beacons
seem to be ideal for OppNets as no pairing is required and the user can use other
Bluetooth devices in parallel. Additionally, the energy consumption is very low.
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Table 1. Qualitative comparison of technologies for OppNets

WiFi Bluetooth Misc.

Direct Tethering | Ad Hoc® | classic BLE Multi -peer®
Data unlimited | 32 bytes unlimited | unlimited | 31 bytes | unlimited
Size
Data highf 32 bytes high? 2.1 31 bytes | high
Rate per interval MBit/s® | per

interval

Energy” | medium | high high low very low | depends®

to high
Pairing | yes no no yes® no no
Parallel |no no no yes yes depends®
usage
Platform | Android | Android, No* Android, | Android?, |i0S

iOS i0S i0S

#WiFi ad hoc requires rooting/jailbreaking the phone

PConcrete energy measurements are provided in Sect. 4.

°Some workarounds exists in combination with WiFi

4BLE is supported since Android 5.0 on platforms with a Bluetooth 4.2 chipset
°*Multipeer Connectivity is a proprietary standard by Apple, only limited informa-
tion available

fDepends on the WiFi chipset. Usually at least 54 MBit/s

¢Bluetooth 2.0 with Enhanced Data Rate

Unfortunately, the size of one frame is quite low with a maximum of 31 bytes
using raw frames and 20 bytes sticking to the beacon standard.

In the next section, the energy consumption of the variants of WiFi and
Bluetooth are measured and compared.

4 Measurement of Selected Energy Consumption Profiles

In this section, the energy consumption of different technologies is monitored
and compared in an application-agnostic way.

Measurement Setup. For the energy measurements an Android reference plat-
form is used: Google’s Nexus 6P [3]. It supports all required technologies, runs
on Android 6 and has a 3450 mAh battery. We use a brand new phone (fac-
tory defaults). The phone has no SIM card and the cellular connection and
GPS are disabled. The only installed Apps (besides Android’s standard Apps)
are EnergyMonitor® and Locate Beacon®. Locate Beacon is an example App for

* https://github.com/ComNets-Bremen /EnergyMonitor.
5 https:/ /play.google.com /store/apps/details?id=com.radiusnetworks.locate.
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transmitting BLE beacons in Android. EnergyMonitor logs the battery level as
percentage, the time and the charging status to an internal database.

For each experiment, the phone is fully charged, switched to the mode for
the corresponding experiment and left untouched till the battery is completely
drained. The side effects of charging and discharging the battery are neglected.
Using this general setup, the following measurements were performed:

— Flight mode: The phone is switched to flight mode and no App or commu-
nication technology is used. This results in the maximum achievable battery
lifetime and serves as a reference for all other measurements.

BLE beacons: Only Bluetooth is enable. The App Locate Beacon is enabled

and set to transmit beacons with the maximum transmit power and the max-

imum transmit interval of 10 beacons per second. This corresponds to an
opportunistic communication app using BLE beacons.

— WiFi not connected: Only WiFi is enabled and no WiFi AP is in range.
This causes the phone to scan continuously for WiFi networks.

— WiFi connected: This demonstrates how Android behaves if an AP is in
range, as compared to no AP in range. The real energy consumption of an
OppNet application would then lie somewhere between these two profiles.

— Tethering/AP: In this measurement, the phone acts as an AP. It transmits
a WiFi SSID and offers a connection. This corresponds to the worst case
energy consumption for WiFi direct and apps using SSIDs for information
dissemination.

— FireChat: FireChat (version 7.9.9) is a well known Apps running on Android
and i0S for OppNets with a notable number of users. We use it as an example
app to set the other results into the context to a real world implementation.

100

'Y
sl LH’%_ W|F| enabled, paired Access Point in range}
-L

H-‘* Llfetlme 496.8 h/20.7 d)
!
§
‘ FireChat 7.9.9 -,
\ (Lifetime: 28.8 h/1.2 d) EH"'-H_‘_“*- -
3

Tetherlng active, acting as Access Point

Transmitting BLE beacons

sor (Lifetime: 538.0 h/22.4 d)

Battery level [%]

Flight Mode 1
(Lifetime: 626.5 h / 26.1 d)

‘ (Lifetime: 29.8 h /1.2 d)

Zn / / - -".".
2 WiFi enabled, no paired Access Pomt}

(Llfetlme 417.2h/17.4d)

i Y i i
0 lUU 2(](] 300 400 500 600
Time [h]

Fig. 1. Energy consumption of different communication technologies (WiF1i, Bluetooth)
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Measurement Results. Fig. 1 depicts the energy consumption of the different
technologies. It can be seen that switching on the tethering mode on a Smart-
phone (i.e. turning it to an AP) increases the energy consumption significantly
compared to all other applications. Acting as a WiFi client is optimized on
Android and thus results into an acceptable battery lifetime. Here, a difference
can be seen between the results with and without a paired AP in range: If an
AP is in range, the battery lifetime is increased by 19% (496.6 h instead of 417.2
h). If no AP is in range, Android performs more WiFi scans to find a suitable
network. This increases the energy consumption. Transmitting BLE beacons is
highly optimized. Although we set the phone to the most energy consuming BLE
mode, i.e. high transmit power, 10 beacons per second, the battery lifetime is
still high and still 86% of the time achieved in flight mode.

FireChat is the only opportunistic communication app with a notable number
of users. Comparing the energy consumption with the other results shows, that
developers seem to use mainly WiFi to transmit data: The battery lifetime is
even lower then the lifetime achieved by acting as an AP.

The graphs in Fig. 1 are almost perfectly linear besides humps at the battery
level below 11% caused by the internal battery behaviour and circuits.

Discussion. Current implementations and test setups for OppNets focus on
data dissemination and quality of service. The user experience is neglected by
most of them. The comparison from Sect.3 and the measurements from Sect. 4
show that the primary everyday usage is significantly effected by an opportunistic
app. It acts like a secondary phone user and decreases the battery lifetime or
occupies fully some services, like the WiFi connection. To achieve a meaningful
spreading of these applications and to foster research on them, the negative side-
effects have to be reduced to a minimum. From our results, using state-of-the-art
BLE technologies, including the upcoming Bluetooth 5 seems to be suitable and
the number of BLE enabled phones is constantly increasing.

Another solution might be WiFi, but security and energy issues are not to be
easily resolved. We believe that WiFi based OppNets on phones will disappear.

Security is a very major challenge in OppNets. Bluetooth and especially
the new Bluetooth 5 is expected to handle well security. For WiFi, this issue
is not solved very well and either requires the user to authorize every single
transmission or is simply disabled. This is another reason to focus on Bluetooth.

Another candidate for OppNets is IEEE 802.15.4 (ZigBee). It is widely avail-
able for IoT devices, but for almost no end-user device.

5 Conclusion and Future Work

In this paper, we performed a detailed analysis of available communication tech-
nologies for implementing OppNets. We explored their properties and user friend-
liness and experimentally compared their energy consumption. We came to the
conclusion that state-of-the-art Bluetooth technologies are best suited for truly
opportunistic services, which affect only minimally the comfort of the users.
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Next we will explore the upcoming Bluetooth 5 standard. Furthermore, we

will explore interoperability between smartphones and IoT devices in OppNets.
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Abstract. Interoperability and conformance testing are needed to
ensure that systems behave as specified by the standards they implement.
Today, interoperability testing is done through face-to-face “interop
events”. Requiring physical presence of all parties impacts the scala-
bility of the testing, and slows down the development of standards-based
products.

F-Interop is a platform which enables remote interoperability and con-
formance testing of networking standards. This paper gives a technical
overview of the project and its software architecture. The architecture fol-
lows the event bus design pattern: generic messages are routed between
the different software components, some of these running at different
locations.

Keywords: Interoperability testing - Conformance testing - Remote
testing + Online - Platform

1 Introduction

F-Interop is a platform which provides remote interoperability and conformance
testing of network standards. F-Interop allows to reduce the time to mar-
ket of devices by providing a platform to test interoperability remotely and
autonomously to find problems sooner. It also helps communities working on
standards finding at an early stage potential interoperability problems in draft
standards.

This paper gives a technical overview of the F-Interop platform represented,
and serves as a technical companion paper to [5]. Its software architecture which
will be described in detail throughout this paper.

The remainder of this paper is organized as follows. Section 2 presents current
best practice and the associated limitations. Section 3 introduces the F-Interop
platform with a focus on the technical architecture. Section 4 presents how a test
is executed in the platform. Section 5 discusses how this architecture is suitable
for many types of test cases.
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2 Interoperability and Current Best Practice

Conformance testing determines whether a system complies to the requirements.
Conformance testing is key for having interoperable implementations, but it is
not enough on its own. For this reason, conformance testing is always comple-
mented with interoperability testing. Interoperability testing focuses on end-to-
end functionality between two systems/implementations implementing the same
standard(s).

Both conformance and interoperability testing are based on use cases which
are abstract illustrations of the typical behavior of a system. The behavior is
defined in standards, a document (usually a standard or technical specification)
from a recognized Standards Developing Organization (SDO). A Test Descrip-
tion (TD) is derived from the standard. It is a set of test cases which covers the
different behavior a standard defines. The goal of conformance and interoper-
ability tests is to run test cases, and for each generate a pass/fail verdict.

Today, interoperability events are face-to-face meetings in which vendors
bring their Implementation Under Test (IUT). The TD of the event is pre-
pared before the events and distributed to the participants. The TD contains a
list of Test Cases (TC), each of them describing a particular configuration and
a sequence of actions the participants need to follow. ETSI' has for example
organized interoperability events for various low-power wireless protocols such
as CoAP [1,4], 6Lo(WPAN) [2]. and 6TiSCH [3].

Figure 1 gives an simple example test case for the CoAP protocol, as speci-
fied in [1]. For this test case, one CoAP client IUT issues a CoAP GET request
(the “stimuli”) to a CoAP server IUT. The CoAP Server is pre-configured to

Interoperability Test Description
Identifier: TD_COAP_CORE_01
Objective: Perform GET transaction (CON mode)
Configuration: CoAP_CFG_01
References: [1]14.4.1,4.4.3,5.8.1
Pre-test e Server offers the resource /test that handle GET with an arbitrary payload
conditions:
Test Sequence: Step Type Description
1 stimulus  |Client is requested to send a GET request with:
* Type = 0(CON)
e Code = 1(GET)
2 check Sent request contains Type value indicating 0 and Code value
(CON) indicating 1
3 check Server sends response containing:
(CON) e Code = 69(2.05 Content)
e The same Message ID as that of the previous request
e Content type option
4 verify Client displays the received information
(IOP)

Fig. 1. Example CoAP test case, as specified in [1].

! The European Telecommunications Standards Institute, http://www.etsi.org/.
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offer resource /test. A sniffer mechanisms is required to capture the different
messages exchanged. Once the CoAP transaction is over, participants then man-
ually check the format/contents of these messages, and verify that they comply
with the standards (steps 2 and 3 in Fig. 1). The test case generates a “pass”
verdict if all the “check” steps pass and the users verify that their IUTs behaved
correctly.

Hundreds of face-to-face interoperability events have taken place, resulting
in numerous standards compliant and interoperable products to hit the market.
The drawback of this approach, however, is that they are infrequent and require
engineering teams to travel. Because they typically happen only every couple
of months, even a small mistake in an implementation requires that team to
delay product release by several. Similarly, such frequent travels might cost too
much for small companies wanted to release standards-compliant products. The
net result is standards-based products take longer to hit the market, and that
consumers are often bound to proprietary products which are often faster and
cheaper to create.

The goal of F-Interop is to make conformance and interoperability testing
faster and cheaper. It does so by allowing tests to be conducted remotely and
online. A server of the Internet plays the role of a “virtual room” in which vendors
meet to test their IUTs. The IUT itself does not leave the vendor’s premises;
instead, an agent running on a computer at the vendor’s connects to the server.
The agent then remotely drives the IUT and goes through the different test
cases. This means that a vendor can launch a conformance testing session at
any time, possibly as part of its continuous integration process. Interoperability
testing means that different vendors connect to the system at the same time.

3 The F-Interop Platform

Figure 2 shows the software architecture of F-Interop. The architecture is respon-
sible for managing the testing infrastructure necessary, including provisioning the
underlying network, capturing trace, starting/stopping the different tests, and
reporting the verdicts. Through standard security mechanisms, the architecture
ensures the authentication of the different users, and the confidentiality of test
results. The following sub-sections describe the different blocks in Fig. 2.

3.1 The “Event Bus” Software Design Pattern

The F-Interop architecture is composed of different components exchanging mes-
sages through an “Event Bus”. All communication is done through this mechanism,
including control messages, raw data packets and logs. We use the RabbitMQ?
as the underlying message-passing mechanism. It acts as a secure message broker
between all the components through encrypted channels.

Each message contains a routing key and a topic which indicates how to route
this message to the relevant input queues of the components. Messages are of

2 https://www.rabbitmq.com/.
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F-Interop server

Web interface

I Testing tools:

Orchestrator <—><_> — Test Execution Script

— Test Analysis Tool
— Packet Generator

AMQPS \ AMQPS

| IUT |<———>| Agent | | Agent |<——->| IUT |

userA userB

Fig. 2. The F-Interop architecture.

two types: control plane and data plane. Control plane messages relate to the
management of an ongoing test session: e.g. start a sniffer, signal the start/end of
a test case, etc. Data plane messages contains the raw data exchanged between
the IUTs.

Vendors conducts interoperability tests in virtual independent “rooms”. We
use the virtual host mechanism of RabbitMQ to ensure isolation between con-
current rooms.

This architecture is modular and scalable by design. Components can be
added/deleted from the event bus without requiring further coordination. Differ-
ent components can be run on different (virtual) machines to ensure scalability.
Different components can be written in different programming languages.

3.2 Agent: Connecting Users to the Platform

The “agent” is a program a user downloads from the F-Interop website, and
which allows him/her to connect an IUT to the F-Interop server. Communication
between the agent and the server is authenticated and secure. Through the
agent, the F-Interop server can (remotely) interact with the IUT, for example
by changing configuration or injecting packets. Similarly, the agent reports events
to the server, such as sniffed packets.

3.3 The Orchestrator

The orchestrator plays a purely administrative role: it monitors the users that
are connected, activates the rooms currently in use and starts/stops the test
sessions. It is also in charge of provisioning the message broker and updating
firewall rules when test sessions are activated. It does so by spawning/killing the
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processes of the different components connected to the event bus. It uses the
supervisor process control system?.

3.4 Test Session

A test session can be started once the different users are connected and the
necessary components are provisioned by the orchestrator. The role of the test
session is to generate verdicts that corresponds to test cases. A test session cor-
responds to one test description. While the F-Interop platform does not impose
a particular organization of a test session (i.e. it operates as a black box which
generates test verdicts), it is typically composed of a test execution script, a test
analysis tool and (optionally) a packet generator.

Test FEzecution Script. The test execution script (TExS) is the code that
describes the configurations and the steps of each test case. It is a translation of
a test case of the test descriptions (TD) into machine understandable language.
Just like the TDs, the TExS describes the set of steps that need to be executed.
Typically, there are 3 types of steps:

— STIMULL an action for stimulating the IUT (e.g. sending a CoAP message).

— CHECK: the action of validating the communication (e.g. check that the field
X is equal to value Y).

— VERIFY: the action of verifying that an IUT behaves correctly (e.g. verify
that resource A updated its value to B).

Test Analysis Tool. The Test Analysis Tool (TAT) is the component that per-
forms the verification of traces during a test session. F-Interop provides TATs
for different protocols, which run after the message exchange is finished. The
TAT issues three types of verdicts: PASS when test purpose of the test case
is verified, FAIL when there is at least one fault, INCONCLUSIVE when the
behavior of the IUTs does not apply to the one described in the test purpose.
The architecture support TATs which perform step-by-step analysis.

TATs are created both by the F-Interop core team and by external contribu-
tors. The F-Interop API specification defines the format of the messages a TAT
will receive from the Event Bus, and the format of the messages it can produce.

Packet Generator. In some conformance tests, a packet generator component
can be used to generate packets for the IUT. This component can for example
implement the behavior of a CoAP server when the IUT implements a CoAP
client. Because it has full control over its packet generator, the F-Interop server
can purposely generate wrongly formatted messages to verify the correct behav-
ior of the TUT.

3 http://supervisord.org/.
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3.5 Web Interface

The F-Interop web interface allows the user to select a test description from a
list of available tests, start the execution of the test description and follow the
execution of the different test cases. In some cases, the web interface can request
the user to take some action (e.g. switch off a node). The web interface also
allows the user to retrieve the test report. The web interface communicates with
the rest of the system by sending/receiving message over the Event Bus.

4 Example Remote Interoperability Tests

This section shows how the F-Interop architecture is used to execute the CoAP
interoperability test from Fig.2 between userA and userB. userA has imple-
mented a CoAP server, userB a CoAP client. They want to verify that userB’s
CoAP client can issue a CoAP GET request to userA’s CoAP server.

userA and userB agree on a date perform the interoperability testing, and
create an account on the F-Interop server. At that date, they download the
agent from the F-Interop web site, and connect it to the server using their user
credentials. Once connected, the users only interact with the F-Interop web
interface.

P 2 -y
Test cases Console Analyse TC - TD_COAP_CORE_07
TD_COAP_CORE_01 T Frame n'4

Perform GET transaction (CON mode)

8 0

TD_COAP_CORE_02
Perform DELETE transaction (CON mode)

TD_COAP_CORE_03
Perform PUT transaction (CON mode)

8 0

TD_COAP_CORE_04

Perform POST transaction (CON mode)

TD_COAP_CORE_05
Perform GET transaction (NON mode)

TD_COAP_CORE_06
Perform DELETE transaction (NON mode)

0

TD_COAP_CORE_07

Perform PUT transaction (NON mode)

TD_COAP_CORE_08
Perform POST transaction (NON mode)

TD_COAP_CORE_09
Perform GET transaction with separate response
(CON mode, no piggyback)

e

TD_COAP_CORE_10
Perform GET transaction containing non-empty
Token (CON mode)
TD_COAP_CORE_11
Perform GET transaction containing non-empty
Token with a separate response (CON mode)
TD_COAP_CORE_12

Perform GET transaction using empty Token
(CON mode)

TD_COAP_CORE_13
Perform GET transaction containing several URI
Path options (CON mode)

TN COAP CORF 14

TD_COAP_CORE 07

Gave the verdict fail

Review frames:

45

More informations

127.0.0.1] CoAP [NON 13185) PUT ftest>
pass ] match: CoAP(type=1, code=3) [ fail |
mismatch

COAP(0pt=Opt(CoAPOptionContentFormat(),

Pi=Not(b")) CoAP.opt: CoOAPOptMismatch
got: expected: CoAPOptionContentFormat()
127.0.0.1] CoAP [NON 59898] 2.04
Changed > [ pass ] match: CoAP(type=1,
code=Any(65,68), tok=bblxda)

Test case TD_COAP_CORE_07
started, press the Finish button when
completed

TD_COAP_CORE 06
Gave the verdict pass
Review frames:

2

More informations

TD_COAP_CORE 05
Gave the verdict inconc
Review frames:

12

More informations

TD_COAP_CORE 04
Gave the verdict pass
Review frames:

2

More informations

CoAP

Version: 1
Type: 1
TokenLength: 2
Code: 3
MessagelD: 0x3381
Token: bblxda
Opions:
CoAPOptionUriPath:
Dekta: 11
Length: 4
Value: test
Payload: b'9g

uoP
1Pv4

NullLoopback

Frame list

1.[127.0.0.1 > 127.0.0.1 ] UDP 50845 -> 50845

127.00.1] UDP

127.0.0.1] Internet Control Message

4.[127.0.0.1 -> 127.0.0.1] CoAP [NON 13185] PUT
hest

5.(127.0.0.1 > 127.0.0.1 ] CoAP [NON 59896 2.04
Changed

Fig. 3. Web interface after 7 tests have been run.
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On the web interface, they create a common room and select the CoAP
test description. Because the CoAP implementations of userA and userB are
computer programs, the agent of each user creates a virtual tun interface. The
tun interfaces acts as a secure tunnel between userA and userB’s agents, which
passes through the F-Interop server.

The users then follow the instructions on the web interface: userB issues a
CoAP GET request to userA’s CoAP server. During this exchange, the F-Interop
server captures the packets exchanged. The users then indicate the test is over
and verify that the exchange behaved correctly; the F-Interop server analyses
the packets exchanged and issues a verdict. Figure 3 shows the web interface.

5 Discussion

F-Interop is an ongoing project. Its architecture is not written in stone and the
F-Interop team is always looking to enhance it to be able to handle addition test
configurations. This section contains addition features being worked on.

Testbed integration. Several low-power wireless mesh testbeds exist which
contain a large number of nodes. The goal of F-Interop is to allow tests to be
run on those testbeds, for example by running the user’s firmware and a reference
firmware side-by-side on different nodes in the testbed. In that context, F-Interop
tests could be launched periodically as part of continuous integration.

Accurate end-to-end latency measurement. There is a delay between the
user premises and the F-Interop system; in some cases, this delay could code
event re-ordering and false verdicts. The F-Interop team is contemplating build-
ing a board which the users would use in their premises, and which would syn-
chronize to GPS and timestamp events with a 10-100 ns accuracy.

Energy measurement capabilities at the user. Energy consumption is an
important part of any low-power wireless product; some test cases could target
energy consumption. A board which would measure the energy consumption of
the IUT would enable a large number of addition test cases.
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Abstract. In scenarios involving point-to-multipoint network traffic,
transmitting to each destination individually with unicast may lead to
poor utilisation of network bandwidth, excessive energy consumption
caused by the high number of packets and suffers from low scalability as
the number of destinations increases. An alternative approach, would be
to use network-layer multicast, where packets are transmitted to multiple
destinations simultaneously. In doing so, applications adopting a one-to-
many communication paradigm may improve their energy efficiency and
bandwidth utilisation. In this paper, we present Bi-directional Multicast
Forwarding Algorithm (BMFA), a novel RPL-based multicast forwarding
mechanism. BMFA improves its pre-predecessor SMRF in that it allows
multicast traffic to travel both upwards as well as downwards in an RPL
tree. At the same time, it retains SMRF’s low latency and very low
energy consumption characteristics. Our performance evaluation results,
conducted using the Contiki operating system, show that BMFA outper-
forms its rival Trickle Multicast/Multicast Protocol for Low power and
Lossy Networks (TM/MPL), in terms of reducing both delay and energy
consumption.

Keywords: Internet of things - 6LoWPAN - Wireless sensor networks *
IPv6 Multicast - Trickle

1 Introduction

In environmental monitoring scenarios, it is expected that networks will be
formed by a potentially very high number of sensor nodes and therefore scala-
bility is an essential requirement. In cases when sensor devices are powered by
batteries, it is impractical or outright untenable to replace batteries very fre-
quently due to high management cost and possibly hard-to-reach installation
locations. Thus, long battery life is important. Low energy consumption may
also be considered important in deployments with mains-powered devices, in
order to reduce financial cost, but also in order to comply with national and
international regulations where applicable.
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In scenarios involving point-to-multipoint network traffic, transmitting to
each destination individually using unicast at the network layer may lead to
poor utilisation of network bandwidth, excessive energy consumption caused
by the high number of packets and suffers from low scalability as the number of
destinations increases. An alternative approach is to use network-layer multicast,
where packets are transmitted to a set of destinations simultaneously. This can
lead to energy-efficiency improvements for applications that require one-to-many
communications. Examples of such applications include service discovery and
network management.

In this paper, we present the design and implementation of a new multicast
forwarding algorithm for 6LoWPANSs, namely, Bi-Directional Multicast Forward-
ing Algorithm (BMFA). We demonstrate that BMFA can achieve very low energy
consumption and therefore meet the requirements of aforementioned use-cases,
ultimately increasing the lifetime of a smart object deployment.

2 Background and Related Work

A number of works in the area of multicast for Internet of Things (ToT) and Wire-
less Sensor Networks (WSNs) have been proposed. A large number of multicast
forwarding solutions encountered in current literature are based on geographic
routing, such as those discussed in [1,2]. However, most of those approaches have
certain characteristics and make assumptions which render them unsuitable for
IPv6-based deployments. For instance, many of them assume that, for every
multicast message, the sender is aware of the addresses or unique identifiers of
all intended destinations. Additionally, some efforts suffer from poor scalability
while others rely on unrealistically large network packets. Finally, they are only
applicable where the source as well as all destinations are within the boundaries
of the same WSN deployment.

Multicast Protocol for Low-Power and Lossy Networks (MPL) is the standard
for multicast forwarding and group management in Low-Power and Lossy Net-
works (LLNs) [3]. MPL is independent of the protocol used for unicast routing.
It will thus operate in Routing Protocol for LLNs (RPL)-based [4] 6LoWPANS,
as well as in deployments where RPL is not in use. In a nutshell, MPL routers
maintain a cache of multicast datagrams they have seen. Neighbours exchange
information about the content of their caches by using ICMPv6 messages. If
one node detects that one of its neighbours has not received a multicast data-
gram that the former has in its cache, it will schedule subsequent forwarding
of the datagram(s) in question. The exchange of ICMPv6 messages is governed
by trickle [5], thus reducing network control traffic when multicast traffic is not
present, but reacting quickly to the arrival of new multicast datagrams.

SMREF [6,7] is a multicast forwarding algorithm based on the topology infor-
mation provided by RPL. Nodes participating in an RPL network exchange
topology information in order to build a Destination Oriented Directed Acyclic
Graph (DODAG) and construct their routing tables. When RPL’s “Storing with
multicast support” Mode of Operation (MOP) is used, a node can join a multi-
cast group by advertising its address in an outgoing Destination Advertisement
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Fig. 1. The BMFA algorithm.

Object (DAQO) message. Upon reception of such a message from one of its chil-
dren, the parent node registers the multicast address in its routing table; then
the same address is advertised by the parent in its own DAO messages. When a
multicast packet destined to that address arrives, it will be forwarded downwards

the tree until it reaches the recipient nodes.
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3 BMFA Operation

SMRF is very lightweight but this comes at the cost of a severe limitation: it is
only capable of forwarding traffic “downwards” in the RPL DODAG tree [6,7].
In this paper, we present a multicast forwarding algorithm called BFMA, an
extended version of SMRF scheme. BFMA'’s primary design goal is to alleviate
this limitation (i.e., allow both upwards and downwards traffic) while at the
same time maintaining SMRF’s lightweight and energy-efficient nature. In order
to support bi-directional traffic and avoid routing loops, BMFA uses the 20 flow-
label bits of the IPv6 header. BMFA also uses information provided by RPL’s
group membership scheme. Its operation is the following (Fig. 1):

— A node will accept an incoming multicast datagram if and only if the digest
value in the Flow Label inside the IPv6 header does not contain the digest
value of its own Link Local address and if the datagram’s link layer source
address is the link layer address of either the node’s preferred RPL parent or
the link layer address of one of its children.

— If the message gets accepted and if the node is member of the multicast group,
then the message will get delivered up to the network stack locally.

— If the message gets accepted the packet’s Flow Label field is updated to the
digest value of the packet sender’s link layer source address.

— If the message gets accepted and if there is an entry for the datagram’s mul-
ticast destination address in the routing table, meaning that a node under us
in the RPL structure is a group member, the packet will get forwarded.

4 Performance Evaluation

We have implemented BMFA for the Contiki open-source operating system for
the Internet of Things. Contiki also features an implementation of an earlier
version of the MPL algorithm, called Trickle Multicast (TM). For this evalua-
tion we therefore compare BMFA with Contiki’s implementation of TM, using
the Cooja simulator [8]. Our setup consists of 21 simulated nodes, each one of
them operating as a multicast traffic source, a group member, or a simple traffic
forwarder. Depending on the experiment, all nodes would support either BMFA
or TM. Our experiments aim to investigate performance changes of those two
algorithms based on different configurations and under different network traffic
patterns. Table 1 summarising important simulation parameters.

4.1 Network Delay

We investigate network delay as a factor of traffic bit rate and network density
(defined in [7]). As can be observed from Fig. 2, TM does not perform as it was
expected based on the configured parameters. For instance, TM configured with
Imin = 750 ms leads to the lowest end-to-end delay across the board (for different
traffic bit rates per network density). Moreover, end-to-end delay is expected to
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Table 1. Simulation setup.

Topology parameters

Value

Topology

360 x 200m

Number of nodes

21 fixed sensors (20 sources)

Node spacing

z=6m/y=8m

Simulation parameters

Value

Duration

68 min

Data collection scheme

CBR &VBR

T™

lmin in [125, 500, 700] ms

BMFA

Spread in [2, 4]

Routing model

RPL [4]

Number of hops

Multihop (5 hops maximum)

MAC model CSMA

Duty cycling ContikiMAC (CCI 125 ms)
PHY IEEE 802.15.4

Hardware parameters | Value

Antenna model Omnidirectional

Radio propagation 2.4 GHz

Transmission range

TX: 50 m, Interference: 60 m (UDGM)

OBMFA - Spread=2
OTM - Imin=500ms

BBMFA - Spread=4
BTM - Imin=700ms

OTM - Imin=125ms

250ms P

500ms
750ms
VBR

0.14

Network Density / Multicast Traffic TX Period

Fig. 2. BMFA vs TM end-to-end delay performance.
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be lower as Imin decreases, while our simulation results present the opposite.
Lastly, high delays were anticipated under TM since it uses link layer broadcasts,
which are fundamentally inefficient under ContikiMAC, as demonstrated in [7].
On the other hand, when using BMFA in low-density topologies (i.e., up to
0.35), the end-to-end delay declines slightly as the inter-packet delay increases,
while when the bit rate decreases (Variable Bit Rate with 1-2s inter-packet
delay) overall delay reaches its maximum. This is caused by packets spending
more time in a node’s cache when the bit rate increases; packets do not get
transmitted until all packets preceding them are forwarded first. Furthermore,
an inter-packet delay of more than 1s leads to the opposite results, since all
cached packets get forwarded before the next one arrives. On the other hand,
for high densities (i.e., 0.71) the delay continues its descending trend as the
inter-packet delay increases. Based on the fact that for high network densities
a node is expected to be selected as preferred parent from a greater number of
nodes (RPL’s DODAG becomes shallow and wide), more packets are expected
to wait into its cache until they get forwarded; in this case packets transmitted
with VBR arrive neither too soon nor too late to the recipient nodes, resulting
to even better results. To summarize the performance of the two algorithms,
BMFA outperforms TM by at least five times under most configurations.

4.2 Energy Consumption

Through the facilities provided by Contiki’s energy consumption estimation
module, (Energest [9]), we measured the time each node spent in different
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Fig. 3. BMFA vs TM average node energy consumptions.
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power consumption states (MCU active; RF listening/receiving, RF transmit-
ting). Since we are simulating Texas Instruments MSP430F5438 experimenter
board nodes, we converted these time values to estimated energy consumption
based on typical datasheet power consumption levels at an operating voltage of
3.0V.

For TM it can be observed (Fig.3) that under higher network densities,
less energy is consumed due to the fact that agreement between all nodes can
be achieved with fewer ICMPv6 control message exchanges. This can be also
observed by the fact that as density increases, less energy is required for trans-
mitting than for listening. For BMFA, irrespective of network density, as the
inter-packet delay between the transmitted packets increases, overall energy con-
sumption decreases since fewer packets are forwarded. In the case of a very dense
network (0.71) and for high bit rates, we can see that energy consumption with
BMFA approaches the one observed with TM. This happens because nodes are
consuming too much energy by keeping the radio on as a result of picking up
transmissions from their large number of neighbours, despite the fact that they
only forward packets received only from their children or preferred parent. By
comparing the two algorithms we can see that BMFA is more energy efficient
than TM since it forwards each packet only once and there is no additional
ICMPv6 control message exchange. Moreover, we must highlight that the energy
consumption attributed to CPU activity indicates TM’s higher algorithmic com-
plexity.

5 Conclusion

In this paper, we have presented BMFA, a multicast forwarding mechanism
that minimises network-wide energy consumption. We have implemented BMFA
for the Contiki OS and have undertaken a thorough performance evaluation
using the Cooja simulator. Our results show a typical trade-off between network
performance, energy consumption and reliability. More specifically, our results
show that BMFA outperforms TM, in terms of reducing the end-to-end delay,
design complexity, code size and energy consumption, while on the other hand,
TM severely outperforms BMFA in terms of reliability. Finally, note that as
documented in [6,7], the performance of multicast forwarding for all engines
discussed in this paper is heavily dependent on the underlying MAC layer. For
a more detailed description of possible optimizations see [6,7].
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Abstract. In this paper we argue that synchronization abstractions could be
used as the glue that tie together the interactions between ‘things’ in an IoT
environment. We also support that this is analog to what is used in distributed
multimedia applications. Using this argument, we propose in this paper that IoT
solutions, protocols and applications should benefit from standardized multi-
media tools like specification languages and corresponding middleware support
platforms as a means for harmonization and interoperability. Additionally, we
extend our recent contributions in favor of a separation of concerns in multi-
media systems, in which synchronization support can operate independently of
other features. More specifically, the main contribution of this paper is the
discussions about how media synchronization challenges can enroll the Internet
of Things research area, where distributed sensors and actuators are specified as
media objects and can be related to usual hypermedia objects, all synchronized
in time and space, in what we call the “Synchronism of Things”.

Keywords: Internet of Things - Synchronism of things - Interoperability -
Ginga + NCL

1 Introduction

IoT has emerged as a promise for a completely new ecosystem made for the inter-
connection of “things” that will open the doors for emerging and compelling appli-
cations like smart cities, smart grids, health and fitness wearable devices and
agro-business sensor powered equipment that could revolutionize productivity. IoT can
be thought as representing a new wave on Internet evolution technologies, that brings
not only Machine-to-Machine (M2M) communications to the world of interconnected
people and business processes, but also inspires new thoughts over the meaning of
what is interconnection itself.

To reach the full potential of the IoT, however, it is not sufficient for things to just
be connected to the Internet; they also need to be found, accessed, managed and
potentially connected to other things. To enable this interaction, a degree of
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interoperability is necessary that goes beyond simple protocol interoperability as pro-
vided by the Internet [1].

Standard organizations and community forums have been working towards refer-
ence models, architectures and specific standards for different parts or levels within
those models in order to bring some structure to the chaos, trying to lessen the gap
between the different vertical domains and help industry not to jump into proprietary
solutions. From the network point of view, protocol interoperability is the main focus,
and organizations like IEEE and ITU-T have been working very hard trying to over-
come the challenges of bringing together efficient protocols like the various low power
networking protocols (ZigBee, ZWave, and Bluetooth), traditional networking proto-
cols (Ethernet, WiFi) and new technologies (5G) [2]. The IETF community has also
been involved in foundational IoT technologies such as IPv6 and the Constrained
Application Protocol (CoAP) focusing on getting constrained devices and sensor net-
works connected to the Internet [3].

But, as Blackstock and Lea state [3], before addressing interoperability, there must be
some agreement on what interoperability means, and about the degree of interoperability
required, as well as on its implications for IoT system and application developers.

Actually, we could think that application level interoperability is also desirable. In
fact, the Internet of Things Architecture project (IoT-A) is proposing an architectural
reference model for IoT interoperability, along with key components that deals with
application level issues like search, discovery, and interaction between things [3]. But
there is also a multiplicity of competing application level protocols such as CoAP
(Constrained Application Protocol), MQTT (Message Queue Telemetry Transport) and
XMPP (Extensible Messaging and Presence Protocol) that have been proposed by
various organizations to become the de facto standard to provide communication
interoperability, each of which with unique characteristics that happens to be adequate
for different types of IoT applications. However, as pointed out by Desai et al. [2], a
scalable IoT architecture should be independent of messaging protocol standards, while
also providing integration and translation between various popular messaging protocols.
Moreover, while exchanging information by messages in an efficient way is an important
requirement at this level of abstraction, the synchronization that should be obtained when
things are engaged in these communication processes seems to be left aside.

In this paper we argue that synchronization abstractions should be treated as the
glue that tie together all the interactions between things. We also support that this is not
much different than what is used in distributed multimedia applications. Using this
argument, we propose that IoT applications should benefit from standardized multi-
media tools like specification languages and corresponding middleware support plat-
forms as a means for acquiring interoperability.

The key issue in a multimedia system is the support for temporal and spatial
synchronization among media assets, in its broad sense. In this work, we extend our
recent contributions in favor of a separation of concerns in multimedia systems, in
which synchronization support can operate independently of other features. More
specifically, the main contribution of this paper is the discussions about how media
synchronization challenges can enroll the Internet of Things research area, where
distributed sensors and actuators are specified as media objects and can be related to
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usual hypermedia objects, all synchronized in time and space, in what we call the
“Synchronism of Things” (SoT).

2 Separation of Concerns: Isolating the Synchronization
Support

The evolution of multimedia applications has continuously created new challenges for
systems that support media synchronization. Besides the development of new com-
munication technologies and the advances in computational resources, high-quality
media objects and new compression techniques led to novel requirements for media
synchronization. Multi-sensorial media (mulsemedia) presentations has also introduced
different requirements [4], where media objects that state traditional visual content
types (i.e. text, images, and video) can be related with media objects that target other
human senses (e.g. olfactics, haptics etc.).

As introduced in Sect. 1, in the SoT perspective, the new requirements go beyond
the use of multi-sensorial media to enhance user Quality of Experience, as usual in
mulsemedia. Indeed, the idea is to introduce how media synchronization challenges
enrolls the Internet of Things research area, where different distributed sensors and
actuators are specified as media objects and related to usual objects, all synchronized in
time and space.

The separation of concerns in this paper extrapolates our recent contributions [5-7],
arguing in favor of architectures of multimedia systems being divided in two modules
at least: one to support the synchronization of media assets, controlling the logic of the
execution; other in charge of transporting and handling the backend mechanisms of
media assets. In this paper, the former is called Execution Manager and the latter
Multithing Backend.

In the separation of concerns, the Execution Manager can operate independently of
the underlying backend features, making it possible for developers or end-users to add
and update features (for instance, having new logics for sensors or actuators added as
plug-ins) dynamically without needing to make changes to the host Manager (host).
Open application programming interface allows third parties to create plug-ins that
interact with the host application. A stable plug-in API allows both third-party plug-ins
to continue functioning as the original version changes and to increase the lifetime of
obsolete applications.

These concepts are essential for coexistence and interoperability of different IoT
solutions and protocols, and were applied in our previous work. More specifically, in
the specification language named NCL and in its middleware Ginga [7]. Indeed, NCL
has a strict separation between application content and application structure. NCL does
not define any media itself. Instead, it defines the glue that relates media objects in time
and space. NCL documents (NCL application specifications) only refer to media
content. Any media object has a set of properties and some content. Content can be the
logic of sensor/actuator, samples of video, audio, images and text, or any code chunk in
some specification language. Properties are usually related to the content, like the
positioning of a mechanical arm, the format of data being sensed, and others.



Synchronization Abstractions and Separation of Concerns as Key Aspects 29

Backend
Controller

KE)QSCUTIONMANAGER\ 3’ ””” Communication 3 A/IULTITHING BACKEND
Command
Command | i| Command
7| Invoker |! i| Receiver
Execution : Reply :

Controller

Register
- Event : > Event
Listener | il Notifier

Event Notification

Fig. 1. Separation of concerns in multimedia synchronism support.

Figure 1 illustrates the proposed separation of concerns. The Execution Manager is
responsible for reading the document specification and for building an execution plan,
using a sub-module named Execution Controller. The Multithing Backend transport,
decodes, processes, and handles media content, using a sub-module called Backend
Controller.

Nevertheless, this separation of concerns goes beyond modularization. Those two
main modules are deeply separated from each other, by means of process isolation. For
this reason, they also include sub-modules that provide inter-process communication.
The Execution Manager defines the Command Invoker and the Event Listener. The
Multithing Backend defines the Command Receiver and the Event Notifier.

The modules communicate either (i) to handle the execution of commands or (ii) to
handle the occurrence of events (e.g. temporal events, user-generated events). The
design of the first type of communication resembles the Distributed Command design
pattern, while the second type resembles the Distributed Observer design pattern [5, 8].

The Command Invoker submodule is responsible for sending commands to the
Multithing Backend. These commands can either request the execution of an action or
query the value of a variable (that is, a media object or system property).

The Multithing Backend receives commands through the Command Receiver. This
submodule parses the requests to check whether they are valid and forwards them to the
Backend Controller. The Command Receiver may send a reply message, notifying
whether the Multithing Backend was able to meet the request or not.

The Event Listener is responsible for receiving event notifications. First, it registers
itself as a listener (observer) to be notified of events during the presentation. Upon
receiving an event notification, this submodule converts the notification into the data
structure expected by the Presentation Controller and delivers the event.

Finally, the Event Notifier is in charge of notifying the registered observers about
events. The event types notified depend on the implementation. To reduce the message
traffic, this module can implement a filtering approach, in which the observers inform
upon registration the types of events they can handle. The Event Notifier would then
send notifications only when there is a match between the event type and the filters of
an observer.
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3 The Synchronism of Things with an NCL Application

In NCL every <media> element can have <area> and <property> child elements. An
<area> element defines a subset of information units of some media-object content.
Thus, an <area> element can define an interval of time, a subset of data in a sensor or a
text string. Since media objects can also contain code chunks, an <area> element can
also delineate a code chunk; for example, a function of the application, coded in the
media object content.

The <property> element defines the name attribute, which indicates the name of a
property or of a property group of its parent media object, and the value attribute, an
optional attribute that defines an initial value for the name property. Property can define
where and how content resulting from the media object processing is executed or
presented. In media objects with imperative code content, the <property> element can
also refer to a specific code chunk through its name attribute, in which case the value
attribute has input parameters to be passed to the code chunk.

Figure 2 depicts a very simple NCL application illustrating how media objects
encapsulate concepts of new media types and how the NCL execution engine is in
charge of orchestrate the execution of documents with these different media assets that
can be of different IoT standards and protocols. NCL defines the <ncl> root element
and its child <head> and <body> elements, following the terminology adopted by W3C
standards to structure documents. The <body> element includes <port>, <media>, and
<link> child elements. The <port> elements externalize interfaces of child
media-objects of a composition (the <body> element in this case). When an NCL
application is started without specifying a <port>, the execution of every media object
associated to every <port> element is started. There are three <media> elements in the
example. All of them use remote node.js' entry points to communicate with remote
content, which must be processed by a plug-in whose location is www.ginga.ncl.org.br/
plugins. The plug-in use the IoT communication infrastructure of IBM (e.g. IoT
Foundation, Watson IoT Platform, and REST & Real-time APIs)2 to exchange data
between sensors and actuators. Finally, three <link> elements establish spatial and
temporal relationships among the media objects.

The Execution Manager of Ginga starts the application with the presentation of the
NCL object “oil”’: a player that uses a sensor designed to extract oil parameters during
a distillation process. If the sensor detects the end of the process, the player notifies the
end of the “o0il” component execution to its parent controller (the Execution Manager
of Ginga). At this moment, the condition of <link id = “12”> is satisfied, starting the
“highlight” object. The player of this object is a cognitive computing system designed
to extract and register the highlights of the distillation process.

During the “oil” object presentation, if the sensor detects changes in the ‘“vis-
cosity” parameter, the node.js player (plug-in) notifies the parent Execution Manager
the start-attribution-event occurrence. As a consequence, the condition of the <link
id = “I1”> is satisfied, setting the ““visbreaker” property of the “distillation” media

! https://nodejs.org/.
2 https://internetofthings.ibmcloud.com.
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<nclid="SoT" xmlns="http://www.ncl.org.br/NCL3.0/EDTVProfile">

<head>
</head>
<body>
<portid="entryPoint" component="oil"/>

<mediaid="oil"src="nodejs/oilsensor" descriptor="oDesc"
player="www.ginga.ncl.org.br/plugins">
<propertyvalue="viscosity"/>
</media>

<mediaid="highlights"src="nodejs/highlights" descriptor="hDesc"
player="www.ginga.ncl.org.br/plugins"/>

<mediaid="distillation"src="nodejs/oilactuator" descriptor="dDesc"
player="www.ginga.ncl.org.br/plugins">
<propertyname="visbreaker"/>
</media>

<linkid="11"xconnector="onEndAttributionSet">
<bindrole="onEndAttribution" component="o0il" interface="viscosity"/>
<bindrole="set" component="distillation" interface="visbreaker"/>
<bindParamname="var" value="S$getValue"/>
</bind>
<bindrole="getValue" component="0il" interface="viscosity"/>
</link>

<linkid="12"xconnector="onEndStart">
<bindrole="onEnd component="oil"/>
<bindrole="start" component="highlights"/>
</link>

</body>
</ncl>

Fig. 2. NCL example: a domain-specific language with synchronization abstractions to promote
interoperability between loT sensors and actuators.

object to the current value of “viscosity”. When the “distillation” plug-in receives the
“viscosity” value, it executes the node.js code, the “visbreaker” method, passing the
value as a parameter. As a consequence, the actuator coupled with the “distillation™
player executes the corresponding operation.

4 Final Remarks and Future Directions

Standard organizations and community forums have been working towards reference
models, architectures and specific standards for different parts or levels within those
models in order to bring some structure to the chaos, trying to lessen the gap between
the different vertical domains and help industry not to jump into proprietary solutions.
The main contribution of this paper is to present synchronization abstractions in form
of a specification language and the separation of concerns to isolate key-issues in
architectures as a solution to the coexistence and interoperability challenge in IoT. The
separation of concerns combined with the definition of an API for plug-ins allows the
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system evolution without the need of modifying its synchronization support. More
important, the model specifies calls that enables handling synchronization issues.
Among other benefits, Ginga plug-in API enables the presentation of new types of
media, allowing for applications that can synchronize sensors, actuators, and the usual
media objects, in time and space. The drawback of this approach is to have all IoT
mechanisms centralized in the plug-ins. To address this issue, we intent to study how
NCL and Ginga functionalities are related to the ones present in Node-RED’.
Node-RED is an authoring tool to specify data flows relating IoT devices, APIs and
online services. Another future direction we aim to pursue is the use of knowledge
engineering and cognitive computing agents in the description of NCL applications.
We argue that this could bring the description of NCL-IoT applications to another
level, allowing, for instance, the use of semantics on sensors and actuators as well as
the use of cognitive computing analysis over sensed data. Our recent works [9-11]
consist in a first step in this direction.
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Abstract. In the IoT, data is exchanged and used by heterogeneous
devices in machine-to-machine communications. Managing complex sys-
tems is at the core of autonomic computing and a key topic in the IoT.
Therefore, interoperability is a central issue, at both the syntactic and
the semantic level. To tackle syntactic and architectural interoperabil-
ity, standards allow systems to connect and exchange structured data.
However, for data to be used, semantic interoperability must be ensured
to provide meaning and consistency. In this paper we provide syntactic
and semantic interoperability solutions in a home automation autonomic
system.

Keywords: Syntactic interoperability - Semantic interoperability -
Standards - OM2M - Open-source - oneM2M

1 Interoperability in Complex System Management

The Internet of Things (IoT) is a technological paradigm that brings tremendous
changes in domains as various as agriculture, smart cities, home automation,
manufacturing, transportation, energy management, health, etc. [1].

However, the silo-oriented design of solutions leads to an important vertical
fracturing, raising a need for openness. Indeed, this fracturing is a cause of inter-
operability issues, a major concern for the development of the IoT, motivating
standard organizations and open source communities to address these obstacles.

Furthermore, the lack of interoperability brings scalability issues: connect-
ing devices or applications that are not interoperable requires the development
of a dedicated middleware, which is a time-consuming process that has to be
renewed each time new components are integrated. Hence, the system man-
agement becomes complex, and a way to automate it is using the autonomic
computing paradigm [2], introduced in [3]. An autonomic system is the associ-
ation of a managed entity and an autonomic agent in charge of controlling it,
allowing the system administrator to only give high-level policy to the agent who
will enforce them on the underlying entity. The issue in the deployment of such
a system is to ensure interoperability between the manager and the managed
entities, both at a syntactical and at a semantic level.
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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Fig. 1. Overview of the system: devices network and autonomic controler

In this paper, we will focus on a home automation use case with an instru-
mented apartment inside a connected building, combined with an automation
solution that ensures monitoring and control of the place. An overview of this
system is shown on Fig.1. In this context, two main issues are at stake: syn-
tactic interoperability to interact with heterogeneous devices, and semantic
interoperability to provide meaningful and machine-understandable data.

The remaining of this paper is structured as follows: first, the role of interop-
erability in autonomic solutions for the IoT is studied. Then, our contribution is
described in two parts: OM2M, an open-source implementation of the oneM2M
standard, is presented as a syntactic interoperability provider, and SemlIoTics, a
software based on a semantic knowledge base, is presented as a semantic interop-
erability provider. As an illustration, we provide the real experimentation setting
we used before concluding this paper.

2 Autonomic Computing and Interoperability for the IoT

A complete autonomic agent requires both syntactic and semantic interoperabil-
ity to be fully functional in order to manage a set of connected devices. We chose
to implement the MAPE-K loop, an autonomic control structure presented in
[3]. An instance of this loop in an IoT context is discussed in [4].

The loop is structured in four phases: Monitoring, Analysis, Planning, and
Ezecution, that we implemented in our use case. Monitoring and Execution are
the two phases where the autonomic agent is in direct contact with the monitored
system. In the Monitoring phase, raw sensor data is collected by the system. In
the Execution phase, commands are sent to the actuators (the devices having an
impact on the physical world, e.g. lamps or heating systems). These two phases
require syntactic interoperability that ensures the communication between the
autonomic agent and the heterogeneous set of devices. Analysis and Planning are
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two more abstract phases where the agent implements high level policies. Analy-
sis is the abstraction of the collected data into meaningful symptoms. Planning
is the decision-making process where the system determines the actions to be
performed through actionable nodes. These two phases are enhanced by seman-
tic interoperability that eases contextualization and reasoning on data. Some
existing work such as [5] propose both syntactic and semantic interoperability
solutions, but are not based on standards, and not dedicated to autonomic com-
puting. Most of the existing work is either dedicated to one type interoperability
or the other, that is why the rest of this section will be dedicated to the study
of these contributions separately.

For Monitoring and Execution, syntactic interoperability: In high-tech
domains, horizontal syntactical interoperability is often achieved by the usage
of standards for data formats, architectures, interfaces, or even exchange proto-
cols. Many standards are dedicated to the IoT, that can be classified in three
categories:

— Solutions based on Standard Definition Organizations (SDO), such as ETSI,
KETI, TIA... Multiple SDO came together with more than 200 companies
to create oneM2M!'. It is a consortium providing a global and high level
functional architecture based on a REST architecture. The OSGi alliance?
and the Open Mobile Alliance® are similar open standard organizations.
The OSGi alliance provides an abstraction layer based on the OSGi framework
to represent a set of heterogeneous devices, and the OMA develops standards
in the telecommunication industry.

— Solutions proposed by industrial consortiums, such as OIC*, AllJoyn® or the
Broadband forum®.

— Other alliances or partnerships exist, supported by leader companies such as
Google in the case of Thread” or Apple for the Apple Homekit®

Furthermore, different protocols contribute to the ecosystem such as
LWM2M, a device management protocol based on CoAP, a lightweight equiv-
alent of HTTP [6] or MQTT?, a publish-subscribe protocol. In this paper, we
focus on oneM2M since it provides syntactic interoperability but also aims to
bring semantic interoperability features [7] necessary for the autonomic control.

For Analysis and Planning, semantic interoperability: The data manip-
ulated by the autonomic agent comes from heterogeneous sources, and can be

! http://www.onem2m.org)/.

2 https://www.osgi.org/.

3 http://openmobilealliance.org)/ .

* http://openconnectivity.org.

5 https://allseenalliance.org.

5 https://www.broadband-forum.org/.

" http://threadgroup.org/.

8 https://developer.apple.com /homekit /.

9 http://docs.oasis-open.org/mqtt /mqtt/v3.1.1/0s/mqtt-v3.1.1-0s.html.
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expressed in different formats. Existing work such as [8] tackles this problem by
proposing enrichment techniques to transform raw data into knowledge conform
to the W3C recommendations. Once enriched, collected data becomes exploitable
and can be abstracted into higher-level knowledge as in [9], which is useful in
our case of symptom computing in the MAPE-K loop. The knowledge base of
an autonomic agent can be expressed in different formalisms [2], in particu-
lar using ontologies and semantic web technologies, which provide a meaningful
unambiguous knowledge representation.

3 Eclipse OM2M: A Standard and Open Source Platform

Spreading the IoT through openness and open source: Considering the
actual ecosystem, openness is an important criteria in the success of the projects
to come: developing one’s own entire solution is complicated, time consuming and
not always relevant. To address this important issue, different entities contribute
to break the vertical fragmentation and offer alternative solutions as standard
organizations, but also open source communities.

As an example, the Eclipse foundation hosts several open source projects
providing implementations of solutions, standards, services, frameworks, proto-
cols, etc. that enable an open IoT!'°. The cooperation between standards and
open source is particularly interesting since it ensures a better feedback from
the developers community and a wider spread usage of interoperable solutions.

OM2M a middleware for syntactic interoperability: Since 2013 the LAAS
develops a horizontal standard platform: OM2M!!. The project started being an
implementation of the European SmartM2M ETSI Standard [10] and now imple-
ments the oneM2M standard since November 2015 thanks to our contribution.
OM2M is an open source project hosted by the Eclipse foundation, and is part
of the Eclipse IoT working group.

OM2M is a horizontal service platform for IoT interoperability providing a
RESTful Application Programming Interface (API) with a generic set of service
capabilities. Its architecture is based on the OSGI framework, and is extensible
via a plugin system. The aim of this kind of platform is to enable the development
of services independently of the underlying heterogeneous network of devices. It
facilitates the deployment of IoT applications by creating a standard abstraction
of Things so that applications can be developed independently of the devices or
the platforms. OM2M can be used on different levels in an IoT architecture:
at the top level, that is to say on the server level, or on intermediary nodes
of the topology, or even on the lower nodes directly connected to the objects.
Moreover, implementing the standard makes OM2M interoperable with other
implementations of oneM2M and has been tested during several plug-tests.

In a nutshell, OM2M provides an interoperability layer regarding the archi-
tecture and protocols, thanks to the oneM2M standard specifications. The plat-
form can be executed at different levels in an IoT topology, and is extensible.

19 http://iot.eclipse.org/.
" http://om2m.org/.
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At this point, a sufficient level of abstraction is reached and we can focus on data
formalism issues and semantic interoperability. In our case, OM2M is deployed
on the gateways and the server (cf. Fig. 1) to connect devices to the system and
expose them in a standard representation.

4 Toward Semantic Interoperability

4.1 Why Syntactic Interoperability Is Not Sufficient

Semantic interoperability is achieved when interacting systems attribute the
same meaning to the content of their exchanges. It requires systems to com-
municate and to be able to parse the received data: it cannot be built without
syntactic interoperability. On the other hand, two systems syntactically interop-
erable can have semantic discrepancies: for instance, they can exchange sensor
observations in XML, but one may format the timestamp MM-DD-YYYY, while
the other may use a DD-MM-YYYY format. The two systems will be able to
parse the data of each other, but will wrongfully attribute the same meaning to
it. This very simple case can be extended to all classic structured data models:
relational databases, XML, JSON, etc.

In that case, the first solution to achieve semantic interoperability is a one-by-
one model mapping. However, this approach is not scalable in complex systems,
where several different data models can dynamically interact, which is the case
in many IoT architectures. Another more suitable approach is to use shared data
models rich enough to be used unambiguously, such as ontologies. Their level of
formalism makes them meaningful for the software agents, helping to bridge the
gap between different syntactic data models. Data models can be annotated to be
aligned with ontologies, and raw data can be enriched to become semantically
enabled. The association of an ontology and the data it describes is called a
knowledge base.

4.2 A Knowledge Base Centric Autonomic Agent

In a connected devices network, many nodes only have limited data models
(mostly raw values or simple API calls), when higher-level applications have
a much more complex data representation (value, unit, originating/destination
device, device reliability, location, etc.). Ensuring end-to-end data consistency
is among the challenges listed in [11], and it is one of the goals of semantic
interoperability. SemioTics is an autonomic application built on top of OM2M
(cf. Fig. 1), featuring a knowledge base as its core component: it is used at every
step of the MAPE-K loop, and it holds the high-level policies defined by the
system administrators. SemioTics extends the notion of end-to-end consistency:
the data from the system is not only enriched so that its meaning is maintained,
but new knowledge is derived from it, and reinjected into the managed entity.
The raw measures generated by the sensors are enriched by SemioTics using
ontologies as SSN'? for sensor and observations, or IoT-O'3 for IoT-related

2 https://www.w3.org/2005 /Incubator /ssn/ssnx /ssn.
13 https://www.irit.fr /recherches/ MELODI/ontologies/IoT-O.
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knowledge: actuator and actuation, device and service, etc. Being described
with meaningful vocabularies, the observations generated by the system as well
as the knowledge regarding the system itself become semantically interoperable
(Semantised data on Fig. 1). This knowledge can be manipulated by the system
administrator to express high-level policies, or can be exchanged with remote
systems. Finally, the agents converts inferred meaningful knowledge back into
low-level data to control the devices: semantic interoperability is brought seam-
lessy to the devices unaware of semantic models.

Standards also have a role to play in the domain of semantic interoperability:
for instance, the oneM2M standard proposes its own ontology'* to describe con-
cepts related to its architecture and to IoT in general. Two ontologies aligned
with the same reference ontology become semantically interoperable, so the
emergence of standard ontologies and the reuse of existing resources are key
elements to semantic interoperability. The integration of a knowledge base in
the autonomic agent allows to integrate evolving external knowledge, and to
ensure semantic consistency from the monitoring to the execution.

5 Use Case and Experimental Setting

SemloTics is deployed on top of OM2M for the autonomic control of an apart-
ment, which includes a connected devices architecture with real-world con-
straints. The experimentation flat is located in the ADREAM building!®, and
the autonomic agent is a software that ensures that user preferences about the
environment (temperature, luminosity) are respected (cf. top of Fig. 1). The con-
nected devices (both sensors and actuators) come from different brands, and they
are based on heterogeneous technologies, connected to two different gateways.
These gateways are connected to a server where the autonomic agent is running.
This agent is twofold: it includes a horizontal integration layer to communicate
seamlessly with the devices, and a control plane using semantic technologies to
make decisions. For the lower-level nodes (around 10), different technologies are
featured:

— Phidgets for temperature, luminosity and humidity sensor, legacy lamp and
fan controlled via a smart plug

— EnOcean for a battery-less remote

— Philips HUE lamps

— ZigBee to control the heater

These lower-level nodes are connected to two different gateways, a Beagle-
Bone Black and an Intel Edison, both running an instance of the OM2M plat-
form. They gather the data and provide a standardized RESTful interface to
access the devices. At the core of the network, a server runs an instance of the
OM2M server side. The gateways are registered on the server, which provides a

' http://www.onem2m.org/technical /onem2m-ontologies.
5 https://www.laas.fr/public/en/adream.
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Table 1. Step-by-step use case

Use case phase | Interoperability type | Details

at stake

Monitoring Syntactic Collection of the sensor raw observations by
OM2M

Semantic From raw measure to RDF representation:
“ambiant air is 25.5°C in the living room”

Analysis Semantic Using user preference, infer symptom: “The
living room is too hot”

Planning Semantic Using logical reasoning and high-level
policies, infer action: “Set AC to 23°C in
living room”

Execution Semantic Translation of the high-level action to an
actual actuation command

Syntactic Execution of the call on the actuator by
OoM2M

common interface for the whole system. SemloTics accesses devices through the
server, discovering resources and subscribing to the sensors matching its needs

(Table 1).

6 Conclusion and Future Work

This paper focuses on interoperability issues in autonomic systems and IoT con-
sidering standards and provides an open source implementation. Through a home
automation use case, we highlighted on two types of interoperability: syntactic
and semantic. The role of standards (as syntactic interoperability providers) is
shown with the description of OM2M, an open-source implementation of the
oneM2M standard. Then, SemloTics is introduced to show the role of semantic
interoperability at each step of the autonomic system based on MAPE-K loop.

From now, standards are developing toward the integration of both syntactic
and semantic interoperability (as in oneM2M or in the W3C WoT IG'¢), which
comforts our approach. Future works will focus on the scalability of our app-
roach, in order to adapt it to a whole smart building and even to a smart city
deployment.
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Abstract. The constantly increased variety of available hardware and software
solutions for the IoT sector is facilitating the development of novel applications,
but at the same time the lack of standardized or widely accepted means of
interaction, deployment and configuration is seriously hindering the IoT’s
potential. The ARCADIA framework is an application development paradigm
that enables the cooperation between software components designed and
implemented independently and using various technologies and platforms, so
that they can form sophisticated, distributed, cloud applications.

Keywords: Highly distributed applications - Microservice - Cloud
Unikernel - Virtualization - DevOps - Reconfiguration -+ SDN - Annotations

1 Introduction

The emerging era of cloud applications has already started and the concepts of IoT are
ready to be introduced in the modern everyday life through the deployment of a large
scope of novel applications, ranging from wearables, personal health and home
automation, to smart city solutions, public safety and transportation. During the last
years there is a proliferation of available hardware and software solutions related to
IoT, which on one hand is definitely positive, but on the other hand, it has increased
complexity in the IoT ecosystem, due to the low level of standardization and the lack of
widely accepted means of interaction. This is something justifiable and actually
expected, since manufacturers, as well as application providers, need to diversify,
innovate and minimize time-to-market while developing their products. As for the
caused heterogeneity, it can be compensated and hidden if a framework encompassing
intelligent functions is used, like the one presented in the following.

The ARCADIA framework, which is developed in the ARCADIA project [1] and is
funded by the H2020 EU programme, is a novel application development paradigm
that enables the management of applications’ configuration in a smart and dynamic
way, allowing the combination of software components designed and implemented
independently and using various technologies and platforms. The proposed framework
addresses the challenge of interoperability by introducing the Smart Controller,

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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which incorporates several functionalities that can ensure the trustworthy interworking
of components, based on an extensible context model that describes requirements and
available options.

More information on the role and the modules of the Smart Controller is provided
in Sect. 2.2. Beforehand, Sects. 1.1 and 1.2 highlight in brief the main concepts and
technologies behind ARCADIA, while Sect. 2.1 introduces the basic parts of the
ARCADIA ecosystem. Section 3 provides details on the steps required to develop a
component, generate an application by chaining various components and then con-
figure and deploy the application on the available infrastructure. Finally there are some
conclusions on how the work should evolve in the mid and the long term. It has to be
noted that this paper presents the current work in progress in the context of the
ARCADIA project and all the described concepts will be elaborated and validated in a
set of selected use cases before the first official release of the ARCADIA framework.

1.1 Virtualization and Cloudification

Virtualization refers to the act of creating a virtual (rather than actual) version of
something, including, but not limited to, virtual computer hardware platforms, storage
devices, and computer network resources [2]. It enables the optimized utilization of
resources, as more applications and services can be packed onto the infrastructure. On
the other hand, cloud computing offers through a broad network access, a pool of
resources that can be assigned dynamically and on demand, while their usage can be
monitored, controlled and optimized. To fully exploit the merits deriving from a vir-
tualized cloud environment, it is required to go further than just porting applications
and services from running on bare metal to running on Virtual Machines (VMs).
Technologies such as containers and unikernels allow better resource and service
management by further exploiting the concept of autonomous applications and
micro-services. Unikernels are highly optimised, specialised machine images con-
structed by only using the minimum required set of operating system libraries to run an
application. Their small footprint is an important feature for a cloud application as it
reduces the cost of the deployment by using only minimal resources and increases the
security of the application by shrinking the attack surface. Moreover, the lack of
unnecessary operating system libraries allow unikernels to boot extremely fast making
them ideal for mission critical or highly available applications.

One of the most difficult and expensive tasks on legacy, monolithic applications is
scaling. Using design paradigms for cloud applications such as micro-service archi-
tecture, applications can be scaled up or down in a matter of seconds without extreme
differences in cost. Modular applications consisting of several stateless micro-services
are perfect for scaling operations and cost-effective deployment due to their autono-
mous nature. By separating data and functionality developers or service providers can
easily scale out just a part of their application by deploying more instances of said
micro services. In addition, stateless micro-services are more agile and fault tolerant
which is vital requirement for highly distributed cloud applications.

Related work is carried out in the INPUT project [3] which aims at designing a
novel infrastructure and paradigm to support Future Internet personal cloud services in
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a more scalable and sustainable way. The INPUT technologies intend to enable
next-generation cloud applications to go beyond classical service models, and even to
replace physical Smart Devices, usually placed in users’ homes (e.g., set-top-boxes,
etc.) or deployed around for monitoring purposes (e.g., sensors), with their virtual
images, providing them to users “as a Service.”

1.2 Management and Orchestration

In the era of cloud applications and micro-services, the ability to deliver complex and
agile applications is getting harder and harder. Such applications should be
Reconfigurable-by-Design, infrastructure independent and at the same time, resilient to
failures and easily scalable. To overcome these difficulties, management tools are
trying to simplify the deployment and scaling process by automating different aspects
of the work-flow. Service modeling tools, like Juju [4], enable developers and IT
professionals to automate mundane tasks and reduce workloads, by undertaking a big
part of the deployment process on a private or public cloud. Developers can use such
tools to create the blueprint of their application called “service graph”, where they can
define how micro-services are interacting with each other and have a general view of
application data-flow. Moreover, DevOps environments are getting more and more
difficult to manage due to the multiple Infrastructure as a Service (IaaS) providers.

Deploying a complex, service-based application on top of different infrastructures
involves more complicated tasks, like network management, that require more
sophisticated tools and frameworks. Apart from service modeling issues, different [aaS
providers mean different network requirements and configurations as well as different
policies. New development paradigms are trying to tackle such issues by leveraging the
power of software defined networks and virtualized network functions. Application
orchestration and network orchestration is an important requirement for cloud man-
agement tools and frameworks.

A related open-source system for automating deployment, scaling, and manage-
ment of containerized applications is Kubernetes [5]. It groups containers that make up
an application into logical units for easy management and discovery. It also supports
self-healing of containers, service discovery and load balancing, horizontal scalability,
batch execution and automated rollouts and rollbacks of application configurations.
Finally, it is able to orchestrate storage and allow the seamless mounting of local
storage, a public cloud provider or a network storage system.

2 The ARCADIA Platform

The ARCADIA framework [6] is a novel reconfigurable-by-design Highly Distributed
Applications (HDA) development paradigm. It takes care of multi-infrastructure
deployment, high availability requirements and automatic real-time reconfiguration of
applications. To solve such issues, ARCADIA applications are based on a
micro-service model and are governed by a sophisticated policy manager. In other
words, each ARCADIA application consists of several autonomous components,
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which can communicate with each other based on a service graph and policy rules
defined by the developers. Each component can be stored in a public or private registry
on the ARCADIA platform and it can be re-used on other applications. To create an
ARCADIA component, developers can transform their legacy applications by either
using specific JAVA annotations if applications are java-based, or by wrapping them
using java interfaces.

JAVA annotations are used to provide meta-data to a java application, without
affecting the execution of the application itself, although they can be used for that as
well. They are pre-defined words preceded by the “@” symbol and they can be written
in many different parts of the code depending on their configuration, for example
whether they annotate methods, classes, fields, etc. Annotations are used during three
stages of the application life-cycle determined by their defined retention policy; before
compilation, during build time or on runtime. Most of the natively supported anno-
tations are discarded during compilation stage; however, ARCADIA annotations are
configured to stay past that stage and during runtime. Using the Reflection API, pro-
vided by JAVA, the ARCADIA Smart Controller can read those annotations and give
instructions to the application.

The ARCADIA Smart Controller consists of several modules such as the unikernel
generator, the deployment manager and the policy manager. The Smart Controller is
the heart of the framework and its responsibilities include, among others, network
management, policy enforcement and annotation processing.

2.1 Architecture of the ARCADIA Ecosystem

As depicted in Fig. 1, the ARCADIA Smart Controller and the repository of the
ARCADIA components form a platform that is managing the configuration, deploy-
ment, monitoring and potential reconfiguration of applications according to policies set
by developers, application providers or IaaS providers. Developers create and push
their components to the ARCADIA registry, where they can publish them with public
or private access, according to the ARCADIA context model [7]. They can use all
publicly available components to create a service graph for the application through an
innovative web-based user interface. The deployment module creates the underlying
Software Defined Network on top of different IaaS providers according to the policies
and the requirements of the components that comprise the application.

2.2 The Role of the Smart Controller

The Smart Controller (SC) is the most sophisticated module of the framework. It
contains several sub-modules that are important for many aspects of the applications
life-cycle from the development to monitoring and reconfiguration. Starting from the
development, SC is responsible for interpretation of annotation usage in a component,
finding and deploying the required dependencies of a component and finally generating
the unikernel which is the purposed-build virtual machine image for cloud deployment.
Smart Controller is infrastructure agnostic and can deploy applications on different
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Fig. 1. Graphical representation of the ARCADIA ecosystem, illustrating also the main modules
of the Smart Controller

infrastructure providers according to the policies defined by the developers. Moreover,
by monitoring the components, Smart Controller is responsible for scaling and
reconfiguring the application with complex optimization algorithms.

3 The ARCADIA Development Paradigm

ARCADIA framework doesn’t force developers to re-write their existing applications
from scratch, since by using specific JAVA annotations they can quickly convert a
stand-alone application to an ARCADIA-compatible component.

3.1 Creating an ARCADIA Component

In order to have a valid ARCADIA component, a minimum of four JAVA annotations
have to be used in the application; “@ArcadiaComponent” that declares the name and
the version of the component and three more that define the life-cycle management
methods to be called by the Smart Controller; however, developers can use as many
annotations as their application requires in order to offer metrics or configuration
parameters. Moreover, developers can use annotations that define dependencies of the
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component, for example the requirement for a database or vice versa the definition of
an interface for other components to depend on it.

There aren’t any forced naming conventions and thus, there is no need for heavy
code refactoring of existing applications. For example, as shown in Fig. 2, by anno-
tating a method with “@Lifecyclelnitialize” the framework will know which method to
call before starting the component. There are similar annotations for start and stop
functions namely “@LifecycleStart” and “@LifecycleStop”.

cadiaComponent(componentname="myIoTController", componentversion="1.0.0")
wMuchﬁGmwwmmmuw{

pub11c GatewayController() {/%...x/}
ze sensor attributes, establish sensor-gateway connections, etc */
cy ch ialize
pub11c void sensorsInltlallzatlon(){ %, . .*%/}

Fig. 2. Use of annotations for managing the lifecycle of an ARCADIA component

The framework will validate the correct usage of annotations before generating the
final component. Moreover, developers can pre-validate their application by using the
ARCADIA plugin specifically developed for Eclipse Che web based IDE [8] during
their development. Each component is bundled with an agent process responsible for
controlling the component and communicating with the smart controller. The final
component is either a purposed-build unikernel that can be run under a hypervisor on
any cloud infrastructure or a simple application that can be run on bare-metal machines
like a raspberry Pi, ideal for IoT usage. Currently, ARCADIA supports virtual
machines and unikernels but it can be easily extended to support bare-metal deploy-
ments. For the scope of this project, devices must be powerful enough to host a Java
Virtual Machine (JVM).

3.2 Generating an Application Service Graph

One of the main issues with IoT applications is the huge variety of hardware and
software vendors, and more specifically the consumption of the different data types
each of them produces. With the ARCADIA framework, a component running on an
IoT gateway can consume data from different sensors, and then offer them as metrics to
the ARCADIA platform or provide an interface for other components to access them,
by using simple annotations.

Developers can then use these datasets in any way their application requires, for
example store them in a database or create a pipeline for Big Data analysis. In addition,
various public components will be available through the ARCADIA registry and can be
easily added to the service graph of the application. Moreover, an advanced policy
editor is part of the framework where developers can configure different aspects of their
application and let the Smart Controller handle the requirements, like high-availability
of a component.
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3.3 Configuration and Deployment Process

Configuring how individual components will communicate and interact with each other
is a challenging task, considering the different architectures of infrastructure providers.
To solve such issues, ARCADIA creates a virtual, infrastructure independent network
on top of Open Overlay Router and offers a juju-like, service graph manager. Through
this manager, developers can visualize or reconfigure the service graph of their
application, add or remove components with a simple “drag and drop” and create a
workflow for their application. Moreover, they can create complex graphs required by
many applications like Big Data clusters, and pass data through virtual functions. The
Smart Controller is responsible for deploying each component, and its dependencies,
according to the policies defined by either the developer or the infrastructure provider
and report any possible graph error, like graph loops.

4 Conclusions

Internet of Things applications can take advantage of the different features of the
ARCADIA framework. For example, by using policies, metrics and re-configuration
parameters, developers can control IoT devices like actuators or motors through the
gateway component. Moreover, the exploitation of the annotations for discovering in
the ARCADIA repository components that are necessary for implementing an appli-
cation, multiplies the available options for developers; the necessary adaptations for
ensuring interoperability are responsibility of the Smart Controller, which will set the
optimal configuration through the ARCADIA agent of the object under control.

Till the end of the project, quantitative information on the network overhead and on
aspects related to networking, like the bandwidth or latency requirements, will be
published.

Moreover, in the remaining duration of the project, the developed functionalities of
the Smart Controller will be tested and evaluated. In addition they will be enriched with
knowledge building capabilities so as to further improve their performance. The Policy
Management and Service Chaining parts will also be finalized and a fully functional
release is planned to be made available for download by the end of 2017.
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Abstract. This article presents an initial set of results from the F-Interop
European research project researching online platform for interoperability and
performance tests for the Internet of Things. It presents some of the challenges
faced by the IoT and online testing, and how F-Interop is addressing them, in
order to provide an extensive experimental platform for online tests. It gives an
overview of its overall architecture.

Keywords: Internet of Things - Tests + Testbed as a service - Interoperability -
Conformance - Performance - Scalability - Privacy

1 Introduction and Project Presentation

The Internet of Things (IoT) is recognized as being the next technological revolution
impacting all application domains. It will be massive and pervasive, with 50 to 100 Billion
smart things and objects connected by 2020. Its role will be transversal and will impact
diverse application domains, including: smart cities, agriculture, industries, eHealth, etc.

Since 1995, the interoperability is recognized by the International Telecommuni-
cation Union (ITU) as being the main obstacle to IoT development and adoption by the
market. The success of this new technological revolution will hence be closely related
to its capacity to overcome its current fragmentation. It will require supporting ade-
quate standardization and interoperability.

F-Interop (www.f-interop.eu) [1] is a European research project addressing this
challenge, by researching and developing an online platform of interoperability and
performance testing tools for the IoT.

2 Problematic

In order to be widely adopted, new technologies, products and solutions go through
several steps:
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e Standardization: stakeholders discuss and align their views to converge towards
common standards and specifications.

e Conformance & Interoperability: stakeholders test and validate that their imple-
mentation is conform to the standard.

e Optimization: in terms of Quality of Service, scalability, energy consumption, etc.

e Market Launch: the solution is ready for roll-out into the market.

Each phase traditionally requires extensive testing, where different vendors meet
face-to-face to test interoperability by going through an exhaustive list of “interoper-
ability tests”. The consequence is that:

e The current process is extremely labor-intensive, as engineers travel across the
globe often only to find out what they need to make a minor fix;

e The cost associated with engineering time and travel expenses is often too high for
SMEs;

e Time-to-market is unnecessarily stretched, giving vendors who want to adopt
emerging standards a disadvantage compared to vendors who come to market with
entirely proprietary solutions.

F-Interop is leveraging on the European FIRE research infrastructure to develop
online and remote interoperability and performance test tools supporting emerging
technologies from research to standardization and to market launch. The outcome will
be a set of tools enabling:

e Standardization communities to save time and resources, to be more inclusive with
partners who cannot afford travelling, and to accelerate standardization processes;

e SMEs and companies to develop standards-based interoperable products with a
time-to-market cut by 6-12 months, and significantly lowered engineering/financial
overhead.

3 Technical Approach and Outcomes

The goal of F-Interop is extending FIRE+ with online interoperability and performance
test tools supporting emerging IoT-related technologies from research to standardiza-
tion and to market launch for the benefit of researchers, product development by SME,
and standardization processes. Specifically, F-Interop will combine three comple-
mentary approaches:

Online Testing Tools. First and foremost, F-Interop is researching and developing
online testing tools for the IoT, enabling to test interoperability, conformance, scala-
bility, Quality of Service (QoS), the Quality of Experience (QoE), and energy effi-
ciency of IoT devices and services.

Testbeds federations with a shared “Testbed as a Service”. F-Interop brings

together 3 testbed federations and facilities, encompassing over 32 testbeds and over
47000 IoT nodes, with:
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e Fed4FIRE, which federates 24 FIRE+ testbeds, bringing together cloud, IoT,
wireless, wireless mobile, LTE, cognitive radio, 5G, openflow, SDN, NFV and
network emulation technologies.

e OneLab, which federates testbeds for the future Internet, including IoT, cognitive
radio, wireless and overlay network technologies

e JoT Lab, which federates IoT and crowdsourcing/crowd-sensing testbeds, including
smart campus, smart building and smart office testbeds.

In order to support this integration, F-Interop is extending the testbeds federation
architecture model with a new layer enabling shared services among several testbed
federations. This approach enables to interface “Testbed as a Service” (TBaaS) with
existing federations through a clearly specified API, enabling remote access and
interaction with various experimental platforms.

Support and to IoT Standardization and Industry. F-Interop works in close col-
laboration with several standardization bodies, and is directly contributing to three IoT
standardization processes: oneM2M, 6TiSCH (IETF) and the Web of Things (W3C). It
will also explore the possibility to support and enable new online certification and
labelling mechanisms such as the IPv6 Ready logo. More generally, F-Interop intends
to enable an easier participation of researchers and industry in standardization pro-
cesses. It will also run an open call for SMEs and developers, inviting them to use and
enrich the platform with additional modules and extensions.

Flexible Testing Schemes. F-Interop is researching and exploring various testing
schemes and configurations, by interconnecting devices under tests with the server
testing tools, resources provided by the F-Interop connected federations of testbeds,
and resources provided by other users, as illustrated in Fig. 1, where the salmon
hexagon represents a device under test.

e

F-Interop F-Int.

Tested
device

C D E

Fig. 1. Multiple testing schemes

4 Initial Architecture and Approach

The initial architecture has been designed by leveraging on the experience acquired by
the three federations of testbeds participating in the project. It provides an additional
layer of Testbed as a Service, on top of the three federations. But rather than a super
federation, F-Interop should be considered as an autonomous testbed as a service with
specific testing tools exploiting resources from the federated testbeds. Indeed, F-Interop
is interested only in using relevant and targeted IoT resources (Fig. 2).



52 S. Ziegler et al.

F-Interop GUI ]
Test services TBaaS layer

Testbed orchestration layer (F4F)

Resource Experiment | Measurements
broker controller & monitoring
0,0

4 ;
T al d \ o"% Onelab

1 FED4F| RE FUTURE INTERNET TESTBEDS loT Lab

[}
[}
LlcEcl e 0000000000000

Fig. 2. Initial architectural view.

F-Interop ‘ O
DuT analyzer {2 OML Database €&

Testbed as a Service

"
o
©
o
<
©
c
@

F-Interop-Platform distinguishes two main types of participants: F-Interop-
Contributor and F-Interop-User. An F-Interop-Contributor (FI-Contributor) is any
entity that provides testing tools into the F-Interop-Platform as well as testbeds and
devices that are added to extend the existing testbeds. An F-Interop-User (FI-User) is any
person or entity that has an IoT device, system or application to be tested (called IUT,
Implementation Under Test) and wants to use the F-Interop-Platform to test it (Fig. 3).

- Test
Testing Tools BECETEIETS

o

5
% g -
F-Interop-Platform

F-Interop-User

Test
Implementations

IoT devices

Fig. 3. F-Interop main components

We have considered the two types of testing tools that the F-Interop has to deal
with: Online Interoperability testing and Online performance testing. We decided to
select some of the targeted emerging IoT technologies that cover as many
layers/aspects as possible of the IoT protocol stack. We decided to focus first on the
two following protocols: 6TiSCH and CoAP. We have investigated the state of the art
(existing methods and tools) for testing, and we have studied and compared existing
IoT related testing solutions and tools.
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Fig. 4. F-Interop general architecture

Based on the test scenarios that have been developed and used during previous and
recent interoperability face-to-face (F2F) interoperability testing events, we started
studying what is needed for doing the same but in an online and remote manner. This
work helped us in identifying key requirements and main components for online
remote testing, as well as F-Interop-User and F-Interop-Contributor needs for running
online remote testing. This work led to the definition of the first version of the overall
architecture below (Fig. 4).

The following architecture has been defined more specifically for the case of remote
online interoperability testing. It allows distinguishing the control plane in charge of
managing the interactions between components and the data plane in charge of the test
execution itself. Based on this architecture, a first proof of concept has been developed
and authorizes CoAP online remote interoperability testing. The corresponding demo has
been selected to be presented at the 25th Edition of the European Conference on Net-
works and Communications conference (EuCNC) in Athens, Greece, June 27-30, 2016.
The proof of concept for 6TISCH and for oneM2M are under development (Fig. 5).

The remaining challenges to be addressed are synthesized as follow:

e To define a clear API enabling the interconnection of F-Interop as a service with the
various testbed federations (or federated testbeds).

e To develop the targeted online testing tools: interoperability, conformance, and
performance tests.

e To develop a generic and modular platform with an API enabling to extend the
interoperability and conformance testing tools to new protocols and standards,
including by voluntary third parties (FI-Contributors) or selected through the open
call.
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Fig. 5. F-Interop online interoperability testing architecture
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e To develop a generic and modular platform with an API enabling various testing
tool modules integration, including by voluntary third parties or selected through
the open call.

5 Conclusions — Towards Online Interop and Performance
Tests

In order to support the IoT research, development and industrial exploitation, F-Interop
is developing a platform of online testing tools encompassing interoperability, com-
pliance and performance tests. It is progressing towards a new model of interop test,
enabling a larger participation with remote ad distributed tests.

The F-Interop platform is still in its development phase. However, it already
announces an open call with funding to develop new partnerships with third parties
research projects interested to develop complementary testing tools, address additional
standards and/or organize F-Inerop based interop tests in standardization processes.
More information is available on the project website at: www.f-interop.eu.

Acknowledgments. This article has been written in the context of the F-Interop European
research project of the Horizon 2020 Framework Program supported by the European Com-
mission. It is implemented by a consortium coordinated by UPMC and Mandat International.
F-Interop project also capitalized on other projects results, including IoT Lab, Fed4FIRE, and
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Abstract. Time Slotted Channel Hopping (TSCH) is among the
Medium Access Control (MAC) schemes defined in the IEEE 802.15.4-
2015 standard. TSCH aims to guarantee high-level network reliability
by keeping nodes time-synchronised. In order to ensure successful com-
munication between a sender and a receiver, the latter starts listening
shortly before the expected time of a MAC layer frame’s arrival. The
offset between the time a node starts listening and the estimated time
of frame arrival is called guard time and it aims to reduce the prob-
ability of missed frames due to clock drift. In this paper, we investi-
gate the impact of the guard time length on network performance. We
identify that, when using the 6TiSCH minimal schedule, the most sig-
nificant cause of energy consumption is idle listening during guard time.
Therefore, we perform empirical optimisations on the guard time to max-
imise the energy-efficiency of a TSCH link. Our experiments, conducted
using the Contiki OS, show that optimal guard time configuration can
reduce energy consumption by up to 40%, without compromising net-
work reliability.

Keywords: Internet of Things - IEEE 802.15.4-2015 - TSCH - Synchro-
nisation + Guard time * Performance evaluation - Energy consumption

1 Introduction

In 2016 the IEEE 802.15.4-2015 standard [1] was published to offer a certain
quality of service for deterministic industrial-type applications. Among the oper-
ating modes defined in this standard, Time-Slotted Channel Hopping (T'SCH) is
a Medium Access Control (MAC) protocol for low-power and reliable network-
ing solutions in Low-Power Lossy Networks (LLNs). Although there is a vast
literature of unstandardised MAC protocols that are optimised for different sce-
narios [2], the standardised TSCH offers interoperability between IoT devices.
TSCH specifies a channel hopping scheme to avoid interference, and consequently
to enable high reliability [3], while it employs time synchronisation to achieve
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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Fig.1. An example TSCH schedule for node D. A > D stands for “node A sends to
node D”, while EB cells are used for broadcast and advertisement frames.

low-power operation (Fig.1). TSCH presents a deterministic scheduling app-
roach where each cell consists of a pair of a timeslot and a channel offset for
collision avoidance purposes. Each channel offset is translated into a frequency
through a function that uses as input the ASN (Absolute Sequence Number) and
the number of available frequencies (e.g., 16 when using IEEE 802.15.4-compliant
radios at 2.4 GHz with all channels in use) [4].

To account for loss of synchronisation, a TSCH receiver maintains its radio
on receiving mode for an extended period of time, named Guard Time. In [5], we
highlighted the effect of guard time on network performance. We identified that,
when employing the 6TiSCH minimal schedule, most of the energy consumed
is wasted in idle listening, due to the guard time. In this paper, we further
investigate the importance of guard time optimisation. To this aim, we study
using both an analytical model and simulations the optimal guard time as a
function of the clock drift. Our performance evaluation results using the Cooja
simulator, demonstrate that fine-tuning the guard time, under realistic clock
drift configurations (e.g., 20 ppm, 30 ppm), can significantly improve the energy
efficiency of a TSCH link without compromising its reliability.

2 TSCH Overview

Under the TSCH scheme, nodes periodically exchange Enhanced Beacon (EB)
packets to remain time-synchronised throughout the network’s lifetime. Synchro-
nisation does not need explicit EB exchange, data packets may also be utilised to
compute clock drifts [6]. Typically, an EB contains time and channel frequency
information, as well as information about the initial link and slotframe for new
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Fig. 2. A typical TSCH timeslot template for a transmitter (top) and receiver node
(bottom): node C, transmits its data packet after TxOffset, while the receiver D, uses
a Guard Time to avoid missing the incoming packet by turning its radio on slightly
before the packet arrival.

nodes to join the network. New nodes may join a TSCH network by “hearing”
an EB frame from another node.

Figure 2 illustrates a typical TSCH-based communication between two nodes.
In TSCH networks, time is divided into timeslots of equal length, large enough
to transmit a frame and to receive an acknowledgement, while a set of timeslots
construct a slotframe. At each timeslot, a node may transmit or receive a frame,
or it may turn its radio off for saving energy. Each timeslot can be either
dedicated (contention-free) or shared (contention-based approach). Finally, each
timeslot is labelled with ASN, a variable which counts the number of timeslots
since the network was established, ASN is initialised to 0.

A node transmits a data packet at the beginning of each timeslot, exactly
after the Tx0ffset. TSCH incorporates a Guard Time to account for loss of syn-
chronisation. To account for both positive and negative clock drift, the receiver
wakes up before the expected end of the TxOffset and keeps the radio on for
7 seconds or until a frame preamble is received. The guard time 7 is equally
spaced around the end of the Tx0ffset. Thus, for a certain guard time, 7, the
maximum synchronisation error, €., that can be tolerated is:

€ = =

2 — Tp» (1)

where 7, is the time required for the reception of the frame preamble. Let
us consider the use of clocks with an error of +ey. The synchronisation error
accumulates over time. The worst case scenario for synchronisation is right before
a synchronisation event (e.g., EB frame), when the error is:

1 1
(2 ) 2
r 1—6f 1+€f ()

T

where T is the period of synchronisation events. By equating (1) and (2), we
calculate a minimum guard time required to achieve zero packet loss due to loss
of synchronisation (7,,):
1 1
1-— ef 1+ ef

T = QT( ) + 27,. (3)
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It can be observed that in the ideal case where the clock error is ey = 0 ppm,
the minimum acceptable guard time is 7,, = 27,.

3 Performance Evaluation

In order to assess the impact of guard time in the performance of TSCH, we
performed a set of experiments using Cooja, the network simulator distributed
as part of the Contiki open-source operating system for the Internet of Things®.
In our experiments we emulated Z1 motes. We conducted a large number of
simulations under various realistic clock drifts (e.g., £10, +20 ppm). To account
for the worst case scenario, we configured the transmitter node to the maxi-
mum positive clock drift and the receiver at the maximum negative drift. For
instance, in the case of the £20 ppm configuration, we set the transmitter node
at 420 ppm and the receiver at —20 ppm, resulting to a relative drift of 40 ppm.
The clock drifts are constant throughout each simulation. Furthermore, we per-
formed simulations under different guard time (e.g., 400, 600 ps) configurations,
while keeping the default values for the remaining parameters, such as EB or
data packet transmission frequency.

3.1 Setup

For our evaluation we use a scenario with two nodes, one leaf transmitter and
one sink receiver, positioned at a distance of 20 m. We choose the data packet
size to be equal to 102 bytes that corresponds to all necessary information for
MAC, routing and application operations. Furthermore, we use Cooja’s Unit
Disk Graph Medium (UDGM) radio model, with each node transmitting frames
at 0dBm. Lastly, each simulation lasted 60 min. Full details of the simulation
setup are presented in Table 1.

3.2 Simulation Results

In [5], we studied the impact of idle listening during guard time on energy con-
sumption. Hereinafter we discuss our proposed guard time optimisation and the
gains that it can offer in terms of reliability, goodput and energy consumption.

Guard Time: We first investigate the minimum guard time, while guarantee-
ing 100% Packet Delivery Ratio (PDR), under different clock drift values (i.e.,
0, £10, +20, +30 and +40 ppm) using both the analytical model and a set of
simulations. Note that packet loss is calculated as 1 — PDR, and thus, packet
loss 0% is the equivalent of 100% PDR. As can be observed from Fig. 3a, Eq. (3)
approximates a linear behaviour (7, = 129 s, T' = 1.71s), which is validated
by the simulations. For instance, in case of a +20 ppm drift, a typical worst-
case clock drift in IoT-devices [8], 390 us is the minimum guard time length

! Contiki OS - www.contiki-os.org.


http://www.contiki-os.org

60 G.Z. Papadopoulos et al.

Table 1. Simulation setup.

Topology parameters

Value

Number of nodes

2 (a transmitter and receiver)

Node spacing

20m in a line topology

Simulation parameters | Value
Duration 60 min
Traffic pattern 1frame/60s

Data packet size

102 bytes (77 bytes payload)

Routing model

RPL [7]

MAC model TSCH (6TiSCH minimal schedule)
TSCH parameters Value

EB period 3.42s

Slotframe length 7

Timeslot length 15ms

Guard Time (0 — 2200) us

Clock Drift

(0, £10, £20, +30 and +40) ppm

Hardware parameters

Value

Antenna model CC2420
Radio propagation 2.4 GHz
Transmission power 0dBm

for operation without compromising network reliability due to loss of synchro-
nisation or goodput (Fig.3b). Note that both nodes operate as EB transmitters
and receivers; thus, the link is synchronised at half the EB period on average,
T =3.42/2 =1.71s.

Energy Efficiency: To evaluate the energy consumption of each network node,
we employed Contiki’s Powertrace and Energest modules. These modules mon-
itor and log the radio and Micro-Controller Unit (MCU) usage in real-time by
tracking the time spent in various states (i.e., Radio transmitting or receiving,
or sleeping). Table 2 provides typical current consumption levels at each of these
states for the Z1 mote?, under a 3V operating voltage. Note that in this eval-
uation we focus on the energy consumption performance related with the radio
communication only.

We here investigate the impact of guard time duration on energy consump-
tion (£20 ppm). To this aim, we first present energy consumption performance
under various guard time configurations. Our results demonstrate that by reduc-
ing guard time (i.e., from 2200 s, the default configuration of Contiki’s TSCH
implementation, to 400 s), we can decrease the average power consumption per

2 http://zolertia.sourceforge.net /wiki/images/e/e8/Z1_RevC_Datasheet.pdf.
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Fig. 3. Minimum required guard time for various clock drifts (left) and the network
performance under +20 ppm clock drift (right), values are in average.

Table 2. Approximate energy consumption of the Z1 mote.

IC Notes Current consumption
C(C2420 | TX mode @ 0dBm | 17.4 mA

RX mode 18.8 mA

Radio off mode 0.5 nA
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(a) Average power consumption, under dif- (b) Energy consumption per successful re-
ferent guard time durations. ceived bit.

Fig.4. A thorough power consumption performance of the TSCH scheme, under a
£20 ppm clock drift [8].

node (i.e., receiver node in our scenario) by more than 40%, (Fig.4a). Energy
consumption is reduced further at guard times lower than 390 s, yet at the
cost of compromising reliability. To better visualise this trade-off, we define the
energy-efficiency of TSCH as the average energy consumed for the successful
reception of a single bit, and it is calculated as follows:
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E
= 4
PDR Ttransmissions * Psize * 8 ' ( )

n

where F is the total energy consumed during the experiment, T},qnsmissions 1S
the total count of frame transmissions from the leaf to the sink node, while Pj;..
is the size of a data frame in bytes. Figure 4b plots the energy efficiency of TSCH
as a function of guard time. It can be observed that there is an optimisation point
for the guard time at 390 us. Below that optimal configuration the energy per
correct bit increases rapidly, due to packet loss caused by loss of synchronisation.
Above that optimal configuration the energy per correct bit increases again, as
the energy consumed in idle listening increases with the guard time.

4 Conclusion

In this work, we first investigated the impact of guard time on TSCH perfor-
mance in terms of network reliability, goodput and energy consumption. We then
performed empirical optimisations on the guard time to maximise the energy-
efficiency of a TSCH link. Our performance evaluation results, using the Cooja
simulator, demonstrate that the guard time has a straightforward impact on
energy consumption. In particular, we have shown that fine-tuning the guard
time can result into significant savings in energy consumption without compro-
mising network reliability. Our ongoing work consists of further investigating this
lead in multi-hop networks, where the clock drift may have a heavy impact on
networkwide time synchronisation. Furthermore, we plan to study the behaviour
of TSCH under realistic conditions by performing a set of experimental studies
over the FIT IoT-LAB testbed [9].
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Abstract. A core ingredient of the Internet of Things (IoT) is the use
of deeply embedded resource constrained devices, often connected to the
Internet over Low Power and Lossy Networks. These constraints com-
pounded by the need for unsupervised operation within an untrusted
environment create considerable challenges for the secure operation of
these systems. In this paper, we propose a novel method to secure an
edge IoT network using the concept of key pre-distribution proposed by
Eschenauer and Gligor in the context of distributed sensor networks.
First, we investigate the performance of the unmodified algorithm in
the Internet of Things setting and then analyse the results with a view
to determine its performance and thus its suitability in this context.
Specifically, we investigate how ring size influences performance in order
to determine the required ring size that guarantees full connectivity of
the network. We then proceed to propose a novel RPL objective function
and associated metrics that ensure that any node that joins the network
can establish secure communication with Internet destinations.

1 Introduction

In recent years, with the development of wireless sensor networks, the Internet
of Things (IoT) became a reality. This presents many challenges that also did
not exist before because of the nature of the IoT. Since the 10T is a collection of
heterogeneous networks, it involves not only the same security problems with sen-
sor network, but also more particular ones, such as privacy protection problem,
heterogeneous network authentication and access control problems, information
storage and management [1].

The research into the IoT security is far more complicated then that of the
Internet security in general. Conventional security protocols for the Internet as
we know are not suitable for the Internet of Things. Devices in the IoT are
different in terms of computation capabilities, memory limitation, processing
power and physical limitation (i.e., installed in rural area and unattended). Thus
factors such as reliability, scalability, modularity, interoperability, interface and
QoS can be hard to achieve [2].
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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Security of the Internet of Things is at the centre of research. The impact of
security breaches on humans in an IoT device is much greater than in conven-
tional networks. For example, a breach of a device monitoring the COs level in a
room can lead to physical harm to a human being if this device is compromised
and is sending data that are not accurate. Thus authentication and authorization
are key to ensuring that only authenticated devices (those that share a suitable
key) can join the network. The main challenge, when it comes to authentication
of various IoT devices, is the design of key storage and distribution mechanisms,
because of the nature of the IoT devices and their network architecture [3].

Given the limitation that IoT devices (sensors and actuators) are constrained
in term of computational power and storage memory, several of the conventional
security methods are not suitable for use.

The purpose of this paper is to investigate the performance of Laurent
Eschenauer and Virgil D. Gligor’s Algorithm [4] for Distributed Sensor Net-
works (DSN) in the context of IPv6 Low Power and Lossy Networks (6LoW-
PAN) Devices for the Internet of Things (IoT). We provide an analysis of the
performance of the algorithm when applied in the DSN and IoT context. We also
show the ring size needed to guarantee full network connectivity. We then pro-
pose a modification of the routing protocol for Low power and Lossy Networks
(RPL) Objective function (OF) in order for the key pre-distribution algorithm
to achieve a full network connectivity in the context of the IoT.

Section 2 provides an introduction to the Internet of Things, the 6LoWPAN
network protocol, the IPv6 Routing Protocol for Low Power and Lossy Networks
(RPL) and several solutions that attempts to secure the Internet of Things.
Section 3 presents the key pre-distribution algorithm by Eschenauer and Gligor
in [4]. In Sect.4, we present the experiment methodology and design that we
carried in order to first validate the results of [4] and second to determine whether
those results are applicable in the context of the IoT. In Sect.5 we provide an
overview of the future work that will be carried on to enable key pre-distribution
algorithm to become a suitable solution for the IoT. Finally, we present our main
conclusions in Sect. 5.

2 Understanding the Problem: Literature Review

Distributed Sensor Networks (DSN) include a large array of sensor nodes that are
usually battery powered, have limited computational capabilities and memory.
Nodes in a DSN network, collect data and make it available for processing to
application components of the network and control nodes. The scale of a DSN
network is quite large (tens of thousands). The Internet of Things (IoT) network
is a collection of sensor networks (Wireless and Distributed) that share the same
characteristics as Distributed Sensor Networks.

2.1 Internet of Things and 6LoWPAN

Internet of Things is a simple low cost communication network that allows wire-
less connectivity in applications with limited power and relaxed throughput
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requirements [5]. 6LoOWPAN concept originated from the idea that “the Internet
Protocol could and should be applied even to the smallest devices” and that low-
power devices with limited processing capabilities should be able to participate
in the Internet of Things [6].

Internet protocols has always been considered too heavy for sensor networks
and thus the 6LoWPAN protocol stacks were created. The need for an IP based
sensor network made many researchers attempt to adapt existing Internet stan-
dards to the creation of interoperable protocols and the development of sup-
porting mechanisms for composable services [7]. Not surprisingly, one of these
challenges is security because of the distinct features of sensor networks such as
the capabilities of the nodes. In Sect. 2.3, we will review the various attempts
to create new security protocols for sensor networks and the IoT or to adapt
existing protocols in the context of the IoT.

Given those limitations, another problem arises with IP for the 6LoWPAN
network stacks that is relevant to this paper, the topology of the network. Various
topologies should be supported by 6LoWPAN networks including mesh and star.
Routing for Low Power and Lossy network (RPL) as described in [8], is a routing
protocol for 6LoWPAN networks that can solve this problem.

2.2 Routing for Low Power and Lossy Networks RPL

The Routing Protocol for Low-Power and Lossy Networks (RPL) is a distance
vector IPv6 routing protocol designed for LLN networks. RPL is designed for net-
works which comprise of thousands of nodes where the majority of the nodes have
very constrained energy and/or channel capacity. To conserve precious resources,
a routing protocol must generate control traffic sparingly. However, this is at
odds with the need to quickly propagate any new routing information to resolve
routing inconsistencies quickly.

RPL organises its topology in a Directed Acyclic Graph (DAG). An RPL
DAG must have at least one RPL root and a Destination Oriented DAG
(DODAG) is constructed for each root. The root acts as a sink for the topology
by storing all routes to all nodes in the DODAG in the routing table. The root
may also act as a border router for the DODAG to allow nodes that belong to
different DODAGS to communicate [8].

RPL supports three security modes: unsecured, preinstalled and authenti-
cated. Unsecured refers to the security mechanism that is provided in lower
layers such as link layer security. Preinstalled and authenticated modes require
the use of preinstalled shared keys on all nodes prior to deploying the nodes.
Both modes provide security procedures and mechanisms at the conceptual level
and are concerned with authentication, access control, data confidentiality, data
integrity and non repudiation. This study focuses on the preinstalled mode as
a method of securing message transmission between nodes in an RPL DAG
instance.

Authentication in the preinstalled mode involves the mutual authentication of
the routing peers prior to exchanging route information (i.e. peer authentication)
as well as ensuring that the source of the route data is from the peer (i.e. data
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origin authentication) [9]. The limitation of the preinstalled mode in its common
form, is that it is assumed that a node wishing to join a secured network is pre-
configured with a shared key for all neighbours and the RPL root. This means
that once this shared key is compromised, all network leaves in the RPL DODAG
are compromised.

2.3 Security for the Internet of Things Proposed Solutions

Providing key management for confidentiality and group level authentication in
a sensor network is difficult due to the ad hoc nature and limited resources of
the distributed sensor network environment. The main challenge in public key
algorithms when using in the context of Internet of Things, similarly to sensor
networks, is the energy consumption of exchanging public key certificates [10].

Key management protocols can be divided into three categories. Arbitrated
keying protocols, Self Enforcing protocols and Pre-Deployed Keying protocols.

Arbitrated keying protocols requires a trusted server such as the use of [11].
They are not suitable for use in the context of the IoT because of the limited
energy, communication bandwidth and computational capacities of sensor nodes
in an IoT network. The Otway-Rees protocol in [12] is applied in the context of
the ToT for one-way authentication; symmetric cryptography with AES is used
for encryption. The drawback in one way authentication is that it leaves the
network vulnerable to man-in-the-middle attacks.

Self Enforcing protocols such as Pairwise Asymmetric Keying are based on
the Diffie-Hellman key agreement protocol. A proposed solution to use a light-
weight DTLS based keying mechanism to secure IoT was suggested in [13].
Although this solution proved to provide a lighter and robust security proto-
col using pairwise key establishment between nodes, the number of message
transfers to establish the secure connection in [13] still introduced a large com-
munication overhead. Pre-deployed keys into nodes prior to deployment in a
network offers energy efficient solution to providing confidentiality and group
level authentication keys [10].

In the next section we investigate the use of the key management scheme for
Distributed Sensor Networks proposed by Eschenauer and Gligor in [4] in the
context of the Internet of Things.

3 Key Pre Distribution as a Solution for Securing IoT

Offline key pre-distribution algorithm for DSN by Eschenauer and Gligor [4]
describes the method by which keys are distributed to nodes in the network.
This key pre-distribution mechanism ensures that for each direct link between
any two nodes in the network, the probability of those two sharing at least a
key is 0.5. The authors of [4] concluded that the size of key rings and identifier
rings RING does not need to be large in order for a network to guarantee full
connectivity and only 50% of those pair of nodes need to have a shared key.
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At first, a large pool P of keys K and identifiers I is generated. Each key K
in the pool is randomly represented by one of the identifiers I. A certain number
of identifiers K and their respective keys K are picked from the pool P randomly
and loaded into the memory of the node. This will form the key ring and the
identifier ring. This step will be repeated for each node that wishes to join the
network.

Now that each node in the network has an identifier ring and a key ring
loaded into its memory, nodes can begin the phase of selecting a secure route to
any other nodes. Each node broadcast its identifier ring to all neighbouring nodes
(neighbouring nodes are the nodes that are within it is transmission range). Each
neighbouring node compares the identifier ring it received with its own identifier
ring. If the node find a shared identifier between the two identifier rings, it sends
a message to the origin node with the shared identifier. Nodes that have a shared
identifier can establish a secure direct link by using the key that corresponds to
the shared identifier. Nodes that do not share an identifier with the origin node
will attempt to create a link with it through other nodes (indirect links by hops).

An example in [4] showed that when a pool contained 100,000 keys, full
network connectivity was achieved with only 75 keys in the rings. This is due to
the fact that routing in Distributed Sensor Networks (DSN) allows multi hops
and indirect hop communication between nodes, thus nodes that do no share an
identifier can use another node that it shares an identifier with as an indirect
link to reach it.

This paper is attempting to evaluate the performance of this algorithm in
the context of the IoT environment when using RPL.

4 Experiment Design and Setup

The experiment was simulated on the Contiki Operating System [14] using Cooja
nodes simulator [15]. A C program was coded to generate keys pool, IDs pool,
Key rings, ID rings'. The simulation file was composed of N nodes and one
border router?. A script was written in order for the simulation to stop running
only when all possible routes were computed and no more routes exist. This was
essential to ensure that the routing table we obtain at the end of each simulation
is the optimum one for our setting. Finally, a Perl program was coded to analyse
logs generated by individual nodes after simulation in order to determine if nodes
were able to establish a secure link.

4.1 Experiment Parameters

The parameters selected for the simulation experiments aim to approximately
match the characteristics of a recent innovative deployment of IoT technology at

! Keys & identifiers were generated randomly using Blum Blum Schub generator. Each
node will then choose a set of Keys & identifiers for its key ring and identifier ring
randomly using Knuth Shuffle algorithm.

2 A border router is also the root of the RPL DODAG and it will store the routing
table of the simulation (acting as a sink).
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the campus of the University of Liverpool in the UK, where 650 students were
able to employ a smartphone app to access discounts or coupons in stores or
cafeterias, as well as for wayfinding and alerting. Specifically, the overall area
of 250 x 250 meters which is a typical area size of a medium sized university
campus. Number of users (Network size) is based on an average number of wifi
usage at Birbkeck campus during a day which is 2394 users [17]. The main
difference between out simulations and the use case we use for motivation is the
wireless technology used which was Bluetooth Low Energy (BLE) while in the
simulations we use Zigbee.

Parameters related to the environment (control parameters) of the simulation
were defined in the experiment configuration. We assumed that the transmitting
range for each node is 50 meters (this is the common transmitting range for
6LoWPAN low power devices). We also used the key length klength of 64 bits and
the ID length ilength of 32 bits. Those two sizes were chosen as they are enough,
given the number of nodes we simulated in the experiment. The number of bits
in ID was chosen to be smaller because of memory constraints in the Internet of
things devices. The other reason is that exchanging IDs is not revealing anything
as there is no connection between keys and IDs is exchanged. Anyone trying to
intercept the messages will not be able to make the connection between the
identifier exchanged and the key it represents.

We carried out the experiment simulations with three different parameters
(independent parameters) changing. The Pool size P of keys is the first parame-
ter. Two pools are being generated in each simulation, one for keys, the other
for IDs. Both have the same size. The pool size is an important factor that will
have a huge impact on the probability of shared keys between motes. The pools
size we run simulations for are: 100, 250, 500,750,1,000 and 2,500 motes. The
second parameter is the network size N. The third parameter is the ring size RS
It was computed using Stirling equation as per [4]. Those independent variables
are shown below and in Table 1. For each pool size (P), keys and identifers are
generated once for all networks size. To ensure the accuracy of experiment sim-
ulations, each simulation will run 5 times. The largest and smallest results were
discarded and the average of the remaining three runs is used. The outputs of

Table 1. Independent variables

Pool size (P) | Ring size (RS) | Network size (N)

100 8 100

250 13 100 | 250

500 18 100 | 250 | 500

750 22 100 | 250 | 500 | 750

1,000 25 100 | 250 | 500 | 750 | 1,000

2,500 41 100 | 250 | 500 | 750 | 1,000 | 2,500
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each of those experiments are the Number of DAGs DAGSs in the routing table
and the Number of Shared Keys NSK between nodes that formed a DAG.

4.2 Experiment Results and Analysis

Figure 1 shows the percentage of shared keys for various pools size when changing
the density of nodes in the network in a small environment of 250 by 250. As
we can see from Fig.1, the result of percentage of shared keys in the DAGSs
becomes consistent around 50%. If the network simulated is a Distributed Sensor
Network, a 50% of links between various nodes in the DSN network sharing a
key is enough to guarantee full connectivity of the network. In a DSN network,
nodes that do not share a key can use a neighbouring node as an indirect link as
long as the link is secure. This will mean that it will take the connection between
two nodes two hops rather than a direct link but both of them will be secure.
However this network is an IoT network, therefore nodes that do not share a
key in the routing table will be discarded. Point to Point links in RPL routing
is not allowed therefore an alternative multihop secure link can not exist.
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Fig. 1. Number of nodes Vs percentage of shared keys for various pools size

Figure 2 represents the ring size vs the percentage of shared keys in the DAG
for various Network size. In this graph, it is very clear that the percentage of
shared key %NS K is hovering around the 50%. We can also validate from Fig. 2
that the size of the ring calculation used in [4] generated a 50% shared keys
between nodes in the DSN network. The percentage of DAGs that contains a
shared key can also be validated for IoT as 50% of the RPL routing table leaves
had a common key ( %ANSK) in the ring.

However, in a Distributed sensor network as in [4], if two nodes do not share
a key they can still communicate using an indirect link (multi-hop). In an ToT
network using RPL routing, multi hop alternative route is not possible. A node
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is only able to communicate with its preferred parent as per the routing table.
In our experiment, if this node does not share a key with its preferred parent,
then the link between those two nodes does not exist. Therefore the node will
not be in the routing table and any sub leaves will also be discarded. Figure 3
show a simulation example of a 100 nodes network and how the routing table
for a small subset of this network appear when simulated in the context of the
Distributed Sensor Networks versus in the context of the Internet of Things.
From this figure we can conclude that many nodes will be discarded if we use
the key pre-distribution algorithm in its current form. This will result in an IoT
network a lot smaller than the one we started with. The remaining nodes that
were discarded, if the algorithm left as it is, will have to start the process of
randomly selecting a new key ring and identifier ring. Nodes in the routing table
will then check again whether all leaves in the routing table share a key.

(a) Network subset (b) Routing table for DSN (c) Routing table for IoT

Fig. 3. Comparison of routing table for a snippets from a simulation of 100 nodes in
the context of DSN Vs. IoT
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4.3 Larger Key Rings

Having a small ring size for a considerably large network is a characteristic of
the key pre-distribution algorithm in [4]. However and as shown in Table 2, the
rings size used for previous experiment did not achieve full connectivity of the
network. One alternative that we thought is essential to investigate is the size of
the ring. Table 2 below show how we experimented with the ring size, modifying
it until we reached 100% connectivity of the network.

Table 2. Simulation experiments over various rings size

Original values Experiment

1 2 3 4 5 6

N RS|SK % RS|SK % RS|SK %|RS|SK % |RS|SK % |RS |SK % | RS |SK %
100 8 [50.52 |18 | 84.16 | 22 | 100
250 |13 |50.43 30 |98.18 |36 | 100
500 |18 |57.14 |30 |83.17 |45 |99.07 |48 | 100
750 |22 |49.47 |30 |71.95 |45 |92.87 |60 |99.40 |63 | 100
1,000 |25 | 57.14 |30 | 63.44 |45 89.28 |60 |97.32 |75 |99.53 | 77 |100
2,500 | 41 | 48.19 45 [59.37 |60 |92.46 |75 | 97.11 | 100 | 99.64 | 104 | 100

Figure 4 show a comparison of rings size when the key pre-distribution algo-
rithm is used in distributed Sensors network and in RPL over IoT network for
various network sizes. It is very clear that the size of the ring that achieves a
full network connectivity in [4] does not apply to the Internet of Things network
when using RPL. To achieve full connectivity of the network, a ring size of 77
key /identifier is needed for a pool size of 1000 in comparison of a ring size of 25
key/identifier for the same pool. This is a big difference that will have a large
impact on the network performance. Figure 5 show the rings size needed for var-
ious network sizes to achieve a guaranteed full connectivity between all nodes
within the RPL routing table.

As we can see from Table 2 above, 104 keys were needed in the key ring to
achieve a 100% guaranteed connectivity in the RPL routing table in comparison
with only 41 keys in a ring needed for DSN networks . We have used 64 bits
key and 32 bits identifier. This will mean that key ring and identifier ring will
take up around 1.38 kb of memory storage in each node. In this experiment, we
have also used Zolertia node Z1 which features a powerful a 16-bit RISC CPU,
16 MHz clock speed, 8 KB RAM and a 92 KB Flash memory. This means that at
least 90kB of Flash memory is still free to use for operating system and other
applications.

However, the original plan was to use as in [4] a pool of 100,000. A simple
calculation can give us an estimation of 4,600 keys and identifiers in each ring
in order to guarantee connectivity in the network using RPL protocol. Ring size
of 4,600 keys and identifiers will take up around 54 kb of memory storage in
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each node. That is more than half of the memory present for the Zolertia node
(Zolertia [18] has the largest amount of memory in Contiki. TMote sky node
[19] is widely used and it has only 48 kb of memory which is not enough if using
4,600 keys and identifiers in each ring).

Computation overhead is another aspect that needs to be looked at. Com-
paring two identifiers rings will require a processing power that is very scarce.
When running the same experiment using 4,600 and 104 keys in a ring, we note
that during comparison of the key ring between two nodes, nodes processing
power were around 87% used for 23 s. We can conclude that for a larger key ring
size, nodes will not be able to cope with the computation power required and
this will add a huge overhead on the network performance and the routing table
establishment.



Key Pre-distribution for RPL-Based IoT 7

5 Conclusion and Future Work

In this paper, we investigated the performance of the key pre-distribution algo-
rithm for distributed sensor networks on the IoT devices. We experimented with
the variables and simulated small scale networks of 100 nodes to large scales
network of 2500 nodes. Up until this point, we believe we have proved that the
key pre-distribution algorithm achieve the 50% probability of the nodes to have
a shared key, however it does not guarantee a full connectivity of the network
when used in the context of the IoT. The use of RPL protocol in IoT gives a
0.45 probability of leaves in the RPL table with a shared key, which means that
not all the network is able to communicate as the RPL only uses leaves that are
in the routing table.

The next step in this research will be to explore alternatives solutions to
secure leaves in the RPL routing table that do not share a key. In the coming
few months, we will be developing a new Objective function metric.

The Objective Function uses several routing metrics to form the DODAG
based on some algorithm or calculation formulas. Metrics are carried in DAG
metric containers embedded in the DIO messages. The DAG metric containers
at the moment are divided into two categories, node metrics and link metrics.
In node metrics, nodes exchange information metrics about node state, node
energy and hop count. in Link metric, nodes exchange link related information
such as throughput, latency and link reliability.

We propose to add Shared Identifier Secure Link Objective Function
(SISLOF) to RPL objective function metrics. SISLOF objective function will
be used to quantify the shared key discovery (node metric) between two nodes
that can form a direct link (neighbouring node) using a Boolean value, of 0 or
1, where 0 indicates that the two nodes do not share a common identifier and 1
indicates that the two nodes do share one or more common identifier. Further
to this, the SISLOF will compute other link metrics in order to determine the
suitability of the link if two links exist both with a shared key, in term of ETX
and node rank.

By doing this, we ensure that any node that joins the routing table can
communicate securely as only the nodes that fulfil the requirement of the SISLOF
will be able to join the RPL DODAG.
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Abstract. The Internet of Things (IoT) promising a new generation of services
been offered to a human being through a world of interconnected objects (called
“things”) that may use different communication technologies. Objects, in IoT,
are seamlessly connected on its owner/user behalf. To offer services, the service
providers need to truly identify the effective actor/user rather than the com-
municated devices. Currently, users have relationships with multiple objects that
can also be used to determine their user. These relationships between actors are
changeable or may even vanish; however, they are important to distinguish the
actual requester of the service. Hence, it is important to consider them when
identifying the effective actor of the communicated object. This paper models
these relationships, representing them in a general form, and proposes a new
semantic identifier format that allows service providers to identify the service
requester identity across domains based on those relationships.

Keywords: IoT - Identity - Identifier - Actor relationship

1 Introduction

The Internet of Things (IoT) represents a technological revolution in the communication
and computing fields. The core idea of IoT can be summarised in the sentence “a
worldwide network of interconnected entities” [1]. All IoT entities (people, applications/
services, and devices) have to be communicated over the Internet. Entities can com-
municate with each other, either directly or indirectly, oblivious to the underline tech-
nology being used. The ultimate goal of these communicated entities is to offer a better
service for the human beings. They vary regarding technical specifications, computing
and communication capabilities, and deployment fields. Moreover, entities have to be
uniquely identified to facilitate entities distinguishing.

To manage and control interaction with those entities, every network domain
employs a suitable Identity Management (IdM) system [2]. IdM is considered the
cornerstone of the identity lifecycle. The identity is used to describe an entity within a
specific context based on the characteristics of this entity, which can be attributed to the
entity distinctly in that context. Theoretically, an entity can have several different
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identity attributes [3-5]. IdM processes encompass the management of the entity
identities and their authentication, authorization, roles, and privileges and permissions
within or across system and enterprise boundaries [6]. IdMs aim to assure that the
service provider (SP) will offer services to a trusted requester based on a pre-
established trust relationship with the identity provider IdP to increase enterprises
security and productivity.

From a technical point of view, IoT encompasses an enormous amount of con-
nected devices and objects. These devices and objects are interconnected on behalf of
other IoT entities (interested parties). For instances, people interact with mobile phones
(or tablets), companies’ inventory systems interact with RFID (Radio Frequency ID)
readers to monitor their assets, insurance companies use telematics devices to monitor
the young drivers’ behaviour, etc. The interaction requires at least a relationship
between two entities. These relationships might not always be static in nature; it could
be dynamically established and after a period will be changed or even vanish. One can
think of scenarios of how to interact with freely available devices (or things in general)
to request services. For example, the interaction between an active RFID tag, which is
attached to a rented car, and an electronic toll system reader to pay a parking charge, or
many similar scenarios. This means that IoT will change the current ways of interaction
with entities from “owner” and “subscriber” to much broader ways such as interact
with free devices as discussed in [7-9]. However, all IoT entities have to be uniquely
identified, hence identifying such relationships has a significant role to the success of
the IoT. This is because there are many to many (m:n) interactions between devices in
the IoT environment [9] which are communicated on behalf of other entities. The
current communications between these IoT things lack the means to identify the
relationships. Thus, there is a need for a new identifier format that could lead to
identifying the effective entity through its relationship with the IoT communicated
device(s). This paper presents an identifier that could be used for global identification
of IoT entities that takes into consideration such relationships.

The rest of the paper is organised as follows: Sect. 2 reviews the state of the art
related to IoT identification; Sect. 3 discusses IoT actors, identify the relationships
between them and finally modelling the relationships. These relationships are repre-
sented in Global Actor Relationship Identifier format in Sect. 4, which also includes an
example of a typical identifier. Section 5 evaluates the new identifier by comparing the
current identifier proposals with the one proposed in this work. Section 6 concludes the
paper with references at the end.

2 Related Work

There are several proposals to develop an identifier to use in the IoT environment.
These can be summarised as follows.

Liu et al. [10] proposed an identifier format used to control the sensor nodes
remotely in the IoT. They focused on object identification without considering the
owner (or user) identity of that device, nor its relationship with an enterprise (or a real
person). Their identifier was composed of a domain identifier, device type and the
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device identifier using a URL style using 64-bits to formulate their identifier using the
format “dev://domain-series/devtype/legacy-name”.

Mahalle et al. [7, 11] stated that an entity’s identification could be defined by using
a collection of three parameters which are: type, identifier, and namespace in which that
identifier assigned to the entity. However, the proposal ignores an important parameter
which is the Internet connectivity characteristic of the entity. This is because they built
their work on the assumption that all entities with computing capabilities. That means
their identification ignores a large community of tiny and low capability objects, which
fill the IoT environment. Accordingly, they proposed objects and resources identifier
format for IoT, which is composed of a set of permanent or temporary attributes that
represent each end-point identification. Object mobility was considered through using a
global namespace and local namespace parameters. However, user representation is
missing again and in turn, the relationship between the user and the object is missing.
The research is limited to the internet protocol (IP) connected devices without con-
sidering other communication technologies that use intermediary devices to connect to
the Internet.

Batalla and Krawiec [12] proposed an object/service identifier, which was com-
posed of a chain of all the names, separated by a dot starting from the root; but again it
lacked a mention of the users. This identifier was proposed for sensory environments
and focused on controlling fixed devices remotely such as controlling a smart home
appliance. For example, to communicate with a light on in the first room, a control
message could be send using the format (.floor001.room0001.lightctr) followed by the
control command.

Van Thuan and Butkus [13] proposed an identifier format composed of a set of
identities based on URL format. It contained IdP identifier, domain identifier, device
identifier, and a user identifier as follows:

idplD domIDPart deviDPart  userIDPart
I LA LA LA 1
idp.google.com /item.ntnu.no/phone_101/namesurn

This identifier is used to identify the owner of the devices, and the researchers
assumed that both of them were registered within the same IdP. Moreover, they only
considered devices with computing resources and neglected other devices with low
computing capabilities. Again, the research was limited to connected devices with the
Internet Protocol and ignored other communication technologies.

Zdravkova [14] proposed an identifier format for the IoT, which was composed of
the following parameters: device type, domain identifier, user identifier, and a device
identifier as follow: “dtype|gloTntjunidomID[unidevID|uniulD”. The identifier used a
device type to specify the type of entity that is identified by this identifier; this entity
could be a person or device. However, the relationship between user and device was
missing again. The domain identifier was used for both the user and the device without
considering that they could be different.

As shown from this discussion, a new identifier is required to meet two require-
ments: firstly, to identify the effective entity that initiated the communication (e.g. a
user) which may not be the entity that is connected to the Internet, and secondly to
allow dynamic relationships between such entities over the IoT.
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3 Actors and Actor Relationships in the IoT

3.1 Actors in IoT

As explained above, the communicated devices are intent to interact with other devices
to offer a service to other interested parties. All of them represent actors in the IoT
environment. In our research, we use the actor concept of the IoT to refer to widely
used terms with different meanings. A number of terms have been utilised in the
literature with no clear definitions of these terms. They are entity, object, thing and
actor, which are depicted in Fig. 1. Their meaning is often mixed up and confused by
the reader. Therefore, we define them as follows:

e FEntity: A general term used to describe any identified component in the IoT
environment, which has an identity and a set of attributes that describe it. Entities
represent a person, a car, a place, an organisation, an application or more that tend
to communicate with other entities to send or receive information or control
messages.

e Object: Any entity that embeds (or attached to) a communication device. The
communication device allows entities to communicate with each other and before
accessing the Internet. It may use various communication technologies such as
Radio Frequency (RF), Near Field Communication (NFC), BlueTooth BT, Wireless
Fidelity (WiFi), etc. A person who interacts with a wearable Fitbit or a PC that is
not connected to the Internet are examples of the IoT’s object.

e Thing: An object, which has Internet connectivity. Therefore, the object becomes an
active participant in the information network, i.e. a thing, as it is accessible by the
Internet and able to share its data with interested parties. The terms “smart object”
and “smart thing” are denoting to the same meaning of “thing” [15, 16].

e Actor: Represents any entity, object or thing from the IoT environment that interacts
with each other to communicate with a (possibly remote) real other object or thing
to achieve a goal. The goal could be to monitor, move, manipulate that object, or
set/get some interesting information [17, 18].

From the above definitions, all “things” in the IoT are instances of ‘entity’, but not
all entities can become things. For example, a hospital wheelchair, which has a unique
identifier to distinguish it from others is an entity in the IoT. To allow this wheelchair
become part of the IoT as a thing, it requires having Internet connectivity. By attaching
a suitable communication device to the wheelchair, it will be able to communicate
within its area using a suitable technology. In the case of using a technology that does
not have Internet Connectivity (i.e. IP stack) such as BT, it is still able to communicate
within its domain. In such a case, it will be denoted as an “object”. An additional
device is used to act as an Internet gateway to connect the wheelchair as an object to the
Internet. Next, this object (i.e. the wheelchair with the communication device) has to be
accessible by the Internet to call it a “thing” in IoT. By linking it to a patient’s
smartphone, the wheelchair becomes a thing in the IoT and now can send or receive
data through the information network.

From the above scenario, it is clear that there are two relationships: the first rela-
tionship is between the wheelchair and the communication device, while the second
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one is between the communication device and the smartphone being used to access the
Internet. These relationships represent interactions between different actors and aim to
allow the entity to become a thing in the IoT. Therefore, the wheelchair, communi-
cation device, and the smartphone, as an Internet gateway, are represented actors in IoT
that have different relationships with each other.

@ Thing » I

Identifiable
Component

A Communicated Entity

using RF, NFC, BT, WiFi, etc. Actor

The Internet Accessable Object

. J

Fig. 1. Entity, object, thing, and actor demonstration

3.2 Relationship Types Between Actors

The IoT things collaborate/interact with each other to serve interested parties that could
be a user, a company, etc. Offering the right service requires identifying the actor/user
correctly. This interaction could be found between people and their related devices or
things, between different communicated devices, between people and applications/
services, or between devices and applications/services. Identifying these relationships
has a bearing on truly identifying the actual actor of the communicating device(s), as it
will lead to offering the right service to a true requester.

Relationships between actors in IoT may be classified into three types as follows:

1. Permanent relationship: In this relationship type, objects are collaborated to offer
services to only one Actor. Such relationship could be found with patient moni-
toring devices, personal equipment, etc.

2. Semi-Permanent relationship: Objects collaborate to offer services to several actors
but one at a time. The relationships have to be pre-established with the actors. The
objects need to offer a suitable service for each actor. The automated teller machines
and company’s assets are examples of this relationship.

3. Free relationship: In this case, the objects are collaborated to offer services to any
interested actor. No relationship needs to be established with the objects. Using an
airport’s public personal computer or stores self-check out machines are examples
of this relationship.

In the first type of relationship, i.e. a permanent relationship, both of relationship
participants have to be able to identify the other party. In other words, each participant
has to be linked to the other by precisely registered it with the IdPs. For instance, a
patient medical record with a medical centre would be able to attribute a health
monitoring device that is attached to the patient and vice versa. Similarly, in the second
relationship type, a group of actors has a relationship with a participant. Each
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participant would be able to attribute the second participant identity and vice versa.
However, the free relationship type would not help to identify the relationship par-
ticipants. This is because it is established without updating the participants’ record.
Therefore, it could not be used to attribute the identity of the participants.

3.3 Modelling Actor Relationships

As discussed above, the relationships between IoT actors have an essential role to
attribute the effective actor of the communicated one. These relationships could be
represented as follows.

3.3.1 Definitions

Definition 1 IoT Actor. Let Aj,r represents the set of all Actors in the IoT environment.

AloT:{alvaZa"'aan} (1)

Where,

Ya; € Ajor, a1 = Person |Device | Application | Service;

l=1,2,...,n;n = total number of things.

That Actor (g;) could be a person, a device, an application or a service that interacts
with other objects to perform a required task.

Definition 2 Primary Actor. An Actor could be classified into Primary or Secondary
according to the purpose of the communication in IoT. A Primary Actor (Ap) repre-
sents a subset of A;,r that tend to initiate or consume services with no Internet con-
nectivity. Ap could be defined as follows:

Ap C Apr (2)

Where,

Ya; € Ap,a; = entity | object;i = 1,2,...,m;

m = total number of primary actors

Definition 3 Secondary Actor. A Secondary Actor (As) represents a subset of Ajr
composed of communication objects (co) being used by an actor (g;) to perform a
required task. Members of Ag could be either object or thing, such as a tag reader, an
IoT gateway, a mobile device, a PC, etc.
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AS C AIoT (3)

Where,

Y co; € Ag, co; = object | thing;j = 1,2, .. .,p;

p = total number of secondary actors

3.3.2 Actor Relationship

A communication object (co) can be categorised according to its Internet Connectivity
(IC) into two types of As. The first type is Active Object (O, ), which is a (co) with the
ability to connect to the Internet (implements the Internet Protocol IP stack), such as a
smartphone. The second type is Passive Object (Op), which is a (co) that does not have
Internet connectivity and relies on another O4 member to access the Internet. Typical
examples of such objects are a tag (e.g. RFID, BT, or NFC), a body sensor node,
application, etc. These O4 and Op could be defined as follows:

Op = {com : coy € As N coy, have the IP stack } (4)
Op = {coy : co, € As N co, does not have the IP stack } (5)

The Internet Connectivity (IC) of As members could be defined based on (4) and
(5) as follows:

Active, co; € Oy
Passive, coy € Op

IC(cog) = { (6)

Where,
Veop € As;k=1,2,...,¢q

To identify the active actor of any communicated object, in the IoT, the interaction
between them is required to be explicitly represented using a relationship. Let an actor
relationship, denoted by “AR”, represents an interaction of two IoT Actors. The first
actor is (a; € Ap) that interacts with the second actor (co; € Ay) to allow (a;) fulfils a
required task. The “AR” could be defined as follows:

Va; € Ap,3coj € As

7
AR,‘_J' = Uses (Ll,',COj) ( )

The IC(co;) type plays an important role to access the Internet, as previously
discussed. Depending on the IC(co;) we have two cases:
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e The first one is where the IC(co;) type is active; this means the (co;) is able to link
(a;) to the Internet directly. Therefore, AR;, as defined in (7), is able to link (a;) to
the Internet to become part of IoT environment.

o The second case is where the IC(co;) is passive, which means the (coj) is unable to
link (a;) to the Internet directly. Therefore, (co;) still requires to interact with
another secondary actor, e.g. (co, € Ay), to access the Internet. If such a rela-
tionship exists between (co; and co,) and IC(co,) is active, thus the (a;) can link to
the Internet through a transitive relationship between (a;andco,). Then, the
Transitive Actor Relationship (TR) will show the existence of a relationship
between (a; and co,), i.e. (AR;,), or not.

Let us assume there exist a (co, : co, € Oy), the (AR;,) relationship between
(coj € Op) and (co,) could be defined following the AR relationship in (7) as
follows:

Letco; € Op,co, € Oy
Uses (coj, co,) = AR;,

(8)
The relationship in (8) represents the interaction between a pair of secondary actors
where one belongs to Op and the other belongs to Oy.

We can now define a general actor relationship for the IoT that is composed of
n Actors using the relationships defined in (6), (7) and (8) as follows:

Let n =the number of actors, n > 1
Va; €EApr, 1 <i<n—1
Uses(a;,a;+1), n=2.a;,1 € O, 9)
AR;i+1 =} 0, n=2a;+1 €O0p
Uses (ai7 AR; 1_,-+2) , Otherwise

4 Global Actor Relationship Identifier Format

Identity means something that describes an “entity” accurately to distinguish it from
other entities in a domain. An identifier is a way that represents this “entity” by using a
series of numbers, characters, or a combination of them, which is meaningful in a
specific domain (namespace). The namespace represents the application area of the
“entity” identifier and can be used to distinguish it from others. The Identity Provider
system (IdP) is responsible for issuing, assigning, and managing the entity’s identifier
within a namespace.

Representing the identity of an “actor” in IoT requires an identifier that contains
sufficient information to identify it at any visited domain across its registration one. As
discussed in Sect. 2, the identity parameters proposed by Mahalle et al., are insufficient
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to identify neither tiny actors nor actors across their namespace (domain). To resolve
this limitation, the identity of an actor is extended to four parameters instead of three by
considering the actor’s Internet connectivity. In addition to minor modification of
namespace parameter to be IdP name to facilitate the identity verification process
across domains. A new identifier format is developed based on our identity parameters
to build the actor identity for the IoT. These parameters are Type, Internet Connectivity,
Identifier and identity provider of the domain that assigned this identifier to the actor.
Although it seems obvious, it is important to note that actor with active Internet
connectivity can only be of a device actor type as it represents the communication
device. Thus, the Identity of an Actor is represented as follows:

Val € Apr

Identity(a;) = {T(a;),IC(a;),1d(a;), IdP(a;) } 1)

Where,

T(a;) Represents the actor’s type, as defined in (1);

IC(a;) Represents the actor’s ability to access the Internet, as defined in (5);
Id(a;) Represents the identifier that is assigned to (a;) by the IdP;

IdP(a;) Represents the domain’s identity provider in which the identifier is
assigned to (a;);

To formulate a Global Actor Relationship Identifier (GARI) we have to re-represent
the general actor relationship, which is defined in (9), in a way that is able to show the
actor identity parameters defined in (10). Thus, we propose the following (GARI)
format that is composed of three main parts as follows:

e Actors_Relation_Specifier, which is used to specify the characteristics of the rela-
tionship participants. These are firstly, the type of (g;) as it defined in (1). Secondly,
IC(g;) to determine the way of contacting (;). Thirdly, (7TR) to specify the exis-
tence of a transitive actor relationship when IC (aj) is passive, as discussed in (8).
Finally, the relationship type, as discussed earlier in 3.2, which will allow the SP to
decide whether the IdP(a;) will query to verify the (a;) identity or not.

o Identification(a;), it is used to specify the identifier of (g;) and the IdP (a;) that
assign this identifier.

e Identification(a;), it could be represented in two forms according to the IC(a;) type
in the first part. The first form is similar to the second part to represent the iden-
tification of (a;) when the IC (aj) type is active. Whilst, the second form is to
represent the additional actor relationship (if existent) when the IC (aj) type is
passive.

The (GARI) format is defined as follow:

GARI = {Actors_Relation_Specifier, Identification(a;), (11)
Identification(a;) }
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Where,

a; € Ap C Apr;a; € As C Apr;

Actors_Relation_Specifier = {T(a;),1C(a;), TR, T (AR;;) } (11.1)
Identification(a;) = {IdP(a;) : Id(a;)} (11.2)
Identification(a;) = {IdP(a;) : Id(a;) } (11.3)

GARI contains all the required information that will facilitate identifying the
effective actor by the SP as the end point of service request. Thus, the SP’s confidence
of offering their services to the right requester will be improved by involving more IdPs
in the requester identification process based on the relationship type.

To illustrate the actor relationship, in GARI, of an entity in IoT, let us consider the
wheelchair scenario, discussed earlier in Sect. 3.1 as an example. In this scenario,
shown in Fig. 2, there are three actors (a primary actor and two secondary actors) and
two relationships. The first relationship (AR, ») is between the wheelchair as a primary
actor and the BT communication device attached to it. However, AR, , is unable to
access the Internet as IC(a,) is passive. Thus, the second relationship is needed to link
the wheelchair to the Internet. The second relationship (AR,3) is between the BT
device and the smartphone with WiFi technology to access the Internet. Although the
IC(ay) is passive, it is obvious that the 7R does not exist between (a;) and (a3).

S
Sa®
M
—_——— —— — — —

a; AR, ; 4 AR ; 43
N_—__ - _____ _
AR, = Uses (a;, ay) AR, ;= Uses (ay, a;)
T(AR, ) : Permanent=10 T(AR,;3) : Free =00
a; Identity a; Identity a3 Identity
T(a;): Device = 11 T(ay): Device = 11 T(a;): Device = 11
1C(a,): Passive = () IC(a;): Passive = () IC(a3): Active=1
Id(a;): Wch123 Id(ay): MXD1234 Id(a;): 07123456789
1dP(a;): NHS-111 1dP(ay): NHS-111 v 1dP(a;): O2.co

GARI = {[T(a>), IC(a3),TR ,T(AR; )], [ldP(a>): Id(a>)], [1dP(a;): Id(a;)]}

\/
GARI = {[T(a,), IC(ax), TR T(AR, )}, [IdP(a)): ld(a))), {[T(a), IC(as), T(AR; )], [ldP(ay): ld(a,)), [IdP(a;): ld(a;)]}}

GARI = {[11,0,0,10], [NHS-111:Wch123], {{11,1,0,00], [NHS-111:MXD1234], [02.co: 07123456789}

Fig. 2. An example of GARI composing
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To allow the wheelchair to be uniquely identified in the IoT, we have to compose a
GARI identifier based on these relationships.

As shown in Fig. 2, the receiver of the GARI message can recognize that the
effective actor of this communication is a passive device (the 0 value in IC field) and
the two relationships between the three actors. Moreover, the NHS-111 is the only IdP
that could be used to identify the effective actor because of its permanent relationship
type and inexistence of a transitive relationship to use the IdP(a3). This way, GARI
helps the receiver to identify the effective actor.

5 [Evaluation

Identifying the effective actor of a communicated device across domains in an open
environment like [oT is still an issue facing SPs. This is because the nomadic nature of
the IoT entities that can freely join and leave different SPs to get their services. To solve
this problem, SPs need a new identification method that can seamlessly interoperate
with external IdPs based on dynamically establishing trust relationships to identify the
actor’s identity. This method might improve the SPs interoperability as the IoT is a
huge community of entities and identifying them requires more dynamic and scalable
method. This method requires a special identifier format that contains sufficient
information, which is what we focused on in this paper. However, this is a work in
progress, and more work is underway to develop an identification method and protocol
before the format is thoroughly tested. In this section, we evaluate the proposed format
based on its perceived benefits in comparison to other identifiers.

The comparison between existing identifier proposals and GARI is presented in
Table 1. The table shows that almost all of the proposals encompass the device
identifier and the IdP (or domain namespace) information. However, all existing
proposals lack any information related to the user type of the communicated device. In
addition, none has considered the user-device relationships, which we believe to be
essential in identifying the effective actors. By specifying these relationships in GARI,
SPs will be able to identify the IdPs to be used in the identification of the effective
actor, based on the relationship type and the transitive actor relationship existence.
Moreover, all existing methods ignored Internet Connectivity of the entities, assuming
all devices able to access the Internet. Thus, existing identifiers are unable to identify
passive objects globally in comparison with GARI.

To sum up, existing proposals fail to distinguish between primary and secondary
actors. In other words, it will not be possible for connected parties to make a distinction
between those who make a connection on behalf of others. In comparison, GARI
makes it possible to use relationships between actors and cross-domain information to
identify such entities.
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Table 1. State of the art of identifiers comparison

Criteria Identifier proposals
Liu Batalla Mahalle Thuan Zdravkova | GARI
et al. et al. et al. et al.
User type v
Device type v v v v
User-device v
relationship
User identifier v v v v
User domain/IdP v v v
Device identifier v v v v v v
Device domain/IdP v v v v v v
Mobility/cross-domain v v v v
support
Internet connectivity v
Ability to identifies v
passive objects

6 Conclusion

The IoT is a technology revolution that will change the relationships between inter-
connected entities. Identifying these relationships has a direct impact on the identifi-
cation of the effective actor of the communicated object. The Internet connectivity of
the communication object leads identifying its ways to access the Internet as it might
require establishing an additional relationship when the object is passive. This will
allow a broad range of tiny and passive objects to be part of the IoT and recognise them
globally by following these relationships. Although previous work has used multiple
parameters to identify these entities, such parameters are insufficient to fully describe
how entities collaborate to establish a connection to the Internet. In this work, we
argued that the identity of entities in IoT could be sufficiently established based on the
existence of four parameters: type, Internet connectivity, identifier and the Idp. There-
fore, to identify the entities globally in IoT we need to represent these relationships and
all other required information in a semantic identifier format. The relationships in the
IoT are defined and modelled in this research and then represented in a new identifier
format (called GARI), to solve this issue. Further work is underway to develop a new
identification method and a protocol that will be used to verify the identity of the
effective actor of communicated devices across-domains.
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Abstract. With the rapid growth of information technology, more and more
devices are connected to the network. Cyber security environment has become
increasingly complicated. In the face of advanced threats, such as targeted attack
and advanced persistent threat, traditional security measures of accumulating
security devices to protect relevant systems and networks had been proved to be
an unqualified failure. Aiming at this situation, this paper proposed a framework
of cyber attack attribution based on threat intelligence. At first, after surveying
and analyzing related academic research and industry solutions, this paper used
the local advantage model to analysis the process of cyber attack. According to
the definitions of seven steps in intrusion kill chains and six phases of F2T2EA
model, this model proposed a method of collecting threat intelligence data and
detecting and response to cyber attacks, so as to achieve the goals of
early-warming, processing detection and response and posting attribution
analysis, and finally to reverse the security situation. Then, this paper designed a
framework of cyber attack attribution based on threat intelligence. The frame-
work is composed by Start of analysis, Threat intelligence and Attribution
analysis. The three main parts indicated the architecture of cyber attack attri-
bution. Finally, we tested the framework by practical case. The case study shows
that the proposed framework can provide some help in attribution analysis.

Keywords: Cyber attack attribution - Framework - Threat intelligence -
Intrusion kill chains - Advanced threat

1 Introduction

With the rapid development of information technology, a huge number of devices
connect to the network. Information infrastructure plays key role in business and daily
life. In the past, the main security measure was accumulating security devices to protect
relevant systems and networks. Ignoring the influence in functions and performances,
these security measures had played a certain action in protection of conventional cyber
attacks. However, aiming at complex advanced threat, such as targeted attack and
advanced persistent threat, the current security measures did not seem to have done as
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much good as we hoped. An advanced threat refers to a type of threat in which threat
actors actively pursue and compromise a target entity’s infrastructure while main-
taining anonymity [1]. Because these attackers have a certain level of expertise and
sufficient resources to conduct their schemes over a long-term period, it is hard to
defend and trace advanced threat. For enterprises and governments, advanced threat
would lead to harm of reputation or leakage of significant information. Cyber attack
attribution analysis is significant.

One definition of cyber attack attribution is “determining the identity or location of
an attacker or an attacker’s intermediary [2]”. According to reconstructing the attack
path and the depth and fineness of attack attribution, cyber attack attribution can be
divided into four levels [3, 4]: (1) Attribution to the specific hosts involved in the
attack, (2) Attribution to the primary controlling host, (3) Attribution to the actual
human actor, (4) Attribution to an organization with the specific intent to attack.
Effective cyber attack attribution can slow down the paces of attacks. Powerful capacity
of attribution is a kind of deterrence [5].

There are several techniques used in cyber attack attribution analysis. Threat
intelligence is one of the typical comprehensive methods which we focused on in this
paper. According to Gartner definition, threat intelligence is evidence-based knowl-
edge, including context, mechanisms, indicators, implications and actionable device,
about an existing or emerging menace or hazard to asset that can be used to inform
decisions regarding the subject’s response to that menace or hazard [6]. Threat intel-
ligence is based on the collection of intelligence which using open source intelligence,
social media intelligence, human intelligence or intelligence in the deep and dark webs.
Key mission of threat intelligence is researching and analyzing trends and technical
developments in cybercrime, cyber activism and cyber espionage [7]. Threat intelli-
gence is not negate previous security mechanisms, but integrate various security
resources to achieve the goals of early-warming, process detection and response and
post attribution analysis, and finally to reverse the security situation.

In this paper, we used a local advantage model to deal with cyber attack. This
model proposed a method of collecting threat intelligence data and detecting and
response to attacks. The goals of cyber attack attribution are early-warming, processing
detection and response and posting attribution analysis, and finally reversing the
security situation. In order to introduce the process and method of cyber attack attri-
bution analysis, we designed a framework. This framework is mainly composed by the
start of analysis, threat intelligence and attribution analysis. Finally, we tested the
framework by practical case and got expecting effect.

The main contribution of this paper is proposing a framework for cyber attribution
analysis. The framework introduces the processes and components of cyber attack
attribution. We also used the designed framework of cyber attack attribution in prac-
tical case study. The result shows that the proposed framework can provide some help
in cyber attack attribution.

The rest of this paper is organized as follows. The next section describes related
work about cyber attack attribution in academic research and industry solutions. Sec-
tion 3 discusses our research on local advantage model and framework. Section 4
presents a practical case study about cyber attack attribution. Section 5 discusses the
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proposed framework and practical case. Section 6 concludes this paper and points out
some future research directions.

2 Related Work

2.1 Academic Research

In the research of cyber attack analysis, F2T2EA model [8] was one of the earliest
theoretical models which was proposed by United States Air Force and used in
intelligence identification, supervision and investigation. The six phases of F2T2EA
model are Find, Fix, Track, Target, Engage and Access. During Find step, possible
targets are detected and classified for further prosecution. The Fix step of dynamic
targeting includes actions to determine the location of the potential target. During Track
step, the target is observed and its activity and movement are monitored. During Target
step, the decision is made to engage the target in some manner to create desired effects
and the means to do so are selected and coordinated. In Engage step, action is taken
against the target. The Assessment phase is common to both deliberate and dynamic
targeting of the joint targeting cycle and examines the results of the target engagement.
United States Department of Defense [9] described the F2T2EA model as the six
phases of kill chains in military field, and later it extended to cyber space security.

Lockheed Martin Corporation [10] came up with the intrusion kill chains which are
the basic theory of cyber attack attribution analysis. The intrusion kill chains defined
seven steps of cyber attack intrusion: reconnaissance, weaponization, delivery,
exploitation, installation, command and control (C2), and action on objectives.
Reconnaissance means research, identification and selection of targets. Weaponization
refers to coupling a remote access Trojan with an exploit into a deliverable payload,
typically by means of an automated tool (weaponizer). Delivery points Transmission of
the weapon to the targeted environment. Exploitation means exploitation triggers
intruders’ code after the weapon is delivered to victim host. Installation means
installation of a remote access Trojan or backdoor on the victim system which allows
the adversary to maintain persistence inside the environment. Command and Control
(C2) points that compromised hosts must beacon outbound to an Internet controller
server to establish a C2 channel. Actions on Objectives mean that intruders can take
actions to achieve their original objectives after progressing through the first six phases.
Those kill chains phases can describe the whole systematic process to target and engage
an adversary to create desired effects. The use of threat intelligence is a key component.
The indicator is the fundamental element of intelligence in this model.

Sergio Catagirone [11] proposed a diamond model expected to add the cost of
cyber attack and decrease the cost of defender. Diamond model provides a method to
integrate the intelligence for analysis platform and make correlation, classification and
forecast based on activities of attackers. The basic element of diamond model is event.
Each event composed of four core features: adversary, capability, infrastructure and
victim. These features are edge-connected representing their underlying relationships
and arranged in the shape of a diamond. These elements, the event, thread, and group
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all contribute to a foundational and comprehensive model of intrusion activity built
around analytic processes.

Thomas Rid [12] proposed a Q model designed to explain, guide, and improve the
attribution. The paper holds the opinion that matching an offender to an offence is an
exercise in minimizing uncertainty on three levels: tactically, attribution is an art as
well as a science; operationally, attribution is a nuanced process not a black-and-white
problem; and strategically, attribution is a function of what is at stake politically.
Successful attribution requires a range of skills on all levels, careful management, time,
leadership, stress-testing, prudent communication, and recognizing limitations and
challenges.

The above models and methods mostly were proposed for specific requirements in
specific scenarios, so there are some differences in research fields and focuses. This
paper discussed the framework of cyber attack attribution based on threat intelligence.
The discussed models and methods can provide some references in idea and research
methods, especially F2T2EA model and intrusion kill chains.

2.2 Industry Solutions

In the industry of cyber security, there are several solutions aimed at cyber attack.
Owning over 300 million users and over 250000 corporate clients worldwide,
Kaspersky Lab [13] has powerful malware analysis ability which has over more than
1000 research and development experts, especially the Global Research and Analysis
Team (GReAT) established in 2008. GReAT is an elite group of recognized cyber
security experts located around the globe and bring local expertise and threat intelli-
gence to monitor the world threat landscape. Till now, GReAT had discovered many
sophisticated threats and release relevant APT intelligence reports, like Duqu, Flame,
Gauss, Red October, etc [14].

FireEye [15] is a publicly listed us network security company which founded in
2004. The FireEye Intelligence Center provides access to strategic intelligence, analysis
tools, intelligence sharing capabilities, and institutional knowledge based on over 10
years of FireEye and Mandiant experience detecting, responding to and tracking
advanced threats. FireEye’s intelligence databases can provide real-time, actionable
intelligence analytical ability which is a patented 115+ million node graph-based
engine with 340 million defined relationships, 600 terabytes of storage and over 500+
million reviewed network streams. Till now, FireEye has proposed several influential
APT analysis reports, like APT1, APT28, APT30, etc [16].

Dell SecureWorks [17] proposed the security integration method from core asset to
service and business value. They develop the counter threat platform which is at the
core of intelligence-driven information security solutions. The counter threat platform
[18] can analyze more than 160 billion network events to discover potential threats,
deliver countermeasures and generate intelligence and valuable context regarding the
intentions and actions of adversaries.

IBM X-Force Research and Development [19] is one of the most renowned com-
mercial security research and development teams in the world. These security profes-
sionals monitor and analyze security issues from a variety of sources, including its
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database of more than 96,000 computer security vulnerabilities, its global web crawler
can collect and detect over 25 B catalogued web pages and URLS, and millions of
malware samples daily.

The above industry solutions are is focusing on the deployment and implement of
business. They mostly used threat intelligence as an effective technology in malware
analysis and cyber attack detection and attribution. In view of business secrets, the
introduction of industry solutions excludes detailed information about framework and
content, but it can provide some ideas and references, especially the technical solution
and implement.

3 Our Research

According to the reference of related work and the actual situation, we used the local
advantage model [20] to make full use of threat intelligence data from kinds of
self-building security platforms and external channels to achieve the goals of
early-warming, process detection and response and post attribution analysis. We also
designed a framework of cyber attack attribution to solve the hardship in cyber attack
analysis. Detail introductions are shown as follows.

3.1 Local Advantage Model

According to the definitions of seven steps in kill chains and six phases of F2T2EA
model, the deployed continuous monitoring platform can collect kinds of attack related
information to find and fix cyber attack. The useful information can be regard as the
source of threat intelligence platform. By making full of threat intelligence information,
the output knowledge can be used to track and target the attackers, and also can be
seem as the input of comprehensive response platform to engage and assess the security
systems and information infrastructure. Considering about this, we used a model to get
local advantage in cyber security situation. The model is shown in Fig. 1.

In Find step of this model, we can get helpful information from suspicious alarm,
vulnerability disclosure, NIDS (Network Intrusion Detection System), abnormal
behavior detection, malware detection, threat intelligence platform and audit log during
the seven phases of kill chains. In Fix step, security reinforce scheme refers to assets
vulnerability management, NIDS, malware alarm, active report and abnormal behavior
alarm, etc. In order to track and target the attackers, we can use flow analysis, log
analysis, reverse analysis, trace back, honeypot and expert analysis, etc. In Engage step,
responses and solutions include: black and white list, vulnerability mending, IPS
(Intrusion Prevention System), anti-malware, DEP (Data Execution Prevention), pro-
cess and authority protection, DNS redirect filtering, internal intrusion block, and
forensic, etc. In final Assess step, assess measures need to be taken, including damage
evaluation, threat intelligence sharing, emergency response drill, security education and
training, management flow optimization and protection mechanism adjustment, etc.
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Fig. 1. Local advantage model based on threat intelligence

3.2 Framework of Cyber Attack Attribution

The framework of cyber attack attribution is used to describe the analysis procedure,
platform construction and analysis content of cyber attack attribution. What’s more,
this framework can be regarded as the reference for schema design of actual deploy-
ment. The component of framework includes the start of analysis, the standard of threat
intelligence, relevant data and systems of threat intelligence, evaluation of threat
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intelligence data and cyber attack attribution analysis. Figure 2 illustrates the frame-
work of cyber attack attribution.

The framework is consists of three main parts: start of analysis, threat intelligence
and attribution analysis. The internal components of every framework part and func-
tionalities are discussed in the following:

(1) Start of analysis

According to the experience of emergency response and cyber-attack analysis, the
original data mainly consist of three aspects: malware samples, network traffic and log
records. In the course of the experiment, we can get malware from malware sample
websites by web spider. Malware sandbox can be used to analyze the malicious
activities of malwares, such as Cuckoo and ZeroWine, etc. Traffic detection and
analysis are the main task of network traffic analysis. We can add evil IP address and
domain name to black list to detect malicious behaviors. The association relation
among the traffic data can be found by traffic analysis. Typical traffic detection and
analysis software include Wireshark, Moloch, Malcon and Maltrail, etc. The tasks
related to log include log management and analysis. The log records may contain users’
access history, alarm information and operating records, etc. Powerful log management
can provide effective in log analysis. Malware samples, network traffic and log records
are the start of cyber attack attribution analysis.

(2) Threat intelligence

The task related to threat intelligence includes standard of threat intelligence, data
integration, system integration and quality test of threat intelligence. Typical standards
of threat intelligence include STIX (Structured Threat Information Expression), TAXII
(Trusted Automated eXchange of Indicator Information), CybOX (Cyber Observable
Expression), Yara and OpenlOC, etc. we can use and reference these standards in
practical work of attribution analysis. Threat intelligence data integration means inte-
grating various data files and threat intelligence feeds data to center database. System
integration points that using unified call interface to integrate different kinds of sys-
tems, including malware detection system (e.g. VirusTotal), Passive DNS record
system (e.g. Qihoo 360 Passive DNS, Passive Total), External threat intelligence
platform (e.g. Qihoo 360 Threat Intelligence, IBM xForce.), IP related information (e.g.
ZoomEye, Shodan, IVRE) and other related systems. Through system integration, we
can make full use of threat intelligence in attribution analysis. Quality test of threat
intelligence is to evaluate the quality of threat intelligence date from exchange of threat
intelligence to get better analysis result. Threat intelligence is the basis of cyber attack
attribution.

(3) Attribution analysis

Threat intelligence data is the input of attribution analysis. There are three kinds of
attribution analysis methods: association analysis, reasoning analysis and collaborative
analysis. Association analysis is to get as more as relevant and important data from
threat intelligence database. Constraint and efficiency are the main concerns in the
process of association analysis. Reasoning analysis is to get the possible relationship
and attack chains from the associated data. The target of collaborative analysis is
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making full use of the performance of computer and the thinking of analysts in attri-
bution analysis. Analysis is the main task in the process of cyber attack attribution.

This framework introduced the architecture of cyber attack attribution from the start
of analysis to threat intelligence and analysis. From the framework, we can find out the
process of cyber attack attribution and the related information and systems. At the same
time, according to the framework, we can quickly build a testing environment to
evaluate the effort of cyber attack attribution.

4 Case Study

In order to introduce the process and the framework of cyber attack attribution analysis,
we used a practical case of cyber attack as follow. During the two meetings of China,
there was a government website X had been attacked and some webpages had been
distorted. Aiming at this situation, we started to investigate and analyze. The survey
result shows that this organized attack was likely to be a targeted attack. The analysis
processes are shown as follows:

(1) Website X had been attacked and its webpages had been distorted to objectionable
content. We started the investigation and analysis.

(2) After detected the website and relevant severs, and analyzed the log files, we
found that the website existed several vulnerabilities of Struct2 and SQL injection.
We also found two suspicious executable files named “jpublish” and “syslogd” in
server hosts. Their MD5 values are “d41d8cd98f00b204e9800998ecf8427¢” and
“4f1c0a24761deb8fd95e467add18a97f”.

(3) At the same time, there were several severs exist more than two IP connections.
Through network traffic capturing and analysis, we got two suspicious IP
addresses: 122.10.41.105 and 122.10.13.99.

(4) By using the passive DNS systems integrated in threat intelligence platform, we
reversely parsed the IP address and got the records. We can get the information
about domain name, parsing type and the last parsing time. The parsing records
are shown in Tables 1 and 2.

(5) According to registration related information of domain, we made an association
analysis among these information data. Through the two IP addresses, we can find
lot of possible associated information from threat intelligence data. Association
graph is shown in Fig. 3.

Table 1. 122.10.13.99 parsing records

Domain Time
jbp567.com 2015-03-20 18:11:11
www.jbp234.com 2015-03-21 23:17:47

2015-03-01 00:02:47
2015-03-21 20:11:10
2015-03-01 21:31:35
2016-03-10 13:29:54

WWW.Cp-cp.cc
jbp234.com
www.jbp345.com
tt80001.com

>
]
(¢]



http://jbp567.com
http://www.jbp234.com
http://www.cp-cp.cc
http://jbp234.com
http://www.jbp345.com
http://tt80001.com
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Table 2. 122.10.41.105 parsing records

Domain Type | Time

caiyuanbc.com A 2015-06-16 16:04:30
www.caiyuan1688.com A 2015-06-03 16:13:41
www.zcedez.com A 2015-09-21 14:05:06
www.bcpingji588.com A 2015-09-30 07:41:43
WWW.0S00mo.com A 2015-09-08 10:13:59
ibaijiale.wang A 2015-06-30 14:24:18
admin.skws4.dwmdph.com | A 2015-09-08 14:07:05
www.kpuduk.com A 2015-09-08 00:19:06
WWW.ZCOZSZ.com A 2015-09-07 12:32:30
www.kqnhgb.com A 2015-09-07 12:03:55
bak.888888k.com A 2015-09-07 12:03:55
umikl.com A 2010-03-55 12:57:48

QQ:113093867

g 1QQ:875632814
asrsestd] |

i laasioss
QQ:744021196). .. - -
QQ:1173591131) 980218678@qq.com [
QQ:113093867
N

\,

\
1650978326@qq.com
jbp234.com

www.jbp345.com [r_ . ,,,,,]
jbp567.com WWW.ZC0gsz.com

Commond and Control
1221041105 =
I —
ming@yinsibaohu.aliyun.cor @
(bak.888888k.c:

gt ibaijiale.wang
.caiyuan1688.con) baijiale.wang@gmail.cor
@ .bepingjiS88.con

admin.skws4.dwmdph.com
dt278880 1@sohu.com)
dwmdphhejrdd@sairao.com

Fig. 3. Association graph

(6) By utilizing associated information in threat intelligence platform, we also built an
association by STIX model. Through the STIX associated graph, we can clearly
find out the attackers and attack process related information. The threat intelli-
gence associated graph is shown in Fig. 4.

(7) By mapping the attack related information to the seven phases of kill chains and
reasoning and supplying the miss clue and association, we can describe a
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complete attack process. The parts with underline mean the reasoning and sup-
plementing clues. The red dash arrow line means the association by reasoning.
The red arrow line means mean the association by existing evidence. In this case,

we found three suspicious threads in the whole attack process after analyzing and

reasoning by the framework. The whole mapping and reasoning process is shown
in Fig. 5.

Reconnaissance

m Thread1l Thread2 Thread3

Scanning and detectio

\
Weaponization

Develop exploiting application
Prepare exploit code
]

Y
Delivery Webshell 1P:172.32.3.179
,
v !
Exploitati Struts2 vulnerabilites Privilege
xploftation SQL injection vulnerabilities
Installation Jpublish syslogd
c2 122.10.13.99 122.10.41.105
[Heartbeat packets] [Heartbeat packets]
Action on
Objectives

Website Distortion

lllegal Access

Fig. 5. Whole mapping and reasoning process.
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5 Discussion

The main research content in this paper is the framework of cyber attack attribution.
The theoretical basis of this framework is local advantage model. Through analyzing
local advantage model, we can get the whole process of cyber attack and the related
data in each stage. So we firstly researched existing models on cyber attack attribution
analysis. Considering that the framework tends to the practical application, we sub-
sequently researched industry solutions. Finally we determined to use threat intelli-
gence in cyber attack attribution.

Because the detailed content of local advantage model and technology used in the
framework are not the key points in this paper, we discussed little about them. In order
to understand the process of cyber attack attribution based on threat intelligence, the
paper combines the analysis of actual cases, so as to enhance the practical application
of this value. The result of case study shows that the proposed framework can provide
some help in cyber attack attribution analysis.

6 Conclusion and Future Works

According to the situation that current main security measures are accumulating
security devices to protect relevant systems and networks, but the efforts is dissatisfied
for advanced threats, we used an advantage model based on threat intelligence to deal
with cyber attack. This model made full use of the constructed continuous monitoring
platform, threat intelligence platform and comprehensive response platform to achieve
the goals of early-warming, process detection and response and post attribution analysis
through the seven steps of intrusion kill chains, and finally to reverse the security
situation. We also came up with a framework of cyber attack attribution to describe the
whole process of analysis. The framework introduced the related actions and resources
in attribution analysis, including the start of analysis, the standard of threat intelligence,
related data and systems of threat intelligence. Finally, we tested the model and
framework by practical case. The case study indicated that the proposed framework and
corresponding testing environment can provide some help in cyber attack attribution
analysis. Framework of cyber attack attribution based on threat intelligence would be
an effective architecture for cyber attack attribution.

In the future, our main energy focused on detailed technology and implements,
especially automated analysis. Full-automated analysis would make full use of the
advantage of threat intelligence data and platform, which could play an important role
in cyber attack attribution analysis.
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Abstract. The openness of wireless communication and the unattended nature
of sensor node deployment make it easy for an adversary to launch various
attacks on wireless sensor networks. Cross-layer attack aims to achieve better
attack effects, conceal attack behavior more better, reduce the cost of attack by
using information from multiple protocol layers, or initiate attack at multiple
layers cooperatively. There are now different understandings about cross-layer
attack. In this paper, the definition of cross-layer attack is proposed and several
cases of attacks are presented. In order to better understand their behaviors, the
cases of cross-layer attack are modeled by utilizing unified modeling language,
which helps to build more secure wireless sensor networks.

Keywords: Cross-layer attack * Unified modeling language - Wireless sensor
networks

1 Introduction

Wireless sensor networks (WSNs) are growing enormously and widely used in a broad
range of fields, such as industry, agriculture, city control, medical treatment and envi-
ronmental monitoring. As one of the key elements of the Internet of Things, WSNs help
to obtain information for the Internet of Things. WSNs are composed of a large number
of micro and low-power and low-priced sensor nodes deployed in sensing fields. By the
method of wireless communication, these sensor nodes form a self-organized,
self-adapted, and multi-hopped intelligent network system and transmit sensed infor-
mation to the processing center through the base station. Different from other wireless
communication networks, the resources of WSNs nodes, such as computation, storage,
communication and energy, are limited and the sensor nodes are commonly deployed in
unattended areas where the battery can neither be replaced nor recharged.

In view of the limitation of the resources of sensor nodes, the high-strength security
mechanisms cannot be implemented in WSNs. Due to the openness of the deployment
of nodes, the sensor nodes might be captured by the attacker and the sensitive infor-
mation might be leaked or compromised. Thus, WSNs are facing more serious security
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problems than the common traditional wireless networks, such as cellular networks.
WSNss are susceptible to many different types of attacks at all layers of communication.
An attacker can launch jamming [1] and tampering attacks [2, 3] at the physical layer.
Attacks at the data link layer include collision [4], denial of sleep [5], Guaranteed Time
Slot (GTS) attack [6], back-off manipulation [6] etc. The network layer of WSNs is
vulnerable to different attacks, such as spoofed routing information [8], selective packet
forwarding [8], sinkhole [8], wormhole [9], blackhole [10], sybil [11], hello flood [8],
etc. Flooding attack and de-synchronization attack [1] are the attacks launched from the
transport layer.

Besides the attacks directed to a single protocol layer, there are cross-layer attacks
which relate to multiple layers in WSNs. Cross-layer attack can launch from one layer
but aimed to another layer, use the information of one layer to produce an attack on
another layer, or initiate at multiple layers cooperatively. The objectives of cross-layer
attack are to achieve better attack effects, conceal attack behavior more better, or reduce
the cost of attack. There are many different understandings about cross-layer attack
[12-20]. In order to develop secure mechanism for WSNs, it is important to have a
better understanding of cross-layer attack.

In this paper, cross-layer attacks in WSNs are studied at great depth. The main
contributions of this paper are twofold. First, we propose a new definition of cross-layer
attack and present several cases in different scenarios. Second, to better describe the
behaviors of cross-layer attacks, we use Unified Modeling Language (UML) as the
modeling framework.

The rest of this paper is organized as follows. Section 2 summarizes the related
works about cross-layer attacks and propose a new definition of cross-layer attack.
Section 3 presents the cases of cross-layer attack and its model. Finally, Sect. 4 con-
cludes the paper.

2 Cross-Layer Attack in WSNs

The objectives of an attacker are to disrupt the security attributes of WSNs, including
confidentiality, integrity, availability and authentication. To achieve these objectives,
an adversary can launch attacks from different protocol layers of WSNs. At the physical
layer, the adversary can jam the physical channel by interfering with the radio fre-
quencies that nodes use for communication. Due to the unattended and distributed
nature of deployment, the adversary can extract the secret information from the cap-
tured node, tamper with its circuitry, modify the program codes, or even replace it with
malicious sensor [2, 3]. Data link layer is primarily responsible for medium access
control, error control and frame detection. Attacks at the data link layer aim to disrupt
the availability of the network by purposefully creating collisions, obtain unfair priority
in the contention of channel or dissipate the limited energy of nodes. Network layer is
primarily responsible for packet delivery including routing through intermediate nodes.
Attacks at this layer aim to disrupt the network routing, acquire or control the data
flows. Attacks at the transport layer aim to affect the data transmission by disrupting the
existing connection or exhausting the connection resources. As described above,
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an attacker can achieve different goals by launching attack from different protocol
layers. Actually, the attacker may not just restrict his attack at one layer.

Some previous works have been done in the area of cross-layer attack in WSNs
[12-20]. Radosavac et al. considered a kind of cross-layer attack which propagated from
Medium Access Control (MAC) layer to routing layer, causing serious degradation of
network performance [12]. In their scenario, an attacker utilizes legitimate communi-
cation patterns in MAC layer to isolate one or multiple nodes in the network and break
existing paths in the routing layer. Thus, the attacker increases the probability of
including himself in the new routes. Bian et al. described the Stasis Trap attack that is
launched from the MAC layer but aims to degrade the end-to-end throughput of flows at
the transport layer [13]. In this attack, the adversary periodically preempts the wireless
channel by using a small Contention Window (CW) size in order to cause large vari-
ations in the Round Trip Time (RTT) of Transmission Control Protocol (TCP) flows.
This in turn will cause the Retransmission Timeout (RTO) of the flows to expire and the
congestion window size will be reduced to one and retransmit outstanding packets
according to the congestion control mechanism. This chain of events will result in a
significant drop in the throughput of flows. This kind of attack has very little effect on the
MAC layer throughput and hence it is very hard to be detected at the MAC layer, but it
can severely degrade end-to-end throughput. Nagireddygari and Thomas analyzed the
MAC-TCP cross-layer attack in cognitive radio networks [14]. Leon et al. presented the
Lion attack performed at the physical/link layer that affects the transport layer in cog-
nitive radio networks [15]. This attack relies on specific jamming that forces frequent
handoffs thus affecting the current TCP connections. Guang et al. presented shortcut
attack and detour attack that originate at the MAC layer but aim to disrupt the perfor-
mance of ad hoc routing mechanism [16]. Shao et al. discovered a cross-layer dropping
attack against video steaming in Ad hoc networks [17]. An attacker can launch various
packet dropping attacks at the network layer by exploiting the application layer
knowledge without creating abnormal behavior. Panchenko et al. showed how appli-
cation layer information can be used to speed up the attack on the network layer [18].
Wang et al. investigated the coordinated report false sensing attack (Physical layer) and
small back-off window attack (MAC layer) in cognitive radio network and proposed a
trust-based cross-layer defense framework [19]. Djahel et al. addressed a cross-layer
attack targeting proactive routing protocols, which is launched at the routing level and
reinforced at the MAC layer in order to amplify the resulting damage [20].

As described above, there are now different understandings about cross-layer
attack. The attacks presented in [12-16], can be categorized as a kind of cross-layer
attack which launches from one layer but aims to another layer. Obviously, there are
associations between different layers of the network architecture and if an adversary
launches an attack from one layer the performance of another layer is bound to be
affected. However, in this kind of cross-layer attack, the effects on the layer at which
the attack is initiated will be very limited, but it will have dramatic effects on the
performance of another layer. Thus, it is not easy to detect the attack behavior at the
layer, from which the attacker launches the attack. In [17, 18], the attacker can obtain
information from one layer and then utilize it to initiate an attack at another layer. As a
smart attacker, he can use the information acquired from different layers comprehen-
sively and aim to achieve a better attack effects or conceal himself as far as possible.
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In [19, 20], the adversary launched several attacks from different layers cooperatively
in order to cause greater damage to the target. Wang et al. defined cross-layer attack as
attack activities that are conducted coordinately in multiple network layers [19]. In our
opinion, it is not necessary for cross-layer attack to enforce attack on multiple layers.
An attack can also be categorized as cross-layer attack as long as it can create large
effects on one layer through another layer. That is to say, for cross-layer attack, the
adversary can initiate an attack at a single layer if he can achieve some special attack
goals at multiple other layers. Different from the attacks against a single layer, by
considering the situations of multiple layers cooperatively, cross-layer attack aims to
reduce the probability of being detected, reduce the cost of attack or achieve the attack
goals that may not be feasible by enforcing an attack on a single layer only. Based on
the foregoing, we propose a new definition of cross-layer attack as

A cross-layer attack is a kind of attack that initiates at one protocol layer, or
multiple protocol layers cooperatively, by considering vulnerabilities or information of
multiple layers comprehensively, in order to achieve the attack goals that cannot be
reached by only considering a single layer.

Actually, in the scenario of cross-layer attack that the attacker initiates attack at
multiple layers, it is different from multi-layer attack. In multi-layer attack, the
adversary should conduct attacks at multiple layers, however, it is not necessary that
the attacks at different layers be cooperative, that is to say, they could be independent.
For example, an attacker can execute Denial of Service (DOS) attack at the physical
layer, MAC layer and network layer concurrently or alternately. If the attack on each
layer is cooperative, it can be classified as cross-layer attack, otherwise it only belongs
to multi-layer attack. In cross-layer attack, it is not necessary for the adversary to
launch an attack from multiple layers. It can launch an attack from one layer but aimed
to another layer and the attacks at different layers should be conducted cooperatively to
achieve specific objectives. We will give some cases of cross-layer attack in WSNs in
the following section.

3 Modeling of Cross-Layer Attacks

To defend cross-layer attack and design secure protocols in a WSN, it is important to
understand the behaviors of cross-layer attack by building its behavioral model.
The UML is a standard notation of real-world objects as a first step in developing an
object-oriented design methodology. It is a language for specifying, visualizing, con-
structing, and documenting the artifacts and is used to evolve and derive the system. It
presents a standard way to show interaction/behavior within the system. The UML
provides a large set of diagrams, such as use case diagram, sequence diagram, activity
diagram, state machine diagram, and deployment diagram to model the system
behavior. We have selected the UML framework for modeling of cross-layer attacks
because it provides security developers standardized methodologies for visualizing
security attacks in WSNs. Some previous works have been done to describe the attacks
at a single layer in WSNs using UML [21-23]. Uke et al. proposed behavioral mod-
eling of physical and data link layer security attacks in WSNs using state machine
diagram [21]. Pawar et al. presented behavioral modeling of WSNs MAC security
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attacks using sequence diagram [22]. Hong et al. provided standard models for security
attacks by UML sequence diagrams to describe and analyze possible attacks in the
network and transport layers [23]. However, to the best of our knowledge, little
research has been done in modeling of cross-layer attack in WSNss. In this section, we
will present several cases of cross-layer attack in different scenarios and use UML to
model them. These UML models will help security developers better understand the
behaviors of cross-layer attack and the interaction of the system in presence of these
attacks and build more secure WSNs.

3.1 MAC-Network Cross-Layer Attack

Attack at the MAC layer primarily aims to acquire priority in the contention of channel,
dissipate the energy of the nodes, or create DOS. An attacker can cause collisions with
neighboring nodes by sending jamming packets. And he can also get unfair priority
access to the channel by setting a small CW value in the back-off mechanism, or
modifying the Network Allocation Vector (NAV) in Request To Send (RTS) or Clear
To Send (CTS) frames to reserve a longer time duration. At the network layer, an
attacker can make himself a part of the routing path by sending bogus Route Reply
(RREP) messages, advertising good Link Quality Indicator (LQI), such as low latency,
low packet loss rate and small hop count.

In the scenario as described in Fig. 1(a), legitimate node A is the routing node and
the data from other legitimate nodes, such as nodes B and C, are passed through it.
A malicious node M wants to be the routing node in place of node A. It initiates attacks
at the MAC and network layer coordinately to make himself being the node on the
routing path (see Fig. 1(b)) and then it can launch selective forwarding, blackhole
attack, etc. Actually, there are many kinds of attacks against MAC layer and network
layer, we only give one example.

E B M E B M
o @ Lt S
~ I
\\ 1
¢ A D ¢ A D
® @ -@ e o (]
(a) Before attack (b) After attack

Fig. 1. Scenario of MAC-Network cross-layer attack

Figure 2 shows the flow of events in case of this kind of cross-layer attack. The
detailed procedures are as follows.
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Fig. 2. Sequence diagram of MAC-Network cross-layer attack

A malicious node M initiates collision attack on legitimate node A. When node B
or C sends RTS to Node A, malicious node M generates a noise packet and sends
it to node A at the same time. Both the packets will reach node A simultaneously
and cause a collision. Thus, node B or C can hardly establish a channel with node
A because the channel has been congested by malicious node M.

Malicious node M modifies CW to a small value or increases its Clear Channel
Assessment (CCA) threshold to a big value in order to acquire priority in the
channel access.

Malicious node M initiates routing attack by broadcasting bogus Hello message to
the neighboring nodes. It advertises an attractive link quality for itself and the
neighboring nodes take malicious node M as their new next hop routing node and
update their routing Tables.

The neighboring nodes detect the events and send their data to malicious node M.
Thus, malicious node M can obtain the data of neighboring nodes and launch
selective forwarding, blackhole attack, etc.
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3.2 MAC-Transport Cross-Layer Attack

In Fig. 3, there are two end-to-end TCP flows, one is from node E to node C passing
through node A, the other is from node F to node D passing through node B. Both
nodes A and B are neighboring nodes of malicious node M.
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Fig. 3. Scenario of MAC-Transport cross-layer attack
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Malicious node M preempts the channel by manipulating the back-off mechanism
at the MAC layer but its aim is to degrade the end-to-end throughput of flows at the
transport layer [13]. Malicious node M manipulates the back-off values by using a
small CW size and it can acquire the priority amongst all the contending nodes. Once
the channel is preempted, malicious node M transmits data to node A or node B for a
long enough period to cause noticeable delays in the TCP flows that are traversing
through node A or B. According to the congestion control mechanism at the transport
layer, if the RTT is delayed beyond the RTO, the congestion window size will be
reduced to one and the outstanding packets will be retransmitted. Thus, the end-to-end
throughput of the flows will be degraded seriously. Malicious node M preempts the
channel periodically and switches transmission destination between node A and node B
in a round-robin manner. It is very hard to detect the attack behavior at the MAC layer
because it has very little effect on MAC layer throughput. The detailed procedures are
as described in Fig. 4.

(1) Nodes A and B forward TCP segment to nodes C and D, respectively.

(2) Malicious node M sets a small CW size to acquire the priority in the contention of
channel. It sends RTS frame to node A and the duration of occupying channel is
¢t which is longer than the RTO.

(3) Node A detects that RTT is delayed beyond RTO and TCP sender will assume
packet loss in this case. According to the congestion control mechanism, the
congestion window value will be set to one and node A will retransmit the
outstanding TCP segments.

(4) Malicious node M then switches the transmission destination to node B and
performs the same operations on node B as it did to node A.

(5) Malicious node M periodically repeats the above steps (2)—(4).

M1 M1
A A
C C
B D B D
M2 M2
(a) Before attack (b) After attack

Fig. 5. Scenario of colluding cross-layer attack
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3.3 Colluding Cross-Layer Attack

Figure 5 describes a scenario that two malicious nodes M1 and M2 collude to launch
an attack. In this scenario, nodes B, C and D are neighboring nodes of node A. In Fig. 5
(a), node A is the next hop routing node of nodes B and C and it forwards the data of
nodes B and C to node D. Node A is in the range of M1 and nodes B and C are in the
range of M2. In order to disrupt the routing, malicious node M1 initiates collision
attack on node A at the MAC layer and then malicious node M2 launches routing
attack on nodes B and C at the network layer. After the attack, M2 becomes the next
hop routing node of nodes B and C (see in Fig. 5(b)). Hence, M1 can initiate selective
forwarding attack at the network layer.
The detailed procedures are as follows, illustrated in Fig. 6.

(1) Malicious node M1 intercepts the routing information sent by node A and
acquires the information that node A is an important routing node.

(2) In order to disrupt the network routing, M1 performs collision attack on node A at
the MAC layer. When other nodes send data to node A, M1 sends jamming packet

‘ Malicious Node M1 ‘ ‘ Node A ‘ ‘ Node B ‘ ‘ Node C ‘ ‘ Malicious Node M2 ‘
TSend(Hello) T
b

T

|

| | | |

| | | Update the routing table |

I I Send(Hello) ‘ I Network layer

| I \

} } D Update the ruutmg table

T

I

I

| | |

I

S S
Initiate co]]isior‘u attack ‘

i I I

| end(Jamming packet) Send(Data) ‘

\

I

|

|

|

P Colllslon detected |

\ Send(Jamming packet) Send(Data) |
1

|

|

I > Initiate routing attack

Scnd(Bogus routing information)
K

|
Update the mutipg table

Network layer

Send(Bogus routing information) |

| > Event detected
| | Send(Data)

|

|

|

|

|

|

|

Event detected !
Send(Data) !

| I N|
| |

I
| | | Initiate selective forwarding attack
I I

Fig. 6. Sequence diagram of colluding cross-layer attack
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at the same time and then causes collisions. If the data transmission are always
failed, nodes B and C may select another node as their next hop routing node.
(3) Malicious node M2 advertises a high quality route to node D to attract the traffic
by sending bogus routing information. Then nodes B and C update their routing
table. M2 becomes the next hop routing node of nodes B and C.
(4) Nodes B and C detect the event and send their data to M2, which then selectively
forwards their packets to node D.

4 Conclusion

To conceal attack behavior more better, in cross-layer attack, it usually has little effects
on the parameters of one protocol layer. Thus, for intrusion detection system, it can
hardly distinguish normal behavior from abnormal behavior at one protocol layer
because the deviation of protocol parameter is very small under cross-layer attack. And
even if the intrusion detection system observes the anomaly, it is not easy to decide at
which layer that the attack initiated and hence hard to make a response. For example,
the modification of CW value will not bring huge effects to the contention of channel at
the MAC layer and small changes in routing information will not draw more attention
by the monitoring node. A smart attacker then utilizes MAC-Network cross-layer
attack to achieve better attack effects on WSNs and decreases the probability of being
detected at a single protocol layer as far as possible.

To detect cross-layer attack, it is necessary to use cross-layer based detection
approach. Detection system monitors the critical parameters of multiple layers, such as
Received Signal Strength Indication, Energy Reduction Rate at the physical layer,
Back-off Time, Packet Collision Rate at the data link layer, Link Quality Indicator, Hop
Count at the network layer, Number of Connections, RTT at the transport layer, Type
of Data at the application layer. It draws a conclusion whether there is an attack
behavior by analyzing the deviation of the parameters of different layers cooperatively.
That is to say, detection system should not only extract features from multiple layers
but also consider the correlation between attacks in different layers.

Wireless sensor networks are vulnerable to many types of attacks at different
protocol layers due to the openness of the wireless channel and deployment of sensor
nodes in an unattended area. Different from the attacks just aiming at a single layer, in
cross-layer attack, an attacker can utilize the information from different layers sepa-
rately or initiate attack at different layers cooperatively, and then achieve the attack goal
that cannot be reached by only considering a single layer. Different explanations about
cross-layer attack in WSNs currently exist. In this paper, we tried to study the objec-
tives and behaviors of cross-layer attack and presented the definition of cross-layer
attack. In order to better understand the behavior of cross-layer attack, we put forward
several cases of cross-layer attacks and utilized sequence diagram to model them.
These sequence diagrams show the attack’s behaviors and the interactions between
different objects in a network, which will be beneficial for developing secure solutions
for WSNs. It is interesting to use other diagrams, such as activity diagram, state
machine diagram, to model cross-layer attack in the future. The objective of



114 J. Wang et al.

investigating attack’s behaviors is to detect them. In future works, we will focus on
how to design the structure of detection system in WSNs, how to deploy it and how to
design effective cross-layer attack detection algorithms.
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Abstract. Nowadays the internet is considered as given in almost any consumer
electronic application. Internet connections are now extended to physical objects
and are able to connect the living environment with computers, laptops, tablets
and smartphones. We are dealing here with the Internet of Things. However, it is
only the beginning of the Internet of Things revolution and today the develop-
ment process has entered a new stage, where Internet of Things includes more
and more industrial devices. Of course, using Internet of Things in such appli-
cation fields faces the challenge of balancing the flexibility of internet commu-
nication and the robustness of industrial applications. In this paper, a concept of
the adoption of a miniaturized safety-related solution on a single chip for
industrial Internet of Things applications is introduced. An example application
is presented to prove the feasibility of the introduced concept.

Keywords: Internet of Things - Safety systems + Systems-on-Chip + Wireless
network

1 Introduction

Intelligent computer systems, peripheral devices of any type such as mobile devices,
sensors, machines and vehicles are networked with each other and with the external
environment by means of the Internet of Things (IoT). The analysis of the IoT data offers
many opportunities for companies to exploit, such as taking faster decisions, better
optimization and refinement of their business processes, revealing new applications and
even the development of new business models. 10T thus offers enormous potentials for
almost any technical field as energy technology, industrial automation and factory,
medical technology, automotive industry as well as production and logistics.

Against this background, IoT applications can mainly be divided into two cate-
gories. On one hand, there is IoT applied to consumer electronics (CloT), and on
another hand, there is the industrial IoT (IloT). CIoT devices represent consumer-
oriented applications such as big and small household appliances that are usually
communicating with small data volumes and low data rates but they are not used in
safety or mission critical applications. Whereas, IloT devices represent industry-
oriented applications, e.g. machines and robots in an industrial environment in which
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Fig. 1. Application fields of the Safe Internet of Things

they communicate with higher data volumes and rates. Furthermore, IIoT applications
have normally to be classified as safety and reliability critical. In this context Fig. 1
provides an overview of the most important fields that can involve IloT devices in
safety-related applications (Safe Internet of Things).

According to the most common definition, the IoT is a network of physical things,
which are different embedded electronic parts such as sensors, microcontrollers and
communication interfaces to collect and exchange data [1]. Moreover, adopting these
things is getting more widely in the industrial environments to fulfill more critical tasks
that are related to monitoring performance and safety of workers, machines or any other
important factor in the industrial environment. Furthermore, enormous efforts have
been conducted to safely monitor and manage the industrial environments such as the
research work conducted by Alcaraz and Lopez [2, 3], in which they introduce a system
that utilizes many technologies, and the wireless sensors are a main part of these
solutions. In order to provide a safe sensory data, which is the main effort of this
research work, the wireless sensory system must comply one of the safety-related
architectures adopted in the safety-related digital systems [4, 5].

Consequently, such a linkage between safety-related systems and IoT devices is not
well-engineered yet; and this requires implementing a safety-related architecture for the
whole path of the captured data, starting from the sensors to the end point to which the
data is transmitted. Some challenges, as system size, costs and ensuring the high level
of safety and resilience, have still to be mastered. In this work, consistently with our
own research work about the realization of on-chip safety systems a concept is pre-
sented, which focuses on the realization of applying miniaturized IIoT systems to
safety-related applications. The objective in this context is to establish miniaturized as
well as robust, flexible and efficient systems for the use in IIoT devices.

The paper is organized as the following. Section 2 provides an overview of the state
of the art of safety-related systems and on-chip safety systems. Section 3 serves to
introduce the concept of adapting an on-chip safety system to IIoT applications. Initial
results are presented through the use of an example application in Sect. 4. Finally, a
summary and an outlook serve to round off this paper.
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2 Safety Systems

2.1 Introduction

The relevance of safety-related systems is given by an increasingly growing level of
safety awareness in many technical areas leading to strengthened requirements for
standardized safety-related systems that can be applied to various fields of applications.
Moreover, this relevance is reflected in the technical trend towards safety systems that
are increasingly flexible and efficient in a way that they correspond to the current state
of the art which can be provided for industrial applications. Furthermore, economic
considerations do play a major role because they put stringent demands on the
development of safety-related systems. These systems have to meet the key require-
ments, such as safety and reliability, in addition to that they require several further
characteristics like miniaturized size but nevertheless they also require maximum
performance and lower costs as well as the highest level of flexibility and portability at
the same time. The latter aspect is particularly important due to the connection with
applications in the field of Industry 4.0 and the IIoT.

In recent years, based on the previously mentioned background, more new tech-
nological platforms have been increasingly used to realize safety-related systems.
Conventional hard-wired controllers have been replaced by electronic and pro-
grammable controllers. The current trend in this field is characterized by two important
aspects: One aspect is to make use of the technical progress that results from the
development within the field of semiconductor technology and the other aspect is to
allow that given state of the development an appropriate corresponding state of stan-
dardization. In fact, the safety-related electronic systems have undergone a significant
development over the last few years. A decisive milestone in this area has been
achieved, especially with the release of the second edition of the standard IEC 61508
[6] and the associated introduction of safety-related systems involving on-chip
redundancy. Safety-related systems with two redundant channels can now be devel-
oped on one single chip and certified in accordance with standard IEC 61508.

The following subsections provide a rough overview of the standard IEC 61508
and its development. Subsequently, a brief outline is given about on-chip safety sys-
tems that are proposed to be used for the realization of the introduced concept.

2.2 Safety Standard IEC 61508

In this section a brief insight into the safety standard IEC 61508 is introduced. The
standard IEC 61508 is limited to electrical/electronic/programmable electronic
safety-related systems — short form E/E/PE. It is divided into seven parts and deals with
the general requirements for the development process of safety-related systems at
hardware and software levels. Furthermore, the standard serves to define key terms like
functional safety or safety integrity level (SIL), which serves for a classification of
safety-related systems. The safety-related systems are classified into four levels SIL 1
to SIL 4. It applies here that the higher the SIL, the safer the system under consider-
ation. In addition, the standard provides different parameters to be used for a
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quantitative evaluation of various safety architectures. Finally, examples and operating
instructions for the determination of the safety integrity level as well as for the way to
use the different architectures, procedures and measures are provided by the standard.

For the on-chip safety systems that are proposed in this research work, the second
edition of that standard of the year 2010 is of great significance. Among other things,
the on-chip redundancy, which provides the possibility to develop safety-related sys-
tems on a single silicon substrate for SIL 3 applications, was introduced in this edition.

2.3 On-Chip Safety Systems

Besides the key requirements like networkability, reliability and robustness, further
requirements do also play a significant role for IIoT applications, especially in the case
of the embedded applications, where the compact system size and reduced power loss at
an optimized performance, represent the key factors for technical and economic con-
siderations. The conventional technique, which was used for safety-related systems, has
considered these factors solely in a very limited way. Therefore, only when the on-chip
redundancy in the IEC 61508 was introduced; a safety-related basis has been established
for that. At that point the standard provides a roadmap for the development of
safety-related systems on a single silicon chip. In fact, since the introduction of that
standard, the trend was towards an integration of complete control systems on the
smallest silicon areas. Several semiconductor manufacturers and safety experts like
Texas Instruments, Freescale or Yogitech have also brought dozens of such solutions to
the market ever since, and an overview on the previously existing safety chips is
provided in [7]. For the purpose of realizing systems with on-chip redundancy measures,
methods and modelling techniques, that should serve to guarantee the technical safety,
have to be provided at all levels of development. These comprehensive measures have to
be taken on the modelling level as well as on the chip design level. In [8] a summarized
overview of these required measures is introduced. In the following subsection, an
example is given, which is based on an own previously published architecture, and it
serves to illustrate how a safety controller works on a chip. The introduced architecture
serves as a basis for the research concept that is presented in this paper.

2.4 On-Chip Safety Architecture

The presented architecture is based primarily on 1002D architecture (one out of two
with Diagnosis). The 1002D architecture according to standard IEC 61508 consists of a
simple redundant architecture including two channels and additional diagnosis. In a
1002D architecture a dangerous failure can only occur if both channels do create a
dangerous failure. The system can fail, only if a dangerous error has occurred in both
channels. As a mean of increasing the flexibility of this architecture, it is extended by a
communication processor, which serves as a black communication channel. This
channel is not interacting with the safe system (interference free communication
channel). Figure 2 illustrates a block diagram of this architecture which is represented
in the green box on both sides of the figure. The design, which is in accordance with
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Fig. 2. Block diagram of the IloT-Enabled on-chip safety system

IEC 61508 second edition representing a safety solution with on-chip redundancy has
already been implemented and published in [9].

3 IloT-Enabled Safety System

3.1 System Architecture

As already been outlined in the previous sections, the basic idea of the current concept
is to use an on-chip safety system for safety-related IIoT applications. In this context,
the focus is led on using a flexible and miniaturized safety system, which is appropriate
for applications that place stringent demands on particularly the system size and costs.

Figure 2 above serves to illustrate a block diagram dealing with a possible
implementation of the research project. This implementation adopts the Safe-Device-
to-Safe-Device communication model and the on-chip safety system represents the
heart of it. The most important features of this on-chip system are the ability to process
safe inputs like input sensory data and to allow safe outputs such as actuator data. In
this case, the communication of IoT applications is conducted via wireless LAN. At
this point, the communication could also be realized via Ethernet or any other wireless
communication like RFM radio modules; a concept that utilizes RFM modules will be
presented later on. In addition, any communication model of IoT could be adopted such
as Device-to-Cloud model or Device-to-Gateway model with respect to safety-related
aspects [10]. The following sections deal in more detail with the single components of
the introduced system.

3.2 Target on-Chip Safety System

The target on-chip safety system is a miniaturized SIL 3 compliant architecture which
integrates all features of a PLC on a single chip. This reduces the number of required
components for safety applications and improves system dependability. A more
detailed description of this architecture can be found in [9]. Figure 2 gives a general
overview about the system architecture of the safety PLC, which consists of two
subsystems: a redundant system (1002D safe system) and a single-core system intended



Adoption of Miniaturized Safety-Related Systems 121

for communication (COM system). Both subsystems are connected via interference-
free channel. In addition, both processor systems may trigger an interrupt in the other
sub-system. Both subsystems contain processor cores with their own data and program
memories, digital inputs and outputs, as well as diverse communication interfaces.
The COM system acts as black channel for safe communication between the safe
system and the devices of safety-related applications, through utilizing its communi-
cation interfaces such as serial interfaces and Ethernet.

3.3 WLAN Module

The ESP8266 WLAN module [11] is used in this research work, and it has been
successfully marketed in different versions by the company Espressif for some time.
The modules typically consist of the system-on-chip SoC ESP8266EX, an external
Flash RAM and an antenna or an antenna interface. The modules mainly differ
according to the number of interfaces that are available to the exterior. The smallest
configuration ESP8266-01 including 8 pins is used for the present research work. It is
also important to note at that point that WLAN modules of other manufacturers or other
wireless communication interfaces can also be used.

The module ESP8266-01 represents the smallest module of the ESP8266 WIFI
family. The structure is roughly presented in Fig. 3 which shows its components that
are consisting of a 32 bit RISC SoC (Tensilica L106) with integrated analog/RF
transceiver, Flash RAM memory and an antenna that is integrated on the board. The
module is produced by Espressif in China. Having a size of 5 x 5 mm for the SoC and
1.5 x 2.5 cm for the module it involves rather low manufacturing costs. Due to its low
power consumption of a maximum of 215 mA and less than 1 mA in stand-by mode,
furthermore, its small size and high performance, the module is not only suited for
being used as a WLAN module but also for being used as complete solution for IoT
applications. The firmware can be freely programmed and only 20% of the possible
computational power is consumed during the WIFI operation. Consequently 80% of the
performance is theoretically available for user applications. Version ESP8266-01
provides to the user, alongside with the SoC, an external Flash and an antenna, 8 pins,
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Fig. 3. Block diagram of WLAN module ESP8266EX [11]
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too. The pins are required for the power supply, reset, chip-enable, firmware pro-
gramming and the communication via UART. The firmware is externally loaded via
SPI from Flash and it can be reprogrammed by the use of the UART interface.

4 Communication Network and IoT Application

The main purpose of the example application in this paper is to present a prototype
platform for processing safe sensor data using a miniaturized safety system and
transferring this data via wireless communication to other IoT devices. As already
mentioned in the previous section, the safety system consists of a redundant processor
system with integrated diagnostic units, and a communication system that serves as a
black interference-free communication channel. The data that have been read out is
processed and delivered to the RS232/TTL converter through a serial UART interface
of the communication system. The converter regulates the voltage so that it will go
down to 3.3 V and it forwards the data to the used WLAN module. As soon as one
complete line has been transmitted, the WLAN module is going to respond with an
echo and a reply. The communication system will then be in a position to verify
whether the data were transferred correctly.

4.1 Example Test Design

Besides the module ESP8266-01, power supply, an RS232/TTL (15 V/3.3 V) con-
verter and the system that communicates with the chip, are necessary for the experi-
mental setup. Moreover, a button is used for the reset. An AMS1117 3.3 with 3.3 V is
used for the power supply of the WLAN module and an AMS1117 5.0 with 5 V of
Advanced Monolithic is used for the RS232-TTL converter. The RS232/TTL converter
is an MAX2323 module from the company Maxim and has to be operated with 5 V. It
should be noted that all modules share a common ground so that disturbances can be
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Fig. 4. Block diagram of a simple test design
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prevented. The RxD/TxD signals are connected crosswise at the modules. The Baud
rate is set to 115200Bd at all systems.

Assoon as the system is switched on, the ESP8266-01 can be configured. The standard
firmware runs with the AT-Instruction-Set. A connection between the safety system and
the module has to be established via the UART interface. By entering “AT\r\n”
it is tested whether the module is ready. If the answer “AT\r\nOK\r\n” is received, the
system will be ready. Further information on additional commands can be found in the
ESP8266 AT Instruction Set Version 1.5.4 on the website of Espressif [12]. The WLAN
module can be configured as station, access point or as both at the same time. Figure 4
illustrates the block diagram of a simple test design.

4.2 Results and Evaluation

After having introduced the test setup in the previous section, the current section will
be dealing with a brief introduction of the first results that have been obtained. An
initial feasibility study has been carried out along with the introduced demo design. In
this context, a validated Field Programmable Gate Array (FPGA) platform as realized
served as prototype platform for the used on-chip safety system. A connection of the
WLAN interface to the serial interface of the communication system has been realized
and wireless communications with a host computer have been established successfully.
Figure 5 shows a photo of the realized prototype.

Thus the first step in realizing the proposed concept was taken. Two crucial aspects
have to be emphasized regarding future work. On one hand, there is the miniaturization
of the system where the on -chip safety system is integrated together with the WLAN
module on the smallest hardware structure, and on other hand there is the important
aspect of dealing with the ability to guarantee a safe wireless communication, because
without this aspect a complete system safety could not be achieved.

Fig. 5. Hardware prototyping platform with WLAN module and FPGA board
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Miniaturization: A first hardware design has been implemented for the miniaturization
of the test setup. Figure 6 shows the layout of the target hardware created in Cadence
Allegro. The target hardware mainly consists of the on-chip safety system and the
connection to the WLAN module. Further important units, among others, are the power
supply and its monitoring as well as the circuit of an external Watchdog. Due to the size of
7 cm x 4 cm the realized design serves to provide the optimal platform for wireless, safe
networks for IloT applications. A long-term objective of our research work is to integrate
the complete system on a single chip to achieve the first IIoT safety chip solution.

, =il " e
T TR : [e = = =5 2

LU L

Fig. 6. Layout of an IIoT network

Wireless Safe Communication: For the purpose of ensuring a safe wireless com-
munication, a significant addition to the introduced architecture is required. At first
glance it seems as if there are two suitable options to provide conceivable solutions.
Firstly, the wireless communication can be realized directly via the safety system, and
secondly, it can be carried out in a redundant way via the communication processor. The
first variant would imply two WLAN modules or two RF radio modules having two
different frequencies, being connected to two serial interfaces or two SPI interfaces of
the safety system accordingly. A conceptual diagram of this approach with both sug-
gested communication modules is shown in Fig. 7. The advantage of this variant is that
it results in two redundant communication channels that are processed by an equally
redundant processor system. The technical challenges to be faced at that point would be
the handling of the synchronization and the loss of performance at the safety system.

The second variant would imply two WLAN modules or two RF radio modules
being connected to two different serial interfaces of the communication processor
accordingly, exactly as shown in Fig. 7 above, but the communication modules will be
connected to the communication system rather than to safe System. An appropriate
comparison is also carried out there. The advantage of this variant is that the com-
munication is still established via the communication processor and thus the perfor-
mance of the safety system remains unaffected. However, a disadvantage is represented
by the singularity of the communication processor. Diversity of the wireless interfaces
e.g. using 2.4 GHz and 5 GHz and multiple comparisons depending on the targeted
safety level represents appropriate measures to be adopted to solve this.
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Fig. 7. Example layout of a safe IloT network

In each case, a feasibly study for those proposed solutions and for other possible
solutions will represent the main focus of further research on this topic, in addition to
developing a suitable safe communication protocol to each suggested approach.

5 Conclusion

The background of IIoT and Industry 4.0 implies that better networking of industrial
devices as well as increasing miniaturization and lower costs of hardware have to be
achieved. In this context, the introduced concept presented in this work delivers a
contribution to the realization of a miniaturized safety-related platform for the imple-
mentation in industrial IoT applications. The solution, which is presented in this paper,
comprises the following steps: (1) Introducing an on-chip safety system, (2) Integrating
wireless communication, (3) Designing a model for a communication network for safe
IoT implementations and using example hardware. The presented solution represents a
compact and flexible solution consisting of a miniaturized on-chip safety system and
wireless communication for the use in safe industrial IoT applications. The feasibility
of the presented example served to demonstrate the enormous potential of the IoT
devices for the implementation in safety-related industrial applications. Furthermore,
this paper deals with open suggestions for enhancements guaranteeing a safe com-
munication, which are not yet fully developed. They are going to be elaborated and
published within the scope of future research activities.
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Abstract. Society is faced with the ever more prominent concerns of vulner-
abilities including hacking and DoS or DDoS attacks when migrating to new
paradigms such as Internet of Things (IoT). These attacks against computer
systems result in economic losses for businesses, public organizations and pri-
vacy disclosures. The 10T presents a new soft surface for attack. Vulnerability is
now found in a multitude of personal and private devices that previously lacked
connectivity. The ability to trace back to an attack origin is an important step in
locating evidence that may be used to identify and prosecute those responsible.
In this theoretical research, IP traceback methods are compared and evaluated
for application, and then consolidated into a set of metrics for potential use
against attackers.

Keywords: Attack origins + DoS - DDoS - TTL - Traceback - IoT security

1 Introduction

A Denial of Service (DoS) attack can be characterized as an attack with the purpose of
preventing legitimate users from using some specific network utilities such as a website,
web service or computer system [1]. On the other hand, a Distributed Denial Service
(DDoS) attack is a coordinated attack on the availability of the service of a given target
system or network. It is launched indirectly through many compromised computing
systems. The websites used to launch the attack are often called the ‘secondary victims’
[2]. The use of secondary victims in a DDoS attack provides an attacker with the ability
to launch a much larger and more disruptive attack than a DoS attack while remaining
anonymous since the secondary victims actually complete the attack making it more
difficult for the digital forensic investigator (DFI) to track down the original attacker. In
general, there are two types of flooding attacks [3]: direct and reflector attacks. In a direct
attack, an attacker sends a large number of attack packets directly towards the victims.
Attack packets can be of Transmission Control Protocol (TCP), Internet Control Mes-
sage Protocol (ICMP), User Datagram Protocol (UDP) or a mixture of them,
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for example Internet Protocol (IP) flooding [4], Synchronization (SYN) flooding [5, 6].
A reflector attack is an indirect attack in those intermediary nodes (routers and various
servers), also known as ‘reflectors’, are innocently used as attack launchers [7]. An
attacker sends packets that require responses to the reflectors with the packets’ inscribed
source addresses set to a victim’s address. Without realizing that the packets are actually
address spoofed, the reflectors return response packets to the victim according to the
types of the attack packets. As a result, the attack packets are essentially reflected in the
form of normal packets towards the victim. Consequently, the reflected packets can
flood the victim’s network if the number of reflectors is large enough.

One reason that spoofing is often facilitated in these and other DoS or DDoS attacks
is that it allows evasion of filters and quotas based on sender IP address, making tracing
attackers harder [2, 8] reinforce that tracking back attack origin in DDoS attacks is a
difficult and non-trivial problem due to the following reasons. Firstly, it is easy to forge
or modify IP address (e.g. IP spoofing). Secondly, the stateless nature of IP routing,
where routers normally know only the next hop for forwarding a packet instead of the
entire end to end path taken by each packet, makes IP traceback even harder. Moreover,
the Internet was originally designed for fast file sharing in a trusted environment and
the network security was less important than communications, as it was a secondary
consideration. Routers do not verify the source address of IP packets and the entire
routing table is constructed on a trust basis. However, the wide adoption of these
limitations with the dramatic increase of users, attackers can easily exploit IoT vul-
nerabilities to launch attacks.

[9] state that there are three types of DDoS defense approach mechanisms depending
on their locality of deployment. These are: source-end approach (i.e. the detection
approach is implemented in the routers of attacker networks), victim-end approach (i.e.
the detection approach is implemented in the routers of victim networks) and in-network
approach (i.e. the detection approach is implemented in intermediary routers between
victim and attacker networks). Detecting a DDoS attack at the victim-end is easy, but
often not useful if it is not a real time detection. In-network solutions are not deployable
in real network, unless the whole Internet infrastructure is changed. On the other hand,
the source-end detection is a very challenging task as a malicious person can launch
attacks from anywhere and anytime. So, the best possible practically deployable solution
for DDoS attack detection can be a victim-end detection approach which detects attacks
in real time while ensuring high detection accuracy. However, the degree of computa-
tional complexity for victim-end scheme has to be low in real-time detection. This might
again adversely affect the performance in terms of detection accuracy. The ability to
trace back to an attack origin is an important step in locating evidence that may be used
to identify and prosecute those responsible. IP traceback is to find the origin of malicious
attacking packets [10]. Since routers are the core connectivity devices that direct all
traffic in the Internet, most of the IP traceback methods have routers in their design.
These traceback methods were developed according to various situations and have their
distinct features for tracing back to attack origins. Most of them depend on collecting a
large number of packets from routers along the attacking path. Without collecting
sufficient packets, tracing back is extremely difficult and sometimes impossible. These
methods are also resource costly. The full stream of packets from the routers used to
reconstruct the attacking path would be required. The objectives of this paper is to
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compare and evaluate existing IP traceback methods, present challenges and provide
research directions for future work. This paper is organized into five sections including
the “Introduction (Sect. 1)”, which is followed by a background literature review of
traditional IP traceback methods (Sect. 2) to gain contextual knowledge. Section 3
presents the analysis of a number of recent IP traceback methods and limitations.
Afterwards, we propose evaluation metrics for IP traceback methods (Sect. 4), which is
followed by the conclusion and future work (Sect. 5).

2 Traditional IP Traceback Methods

IP traceback methods are developed and tested for determining the origin of a packet. Each
method attempts to exploit technical possibilities in networks but each runs into diffi-
culties. In general, the ability to consistently connect one network entity to another is lost
in the architecture and dynamics of the networks. Multicast routing and many-to-many
relationship of communications between networks prevent a single solution to fit all
traceback requirements. Each attempt to provide a solution demonstrates the strengths and
weaknesses of a preferred approach. Usually, unknown relationships (unicast or
one-to-one, multicast or one-to-many, and broadcast or one-to-all) and interaction
between network hosts (e.g. a web server and a web client) place limits on the effectiveness
of any particular approach. Similarly, most of IP traceback methods developed so far have
many serious flaws with falsified IP addresses or spoofing. These traditional traceback
methods require an enormous number of packets in order to reconstruct malicious packet
paths and demand more computational power, storage, deployment overhead, network
throughput and effective response time. Hence, the disadvantages far outweigh the ben-
efits and the overall performance does not seem to be sufficient.

Nowadays, most of IP traceback methods belong to five main categories such as
link testing hop-by-hop tracing, ICMP messaging, logging, packet marking and hop
count filtering [11]. These traceback methods are developed according to various sit-
uations and have their distinct features for tracing back to attack origins. Most of these
methods depend on collecting a large number of packets from routers along the
attacking path. In fact, a full stream of packets from the routers used to reconstruct the
attacking path is required. As a result, these methods are also resource costly (Table 1).

Table 1. Traditional IP traceback methods analysis.

Traceback Advantages Disadvantages
Scheme
Input * Using single packet * ISP cooperation is high
Debugging analysis * Time consuming is high
[12] * Allowing post packet * Not scalable for multiple DoS or DDoS
analysis attack at the same time
* Can be used to against both | « May require court approval
DoS or DDoS
* Bandwidth overhead is very
low

(continued)
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Table 1. (continued)

Traceback Advantages Disadvantages
Scheme
* Storage requirement is very
low
» Computational overhead is
very low
* No functions needed to
implement
Controlled * ISP cooperation is not * Time consuming is high
Flooding required * Substantial packets required
[13] * Easy to implement » Bandwidth overhead i.e. it generates
* Can be used to against DoS additional network traffics
attack * Potentially, can be considered as a small
* Storage requirement is very DoS attack
low * Legal permission may be required
» Can only be used during attack
* Cannot distinguish DDoS and genuine flash
crowed
ICMP [14- |+ Compatible with existing » Bandwidth overhead i.e. it generates
16] protocols additional network traffic
* Supporting incremental * Less protective as there is no encryption
implementation scheme implemented with key distribution
* Allowing post packet
analysis
* ISP cooperation is not
required
» Compatible with existing
routers and network
infrastructure
Logging » Compatible with existing * Substantial storage required
[19=-21] protocols * Have potential hash collision
* Medium level of ISP * Depending on data storage size and
cooperation is required searching algorithms, extra searching time
* Allowing post packet is required
analysis * Path reconstruction need to be completed
* Using single packet to before stored attacking packet being
reconstruct attack path overwritten
* Easy to implement  Extra computational resources needed for
intermedia routers
* Reducing network throughputs
Packet » Low processing * Since every router marks packets
Marking * Suitable for a variety of probabilistically, some packets will leave
[12, 18] attacks the router without being marked

« It does not have inherent
security flaws

« It is too expensive to implement this scheme
in terms of memory overhead

(continued)
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Table 1. (continued)

Traceback Advantages Disadvantages
Scheme
* It does not reveal internal * One important assumption for PPM to work
topologies of the ISPs is that DoS attack traffics will have large
« It is scalable volume than normal traffic. However this

assumption is not valid when attack is
highly distributed for example in reflector
attacks

* High bandwidth overhead

* Costing data fragmentation

Hop Count |+ Compatible with existing « It cannot identify the very first router, rather

Filtering protocols just give a possible list

[23] * Easy to implementation « It requires pre-generated map of the internet

» Compatible with existing topology
routers and network
infrastructure

* Allowing post packet
analysis

* ISP cooperation is not
required

* Can be used to against both
DoS or DDoS

« It is feasible for wide
deployment

* It can be used to detect the
attack even when it is over

* Bandwidth overhead is very
low

* Storage requirement is very
low

3 Recent IP Traceback Methods

From the above evaluations, the traditional IP traceback methods have their own
advantages and disadvantages. Quite often, they are cumbersome to implement. They
either require high computational overhead, data storage or even introduce substantial
extra packets on the Internet which can significantly reduce the overall network per-
formance. None of the traditional IP traceback methods can provide high-level per-
formance accuracy with cost-effective benefit. In the past decade, researchers [22, 24—
26] have tried to invent several new IP traceback methods by combining/merging
various traditional methods together in aiming to provide a fast-single packet traceback
result. This section will compare and evaluate these IP traceback methods (Table 2).
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Table 2. Recent IP traceback methods analysis.

Trace-back Advantages Disadvantages
scheme
TTL & * Suitable for a variety of attacks * Resource incentive in terms of
DPM [22] « It does not reveal internal topologies processing and storage
of the ISPs requirements
* It is scalable » Cannot be used to trace DDoS
* Allowing post packet analysis because DDoS may not generate the
* ISP cooperation is not required minimum amount of packets used
* It can be used to trace the attack for DPM
even when it is over « It is not feasible for wide
deployment since it requires all the
routers to mark the packet in certain
percentage
« Since every router marks packets
probabilistically, some packets will
leave the router without being
marked
« It is too expensive to implement this
scheme in terms of memory
overhead
» Time consuming as extra encryption
and decryption steps introduced
Marking & » Compatible with existing protocols | * Resource incentive in terms of
Logging * Supporting incremental processing and storage
[24] implementation requirements
» Allowing post packet analysis * Sharing of logging information
» Compatible with existing routers among several ISPs leads to logistic
and network infrastructure and legal issues
« It is scalable * Less suitable for DDoS
* Provide single packet traceback « Since every router logs packets
capability probabilistically, some packets will
leave the router without being
logged
« It is too expensive to implement this
scheme in terms of memory
overhead
« It requires large packets to
reconstruct attacking path
Hop Count * Suitable for a variety of attacks » Resource incentive in terms of
& Marking « It does not reveal internal topologies processing and storage
[25] of the ISPs requirements

« It is scalable

» Allowing post packet analysis

* ISP cooperation is not required

* Can be used to against both DoS or
DDoS

* Medium processing overhead is
required

« Since every router marks packets
probabilistically, some packets will

(continued)
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Table 2. (continued)

Trace-back Advantages Disadvantages
scheme
« It is feasible for wide deployment leave the router without being
« It requires small number of packets marked
to reconstruct attacking path « It is too expensive to implement this
scheme in terms of memory
overhead
FDDA [26] * Using features that are out of « This technique does not consider
control of hackers to conduct IP the differentiation of DDoS attacks
traceback and flash crowds; it may treat flash
* It does not suffer from the problem crowd as DDoS attack resulting in
of packet pollution false positive
* This model can work as an « It is impossible to determine the
independent software module with location of router
the current routing software which | ¢ Poor performance
helps in ease in implementation

4 Proposed Evaluation Metrics for IP Traceback Methods

The analysis of traceback methods shows that each method uses different techniques to
find the original source of attack and the potential location of the attackers. All methods
have advantages and disadvantages. To evaluate different traceback methods, the Open
Systems Interconnection (OSI) reference model provides an incremental measurement
for expectations across the seven layers. The essential task of IP traceback is to find the
origin of a particular IP packet traversing the Internet. OSI model can explain the
communication expectation through each layer. Protocols serve as the building blocks
for the Internet; and different protocols are specifically based on different layers of OSI
model. Traceback methods exploit and explore these protocols. Thus, the OSI model also
serves as a foundation for benchmarking traceback methods. For example, when data is
passed down from layer 7 to layer 1 before being sent to the Internet from source device,
each layer encapsulates the data with its header accordingly. These headers contain
information about the data as well as the type of protocol being used in accordance with
each OSI layer when the data is being passed. Conversely, when the encapsulated data
arrives at the destination device, to allow a user to retrieve the information, the data is
passed from the lowest layer to the highest layer on OSI model. Moreover, to process the
data accordingly, a header will be stripped to enable an appropriated protocol at each
layer and pass the remaining data to the level above until it reaches layer 7. The data then
will be presented as information understood by user. Therefore, data encapsulated at a
lower layer contains more information for traceback exploitation compared with data that
has been encapsulated by the layer above. Thus, using the protocols at the lower layer,
the more information can be retrieved from the encapsulated data. This also applies to
traceback methods. The lower the layer of protocol being used by the traceback method,
the more information can be used to find the source of the communication.

On the other hand, the backbone of the Internet consists of routers, switches and
physical communication medium connecting all the components of the Internet.
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Across different LANs, mostly routers at the Network Layer are processing data.
Accordingly, this layer of encapsulated data is known as a packet. Though most
proposed traceback methods use different protocols; yet they are all based on the
Network Layer. Also, to effectively measure those methods, a set of evaluation metrics
should be established. [2] suggest measurement criteria for IP traceback methods, and
yet they lack accurate performance evaluation characteristics. Hence, we then propose
the following evaluation metrics for IP traceback methods:

¢ ISP involvement: There are no incentives given to the ISPs and enterprise net-
works to monitor the attack packets and furthermore whether any ISP is involving
in traceback method. An ideal traceback scheme should include minimum ISP
involvement because the investigation may take longer time and more resources
may be required with full co-operation.

¢ The number of attacking packets needed for traceback: IP traceback should able
to traceback the attack source based on the packets when the attack has been
identified. An ideal traceback scheme should be able to traceback the attacking
source with one packet.

e Processing overhead: Additional processing overhead for measuring the flow of
packets and calculating various statistical parameters are taken placed on the net-
work devices like routers. An ideal traceback method should be able to incur
minimal processing overhead during traceback.

e Storage requirement: Additional amount of memory is required to store certain
information on the network devices to perform IP traceback. An ideal traceback method
should be able to acquire a minimum amount of memory in network equipment.

o Ease of implementation: IP traceback algorithm is an important part of the solution
for stopping DoS and DDoS attacks. These algorithms attempt to approximate the
origin of the attack traffic. An ideal traceback method should be designed in such a
way that it could be easily implemented at a network layer or application layer.

e Scalability: It refers to the amount of extra configuration required on the network
devices when implementing a traceback method. An ideal traceback method should
be scalable and independent from device manufacturers or vendors.

e Bandwidth overhead: Additional traffic that the network must carry for taceback is
considered bandwidth overhead. Large bandwidth overhead is undesirable since it
may exhaust the capacity of links and routers, forcing the ISP to introduce addi-
tional capacity and possibly upgrade or purchase new devices. An ideal scheme
should not assume availability of infinite bandwidth.

e Number of functions needed to implement: This metric reflects how many dif-
ferent functions a vendor of equipment needs to implement for a given IP traceback
method. It is easier for a vendor to implement fewer functions. Ideally, only a single
function should be needed for implementation.

¢ Ability to handle major DoS or DDoS attacks: This is an extremely important
metric that reflects how well the trackback method can perform the tracing of DoS
or DDoS attack under severe circumstances (for instance; many attackers using
reflectors or random address spoofing). However, many traceback methods are not
able to cope with all types of attacks. An ideal scheme would be able to trace back
all malicious attacks (Table 3).
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Table 3. IP traceback methods comparison.

Traceback Hop ICMP Logging | Packet Packet TTL & |FDDA
Method Count [14-16] |[17, 19— |Marking | Marking | Packet [26]
Filtering 21] [12, 18] | & Marking
[23] Logging |[22]
[24]
ISP None Low Moderate | Low None None None
involvement
No. of attack |1 Very 1 Very 1 Very large
packets needed Large Large Large
for traceback
Processing Very Low Low Low Very Low High
overhead Low Low
Storage Very Low Low High High High High
Low
Ease of Yes Yes Yes No No No No
implementation
Scalability Highest | High Fair High High Highest | Highest
Bandwidth None Low None None None High High
overhead
No. of 3 2 3 2 5 5 6
functions
needed to
implement
Ability to Yes Yes Yes Poor Yes Yes Yes
handle major
DDOS attack
Classification | IDS Proactive | IDS Proactive | IDS Proactive | IDS
Based Based Based Based
OSI model IP, ICMP, IP, IP, IP, IP, IP,
layer and Network | Network | Network | Network | Network | Network | Network
protocols Layer Layer Layer Layer Layer Layer Layer

5 Conclusion

The review and analysis of traceback methods have been consolidated into a set of
metrics that may be applied to enhance and improve the development of IP traceback
methods. Many traditional traceback methods demonstrate limitations for practice. The
theoretical deduction of solutions has not been enough to address practical problems
that are found (for example, potential poor cooperation amongst ISPs). Other methods
simply involve too much data that requires excessive storage and processing capabil-
ities. Consequently, further research is required into the development of better algo-
rithms and methodologies for optimizing the trace back to an attack origin. Attempts to
mix and merge methods have been successful at reducing the overhead costs and
approaching the origin more economically. However even with these more recent
attempts at methodology improvement the ideal solution is not yet been established.
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The wide adoption of IoT connectivity into people’s daily lives everywhere has
motivated the necessity of maintaining the integrity of communications. Initially, the
Internet was designed for file sharing in a trusted environment. Security was of a lesser
concern. Routers were designed so that they did not have to verify a sender’s source IP
address and the utility value of the internetworks was functionality. The more recent
problem has been the exploitation of these global communication channels for criminal
and terrorist purposes. Many of the advantages developed for efficient communication
have been hijacked and are easy to exploit. For example, the vulnerability exploitation
of DoS or DDoS attacks and the hiding of true IP addresses. These matters impact the
integrity of IoT developments.

Another challenge is that most of the existing IP traceback methods are specifically
designed for an Internet Protocol version 4 (IPv4) environment. However, IPv4 will
become unsustainable in 2017 or 2018, and cannot meet the demand of IoT. IPv6 is
capable for IoT and supports an IP address demand of 2'?%, Currently, IPv6 packets are
accounting for less than 2% of all Internet traffic. By far, only a few of research reports
[27-30] are reported in IPv6 environment using the packet marking method. These
proposed methods inherit the fundamental design flaws from the packet marking
method reviewed in this paper. Thus, to design better performing traceback methods is
urgent and a challenge for researchers for future work. This paper has contributed a
consolidation of current literature and proposed a metric basis for further study.
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