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Preface

The volume contains 36 papers presented at the Third International Conference on
Innovations in Computer Science and Engineering (ICICSE 2015) held during 7– 8
August, 2015 at Guru Nanak Institutions campus in association with CSI
Hyderabad Chapter.

The focus of the 3rd ICICSE 2015 is to provide an opportunity for all profes-
sionals and aspiring researchers, scientists, academicians, and engineers to
exchange their innovative ideas and new research findings in the field of computer
science and engineering. We have taken an innovative approach to give an
enhanced platform for these personnel, participants, researchers, students, and other
distinguished delegates to share their research expertise, experiment breakthroughs,
or vision in a broad criterion of several emerging aspects of the computing industry.
It received a good number of submissions from different areas related to innovation
in the field of computer science. After a rigorous peer-review process with the help
of our program committee members and external reviewers, we finally accepted
36 submissions with an acceptance ratio of 0.26.

ICICSE 2015 along with DECODE IT-Park was inaugurated by the Hon’ble
Minister IT & Panchayat Raj, Shri K. Taraka Rama Rao, and the Plenary Session
of the ICICSE 2015 was conducted by Mr. Lloyd Sanford, CEO, Top Blue
Logistics.

We take this opportunity to thank all the keynote speakers and Special Session
Chairs for their excellent support to make ICICSE 2015 a grand success. We would
like to thank all reviewers for their time and effort in reviewing the papers. Without
this commitment it would not have been possible to have the important ‘referee’
status assigned to papers in the proceedings. The quality of these papers is a tribute
to the authors and also to the reviewers who have guided any necessary
improvement. We are indebted to the program committee members and external
reviewers who not only produced excellent reviews but also did in short time
frames. We also thank CSI Hyderabad Chapter for coming forward to support us to
organize this mega event.
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We thank the authors and participants of this conference. Special thanks to all
the volunteers, without whose tireless efforts we could not arrange to run the
conference smoothly. All the efforts are worthy and it would please us all if the
readers of this proceedings and the participants of this conference found the papers
and event inspiring and enjoyable.

Finally, we place our special sincere thanks to the press, print, and electronic
media for their excellent coverage of this conference.

H.S. Saini
Rishi Sayal

Sandeep Singh Rawat
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A Note from the Organizing Committee

Welcome to the 3rd International Conference on Innovations in Computer Science
and Engineering, India. On behalf of the entire organizing committee, we are
pleased to welcome you to ICICSE 2015.

ICICSE, as the conference in the field, offers a diverse program of research,
education, and practice-oriented content that will engage computer science engineers
from around the world. The two-day core of the meeting is anchored by the research
paper track. This year, the research paper track received 181 submissions. The papers
underwent a rigorous two-phase peer review process, with at least two Program
Committee members reviewing each paper. The Program Committee selected 36
papers. All members of the Program Committee attended the meeting. These papers
represent world-wide research results in computer science engineering.

Planning and overseeing the execution of a meeting of ICICSE is an enormous
undertaking. Making ICICSE 2015 happen involved the combined labor of more
than 50 volunteers contributing a tremendous amount of time and effort. We offer
our sincere thanks to all of the committee members and volunteers, and encourage
you to take the opportunity to thank them if you meet them at the conference. We
also thank all our sponsors who helped to make this event accessible to the com-
puter science engineering community.

Finally, we thank the editorial board of Springer for agreeing to publish the
proceedings in Springer and the staff at the editorial office for all their help in the
preparation of the Proceedings.

Dr. H.S. Saini
Professor & Managing Director

Dr. Rishi Sayal
Dean (Academic & Training)

Dr. Sandeep Singh Rawat
Professor and Head—CSE and IT
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Secure ATM Door Locking System
Using RFID

Sandeep Singh Rawat, Shaik Saidulu and Rasmi Ranjan

Abstract The recent incident at one of the ATMs in Bengaluru has challenged the
security and safety measures currently used at ATM machines. Anyone can enter
the ATM cabin without the knowledge or permission of the person currently using
the ATM. This increases the possibility of crime-like attacks and theft at gun points,
etc., as another customer can easily enter the ATM at any time. The existing system
does not have measures to ensure that when a person is using the ATM, no other
person is allowed to enter. The proposed system ensures that no other person is
allowed to enter the ATM cabin when a person is using the ATM machine. This
system will have an electronic lock that has to be unlocked by swiping the person’s
debit card, and once the person has entered the cabin the door automatically locks
once it is closed. Now, to open the door the same debit card has to be used from
inside the cabin. In this way, a person who is waiting outside has no chance of
entering the cabin and attack the person who is currently using the ATM. This
system not only ensures safety against attacks and thefts but also creates awareness
against antisocial elements. After developing this application a fair amount of
revenue can be generated by collaborating with banks and the IT industry.
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1 Introduction

Secure ATM door locking system using RFID is a system to secure ATM doors so
that it is more secure and provides better security to users. Today’s ATM systems
allow users to enter the ATM at any time without much security or reliability. Any
person possessing a card similar to an ATM, debit,or credit card is allowed to enter
the ATM. There is no prior security to check whether the person using the ATM has
a valid card or not. The person trying to withdraw money is not sure if somebody is
looking over or entering the ATM. The current system does not restrict users to
enter ATM machines in case there is already a user inside. This project mainly
focuses on providing security to all customers who come to an ATM system.

Current ATM systems have a card scanner that scans the customer card and then
lets them inside. But this system is not efficient and does not work properly. If a
person is indoors, the system does not restrict another user from opening the door.
This can be dangerous sometimes. There is no security for the user inside the ATM.
Sometimes this can also be life-threatening to the user. It is dangerous especially in
areas where there is not much public movement or it is a lonely area. At these
locations it is easy to attack a person using the ATM and flee with the money.

Thefts are also prominent in areas of low density population. Robbers simply
break open the door and steal the money. They may use afake card to get entry to
the ATM machine. Installing CCTV cameras and even having a security guard at
the door does not help. The security camera can be easily destroyed and security
can be breached. Installation of CCTV cameras and having a security guard at the
ATM is costly. If a person faints inside the ATM room there is no way to detect that
and inform others. Sometimes, nobody notices this for at least a period of an hour.
By this time the person might reach a critical condition. So we need to make sure
that people entering the ATM must leave within a certain amount of time, else some
alert must be sent to the nearby authorities. This would also prevent robbery, as
they would not have much time, and if they take a lot of time then an alarm will be
raised and notified to the nearby authorities. This work can be used in the ATM
system to better secure the ATM machines. It can also be used in companies where
there is need for restriction to a room. Every company might have some confidential
information and in order to secure that they generally have a separate room. This
system can be used to secure such rooms, especially server rooms. The system can
be modified to be used in educational systems to track the number of students
entering the premises and the time at which they are leaving.

The rest of the paper is organized as follows. Section 2 discusses the related
work. Section 3 explains the solution framework used for secure ATM machines.
Section 4 gives some reflections about the observed results. Finally, Sect. 5 con-
cludes with mention of the future likely enhancements of the system.
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2 Related Work

RFID technology, which stands for Radio Frequency Identification, is a popular and
widely used technology in the world. Using electromagnetic waves to transfer data,
this technology is used to automatically track or identify objects or persons who
pose an RFID chip/tag/card, mostly in automated industries. Apart from commer-
cial usage, RFID is also used for domestic purposes like in shopping malls to
prevent thefts. Commercially available RFID devices operate in the standard ISM
frequency band of 13.56 MHz Usually, the RFID chip embedded into an object
transmits a unique identification number received by the RFID reader which makes
the object detectable [1].

To prevent thefts, attacks on customers, security measures at banks play a crucial
role. Automated teller machines being a quick money withdrawing service are the
prime target of criminals to get easy money. In order to ensure a safe and secure
banking environment for customers, it is necessary for a flawless security system to
be employed in banking services, especially for ATMs. Magnetic strip smart cards
which are now being used to identify customers, are highly vulnerable for mal-
practices such as ATM scams. Scammers place a transparent, slim, rigid plastic
sleeve-like cover into the ATM and wait for their victim. When the customer slips
his card into the ATM, it gets stuck inside and being unable to identify the card, it
asks to use the access pin number multiple times, rejecting each entry assuming to
be wrong. Eventually the customer leaves with the belief that his card is blocked.
Thieves now use small prongs to pull out the sleeve along with the ATM access
card inside it. With this card, they empty the customer’s account using the pin they
obtain by peeking in while the customer is typing. When considering vulnerabilities
and causation in civil lawsuit, extreme measures of security are of supreme
importance. A biometric measure as a means of enhancing the security has emerged
from discourse. The primary focus of this work is to develop a biometric strategy to
enhance the security features of the ATM for effective banking transaction [2].

The importance of integrating the fingerprint of the user into the bank’s database
to further authenticate has been discussed by Prof Selina Oko and Jane Oruh in their
paper to improve the existing security system of ATMs. Fingerprint technology can
provide a much more reliable and accurate user authentication method. Various
methods of frauds like ATM card theft, pin theft, skimming, card block method, pin
pad method, force withdrawals, and many more can be prevented. Based on fin-
gerprint GSM technology, there is a system used to implement high security ATMs
and locker systems that can be established in banks and secured offices. In this
system money can only be recovered by the authentic person. Banks will collect the
customer fingerprints and mobile phone number while opening the account and
only this person will have access to the ATM to draw money from a certain
account. The working of this system can be observed when the customer places his
finger on the fingerprint scanning module of the ATM. After identifying account
from the fingerprint, the system generates a 4-digit one-time password which is sent
to the registered mobile using which the customer can draw money. To implement
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high security locker systems, there is another system based on RFID, fingerprint,
and GSM technology which can be implemented in banks, offices, and homes. Only
the authentic person can recover money/belongings from the locker using this
system. Using this system based on RFID, fingerprint, and GSM technology, we
can implement the automatic door locking system which can initiate, authenticate,
and validate the user and unlock the door in real-time for locker secure access [3].

Most of the previous works assume the communication channel between an RFID
reader and its backend server is secure and concentrate only on the security
enhancement between the RFID tag and RFID reader. However, once the RFID
reader modules get immensely deployed in the consumer’s handheld devices, the
privacy violation problems at the reader side will become a matter of concern for
individuals and organizations. If the future communication environment for RFID
systems is to be wireless, it increases insecurity among the three roles. We need to
achieve message security, anonymity, availability, and protection of information
from being stolen or tampered with. Recently, the use of mobile devices has become
commonplace worldwide. They have the functionality to read RFID tags and they
also have higher computing potential. During the transaction process they take less
time for encryption, decryption, and certification. RFID formed smart stick proto-
type have been developed to aid and assist the visually challenged (user) in shopping
through GORE (Goal Oriented Requirements Engineering methodology) [4].

A system called campus security system, to make the college campus secure in
every way needs to be done and also to maintain discipline in the education campus
in this way by reducing the loudness of horns is developed. The proper functions
are to keep a log of the person entering the campus automatically. Only RFID
installed vehicles can enter in college campus. The automatic vehicle tracking
facility delivers flexibility, suitability, and responsiveness [5]. Identification by
radio frequencies in health care is one of its major growth areas. This system
describes how this latest technologies are used to build a smart hospital. It also
shows how to use an assets tracking application, to enhance the quality of the health
care services [6]. Prof. Selina Oko and Jane Oruh discussed in their paper, the
existing security of the Automated Teller Machine has been improved by inte-
grating the fingerprint of the user into the database as to further authenticate it.
Fingerprint technology can provide a much more accurate and reliable user
authentication method [7]. Most of the previous works assume the communication
channel between an RFID reader and its database server is secure and concentrates
only on the security enhancement between the RFID tag and reader. However, once
RFID reader modules gets deployed in consumers' devices (mostly mobile), the
privacy violation problems at reader side will become a major concern for any
organizations [8]. A system called campus security system, to make the college
campus secured in very way that is need to be done and also maintaining the
discipline in the educational campus by reducing the loudness of the horn, is
developed. The main functions are to keep a log of the every vehicle coming to the
organization automatically. This automatic vehicle tracking system gives the better
responsiveness for different organizations [9].
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3 Proposed Approach

The complete system is divided into two modules. They are:

• Card Reader
• ATM application

3.1 Card Reader Module

This module reads the card information and then verifies if the card being used is
valid ATM application or not. Here the application is used to simulate the same
functionality as the ATM and makes sure that the transaction is carried out
smoothly. It also checks the time for the transaction and in case it is too high it
automatically alerts the authorities.

In this system, (Fig. 1) we use 5 V power supply for the microcontroller. We use
rectifiers for converting A.C to D.C and a step-down transformer to step down the
voltage. Microcontrollers were originally used as components in process-control
systems. However, due to their small size and low price, microcontrollers are now
also used in regulators for individual control loops. In several areas microcontrollers
are now outperforming the analog counterparts and are cheaper. The microcontroller
used here is the Microcontroller AT89S52 belonging to the 8051 family.

RFID is the wireless noncontact use of radio-frequencies to transfer data for the
purposes of involuntarily identifying and tracking tags attached to objects. The tags
contain electronically preserved data. Unlike a barcode, the tag does not
undoubtedly need to be within line of sight of the interpreter, and may be embedded
in the tracked object. The use of RFID here is to enhance the automation of the
attendance using the RFID reader module and the RFID tags. LCD block is used to
know the status of the devices or operation. It is used to display student details such
as student’s name, login time, and logout time. MAX232 is an IC that converts
signals from an RS-232 serial port to signals suitable for use in TTL compatible

8051 Microcontroller
Power 

Supply

MAX232 RFID

LCD

PC

DC Motor

Fig. 1 Block diagram
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digital logic circuits. MAX232 is a twofold driver/receiver and typically translates
the RX, TX, CTS, and RTS signals.

In Fig. 2, user, ATM, ATM card, ATM server, cabin door, and application server
are the different classes. The ATM has two attributes, location and branch number.
The ATM card has two attributes, account number and expiry date, and an operation,
swipe. The ATM server’s operation is only to verify the pin number that was entered
in the ATM. The cabin door can be opened and closed according to the person
entering into the ATM. The application server verifies if the ATM card is valid.

4 Experimental Results

We have simulated the ATM transaction process to provide a secure door using
RFID. In our experimental tests we used dot net and SQL server in Windows
environment. Figure 3a shows the form when it is waiting for the input to be
entered. The input is the information read from the RFID reader. The RFID reader
scans the card and finally transmits it by serial communication and the information
is displayed on the screen. The card is then validated and the door is opened.
Figure 3b shows the pin being entered. The pin submitted is echoed as stars so that
it is impossible for others to see. If the valid pin is entered only then the person is
allowed to proceed for further transaction. The pin entered must be a valid one, else
it will be rejected. Figure 3c shows the form that can be used either to withdraw or
check the balance of the customer. It is a simulation module and hence only two
functionalities are added. The withdraw money option allows a user to draw money
from the savings account. The user is given the functionality of pressing a key to
choose an option. Option ‘W’ allows the user to withdraw the money and option

Fig. 2 Class diagram of proposed system
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‘B’ allows the user to check his balance. Figure 3d allows the user to enter the
amount in case he chooses the withdraw option on the previous screen. The amount
once entered and accepted is deducted from his account immediately. Figure 3e
shows the option of whether the customer wants to make another transaction. If he
chooses yes, then a form for withdrawal opens again, else the initial form is opened
for another card input. If the option chosen is ‘no’, then the door opens and another
customer can now continue. A particular time is set. If the customer takes longer
than that time, an alarm will be raised to notify the nearby person. Through this we
can also prevent theft.

Fig. 3 Simulation of ATM transaction, a card reading, b entering pin, c check balance or
withdraw, d entering amount to withdraw and e option to continue for another transaction
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5 Conclusion and Future Work

This work helps to make the use of ATM systems much more secure. It also helps
to detect any threats to the life of a person. People will be more careful and we can
avoid a lot of thefts. The ATM system can be made much more secure. This system
also reduces the cost of installation of CCTV cameras and security guards at the
ATM machines.

Many directions for future enhancements are open. Among them, we can
mention:

• The testing of the proposed work on a real environment and
• voice-based identification system to open and close the door.
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Analysis of Various Parameters for Link
Adaptation in Wireless Transmission

R.G. Purandare, S.P. Kshirsagar and S.M. Koli

Abstract Choosing a correct parameter from RSSI, SINR, PDR, and BER to
estimate status of the wireless link is of paramount importance for link adaptation.
RSSI may not point out interference effectively, whereas SINR thresholds are
hardware dependant and require calibration. PDR and BER are measurable metrics
with many considerations. It may project wrong status of link quality if not ana-
lyzed properly. Since reception of erroneous packet is frequent in wireless domain,
cause has to be pinpointed accurately for pertinent remedial action. But two dif-
ferent causes require two different corrective actions, exponential back off for
collisions, and change of transmission data rate or power for signal attenuation.

Keywords Channel state information matrix � Packet loss differentiation � Link
adaptation

1 Introduction

Interference, collisions, and fading are inherent characteristics of wireless channel
making the faithful delivery of data to the receiver difficult [1]. To improve the
robustness and reliability of wireless transmissions, link adaptation techniques are
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employed. The effectiveness of which is dependent on true estimation and feedback
of channel state information conveyed by the receiver to the transmitter.

The analysis in this paper covers rate adaptation. Earlier systems like Automatic
Rate Fallback (ARF) used this without differentiating between signal fading and
collisions. ARF uses the statistics of transmission success or failure. Adaptive ARF
(AARF) [2] updates the thresholds for using higher or lower data rate. Automatic
Rate Fallback (ARF) Collisions Aware Rate Adaptation (CARA) [3] uses RTS/CTS
to develop collision aware systems but by increasing overheads in return. Robust
Rate Adaptation Algorithm (RRAA) [4] uses frame error rate to rate change the
decision. In Effective Rate Adaptation (ERA) [5] authors have proposed frag-
mentation to combat collisions. Some authors have proposed change in IEEE
802.11x standards Receiver Based Auto-Rate (RBAR) [6] whereas some have
developed application specific solutions. Signal-to-noise ratio or received signal
strength based approaches are faster adapting to dynamic channel conditions
whereas transmission success or failure based approaches may take longer to adapt.

2 Metric for Channel State Information

Channel state information is a mandatory input for adaptive link measures. The four
primary metrics which are considered for capturing the quality of a wireless link
are:

2.1 RSSI (Received Signal Strength Indication)

According to commercial NICs available, RSSI is measured during the Physical
Layer Convergence Protocol (PLCP) header and preamble which are sent at
commonly supported lowest data rates. Once the header is transmitted, rest of the
data received from higher layers, also called as the PLCP Service Data Unit (PSDU)
is transmitted at the rate specified in the header. If PLCP header and preamble are
not received due to interference, RSSI may not be recorded at all. There is also a
possibility that PLCP header and preamble are not affected by interference but rest
of the packet which may be sent at higher data rate is corrupted due to interference.
In both cases, measurement of RSSI will not be a correct indictor of signal power
received at the receiver. Experiments carried out [7] indicate that RSSI measured
during simultaneous transmission from many transmitters remain stable and does
not reflect the effect of interference and channel fluctuations accurately.

Figure 1a indicates that trend of RSSI may not point out interference effectively
whereas (b) shows that interferer’s power may directly affect packet delivery ratio.
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2.2 SINR (Signal-to-Interference-Plus-Noise Ratio)

This is one of the best parameters to evaluate the instantaneous characteristics of the
link and its effect on the signal received. But SNR thresholds, low and high corre-
sponding to 10 and 90 % frame delivery ratio respectively are, hardware dependant.
This requires calibration for a pair of transmitter and receiver BERs with parameters
directly proportional to channel condition which is the function of SNR. There exists
a range of SNR/SINR values for which frame delivery ratio may switch from 0 to 1.
But in practice all NIC cards give RSSI measurements and not SINR. Further, RSSI is
measured only during preamble, that too if received, it does not reflect correct extent
of interference present on the link. Trials by [7] show that PDR (Packet-Delivery
Ratio) is directly proportional to it and is a better measure of interference than RSSI.

2.3 PDR (Packet-Delivery Ratio)

PDR is a measurable metric prevalent in accessing the link quality. But it is highly
dependent on packet size. Smaller the size, higher the probability that only few bits
are in error. Therefore, with heterogeneous links operating with different protocol

Fig. 1 a RSSI as interferer’s power is increased on different links [7]. b Effect of interference on
RSSI [7]. c Dependency of PDR packet size [7]
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packet sizes, PDR may not be able to represent a consistent estimate of the link
quality. PDR is also dependent on the bit rate used. In lossy environment higher bit
rates may have lower PDR than robust low bit rates. Figure 1c shows the same with
three different links.

2.4 BER/PER (Bit/Packet Error Rate)

Analyzing the bit and packet error rate may be useful to characterize the link
quality. For analysis of bit errors and packetization of errors the Markov models are
widely used. BER of 10−5 is acceptable for wireless LAN applications. The PER
values vary on different transmission parameters such as transmission power,
modulation scheme (transmission rate) used, and packet size. Logically, it appears
that BER will increase with higher data rates as dense constellation is prone to
interference but due to fading, the BER or PER may not always monotonically
decrease as the transmission rate is reduced. A practical rule for correctly estimating
a BER of the order of 10−p is that we need to transmit 10p+2 bits. This ensures
approximately, an accuracy of two significant digits in the computation of BER.
The BER is computed only from the received packets (correct or corrupted).
Since PER is computed from received packets, packets lost due to interference and
noise will not be accounted for and it may project wrong picture of link quality.

Random bit errors can be attributed to various reasons and may not provide
sufficient information regarding the status of channel. But a number of either
consecutive bits or packets lost or in error may indicate a poor connectivity between
source and destination due to severe fading or variable length coding
(VLC) techniques [8].

For a given PER single bit errors may be more damaging than a cluster of errors.
This is so because a number of single errors have more number of corrupted frames
leading to degradation of received video.

3 Separating Signal Attenuation from Collisions

In a wireless domain, reception of weak/no signal or packets received with errors is
very frequent. This may happen due to collision of concurrent transmission or
signal attenuation and fading. Corrective action is initiated to arrest further loss [9].
But two different causes require two different corrective actions, exponential back
off for collisions, and change of transmission data rate or power for signal atten-
uation. But design of 802.11 is such that it provides only a binary feedback of
success or failure for packet transmission. It implements a back off on packet loss
and subsequent failures implement rate adaptation. This absence of cause detection
may in fact lower the network capacity. It is suggested that metric consisting of bit,
symbol error pattern, errors per symbol, and joint distributions of these could be
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used to separate collision losses from weak signal loss. Since this requires analysis
of entire packet received in error, the packet in error has to be sent back to the
sender. In [10] authors have shown experimental data analysis with interesting
results.

• Figure 2 shows that if CDF of BER and SER are plotted then statistics of
collision has spread over a wider range than the data from a weak signal.

• Figures 3 and 4 demonstrate that there is more number of errors per symbol in
case of collision than a weak signal with larger bursts of contiguous symbols in
error.

As this complex technique requires feedback to be sent to the sender, a novel
method is used to make a skilled guess of loss differentiation by analyzing
parameters of received signal. It is categorized as channel error if low SNR signal is
received. If preamble was not received correctly then it is classified as collision

Error Score ES ¼
Xn

k¼1

ðlength of symbol error burst kÞ

Fig. 2 CDF of BER [10]

Fig. 3 CDF of error rate per
symbol [10]

Fig. 4 CDF of Length of
Symbol Error Burst for
packets in error [10]
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But if preamble was received but data could not be decoded then it is an
asynchronous loss. Although this procedure is straightforward there is always a
possibility of false positive.

• Joint Distribution of SER and EPS: It is logical that packet in error due to
collision has more number of errors per symbol and higher symbol error rate.
Figure 5 underlines the same.

In CSMA based networks, it could be concluded [11] that

a. If interfering signal is already present when desired source starts transmission
then it is taken as a class of interference for which threshold for detecting
interfering signal should be reduced.

b. If interfering signal occurs after desired source starts transmission then power of
signal should be increased so as to dominate and avoid corruption of source
signal already started.

c. But if interfering signal starts at the same time as the desired signal then it is
taken as collision and exponential back off and contention window optimized
algorithm could be invoked

Another novel way that authors have tried with success is to append Cyclic
Redundancy Check (CRC) after every small data segment in data packets [12]. If at
the receiving end, a number of erroneous data packets go beyond a certain threshold
then decision is taken in favor of collision otherwise the damage is due to channel
errors. It is argued that if it was collision then chunk of sequential data would be
affected and not disjointed.

Use of RTS and CTS has been used to differentiate between losses due to
collision and due to channel error. But it leads to increased overheads especially in
high speed wireless data transfer. But this technique can only be used for 802.11
standard and its flavors [13].

SNR and PDR are strongly correlated. There is a steady rise in PDR after
threshold SNR. It becomes stable at certain SNR and saturates. This high SNR
threshold can also be measured. This correlation is disturbed in presence of inter-
ference and losses could be separated from the ones due to signal attenuation.

Fig. 5 Scatter plot of SER
versus EPS [10]
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4 Considerations for Link Rate Adaptation

To combat dynamic characteristics of wireless channel which causes packet loss,
high bit error rate and delay, sending node can adapt its modulation and coding
according to instantaneous channel status. But parameters required to study the
channel quality, e.g., SNR fluctuates with time. It is seen in the Fig. 6a, b.

One of the techniques for link adaptation uses variable transmission or coding
rate [14]. By increasing the coding rate system throughput increases but it may
cause network congestion due to high bit rate. It leads to further delay and dis-
tortion. Power to be transmitted is also higher for this data rate. This calls for well
designed optimum thresholds for encoding rate.

Most bit rate adaptation techniques use either frame receptions or SNR. Channel
conditions that have effect rate adaptation are (i) coherence time (ii) delay spread
(iii) interference, and (iv) physical layer capture.

Frame-level techniques consider percentage of lost frame and hence require
several frames, to predict the channel condition. Known as loss triggered, these
techniques tends to be slow especially for highly dynamic channels.

Fig. 6 a Continuously changing SNR in dynamic channel conditions. b Expanded view of SNR
w.r.t. time. c Variable packet error rate in dynamic channel conditions
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• BER and SNR are interrelated. SNR could also be used as a trigger for rate
adaptation. But mobility has great impact on SNR. If it is measured at the start
of the packet, reading may not be the same towards the end of the packet. Due to
heterogeneous networks and dynamic channel conditions periodic training and
tracking are mandatory for these protocols. It has been observed that collision
losses adversely impact the performance of rate adaptation protocols. Some
cross-layer wireless bit rate adaptation algorithm estimates the interference-free
BER of received frames

• Figure 7 show that different frequencies undergo different fading. Heavily faded
frequencies will require robust modulation, strong coding, and higher power for
sufficient packet delivery ratio.

Figure 8a shows a distinct relation between SNR and PDR. Picking bit rates
using SNR/BER thus estimated can be used to select appropriate bit rate. It enables
to react quickly to channel variation without requiring any environment-specific
calibration. BER thus estimated can be applied to a variety of wireless cross-layer
protocols that, for example, allocate frequency or transmit power, or perform effi-
cient error recovery.

Fig. 7 Frequency selective fading for OFDM for four links with 80 % of packet delivery at
52 Mbps [15]

Fig. 8 a FDR as a function of SNR [13]. b Impact of Interference [13]
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Different transmission rates have corresponding SNR thresholds which in turn
are decided by the proprietary hardware. Higher rate requires higher SNR to sus-
tain. There is a “transition band” in SNR where FDR goes from zero to 100 %. This
transition band can be 5–7 dB wide. If interference exists in the environment, the
SNR–FDR relationship may be distorted and will cause many frame losses. The
transition bands are stretched and the SNR–FDR curves become irregular as seen in
Fig. 8b.

SNR-based data rate adaptation based on channel state information requires
Received Signal Strength (RSS) at the receiver along with estimation of noise and
interference encountered. Some adaptations consider explicit feedback coming from
the destination node in form of RTS/CTS but amounting to increased overhead.
Authors [16] passively monitor destination, as all nodes inform other nodes in the
range about the interference encountered and power they transmit. Final data rate
could be decided upon removing transient fades occurring in the SINR.
Adaptations, in general, quickly switch to lowest supported rates to get the packet
through and extract vital information about channel state from acknowledgement
received.

5 Conclusion and Future Scope

The four primary metrics which are considered for capturing the quality of a
wireless link are RSSI, SINR/SNR, PDR, and BER/PER. RSSI is measured during
the PLCP header and preamble sent at commonly supported lowest data rates.
Tendency of RSSI may not point out interference effectively. It is one of the best
parameters to evaluate the instantaneous characteristics of the link but is difficult to
measure. PDR and BER are useful if analyzed correctly as they are dependent on
numerous parameters and conditions.

Packet loss or corruption may be due to the collision of concurrent transmission
or signal attenuation and fading. But two different causes require two different
corrective actions to arrest further loss. Incorrect measure may in fact lower the
network capacity.

In link adaptation bit rate selection enables to react quickly to channel variation
without requiring any environment-specific calibration. It uses SNR or BER for
decision making. But SNR thresholds are hardware dependant and calibration is
needed for a pair of transmitters and receivers.

In link adaptation bit rate selection enables to react quickly to channel variation
without requiring any environment-specific calibration. It uses SNR or BER for
decision making. But SNR thresholds are hardware dependant and calibration is
needed for a pair of transmitters and receivers.

Many designs suggested, need to be evaluated in real world at public sites,
taking into consideration traffic pattern, user density, hidden nodes interference, etc.
Mostly uplink traffic from a node to AP is considered for adaptation. But real need
is at AP where massive downlink traffic, which may constitute 80 % of the total
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traffic, is handled. These new algorithms need to combat the link impaired due to
signal fading and collisions equally well. Lastly they have to be systematically
compared based on performance metrics.
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N-Gram Classifier System to Filter Spam
Messages from OSN User Wall

Sneha R. Harsule and Mininath K. Nighot

Abstract Online Social Network (OSN) allows users to create, comment, post, and
read articles of their own interest within virtual communities. They may allow
forming mini-networks within the bigger, more diverse social network service. But
still, improper access management of the shared contents on the network may give
rise to security and privacy problems like spam messages being generated on
someone’s public or private wall through people like friends, unknown persons, and
friends of friends. This may also reduce the interest of Internet data surfing and may
cause damage to less secure data. To avoid this, there was a need of a system that
could remove such unwanted contents, particularly the messages from OSN. Here
in this paper, for secure message delivery I have presented a classifier system based
on N-gram generated profile. This system consists of ML technique using soft
classifier, that is, N-gram which will automatically label the received messages
from users in support of content-based filtering. Effectiveness of N-grams is studied
in this paper for the purpose of measuring the similarity between test documents
and trained classified documents. As an enhancement, N-gram method can also be
used to detect and prevent leakage of very sensitive data by using N-grams fre-
quency for document classification.
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1 Introduction

The most popular and interactive medium for the purpose of sharing information is
OSN. Social networks have become the hottest online trend in the past few years.
People around the world are now able to communicate and share information easily
among themselves. Social networks formed by users provide a platform for finding
and managing useful information. Contents like text, image, audio, and video data
are now possibly exchanged. The Users Personal data in OSN requires high level of
privacy and security. To preserve privacy for OSN data there is a need to improve
access control over the contents displayed on the web pages. There are different
Access Control Models (ACM) among which some are OSN-specific ACMs [1].
As OSN users still lack ACM functionality to avoid spam messages posted on their
wall, classifier system introduced in this paper is the best solution to this.

Contents exchanged over network are mostly in the form of text. Text mining is
a technique made in association with information retrieval, machine learning and
statistics, and data mining [2]. Text mining has gained high commercial and
potential value. Information filtering and Information retrieval are two sides of the
same coin [3]. Text mining can also be referred as text data analysis or data mining
in which important information is possible to be retrieved from text. To do text
preprocessing or prerequisites, the phases are parsing, tokenization, stemming, etc.,
which I am going to use in my project. Method proposed in this paper starts
extracting N-grams of variable length from OSN messages which further generate
N-gram profiles. N-gram profiles are generated for both test dataset and trained
dataset [4]. Then by using any of the similarity measures like Jaccard, cosine, Dice,
etc., we can compare test and trained data. Based on this distance measure, the
classification of document will be made. Exploitation of Machine Learning
(ML) text categorization techniques will be made for automatically assigning a set
of categories based on contents of each text message. The classification will be
spam and unspam OSN messages. Thus, the aim of this paper is divided into three
parts: first, to study the effectiveness of using N-gram based system for classifi-
cation of messages. Second, to define an optimum N-gram size along with an
optimum category profile size to achieve greater accuracy, and finally, to examine
the effect of modification in the document over the system. In addition, I am
possibly trying to give a short text message classification support to my proposed
system and also a black list mechanism in which a user can decide on who can post
messages on their walls. In short, my work is to present and experimentally evaluate
an automated system called as Filtered Wall (FW).

2 Related Work

To provide secure access to user’s data, this paper focuses on filtering unwanted
OSN messages; so it was beneficial to study existing techniques. Here, literature
review work of some previous papers has been performed related to my topic. With
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the support of this study, we have tried to build classifier system which is more
effective to some extent.

Jin et al. introduced a spam detection system for social network based on data
mining in [5]. The advantage of using social network is to spread information across
globe quickly and effectively. Besides this advantage, some issues also discussed in
this paper are unrelated information generation, security and privacy issues in
commercial use of social network, etc. They have proposed scalable spam detection
system for OSN security. To achieve this they used GAD clustering algorithm in
support of active learning algorithm to deal with large-scale data clustering and
real-time detection challenges. They designed a framework, in which they first
collected historical social media data and extracted both the content and the social
network features, and performed active learning algorithm to build classification
model and found spams. In the next stage, they monitored real-time activity of the
social network and performed an online active learning algorithm; on that basis they
made predictions and sent alarm notification to the clients about spam message
detection. They also tried to collect feedback from clients and updated the model
according to it. But such classification system is not working up to the mark for all
OSN websites because sites like Facebook contain large amount of spam message
datasets which are relatively difficult to handle. Alneyadi et al. performed word
N-gram-based classification in order to avoid data leakage [6]. They proposed this
work to reduce the problem of data leakage, because it may harm an individual or an
organization. They tested 180 articles among which 142 were classified correctly.
They designed the DLP (Data Leakage Prevention) system but lack of functionality
in automatic category profile update may be considered as the future work for which
ML algorithm will be required. Vanetti et al. designed a system to filter unwanted
messages from OSN user wall [7]. They designed three-layer framework in which
top layer was Graphical User Interface (GUI) for the OSN user, middle layer was
processing system divided as content-based message filtering module and short text
message classification module and the bottom layer comprised OSN database, social
graph, user profile handled by social manager, etc. They enforced to classify short
text messages to design strong filtering system. In support of the content-based
filtering they also provided black lists (BL) mechanism and filtering rules
(FR) flexibility to the user. Before directly going into the proposed classifier system
study, preference was given to go through various sources of information that come
under the domain called data mining. Spam messages are identified and also their
diverse effects that can harm any individual or an organization are read. So basically,
spam is a subset of electronic spam which may consist of identical messages sent to a
number of users by clicking on the links in unwanted emails. By clearing such
prerequisites concepts and reading history of spam messages mentioned in some
articles [8],[9]. I came across some interesting incidences that inspired me to focus
and work on data mining domain and to design a classifier system that will help to
reduce diverse effects of spam to some extent. Since the early 1990s, email spams
have gradually increased with the help of a network of computers affected by virus
called Botnets. Hence I felt that, spam messages should be filtered and separated
from the original messages or legal messages.
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3 System Design

To know more in detail about the proposed work, it gets divided here into three
parts: Architecture, the Algorithm used, and the mathematical representation of the
system.

3.1 Workflow of Architecture

As shown in Fig. 1 our system is divided into three main modules which are Social
Management, N-gram classifier, and GUI. All these modules are explained in detail
below:

Social Management It will handle database-related activities like storing trained
dataset, Fetching API from OSN, storing messages, data classification results, etc.
N-Gram Classifier Some preprocessing activities such as labeling, categorization,
parsing, and stemming on text will be performed in this system part. Classification

Fig. 1 Architecture of N-Gram classifier system
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of spam and unspam messages will be based on the comparison. The system will
generate N-gram profiles of test and trained message sets using similarity tech-
niques such as Jaccard [10]. Proposed system has used Jaccard to calculate the
distance measure.
Graphical User Interface (GUI) It will be the communication interface between
user and system where user will get filtered OSN wall due to the classifier used
here.

3.2 Algorithms

Proposed system has used two algorithms. First algorithm is used to find root words
from message which is of well-known standard, Porter Stemmer Algorithm [11].
Our main task in this paper was performed by the next algorithm called N-Gram
Classification, in which OSN messages get classified as spam and unspam
messages.

N-Gram classification algorithm
Step-1: Fetch OSN API to obtain training dataset. 
Step-2: Select appropriate value of N-Grams.
Step-3: Stop words must be removed from message.
Step-4: Apply stemming operation to these messages. 
Step-5: Now append Strings of stem words.
Step-6: For i=0 to total words in message.

For j= i+1 to N Create N-Gram String S.
Add String to the vector V.

End (until to N)
End For loop.

Step-7: Display N-Grams profiles of trained messages. 
Step-8: Sort out these profiles as Spam and Unspam as our final predefined   

trained Data sets. 
Step-9: Repeat step-2 to step-7 for OSN messages means for test dataset.
Step-10: Now Compare N-Gram generated profiles of trained, test messages.
Step-11: Calculate distance measure using Similarity techniques.
Step-12: With smallest distance measure content classified as spam and Unspam. 
Step-13: End

4 Results

The design of the system is in terms of precision, recall, and F-measure represented
below: Let us assume UP = unspam positive messages; SP = spam positive mes-
sages; UN = unspam negative messages and SN = spam negative messages, then
expected result of system is shown in Tables 1 and 2. Table 1 contains actual
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messages, correctly retrieved messages, and incorrectly retrieved messages are
calculated.

Table 2 shows expected accuracy result of the proposed system in comparison to
the existing one [12].

To know the accuracy of the system, Fig. 2 is designed based on the values
shown in the tables.

Hence, it becomes easy to predict the accuracy of the system proposed in this
paper.

Table 1 Precision and recall

Dataset Actual
messages

Correctly retrieved Incorrectly retrieved

N-Gram TF/IDF N-Gram TF/IDF

UNSPAM 10 = 5 5 4 0 1

SPAM 5 4 4 1 1

UNSPAM 15 = 10 9 8 1 2

SPAM 5 4 3 1 2

UNSPAM 20 = 10 9 7 1 3

SPAM 10 8 8 2 2

UNSPAM 25 = 15 12 12 3 3

SPAM 10 10 8 0 2

UNSPAM 30 = 15 14 13 1 2

SPAM 15 13 12 2 3

Fig. 2 Graph for accuracy

Table 2 Predicted accuracy result

Dataset (spam + non spam) N-Gram accuracy in % TF/IDF accuracy in %

10 90 80

15 87 73

20 85 75

25 88 80

30 90 84
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5 Conclusion and Future Work

Here, we have presented N-gram classifier system which helps to filter spam and
unspam messages effectively. The approach we have taken to implement the pro-
posed work is first, collecting and categorizing trained documents as spam and
unspam text categories based on ML process. We did some text preprocessing
activities on it and received test dataset from OSN. We then created the N-Gram
Profiles for both of them. Similarity technique-based comparison was made which
classified the document as spam or unspam messages based on its distance mea-
sured. Such classification will definitely be advantageous for OSN users to have
reliable access to their contents. In the future, there is a lot of scope to make
advancement in the system by considering many of the aspects such as black-list
users and short text classification mechanism for making the system automated and
powerful. Also, there will be a possibility to design advanced classifier system
which may consist of a unique and useful combination of different data mining
features, algorithms, learning, ACM models, etc.
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A Recent Study of Emerging Tools
and Technologies Boosting Big Data
Analytics

Govind Pole and Pradeepini Gera

Abstract Traditional technologies and data processing applications are inadequate
for big data processing. Big Data concern very large-volume, complex formats,
growing data sets with multiple, heterogeneous sources, and formats. With the
reckless expansion in networking, communication, storage, and data collection
capability, the big data science is rapidly growing in every engineering and science
domain. Challenges in front of data scientists include different tasks, such as data
capture, classification, storage, sharing, transfer, analysis, search, visualization, and
decision making. This paper is aimed to discuss the need of big data analytics,
journey of raw data to meaningful decision, and the different tools and technologies
emerged to process the big data at different levels, to derive meaningful decisions
out of it.

Keywords Big data � Data mining � Clustering � Data volume � Data velocity �
Data variety � Big data mining � Big data analytics

1 Introduction

The term, Big data is coined to define a huge volume of organized and unorganized
data in a multiple format, that is outsized to process using classical technologies,
algorithms, databases, and processing methods [1, 2]. The Evolving technology
platforms provide the competency to process data of various formats and structures
without worrying about the boundaries related to traditional systems. Data collected
from different processes is used to make decisions feasible to the understanding and
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requirements of those executing and consuming the results of the process [1]. This
administrative behavior was the underlying theme for Herbert Simon’s view of
bounded rationality. The dispute in decision making and administrative behaviors
makes a sense, as we bound the data in the process of modeling, applying algo-
rithmic applications, and have always been seeking discrete relationships within the
data as opposed to the whole picture [3]. The big data analytics evolved to support
the decision making process by collecting, organizing, storing, retrieving, and
managing big data.

1.1 Need for Big Data Analytics

Globalization and personalization of services are some crucial changes that moti-
vate Big Data Analytics. Many issues in real applications need to be described
using a graphical structure such as the optimization of railway paths, prediction of
disease outbreaks, and emerging applications such as analysis of social network,
semantic network, analysis of biological information networks, etc. [4]. Figure 1
shows the hierarchy of data analysis work.

1.2 Big Data Processing

Conceptually there are two ways of data processing that are accepted as a de facto
standard. In centralized processing collected data is stored at a centralized location
and then processed on a single machine/server. This centralized machine/server
has very high configurations in terms of memory, processor, and storage. This

Fig. 1 Data layers in big data
analytics
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architecture is well suited for small organizations with one location for production
and service, but for large organizations having different geographical locations is
almost out dated. Distributed processing evolved to overcome the limitations of the
centralized processing, where there is no need to collect and process all data at a
central location. There are several architectures of distributed processing. For
example Cluster architecture and Peer-to-peer architecture (Fig. 2).

2 Big Data Analysis Steps

Big data involves data sets whose size is challenging to present tools and tech-
nologies to manage and process the data within acceptable time [5]. Journey of raw
data to make useful decisions using big data analytics is governed by the following
steps (Fig. 3).

2.1 Data Collection

Data collection is a process of retrieving raw data from real-world data sources. The
data are fetched from different sources and stored to a file system. Inaccurate data
collection can affect the succeeding data analysis procedure and may lead to
unacceptable results, so the data collection process should to be carefully designed
[6]. In the modern world, the distributed data collection from different geographical
systems and networks is pervasive and there is a demand to discover the hidden
patterns of the data stored with these heterogeneous or homogeneous distributed
nodes [7]. Useful Tools: Chukwa, WebCrawler, Pig, and Flume.

Big Data 
Processing 

Centralized 
Processing Super Computing System 

Distributed 
Processing 

Cluster Architecture 

Peer - to peer Architecture 

Fig. 2 Fundamental styles for data processing
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2.2 Data Partition

To handle very large data volume different partitioning techniques like data tagging,
classification, and incremental clustering approaches are used. Many clustering
approaches have been designed to help address a large data [7, 8]. Useful Tools:
Textual ETL, Cassandra. To minimize the complexity of processing large data
several algorithms are emerged. These algorithms are categorized as Text mining,
Data mining, Pattern processing, Mahout, Scalable nearest Neighbor Algorithms [9].

2.3 Data Coordination

Coordination governs the exchange of data among the data warehouses, relational
databases, NoSQL Databases, and different big data technologies. For example,
Sqoop [10] can be used to exchange data to and from relational databases like
MySQL or Oracle to the HDFS. The cross-cloud service requires data aggregation
and transfer among different systems to process large-scale big data from different
sources [11]. Flume is a distributed system that manages large amount of data from
different systems and networks by efficiently collecting, aggregating, and moving it
to a desired location [12]. On the other hand the Zookeeper is a centralized service
which provides distributed synchronization, naming, and group services. It also
maintains the configuration information of the systems. The APIs are available for
various programming languages like Java, Perl, and Python [13].

2.4 Data Transformation

Data transformation refers to the conversion of data values in one format of source
system to another format of destination system. Useful tools: ETL, DMT, and Pig.

Fig. 3 Different steps in big data analysis
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DMT is a Data Migration Tool from TCS. It provides accurate data migration
from conventional databases to Hadoop repository like HDFS or Hbase.

2.5 Data Storage

The main challenge in front of scalable bigdata system is the need to store and
manage large volume of data collected. At the same time, it should provide methods
and functions for efficient access, retrieval, and manipulation to diverse datasets.
Due to a variety of dissimilar data sources and large volume, it is tough to gather
and integrate data with performance guarantee from distributed locations. The big
data analytic system must effectively mine such huge datasets at different levels in
real time or near real time [6]. Useful Tools: Hbase [14], NoSQL [15], Gluster [16],
HDFS [17], GFS [18].

2.6 Data Processing

There is no fixed data processing model to handle the big data because of its
complex nature. The data processing in big data analytics is rather schema less or
non-structured. To process the structured and unstructured data in different format,
a mixture of various technologies like. Hadoop, NoSQL, and MapReduce is used.
MapReduce framework is popular for processing and transformation of very large
data sets [5]. The Qlikview is an example of In-memory data processing solutions
for big data which is very useful for advanced reporting. Infinispan is an extremely
scalable and highly available data processing grid platform [19].

2.7 Extract Data

This phase extracts data from the files and databases and produces result set, which
is used for further analytics, reporting, integration, and visualization of the result.

Data Query Tool Hive is a data query tool used for ad hoc queries, data
summarizations, data extraction, and other analysis of data. It uses HiveQL lan-
guage which supports the flexible querying to the big data [20].

Big Data Search In order to scale to huge data sets, we use the approach of
distributing the data to multiple machines in a compute cluster and perform the
nearest neighbor search using all the machines in parallel [9]. Lucene [21], Solr [22]
are the major examples of such search tools.
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2.8 Data Analysis

RapidMiner is an open source system that uses data and text mining for predictive
analysis [23]. Pentaho is an open source business intelligence product which pro-
vides data integration, OLAP services, reporting, and ETL capabilities. Talend [24]
and SpagoBI are examples of widely used open source BI tool [25]. WEKA tool, a
part of large machine learning project, consists of data mining algorithms that can
be applied for data analysis. The machine learning and data mining communities
have developed different tools and algorithms for tackling all sorts of analysis
problems [26].

2.9 Data Visualization

The Big data is stored in files and not in table structure or format, so it is less
interactive in a visualization situation. Because of this, big data need statistical
softwares like R, SAS, and KXEN, where the predefined models for different
statistical functions can be used for data extraction and results are integrated for
statistical visualizations. Some of the well-known visualization tools are DIVE [27],
and Orange [28].

3 Programming for Big Data

There are various programes useful for big data processing. The most prominent
and powerful languages are R, Python, Java, Storm, etc. Python is very useful to
programers for doing statistics and efficient manipulation of statistical data. This
includes typically vectors, lists, and data frames that represent datasets organized in
rows and columns, Whereas R outshines in the range of statistical libraries it
compromises. Almost all statistical tests/methods are part of an R library. It is very
easy to learn language with a vast amount of inbuilt methods. NumPy library in
Python encompasses homogeneous, multidimensional array that offers various
methods for data manipulation. It has several functions for performing advanced
arithmetic and statistics [29]. Java and Storm [30] also play a major role in big data
programming.
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4 Conclusion

A changed paradigm of modern business and an advancement in communication
and technology has given a new face to the analytics. Like the light fastening in
computers, now people need superfast decision making and it is possible with big
data analytics. Advancement in tools and technologies made it possible. Best
practices have emerged to help big data processing. An interesting fact is that many
of these practices are the new empowered, flexible extensions of the old one. The
main thing behind the popularity of big data analysis is that it helps an organization
to take corrective actions and useful decisions without much of data processing
latency. Thus, big data enables decision capacity, nearly in run time environment.
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Registration Plate Recognition Using
Dynamic Image Processing and Genetic
Algorithm

Glence Joseph and Tripty Singh

Abstract Registration plate recognition plays a vital role in numerous applications
in today’s world. We also introduce a new approach using genetic algorithm to
figure out the registration plate location. Fluctuating illumination conditions are
taken care-of by adaptive threshold method. Connected element tagging is used to
identify the objects in blindfolded regions. A matrix of invariant scale geometry is
used for better system adaptability when applied to different plates. The conver-
gence of genetic algorithm is greatly improved by the introduction of a newly
created mutation and crossover operators. We also modify genetic algorithm to
overcome the drawbacks of connected element method by importing partial
matching of the characters. Finally, we take a look at the real-time challenges and
remedies to it.

Keywords Image processing � Genetic algorithm � Adaptive threshold �
Connected element tagging � Mutation � Crossover � Convergence � Matrix �
Artificial intelligence

1 Introduction

Registration plate recognition in real-time plays a significant role in many
real-world applications. These systems are employed in areas such as parking area,
restricted areas for security, road traffic monitoring, bottleneck management, and
toll management automation [1]. It is a challenging problem, due to the diversity in
formats of the plate, different scales, angle of rotations, and nonuniformity in
illumination conditions during image acquisition. Registration plates usually
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contain multiple colors. different languages, and also different fonts. Some plates
may have one color in the background while others may have background images.
Registration plate locating section and a registration plate number identification
section are two parts of the defined problem. Registration plate recognition algo-
rithm consists of segmentation, extraction, and recognition divisions [2]. Character
recognition system uses morphological operations, histogram manipulation along
with edge detection procedures for plate localization, and characters segmentation
[3]. Our target is to find a system that is more accurate on recognized registration
plate.

2 Proposed Method

The proposed method introduces dynamic image and video processing methods to
meet the challenges. The captured frames from the video camera are subjected to
image processing techniques to localize and extract the registration plate from it.
The proposed method has a futuristic genetic algorithm to locate the registration
plate in the captured image. Genetic algorithm proposed has specially created
mutation and crossover operators for the problem adaptability. The method made
use of MATLAB to give an adaptive process for the thresholding to meet the
real-time challenges. Connected element tagging was used to separate the objects in
the located plate region. Universal boxing element matrix was used for adaptability
of the algorithm to variety of plates. Mutation and crossover operators introduced
are one of a kind, which gives the system faster convergence with minimal number
of generations. Partial match of the plates with confidence percentage values was an
additional feature to this proposal. Proposed system takes a look at the real-time
challenges and remedies to it.

3 Implementation

The captured image is a color image keeping an account of the factor that other
relevant information about the vehicles are known. RGB image has three channels.
A single-point color representation of a coordinate system and a subspace in that
system gives an idea of a grayscale image. In YIQ color space, the luminance
(Y) represents the grayscale information, (I) represents hue and saturation, and
(Q) represents the color information (Fig. 1).

0:298 � Rþ 0:587 � Gþ 0:114 � B

Each pixel of a binary image has a maximum of two possible values, which is
now a digital resembling image. Grayscale image obtained in the previous stage is
converted to binary image. This is one of the critical stages in the process because
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of variations coming across based on temporal and spatial factors in the surrounding
and plate [4]. Binary conversion of image based on threshold may not see through
all the challenges. Morphological process consists of erosion and dilation of the
binary image obtained in the previous step. Dilation and erosion help to eliminate
the holes and openings in the image. It means to say that zeroes in the binary image
are mostly of irrelevant region and can be eliminated. This helps in narrowing down
the search space. Connected elements tagging groups pixels of an image into ele-
ments based on the connectivity of the pixels. Pixels are tagged with a gray level or
any color according to the element it was assigned to [5]. Extracting and tagging of
disjoint and connected elements in an image is a key factor in many automated
image analysis applications. Every object that is within the binary image is found
out using an eight-point connected element analysis. N objects array is the output
from stage. Objects extracted from the connected element analysis stage are strained
on the basis of their widths, Widthobj, and heights, Heightobj, for the reason that
the dimensions of the registration plate symbols lie between thresholds as follows:
Widthmin ≤ Wifthobj ≤ Widthmax and Heightmin ≤ Heightobj ≤ Heightmax.

4 Designing of Genetic Algorithm Phase

A license plate has many complex objects inside it. It has to be mapped based on it
as well. The complex variables we use are heights and widths of the rectangle
bounding box as well as the top corners of the complex objects in the license plate.
Fitness function is defined as the inverse of the objective distance between the
prototype chromosome and the current chromosome. Random values are used
inside gene. Two types of geometrical relations are used that can be defined as
position correlation, represented by the relative distances between the hopping
boxes of the two objects in the X and Y directions and the size correlation, rep-
resented as the relative differences in their hopping boxes between heights and
widths. The objective distance functions in this genetic algorithm problem could be
minimized. Universal objective distance function ObjDistk, p which is used to
represent the distance between any chromosome k and the prototype chromosome
p. The stochastic universal sampling method is implemented for the selection of

Fig. 1 Converted grayscale image in MATLAB
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offspring in the new generation. In this process each individual is mapped to
continuous segments of line which is equal in size to its fitness as in roulette-wheel
selection. A number of similarly spread out pointers are placed over the line
depending on the ratio of individuals to be selected. Substitution mutation operator
in which random position in the chromosome is nominated and the corresponding
allele is changed by a new random object from the M available objects. Swap
mutation operator does reciprocal exchange mutation which selects a couple of
genes randomly and swaps them. Single-point crossover, three-parent crossover,
two-point crossover, n-point crossover, uniform crossover, and alternate crossover
are different types of crossover operators. These operators generate repeated genes
which is not suitable for our problem. We created a new crossover operator for
enhancing the chromosomes generated. In the new solution we divide the recom-
bined chromosomes to their axis positions into two groups and sort them on the
basis of the x-positions. Stopping conditions are given to genetic algorithm that
stops the process as we assume that optimized fitness function is attained by this
time. The two conditions we applied were first, the objective distance of the best
chromosome is below six and second, if the average objective distance is not
improved for successive six generations.

5 Results and Analysis

Experiments were carried out for various cameras to object relative positions in
different lighting conditions. Scaling will not affect the results if done on the same
dataset as long as the candidate symbols lie inside the definite ranges in the size
straining stage. Sample images reveal the robustness and distinction of the proposed
approach (Figs. 2 and 3) (Table 1).

5.1 How to Meet the Challenges?

To meet the challenges in the real-time conditions our research adopts three tech-
niques in camera technology. They are as follows (Figs. 4, 5 and 6):

Fig. 2 Size filtering and genetic algorithm phase to detect the registration plate in MATLAB
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Fig. 3 Convergence graph plotted between objective distance and number of generations

Table 1 Confidence versus time comparison

Plate recognition Confidence (%) Time taken in (ms)

WOBVW14 98.77 50.43

WOBVV14 85.56 40.67

W0BVW14 81.65 30.53

W0BVV14 70.42 20.61

Fig. 4 Example showing how fast shutter speed cameras reduce motion blur (http://www.
licenseplatesrecognition.com/hardware-involved-in-lpr.html)
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• Fast shutter speed cameras
• Light bending technology
• Infrared illumination technology

6 Conclusion and Future Work

Our proposed method can be used for vehicle detection and tracking method based
on multiple vehicle salient parts using a stationary camera. License plate can be
considered as a salient feature for the tracking. In the future, localization of more
salient parts other than the license plate of the vehicle such as the rear light, the
front lights, the windshield, and front cover, aiming to deal with more severe
occlusion and vehicle posture variation can be done for tracking the vehicle. In
addition, vehicle detection and tracking process can be integrated into an embedded
camera platform as a low-cost implementation.

Fig. 5 Example of a light bending technology (http://www.licenseplatesrecognition.
com/hardware-involved-in-lpr.html)

Fig. 6 Example showing infrared illumination technology (http://www.licenseplatesrecognition.
com/hardware-involved-in-lpr.html)
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Comparing the Capacity, NCC,
and Fidelity of Various Quantization
Intervals on DWT

Velpuru Muni Sekhar, K.V.G. Rao, N. Sambasive Rao
and Merugu Gopi Chand

Abstract A robust cover content extraction and embedding technique that trades
off between visual quality and embedding capacity is proposed in this paper. In
addition, adaptive quantization is used to achieve higher capacity of embedding
with good visual quality. In this technique we are using Discrete Wavelet
Transform (DWT) plus adaptive quantization to reduce noise over modification.
Here, secret data is embedded into Non-zero quantized coefficients. By using this
technique, we achieve approximately 0.99 Normalization Cross Coefficient
(NCC) and Peak Signal-to-Noise Ratio (PSNR ≈ 60–70 dB). Comparison of results
demonstrates that the proposed technique is better than the exiting techniques.

Keywords DWT � PSNR � Adaptive quantization � Data embedding and
extraction and steganography � NCC
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1 Introduction

Nowadays every person getting services from digital computers. So, this era is
called the digital era. The wide digitization of modern world helps fast economic
growth and transparent governance of a country. Due to wide digitization, Internet
becomes digital medium for data transmission [1, 2]. However, being a fully open
medium, digitization brought us not only convenience but also security hazards. If
data is transmitted through Internet, it gives convenience as well as risk. Some
malicious users can create illegal copies or destroy or change the data in the
Internet. It leads to security problems such spoofing, sniffing, man-in-the-middle,
etc. [3]. These malicious attacks breach following security services such as confi-
dentiality and authentication [4, 5]. It again creates inconvenience to the user. So,
digitization not only brings advantages but also creates some challenges. To
overcome these challenges, research community developed cryptographic and data
hiding-based techniques [6]. Both have their own advantages and disadvantages.
Cryptography provides security only between two end parties, once data is
decrypted then no security to the content [4]. It cannot provide security to the
broadcasted data. To provide authentication to the broadcasted content digital
watermarking is used and to transfer secret data imperceptibly between two parties
steganography is used [4].

In this paper we have focused on secret data transfer with data hiding technique,
i.e., steganography.

1.1 Steganography

It is an art of science, which concealing a message into a cover content in imper-
ceptible way. In Fig. 1 and Eq. 1 it demonstrates the process of data embedding [5,
7–10].

Stegoði; jÞ ¼ EðCði; jÞ; SðnÞÞ ð1Þ

Fig. 1 Embedding secret
media file
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Here, secret message ‘S(n)’ is embedded in cover content ‘C(i, j)’ where n de-
notes index of secret message bit, (i, j) denotes cover content position identifiers,
E represents embedding process and Stego(i, j) represents output of embedding
process.

Stego object encompasses both cover and secret message, but secret message
cannot be intercepted by third party. The process of extracting secret message
hidden in a stego object using steganography is called as steganalysis [10]. Figure 2
and Eq. (2) demonstrate the extracting process.

CIði; jÞ ¼ ExðStegoði; jÞ; SðnÞÞ ð2Þ

where Ex represents the extraction process and CI(i, j) represents output of
extraction process.

Here, our objective is to minimize noise in stego image with maximum n value and
extracted cover content shouldbe similar to the original cover content (C(i, j)≈CI(i, j)).
That can be achieved as follows, by applying DWT on cover content, followed by
adaptive quantization on DWT coefficient and then embed the secret data S in quan-
tized non-zero coefficients, following which data embedding can be performed.

1.2 Discrete Wavelet Transform

The wavelets transform grabs massive attention from research community, with
effective transforming property [11–16]. It transforms cover content (digital image)
from spatial domain to frequency domain. Various wavelets exist to perform
transform, i.e., Haar, Symlet, Coiflet, and so on. In this paper, we are using 2D
DWT Haar [17] wavelet transform. The 2-D Haar DWT is performed as follows:
(i) Vertical Division Operation and (ii) Horizontal Division Operation [1].

Fig. 2 Extraction of secret
media file
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Horizontal division Operation: This division operation divides an image into
vertically two parts. The first part is the sum of two adjacent columns, which is
stored in the left side part as low-frequency coefficients. The other part is the
differences of two adjacent columns, which is stored in the right side part as
high-frequency coefficients. Vertical Division Operation: the division operation
divides horizontally an image into two parts. The first part is the sum of two
adjacent rows, which is stored in the upper side as low-frequency coefficients. The
other part is the difference between adjacent rows, which is stored on the lower side
as low-frequency coefficients, then all coefficient values are divided by 2.

Inverse DWT is same as inverse process of Vertical and Horizontal division
operations.

1.3 Adaptive Quantization

It divides coefficients into variable quantized interval based on asymmetric char-
acteristics of given coefficients [18–20]. Adaptive quantization encoding performs
the following steps, i.e, [1].

(i) Find median ‘α’ from DWT coefficients ‘Hði; jÞ’ using Eq. (3) where ‘n’
denotes total number of coefficients

a ¼ xi j1� i� n; i ¼ n
2 þ 1 x1 � x2 � . . .� xn If n2 6¼ 0

xi þ xiþ 1
2 j1� i� n; i ¼ n

2 x1 � x2 � . . .� xn If n2 ¼ 0

�
ð3Þ

(ii) Subtract median ‘α’ from coefficients ‘H(i, j)’

D i; jð Þ ¼ H i; jð Þ � a ð4Þ

(iii) Find right interval width ‘DbR’ and left interval width ‘DbL’ as shown in Fig. 3
using Eqs. (5) and (6). Let us assume left interval width = 29.41 and right
interval width = 13.08.

Fig. 3 Adaptive quantization structure
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DbL ¼ a�minðHði; jÞj j
l=2

; 8Hði; jÞ 2 0; 1; 2. . .:255f g
�

ð5Þ

DbR ¼ maxðHði; jÞ � aj j
l=2

; 8Hð i; jÞ 2 0; 1; 2. . .:255f g
�

ð6Þ

(iv) Encode the coefficients ‘H(i, j)’ using Eq. (7)

Q i; jð Þ ¼ Dði; jÞ
jDði; jÞj �

jHði; jÞ � aj
DbL

� �
ð7Þ

Q i; jð Þ ¼ Dði; jÞ
jDði; jÞj �

jHði; jÞ � aj
DbR

� �
ð8Þ

Reconstruction of adaptive quantization coefficients performs as follows [1]:

RQ i;jð Þ ¼
Q i; jð Þþ rð Þ � DbR þ a; Q i; jð Þ[ 0
Q i; jð Þ � rð Þ � DbL þ a; Q i; jð Þ\0
0; otherwise

8<
: ð9Þ

The rest of the paper is organized as follows. Section 2, discuss about literature
review. Section 3, demonstrate embedding Technique. Section 4, discuss the
comparison of results with some existing methods and proposed method with
various intervals. Finally, Sect. 5, concludes the paper.

2 Literature Review

The data hiding in the cover content introduces some modifications to the original
cover content [10–12]. The literature review schemes do not address trade-offs
between embedding capacity and visual quality. There the trade-off between
capacity and visual quality is not an important concern, rather their focus is only on
individual requirements such as embedding capacity or visual quality or normalized
cross correlation or robustness or fragility. But there are some applications such as
medical imaging, military communication, fine arts, multimedia archive manage-
ment, and remote sensing. These require the trade-off between capacity and visual
quality [19]. The schemes which aim the above applications are referred as data
hiding schemes [5, 7, 10, 15, 17, 19, 20].
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Po-yueh chen et al. [18] have introduced the adaptive quantization paradigm for
the first time. They showed that by applying quantization on frequency domain
coefficients one can achieve better compression rate on digital images. Phadikar
et al. [21] proposed a transform domain data hiding scheme for quality access
control of images. The original image is decomposed into tiles by applying n-level
lifting-based discrete wavelet transformation (DWT). A binary watermark image
(external information) is spatially dispersed using the sequence of number gener-
ated by a secret key. The encoded watermark bits are then embedded into all DWT
coefficients of nth level and only in the high-high (HH) coefficients of the subse-
quent levels using either modulation (DM) but without complete self-noise
suppression.

Most of the existing schemes on data hiding exist for spatial domain Least
Significant Bit (LSB) embedding technique and Multiple LSB embedding tech-
niques [5] or frequency domain data embedding [7] or frequency domain and
uniform quantization technique [21]. To the best of our knowledge, no data hiding
scheme exist on DWT plus adaptive quantized nonzero coefficients data
embedding.

3 Proposed Data Hiding Technique

In this section, we deals with embedding algorithm and extraction algorithm of the
proposed Data hiding/steganography scheme. In Sect. 1 illustrates the basic
information about steganography technique that comprises of three modules: DWT,
adaptive quantization, and embedding and extraction. The steganographic embed-
ding process is designed to be performed in the DWT domain. This has several
advantages. DWT is used in the most popular image and video compression for-
mats, including JPEG, MPEG, etc. Adaptive quantization is performed on DWT
coefficients to further compress the images and videos. After DWT and adaptive
quantization obtained the coefficient consists of zero and Non-zero values [19].
These Non-zero values are embedded with secret message as shown in Eq. (10).

e ¼
c
jcj � floorð 2 log2 2 cj jð Þð ÞÞ if SðiÞ ¼ 0
c
jcj floor � 2 log2 2 cj jð Þ � 1ð Þ if SðiÞ ¼ 1

(
ð10Þ

where ‘c’ is quantized Non-zero coefficients, ‘i’ is ith data bit in secret message and
‘e’ is the modified version of c.

Extraction of secrete message as shown in Eq. (11).
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SðiÞ ¼ 0 if e
2 ¼ 0

1 otherwise

�
ð11Þ

Proposed Embedding and Extracting algorithms

4 Result Analysis and Comparisons

A set of JPEG images, of size 512x512 pixel was used for the experiment is Aerial,
Airplane, Baboon, Barbara, Boat and couple. The secret data is generated by using
‘rand’ function in MATLab by the ‘rand(1, count)>0.5.’ It generates a ‘count-by-1’
column vector containing 0 or 1 number drawn from a uniform distribution. Here
“count” defines number of Non-zero coefficients after DWT plus Adaptive

Quantization. The Data hiding scheme in various is compared with the following
parameters: Capacity, quantization intervals, PSNR values.
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(a) (b)

(c)

Fig. 4 Quantization intervals versus EC, PSNR, and NCC

Table 2 Po-Yueh chen [5]
data embedding
(a) Embedding Capacity and
(b) Visual quality

Images Cases

Case 1 Case 2 Case 3

Capacity Capacity Capacity

Airplane 376710 507856 573206

Baboon 376835 507670 573392

Boat 376598 507867 573318

Girl 377038 507940 573422

Lena 376942 507856 573550

Pepper 377125 507946 573184

Images Cases

Case 1 Case 2 Case 3

PSNR PSNR PSNR

Airplane 50.8554 45.9961 44.7683

Baboon 50.7647 46.1948 44.9664

Boat 50.7499 46.1385 44.9260

Girl 50.7746 46.0763 44.8842

Lena 50.8021 46.0882 44.9011

Pepper 50.7975 46.0793 44.8973
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Table 1 and Fig. 4 present a clear idea of how embedding capacity (EC), PSNR,
and NCC vary in quantization intervals. In which interval does the maximum
embedding capacity exist? What is the range in an interval for different input images
of embedding capacity? In 128-128-128 interval for input image embedding capacity
lies between [≈100,000, ≈170,000] for different input images. Average embedding
capacity value around 140,000 in interval 128-128-128 for different input images.
What is the approximation value in an interval for different input images of NCC? In
interval 128-128-128 for different input images is NCC approximately≃1.What is the
range in an interval for different input images of PSNR? In 128-128-128 interval for
input images range is [≈25, ≈80]. Average PSNR value around 65 for 128-128-128
interval for different input images. Comparison of the proposed method results with
exist methods Tables 2 and 3.

5 Conclusion

Proposed data embedding scheme is compared with existing schemes and also
within the scheme for different intervals with respect to embedding capacity and
PSNR. Based on various user performance measures, several intervals are provided
for selection. According to the analysis and comparison results, the PSNR is still a
satisfactory value and even the highest embedding capacity is noticed. This is due
to different characteristics of DWT coefficient in different sub-bands. Here the
sensitive and essential (the low frequency part) part is kept unchanged while
embedding secret data. From this it is inferreds that this scheme performs better
than existing schemes.
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Enhancing Cloud Computing Server
to Use Cloud Safely and to Produce
Infrastructure of High Performance
Computing

Kavita Sultanpure and L.S.S. Reddy

Abstract Significance of cloud computing is getting popular in industrial and
scientific communities for its numerous advantages and it is not free from its
drawbacks. However, it has been observed that major issues such as security,
compliance, legal, and privacy matters relative to risk areas like external storage of
data, shortage of control, public Internet dependency, integration and multitenancy
with internal security are not addressed to their fullest extent. Conventional security
mechanisms like authorization, authentication, and identity are found to be inade-
quate for present cloud users. Moreover, controls of security in cloud computing are
unique than controls of security in any information technology environment with
respect to deployment, technologies, and operations. Therefore, in order to address
the aforesaid issues this research intends to focus on enhancing the cloud computing
server for security, performance, and load balancing to use cloud safely for high
performance computing and to produce infrastructure of high performance
computing.

Keywords Cloud computing � High performance computing � Security

1 Introduction

Cloud computing is a revolutionary technology aiming at giving different storage
and computing services over the Internet. Cloud computing includes software,
platform, and infrastructure as services. Service providers of cloud rent data center
software and hardware for delivering computing and storage services via Internet.
Internet users could able to retrieve cloud services by adopting cloud computing as
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if they were deploying on super computer. They could store their information in the
cloud rather than on their own devices, to access ubiquitous data more possible [1].
According to Buyya et al. [2] cloud computing gives an access for computer user
for services of information technology such as servers, applications, storage of data
without a necessity of the technology or infrastructure ownership. Cloud computing
is a model to enable on-demand network and convenient access to a shared pool of
configurable computing resources.

Cloud computing seems to be distribution architecture and computation para-
digm and it is intended to give quick, secure, and convenient storage of data and
service of net computing, with all resources of computing viewed as services and
delivered via Internet [3, 4]. Moreover, cloud improves agility, ability, availability,
collaboration, and scalability for adapting to fluctuations based on demand,
accelerate work of development, and gives capacity for reducing the cost through
efficient and optimized computing [5–7]. High performance computing
(HPC) permits engineers and scientists to solve complex engineering, science, and
business issues using applications that need enhanced networking, high bandwidth,
and very high capabilities for computation.

Security of data on the side of cloud is not concentrated on the transmission of
data process, but also security in the system and protection of data for that infor-
mation stored on cloud side storages. From the security of data perspective, which
was considered as significant aspect of service quality, cloud computing inevitably
poses many threatening security issues for numerous reasons as storage of data in
the cloud would be updated by clients encompassing deletion, reordering,
appending, modification, insertion, and so on. This fact necessitates mechanism to
facilitate correctness of storage under dynamic data upgrade. Thus, distributed
protocols for assurance of storage correctness would be more significant to achieve
a secure and robust storage system in the cloud data in real world [8].

In this view, we propose the in memory cache to improve the security in the
server of cloud computing to use cloud safely for high performance computing as
well as to produce infrastructure of high performance computing.

2 Related Work

According to Aljaber et al. [9] storage of multimedia file in cloud computing
needed the security. Multimedia cloud computing is referred as multimedia com-
puting over grids, network of content delivery is adopted for minimizing the latency
and maximize the data bandwidth, server-based computing, and so on. It provides
infrastructure for high performance computing aspect. Youssef and Alageel [10]
have proposed a generic cloud computing security model which assists to fulfill
privacy and security needs in the clouds and safeguard them against different
vulnerabilities. Talib et al. [11] has examined the issue of data security in the
environment of cloud computing, to ensure the correctness environment, confi-
dentiality, integrity, and availability of client’s data in the cloud. To achieve this
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security framework a multiagent system to provide security of cloud data storage
was developed. Further Rasch model was adopted to analyze pilot questionnaire.
Reliability of item is identified to be poor, a few items and participants were found
as misfits with distorted estimations.

Suganya and Damodharan [12] have carried out an investigation to enhance
security in cloud computing for storage services. This research discussed about
issue in the security of data and storage of data in cloud is basically a distributed
system of storage. For achieving guarantee of data availability and integrity in the
cloud and for enforcing quality of service reliable storage in the cloud to users or
clients, distributed one was proposed in a flexible and efficient scheme. Kaur and
Singh [13] have implemented encryption algorithms for enhancing security of data
of cloud in cloud computing. This study discussed about the Cipher cloud. Such
framework let client to keep the information very confidentially in the public cloud.
Apart from these, it was noted that security controls required to safeguard most
sensitive information would not be guaranteed in architectures of public cloud
computing.

The research by Guleria and Vatta [14] focused on enhancing multimedia security
in cloud computing environment using algorithm of crossbreed. This study develops
a more flexible and effective distributed scheme of verification for addressing the
security issue in the storage of data in cloud computing. Apart from these, it was
noted that there is feeling that security associated with regulatory compliance is issue
in adopting cloud computing. Sachdev and Bhansali [15] have enhanced the security
of cloud computing using Advanced Encryption Standard (AES) algorithm. This
study developed a simple model for protection of data where data is encrypted using
AES prior it is deployed in the cloud, therefore ensures data security and confi-
dentiality. Ukil et al. [16] have proposed architecture and analysis to incorporate
unique security protocols, techniques, and schemes for cloud computing especially
in IaaS (Infrastructure-as-a-service) and PaaS (Platform-as-a-service) systems.
Sandhu and Singla [17] has developed an approach to enhance the security of model
technology of multimedia data based on cloud computing. This research develops a
more flexible and effective distributed scheme of verification for addressing the
storage of data security problem in cloud computing.

3 Proposed in Memory Cache System

As highlighted in reviewed literature, the conventional setup of cloud servers
ignores the aspects of load balancing, security, and speed pertaining to requesting
applications. In order to tackle these crucial issues, we have proposed the inclusion
of In Memory Cache in cloud servers for high performance computing as depicted
in Fig. 1.
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In conventional cloud-based setup, there is involvement of all the servers while
responding to the user queries. However, doing the same rigorous procedure for the
same pattern of queries is not only time consuming but also increases processing
overheads of the servers. In this view, inclusion of In Memory Cache is suggested
to store the frequently searched items. It responds to the requests without disturbing
main servers. Moreover, the developed cache is secure as the dependency on the
whole server database is removed and all the responses will be generated from
temporary database. Consequently, enhanced speed and less load on the server are
observed.

We have explained proposed architecture using case study of access pattern of
electronic commerce. Let us assume that an online electronic commerce store is
running in a server of cloud. If, user visits that site and transmits requests and server
responds to the request, at that time, if electric commerce admin wants that
information, then it is possible to retrieve some data from cache memory. In
memory cache will store some temporary information as per frequent requests in the
cache server. It might be any serial key or authentication key or any general data. In
such case, web services API particularly SOAP will assist us to link it from the
database of cache. Big Data analysis technique using Hadoop can be used to
analyze those frequently searched items. This in memory cache server can be
integrated with Amazon.

Main purpose of the study is to develop that structure of data in the server and
implement the web service API. Finally, by adopting our product anybody can
embed it with their products or services wherever it is necessary.

Fig. 1 In memory cache server in Cloud Server for HPC
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4 Conclusion

The proposed In Memory Cache for cloud architecture overcomes the limitations of
conventional setup by providing high performance, speed, and security in com-
puting. In Memory Cache stores the frequently searched items and responds to the
requests without disturbing main servers. Consequently, enhanced speed and less
load on the server are observed. With this we can able to retrieve some essential
data from the system of cache instead of retrieving the whole storage. It will
maximize the security of the server. This setup may be integrated with the Amazon.
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3-D Array Pattern Distortion Analysis

N. Dinesh Kumar

Abstract Indian MST Radar antenna comprises of 1024 three-component
Yagi-Uda receiving antennas masterminded in a 32 × 32 matrix over a territory
of 130 m × 130 m. The antenna array is fed by 32 distributed transmitters whose
peak output power varies from 15 to 120 kW. Because of different reasons a few
number of transmitters are nonoperational making the linear subarray relating to
these transmitters ineffectual. Also, inside a subarray, it is conceivable that a few
components would not get the excitation motion because of the detached associa-
tion or discontinuity issues in the feeder line. The paper talks about these outcomes
in the thinning of the aperture, array pattern distortion, and the deviation of the
excitation from the predefined Taylor distribution. The constantly expanding
demand in the advancement of software for aperture thinned radiation pattern has
spurred to model the present work. Matlab is used to perform the investigation and
to plot the radiation designs in both principle planes and in three-dimensional view.

Keywords 3-D array pattern � Aperture thinning � Array distortion � E-plane
pattern � Matlab � Radiation pattern � Side lobes � Taylor distribution

1 Introduction

The work exhibited in the paper is developed at National MST Radar Facility
(NMRF) (13.5°N, 79.2°E), an independent association under Department of Space
(DOS) in the field of Atmospheric Science and Research, located at Gadanki on
Chittoor highway, Chittoor District, Andhra Pradesh, India. This office has an
obligation of leading examinations with radar for different investigative recom-
mendations got from all over the nation in the field of atmospheric science and is

N. Dinesh Kumar (&)
Vignan Institute of Technology & Science, Deshmukhi, India
e-mail: dinuhai@yahoo.co.in

© Springer Science+Business Media Singapore 2016
H.S. Saini et al. (eds.), Innovations in Computer Science and Engineering,
Advances in Intelligent Systems and Computing 413,
DOI 10.1007/978-981-10-0419-3_8

63



likewise having an offline facility for examining such information got by directing
the experiments [1].

Indian MST Radar antenna comprises of 1024 three-component Yagi-Uda receiv-
ing antennas [2] masterminded in a 32 × 32 matrix over a territory of 130 m × 130 m.
0.7λ (λ being the radar wavelength) spacing is maintained between interelements
and is utilized as a part of both principal directions, which permits a grating lobe-free
beam scanning up to a point of around 24° from broadside direction. 32 transmitters of
varying power, each feeding a linear subarray of 32 elements, illuminate the array.

Due to various reasons a few number of transmitters are nonoperational making
the linear subarrays corresponding to these transmitters ineffective. During the
maintenance period, discontinuities are observed in the feeder lines. Even if the
transmitters are operational, within a subarray, it is possible that some elements will
not get the excitation signal [2]. This results in the thinning of the aperture and the
deviation of the excitation from the specified Taylor distribution. Due to this
deviation, the array pattern will get distorted.

2 Feeder Network Configuration

The feeder arrangement of MST radar antenna group contains two orthogonal sets;
one for each polarization. The feeder framework embodies 32 parallel runs of
center-fed-series-feed (CFSF) structures. Thirty-two transmitters of contrasting
power edify the show; each supporting direct subarrays of 32 antenna components.
The feeder frameworks of all the subarrays are indistinguishable to the degree that
the power dissemination is concerned. The CFSF framework, including power
divider at the point of convergence and a plan of directional couplers on each one
side of it, associate the linear subarray to the TIR switch, which passes on the
transmitter output power to the group and the power got by the array to the relating
low-noise amplifier. Transmitter yield power passed on by the rigid connection (RG
1-5/8″′) is brought to the data of the subcluster where the 3 dB power divider
divides it into two proportionate measures for center feeding purpose. The parti-
tioned powers are passed through two indistinguishable sets of directional couplers
(each one involving 15 couplers laid in the arrangement). As the power goes
through, every coupler passes on power to one radio antenna through its coupled
port. The coupling components of the couplers are formed to get the modified
Taylor distribution. The aperture excitation conveyance over the array takes after an
estimate to altered Taylor weighing in both the principle directions. The coveted
power appropriation across the array or cluster is proficient in one principle
direction (E-plane) by the differential powers of the transmitters and in the H-plane
by the suitable coupling coefficients of the CFSF system [1]. The measuring
capacity was landed to realize a side lobe level (SLL) of −20 dB.
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3 Implementation Methodology

3.1 Side Lobe Level Requirements

For getting the craved side lobe characteristics, the adequacy over the whole
opening must be suitably decreased. It is decently understood that if one tries to
diminish the SLL, the gap viability furthermore the gain diminish broadly.
Consequently, to get the point by point increase one needs to trade off between the
decrease capability and the peak SLL particularly. As indicated by the points of
interest, at the MST radar center they picked −20 dB for SLL with decrease
effectiveness of 80 % [1]. For the goal to be satisfied, modified Taylor distribution
is chosen.

3.2 Modified Taylor Distribution

This distribution is utilized for MST radar applications as a decent comprise for
achieving the main lobe and the side lobe specifications as set down. The mathe-
matical function describing this amplitude distribution [3] is

A Zð Þ ¼ 1
2p

� �
J0 ipB

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4Z2

d2

� �s !
ð1Þ

where
J0 is the Bessel function of the first kind
Z varies from −d/2 to +dl2
d is the total length of the aperture
B determines the level of the first SLL

To decrease the unpredictability of the feed network, certain measure of stepping
is carried out on the constant gap appropriation. This quantization of the genuine
decrease capacity prompts a viable aperture distribution. With this new measured
aperture distribution the radiation sample of E-plane is plotted and computed using
Matlab. This pattern reveals the following facts [4, 5]:

1. There is a 0.4 dB rise in the first side lobe level (SLL).
2. Far off, SLL does not decrease as quickly as they accomplish for a continuous

distribution.
3. Around 45° the SLL rises roughly by 10 dB over the level computed for the

continuous distribution.
4. No change in 3 dB beam width.
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3.3 Computation of Far-Field Pattern

In the far-field, the electromagnetic waves discharging from the antenna compo-
nents spread parallel to one another. The field strength [6] at any point due to an
array of 2n elements is given by

E hð Þ ¼
X2N
n¼1

An exp �jkrnð Þ
rn

ð2Þ

where An = excitation current coefficient for the nth element, k = 2π/λ, phase
constant, rn = distance of the field point from the nth element, n = element number.

4 Results

Examination of Yagi-Uda antenna [2] has been overseen in point of interest close
by the aperture thinning of MST Radar, and a straightforward easy to understand
computer program is delivered to perform the examination and further to plot the
radiation design in both standard planes. Aperture thinning package analysis is
developed in Matlab with different menu options for easy analysis. The radiation
design in both the fundamental planes can be plotted [4, 5]. Examination of
Yagi-Uda antenna is executed and is extended to the advancement of thinned
radiation pattern [7] of the Indian MST radar reception demonstrated. Matlab was
picked for the numeric retribution and visualization of the output.

Fig. 1 E-plane pattern distortion due to array thinning radar antenna array
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Figure 1 shows the radiation design for the fundamental and first few side lobes
and is fundamentally same as the array design, subsequently the three-segment Yagi
antenna pattern is truly expansive with 3 dB beam widths (BW) of around 66° in
the E-plane and 120° in the H-plane. The array pattern shows that for the aperture
distributed embraced an addition of 37 dB gain, a 3 dB BW of 2.65°, and a SLL of
20 dB could be made sense of. The 3-D power distribution for 32 antenna element
array at MST radar facility to visualize the radiation pattern for the current power
levels of the entire transmitter is switched on as shown in Fig. 2.

Normalized voltage levels are considered in the plots drawn. If transmitters 1–8
and 25–32 are OFF as shown in Fig. 3, we can clearly notice that 3-D power
distribution has only few side lobes. A complete 3-D array pattern for the MST
radar antenna array is shown in Fig. 4.

In Matlab package aperture thinning analysis menu “Status” option is available
which allows the user to see the contents of the selected file having the array of
transmitters. It also contains a submenu “Entry” that allows the user to enter the
option for both transmitter power and other parameter values for further processing.
The transmitter power if entered as 0, will give an indication that the particular
transmitter is in OFF state. If the power level is beyond 120, it gives an error
message and its value will be set to zero and edit box will get to red color. Once the
values are entered and if “ACCEPT” button is pressed then the entered values will
be processed.

Fig. 2 3-D power
distribution for MST
transmitters OFF: 6, 8, 9, 17,
29, 30, and 32, tilt of 0°

Fig. 3 3-D power
distribution if transmitters 1–8
and 25–32 are OFF
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5 Conclusion

A point-by-point examination of Yagi-Uda antenna apparatus nearby the aperture
thinning of MST radar and a simple to utilize computer programs are made to
perform the examination. The 3-D distortion array pattern is plotted. Examination
for Yagi-Uda radio antenna is executed and is extended to the advancement of
aperture thinned radiation pattern of the Indian MST radar gathering mechanical
assembly display. Assortment of parameters with different array thinning config-
uration is classified in Table 1. The scope of the work can be extended to polar
plots.

Fig. 4 MST radar antenna
3-D array pattern

Table 1 Variation of
parameters with different
array thinning configurations

S. no. Subarray OFF Loss in gain (dB) SLL (dB)

1 Nil 0.00 −20.0

2 3, 4 0.40 −20.0

3 5, 6 0.50 −22.0

4 3, 4, 5, 6 1.00 −19.5

5 5, 6, 27, 28 0.55 −17.5

6 1–8 2.00 −16.0

7 1–8 and 25–32 4.00 −13.5

8 9,10 0.50 −18.3

9 11, 12 0.80 −17.7

10 13,14 0.80 −15.2

11 15,16 0.80 −14.2

12 13, 14, 15, 16 1.90 −11.5

13 15, 16, 17, 18, 19 2.00 −09.0

14 9–16 3.30 −07.0
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Elasticsearch and Carrot2-Based Log
Analytics and Management

Prashant Kumar Singh, Amol Suryawanshi, Sidhharth Gupta
and Prasad Saindane

Abstract The log analytics and management mechanism is an implementation of
Elasticsearch––a distributed full-text search engine for indexing the logs and
Carrot2 clustering engine for clustering the logs which are combined together with
our algorithm to manage and analyze the logs given to it as input. In this paper, we
reflect on how Elasticsearch along with Carrot2 is used with our algorithm to
manage and analyze logs of any format. The log analytics and management is set up
on Amazon web server.

Keywords Amazon Web Services � Elasticsearch � Carrot2 � Data-Driven
Documentation � Logs � Log analytics � Cloud � Clustering � Real-time
Search � Real-time Analytics

1 Introduction

This paper provides an overview of Elasticsearch, Carrot2, and real-time log ana-
lytics and management system. This system is being developed in order to
implement a log analytics and management engine.

To study and derive information from large amounts of data is the most
important analytics in today’s scenario of machine generated data. This system will
index, cluster the data and interpret it to perform policy-based analysis. The system
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will formulate the data for ready reference, making smart decisions, and will be
helpful to understand the vast potential of cloud computing and Internet applica-
tions. With the growth of Internet, such type of systems are almost necessary for
every cloud-related application which will give the maximum technical and busi-
ness analytics benefits in future.

In a cloud computing model, n number of virtual servers are running and your
application or website gets hosted by these servers. Logs get generated by every
request to the servers, either virtual or real. These logs contain information about
client, its request type, and IP address along with timestamp.

Let us take an example with logs generated by AWS. In the case of AWS, logs
get generated for every action on AWS console like logging into console, accessing
any service, changing attributes of any running service, etc.

For EC2 service of AWS, logs get generated when client performs request
activities on the server. Various types of logs such as access logs, error logs, critical
logs, and delete logs get generated. All these logs are indicators of the behavior of
the system and the servers. Similar to these logs, millions of logs are generated on a
daily basis by the systems and servers present everywhere. All these data contain
valuable information in some way or the other.

2 Technologies and Tools

The different technologies and methods adopted to implement the log analysis for
Amazon Web Services are given below.

2.1 Amazon Web Services

2.1.1 Amazon Elastic Cloud Compute (EC2)

Amazon EC2 [1] enhances the scalability by providing a scalable computing
capacity in AWS cloud. It prevents the use of hardware and provides virtual
scalable servers, configures security, and manages storage and networking.

2.1.2 Amazon Elastic Load Balancer (ELB)

Elastic load balancer [2] is used to distribute the incoming traffic across various
EC2 instances. It also provides adding and removing the EC2 instances as the
requirement changes. It can also encrypt and decrypt, thus enabling the servers to
focus on their main task.
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2.1.3 Amazon Simple Storage Service (S3)

Amazon S3 [3] is the object storage module of Amazon Web Services. It provides
storage via web services interfaces, scalability and ubiquitous access to data, and
high availability and low latency at low costs.

2.1.4 Amazon CloudTrail

AWS CloudTrail [4] tracks and records any activity which we perform in our AWS
account. It delivers the records in the form of log files which are actually the
AWS API calls we made in our account. It includes the identity of the API caller,
the time of the API call, the source IP address of the API caller, the request
parameters, and the response elements returned by the AWS service. It just provides
the history of your AWS account.

2.2 PuTTY

PuTTY is nothing but a free Telnet and SSH terminal software for Windows and
UNIX platforms that enables users to remotely access computers over the Internet.

2.3 Elasticsearch

Elasticsearch [5] is a querying tool and database server, written in Java.
Elasticsearch is based on Apache Lucene and uses it for almost all of its operations.
Elasticsearch is reliable, scalable, and multitenant. We use Elasticsearch as a
backend programming tool and Querying our database. The logs accessed are
indexed using elasticsearch. It converts the log in the inverted index format. This
helps in writing different queries for log analysis. These queries give detailed results
about the logs according to the specified requirements provided in the query.

2.4 Carrot2

Carrot2 [6] is an open source clustering tool. It clusters similar documents and gives
them human readable labels. Carrot provides different algorithms for clustering like
K-means, Lingo, and STC. Carrot2 automatically clusters small collections of
documents, e.g., search results or document abstracts into thematic categories. Here,
Carrot2 clusters the data provided by the elasticsearch queries specified. Apart from
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this, Carrot2 specifies the clustering algorithm used to cluster the data and provides
visual output for the same.

2.5 Data-Driven Documents (D3)

D3.js [7] is a JavaScript library which performs the binding between user data and
Document Object Model (DOM). It is used for graphical representation of user
data. It also allows the user to manipulate the data.

2.6 AWS CLI

The AWS Command Line Interface (CLI) is a tool provided by Amazon to unify all
of its modules in AWS. With the help of Amazon CLI, a user can control multiple
modules of AWS via terminal.

2.7 CRON

CRON is a time-based job scheduler specifically designed for UNIS like operating
systems. It can be used to schedule all kinds of scripts, processes, and applications.
It is commonly used for system automation and administration. We use CRON for
periodically downloading logs from S3 bucket to our EC2 instance for indexing and
clustering.

2.8 EC2 Instance

Elastic Compute Cloud (EC2) [1] instance is used to implement the functionalities
of different tools and methods. It is accessed using an SSH and telnet client PuTTY
which works as a command line interpreter for application of EC2 instance on a
local machine.

3 Working

The logs are stored in Simple Storage Service of AWS. The logs are fetched using
AWS CLI into the EC2 instance. If the fetched logs are in raw format they are
converted to JSON format using our algorithm; if they are already in JSON format
then the further processing is done.
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The analytics and management mechanism works in three steps:

1. Conversion of logs into proper format using shell script.
2. Indexing of logs for faster retrieval.
3. Graphical representation.

Elasticsearch is a distributed full-text search engine that is used for indexing the
logs. Indexing is done for faster retrieval of data. The Carrot2 clustering engine is
used along with Elasticsearch. Elasticsearch indexes the logs and the logs are
clustered after a search query is fired. Document is the basic unit of Carrot2

[8] clustering engine. Elasticsearch considers one log as one document and indexes
it accordingly. The Carrot plugin groups together similar “documents” and assign
labels to these groups. Each document consists of logical parts. For clustering
document, the identifiers are specified by us according to the user demands.

As the indexing and clustering mechanism are integrated into one unit, the
process of log analytics becomes really fast. The clustered data is then processed
with our algorithms.

A graphical representation is done by using Data-Driven Documentation.
A JavaScript library dc.js is used for this purpose. The processed result is integrated
with dc.js and the parameters are defined for graphical plotting of the data, which is
all done according to the user needs.

This kind of flexibility and faster processing power makes this log analytics
engine unique.

3.1 Strengths

3.1.1 Speed

The speed of processing the logs is quite fast as the logs are pre-indexed and the
clustering and indexing mechanism are integrated in one unit.

3.1.2 Flexibility

The log analysis and management is completely user-dependent. Every important
aspect here can be customized by the user.
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3.1.3 Scalability

As the log analytics and management engine are hosted on AWS, the server boasts
of a great deal of scalability. The Elastic Compute Cloud ensures the engine is
scalable in both the directions.

3.2 Figures and Tables

See Figs. 1 and 2.

Fig. 1 Graphical representation of logs generated by AWS CloudTrail and elastic load balancer
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3.3 Program Code

3.3.1 Code to Index Logs

var sampledata;  
doIndex = (function() {  
var i = 0;  
function doIndex(progressFn) {  
var url = "/final/project/" + i;
var data=sampledata[i];  
var current = i;  
if (i < sampledata.length) {  
i++;  
$.post(url, JSON.stringify(data), function(result) {  
doIndex(progressFn);  
});  
}
progressFn && progressFn(current, sampledata.length);  
}
return doIndex;  
})(); 

// ES search request data 
var request = { 
  "search_request": { 

"fields" : [ "timestamp", "elb", "backend_status_code","request"], 
"query" :{ 

   "filtered":{ 
    "query" : { 

    "term" : { 
      "elb" : "project"  

}   
},

    "filter" : {"range" : {"timestamp" : { "gte" : date1, "lte" : 
date2}}} 

} 
} , 

"size": 1000 }, 
"query_hint":"project", 
"algorithm": "stc", 
"field_mapping": { "title": ["fields.backend_status_code"] } 

};

Fig. 2 Architecture of the log analytics and management engine
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3.4 Conclusion

The web server monitoring tool works in the phases of logging, parsing, and
analyzing the logged data of the server. The web server monitoring tools provide a
utility to monitor the web server with the real-time and time-based statistics of the
server performance. The server statistics tracking, response code tracking, band-
width statistics of the server, and CPU load statistics provide a detailed performance
functioning of the server with present and historical data analysis of the logs.

3.5 Future Scope

(1) To study and derive information in large amounts of data is the most important
analytics in today’s scenario for machine generated data.

(2) This engine will index and cluster the data and interpret it for policy-based
analysis.

(3) The engine will formulate the data for ready reference, making smart deci-
sions, and will be helpful to understand the vast potential of cloud computing
and Internet applications.

(4) With the growth of Internet such type of engine is almost necessary for every
cloud-related application which will give the maximum technical and business
analytics benefits in future.
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High-Security Pipelined Elastic
Substitution Box with Embedded
Permutation Facility

K.B. Jithendra and T.K. Shahana

Abstract In today’s world a major percentage of information and resource sharing
is carried out through electronic means. A good portion of the above said activities
needs security essentially. Since all the resources for any technology is provided by
the nature, directly or indirectly, it is the moral responsibility entrusted with
researchers to bring out maximum efficiency with minimal resources. In this paper a
novel method is proposed in which Substitution Box is operated in a pipelined
fashion, which can optimize hardware complexity and speed of the Block Ciphers.
Facility for key-based permutation of message bits is integrated with the design,
which offers additional security. The complexity and security analysis is also done.

Keywords Block cipher � S Box � Hardware complexity � Security � Diffusion �
Pipeline � Elasticity

1 Introduction

Block ciphers are used extensively in encryption process in which the substitution
box (S Box) is an indispensible part. S Box is the most important element in a block
cipher because its contribution to security through its nonlinear nature. The basic
purpose of an S Box is to introduce confusion. An S Box can be designed in many
fashions, but unless and until its properties are consistent with certain criteria,
which is discussed in the forthcoming sessions, it would not be effective. In block
ciphers like AES or DES, parallel S Boxes are used which demands a greater level

K.B. Jithendra (&)
College of Engineering, Vadakara, Calicut (Dt), Kerala, India
e-mail: jithendrakb@yahoo.com

T.K. Shahana
School of Engineering, Cochin University of Science and Technology,
Cochin, Kerala, India
e-mail: shahanatk@cusat.ac.in

© Springer Science+Business Media Singapore 2016
H.S. Saini et al. (eds.), Innovations in Computer Science and Engineering,
Advances in Intelligent Systems and Computing 413,
DOI 10.1007/978-981-10-0419-3_10

79



of hardware complexity. Though serial processing of data with S Box is also
possible, this reduces the speed of processing to a great extend. In this paper, the
design is carried out based on the concept parallel processing and pipelining, which
can bring an optimum operation point in which the trade-off between hardware
complexity and speed of operation can be utilized effectively.

The additional feature introduced in this design is the permutation of message
bits. The input data (message) is pipelined and data in each pipeline is serialized in
a key-based random fashion. This really enhances the uncertainty of the block
cipher. The permutation of the message bits does not require much hardware in
addition to what is required for serialization of the bits.

This paper is organized as follows. Section 2 gives an overview about the
conventional S Box and properties. Section 3 introduces the proposed design and
explains how it functions. Experimental results, analysis and comparison with
existing system are given in Sect. 4. Section 5 concludes the topic with future
scope.

2 Conventional S Box and Properties

Encryption by mere substitution was existed even in ancient times. But later a
scientific background was given to the same by Shannon [1]. All block ciphers use
certain kind of S Boxes. The design of an S Box is crucial because a significant
level of security is contributed to the block cipher is through the S Box. An S Box is
supposed to satisfy a majority of the following properties.

• Nonlinearity: Any linear relations existing between input and output vectors
ease the process of finding out the mapping. Nonlinearity is one of the most
important properties which contribute greatly to security.

• Bijection: For an n × n S Box, Bijection means each data is substituted by a
unique data [2].

• Balance: The function is a balanced one, when the truth table of the function
carries equal number of zeros and ones. An S Box S : f0; 1gn ! f0; 1gm is said
to be balanced if and only if when all the m output columns are balanced.

• Bit independent criteria or correlation immunity: This refers to the state in which
there is no statistical dependency exists between output bits of output vector
[2, 3].

• Completeness: A Boolean function f : f0; 1gm ! f0; 1g is complete when each
output bits are a function of all input bits.

• Strict avalanche criteria (SAC): Webster and Tavares [4] introduced the strict
avalanche criteria (SAC). For introducing maximum confusion, a slight change
in the input vector should be reflected as a significant change in the output
vector. Whenever a single input bit is complemented at least 50 % bits of the
output vector should change for satisfying SAC.
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• Extended Properties—Static and Dynamic: Using information theory and pre-
vious works, Dawson and Tavares [5] proposed an extended set of desirable
properties of S Boxes. Sivabalan, Tavares, and Peppard [6] proposed their own
extended criteria. Here design criteria are proposed at multiple bits levels.

3 Proposed System: Pipelined Elastic S Box

The main aim of the proposed system is to reduce the hardware complexity and to
enhance the uncertainty of block ciphers. This is achieved by introducing three new
concepts which are not familiar in the conventional S Box design.

• Pipelining: The whole process is done in a pipelined fashion [7]. Each pipelines
works serially. This technique effectively reduces the hardware complexity
compared to parallel S box [8] and improves the speed of operation compared to
serial S Box [9].

• Diffusion: The data is permuted among itself before substitution, based on the
random key. Since data sampling is done in group of bits (hereafter mentioned
as message block) random sampling will not cost much hardware.

• Elasticity: The size of the data bits taken for substitution varies randomly. The
difference in size of message block of maximum length and minimum length is
called elasticity. This concept considerably enhances the uncertainty.

Figure 1 shows the block diagram of the proposed system. The entire message is
divided and fed to k number of pipelines (Message 1 to Message k) and processed in
parallel. Each message group is processed serially to reduce the hardware com-
plexity. Each message group is divided into different blocks of uneven size. The
distribution of the block size can be varied in different message groups. The dif-
ference in block size between the largest block and the smallest block is called
maximum elasticity e. If n is the block size of the largest block, the range of block
sizes is from n to n − e. The controller takes care of the timing and control of
different activities. For different block size of data, S Boxes with same input/output
size is used. So the number of S Boxes used is e + 1, with size varying from n to
n − e. In each message groups (pipelines), message blocks are selected serially in
random fashion to introduce permutation of the bits and fed to substitution box.
k number of random number generators are placed in the controller to provide
unique pattern of message block selection for each pipeline. After substitution, the
message blocks are appended in a serial fashion. Finally, the message groups are
appended.

High-Security Pipelined Elastic Substitution Box … 81



4 Experimental Results and Analysis

A 128 bit system in the proposed fashion is designed and implemented using Xilinx
Design Suite 14.5 and Spartan 3A FPGA.

Fig. 1 Block diagram of pipelined elastic S Box
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4.1 Data Analysis

Two pipelines are incorporated each having 15 message blocks of uneven size. An
input data of 64 bits is applied to one path. The data diffused and data substituted
for the same input with different keys are given in Table 1. D represents diffusion
and S represents substitution. The table shows how the randomness is improved
with the introduction of key-based permutation. The input message given in all
cases is FEDC BA98 7654 3210 (Hex).

Table 1 Diffused and
substituted data based on
random key

Key Process Diffused/substituted data

0001 D 2306 60EE 7AB7 FB90

S EF8B 1F6F DE83 6338

0010 D 660D D4AB 7FB9 0220

S B1FC FDE8 3633 8EF8

0011 D 8118 3306 EA66 BFDC

S C77C 58FE 7EF4 1B19

0100 D 8330 6EA6 6BFD C811

S C58F E7EF 41B1 9C77

0101 D 55BF DC81 1833 06EA

S F41B 1967 7C58 FEFE

0110 D BA95 6FF7 2046 0CC1

S 9FBD 06C6 71DF 163F

0111 D 9023 0661 BA96 6FFB

S 38EF 8B1F CFDE 8363

1000 D 1833 06EA 66BF DC81

S 7C58 FE7E F41B 19C7

1001 D C1BA 956F F720 4606

S 3F9F BD06 C671 DF16

1010 D B7FB 9023 0660 DD4A

S 38,363 38EF 8B1F CFDE

1011 D 52AD FEE4 08C1 9837

S F7A0 D8CE 3BE2 C7F3

1100 D 3752 ADFE E408 C198

S F3F7 A0D8 CE3B E2C7

1101 D FF72 0460 CC1B A956

S 6C67 1DF1 63F9 FBD0

1110 D FB90 2306 605D 4AB7

S 6338 EF8B 1FCF DE83

1111 D DC81 1833 06EA 55BF

S 19C7 7C58 FE7E F41B

High-Security Pipelined Elastic Substitution Box … 83



4.2 Cryptanalysis

Linear Cryptanalysis This method checks the existence of any linear relations
between input and output vectors. Each pipeline uses S Box’s of variable size
regardless the data length of pipeline. The linear cryptanalysis faces 2 additional
difficulties with the proposed design.

• The probability biases of each S Box will be different which makes the calcu-
lations using Piling up principle [10] difficult.

• In conventional design every bits are processed simultaneously. Differing from
the conventional SPN, message blocks in the proposed design are in queue.
The S Box’s here are ‘reused’ for data in a single pipeline. Hence establishing
the relationships of data in consecutive rounds is very difficult.

Differential Cryptanalysis Differential cryptanalysis checks for any relations
existing between the differences of consecutive input vectors and that of output
vectors. For this to carry out.

• The differential distribution table of different S Box’s will be different
• Here also the reuse of S Box’s makes it difficult to establish relations between

consecutive rounds.

4.3 Timing Issues

Since each pipeline is working serially, the proposed design is slower than that of
conventional systems. Number of message blocks determines the time with which
each pipeline completes the process. The above-implemented design takes 15 clock
cycles for the diffusion and substitution of 64 bit massage. Increasing number of
pipelines speeds up the process but increases the hardware complexity as well.

4.4 Comparison with Existing Systems

The hardware complexity of the proposed design is given in Table 2. Hardware
complexity of an AES S Box is given in Table 3. Both represent 128 bit systems.
From the tables, it is clearly evident that the proposed system consumes less
hardware.
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5 Conclusion and Future Scope

A novel concept of pipelined elastic Substitution Box is introduced in this paper
with implementation details. High security as well as low hardware complexity is
claimed for the proposed design. An additional feature of data permutation is also
introduced without much additional hardware requirement. The concept of elas-
ticity and diffusion effectively resists both differential and linear cryptanalysis. The
hardware complexity of the proposed system is significantly less than that of
conventional systems. Extended research is possible on this topic especially in
integrating other cryptographic functions. Hash function generation also can be
done effectively with the proposed design.

References

1. C. Shannon, Communication theory of secrecy systems, Bell Systems Technical Journal, vol.
28, 1949.

2. C Adams and S Tavares, The structured design of good S Boxes, Journal of Cryptology, 3
(1):27–41,1990.

3. J.Cobas and J.Brugos. Complexity theoretical approaches to the design and analysis of
cryptographical Boolean functions In Computer Aided Systems Theory-EUROCAST 2005,
LNCS. Springer-Verlag, Berlin, Germany, 2005.

4. A. Webster, S. Tavares, On the Design of S Boxes, Advances in Cryptology-CRYPT0 1985,
LNCS 218, Springer-Verlag, 1985.

Table 2 Device utilization
summary of proposed system
—Spartan 3A

Device utilization summary

Logic utilization Used Available Utilization
(%)

Number of slices 100 5888 1

Number of slice flip flops 26 11,776 0

Number of 4 input LUTs 188 11,776 1

Number of bonded IOBs 256 372 68

Number of GCLKs 1 24 4

Table 3 Device utilization
summary of AES S Box—
Spartan 3A

Device utilization summary

Logic utilization Used Available Utilization
(%)

Number of Slices 1098 5888 18

Number of 4 input LUTs 2048 11,776 17

Number of bonded IOBs 258 372 69

Number of GCLKs 1 24 4

High-Security Pipelined Elastic Substitution Box … 85



5. M. Dawson, S. Tavares, An Expanded Set of S Box Design Criteria Based on Information
Theory and its Relation to Differential-like Attacks, Advances in Cryptology—EUROCRYPT
1991, LNCS 547, Springer-Verlag 1991.

6. M Sivabalan, S. Tavares, L. Peppard, On the design of SP networks from an information
theoretic point of view, Advances in Cryptology—CRYPTO 1992, LNCS 740, Springer
Verlag 1993.

7. Kai Hwang and Faye A. Briggs, Computer Architecture and Parallel processing, Tata
McGraw-Hill, New Delhi 2012.

8. W. Stallings, Cryptography and Network Security, Principles and Practices, Prentice Hall,
2006.

9. Jithendra K.B, Shahana T.K, High Security Elastic Serial Substitution Box for Block Ci-phers,
Proceedings of Second International Conference on Networking, Information and
Communication (ICNIC), Bangalore 2015.

10. C K Shyamala, N Harini, T R Padmanabhan, Cryptography and Security, Wiley India Pvt ltd,
New Delhi, 2011.

86 K.B. Jithendra and T.K. Shahana



An Integrated Approach
to High-Dimensional Data Clustering

Rashmi Paithankar and Bharat Tidke

Abstract Applying the traditional clustering algorithms on high-dimensional data-
sets scales down in the efficiency and effectiveness of the output clusters. H-KMeans
is advancement over the problems caused in K-means algorithm such as randomness
and apriority in the primary centers for K-means, still it could not clear away the
problems as dimensional disaster which is due to the high-computational complexity
and also the poor quality of clusters. Subspace and ensemble clustering algorithms
enhance the execution of clustering high-dimensional dataset from distinctive angles
in diverse degree, still in a solitary viewpoint. The proposed model conquers the
limitations of traditional H-K means clustering algorithm and provides an algorithm
that automatically improves the performance of output clusters, by merging the
subspace clustering algorithm (ORCLUS) and ensemble clustering algorithmwith the
H-K Means algorithm that partitions and merge the clusters based on the number of
dimensions. Proposed model is evaluated for various real datasets.

Keywords H-K clustering � Ensemble � Subspace � High dimensional �
Clustering

1 Introduction

As a prominent strategy in data mining, Clustering [1] is a preprocessing step for
preparing data for subsequent processing. Clustering is utilized in applications such
as data mining, pattern recognition, image processing, and machine learning [2, 3].
For high-dimensional data clustering, the well-known problem is dimensionality
disaster occurs due to the problems such as increasing sparsity of data and increasing
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difficulty in distinguishing distances between data points makes clustering difficult.
The proposed model combines the advanced techniques as subspace clustering and
ensemble clustering algorithm with traditional H-K Means clustering algorithm and
their advantages to improve the performance of clustering result on high-dimensional
data. The proposed model uses ORCLUS—subspace clustering algorithm. H-K
means algorithm is applied on each subspace that will generate the hierarchy of
clusters. At each level of hierarchy there will be comparison of theMSE of parent and
child cluster, based on the comparison merge and ensemble stage is applied. This
comparison based merge and ensemble of clusters will provide the consistency in the
size and accuracy of clusters. And finally, we will get the set of output clusters.

2 Related Work

Dimension reduction, subspace clustering, ensemble clustering and K-means clus-
tering [4–6] are some of the areas of clustering. Dimension reduction has the prob-
lems such as loss of most of the information and could not produce effective clusters
when data is in different subspaces. Subspace clustering is introduced to overcome
the problem of data identifying in different subspaces which gives the solution
algorithms as CLIQUE [7], PROCLUS [8], and MAFIA [9]. H-K (Hierarchical
K-means clustering algorithm) clustering algorithm is introduced by Tung-Shou
Chen et al. [10] overcomes the problems of traditional K-means clustering algorithm
by combining the hierarchical clustering method and partition clustering method
organically for data clustering. This provides improved clustering method which
overcomes the problems as randomness and apriority of initial centers selection still
the execution process requires high-computation complexity and the poor accuracy
in output clusters. Ensemble clustering combines the solutions of many clustering
algorithms based on the consensus function and achieve more pertinent solution.

3 Proposed Model

The high-dimensional datasets are given as the input to the proposed system; it will
take the data through three steps which apply the advanced clustering algorithms.

3.1 Dataset Preprocessing

The real-time dataset—X, number of subspaces—k, and number of dimensions—l,
is given as input to the proposed model. Replace the missing values in dataset and
get the preprocessed data as output to process in the next steps. (Mostly prefer the
real-time datasets over synthetic datasets for more accurate results).
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3.2 The Subspace Clustering Process

Apply the subspace clustering algorithm—ORCLUS, on the preprocessed dataset
X. First, the assignment stage assigns the data points to the preselected set of seeds
Si, and creates the set of clusters Ci. Ɛi is the set of vectors defines the q dimensional
subspace for the cluster Ci. This subspace is chosen such that for that the cluster Ci

should have the least spread. So, Ɛi subsist of the eigenvectors of the l0 × l0
covariance matrix Σi of the points in Ci that correspond to the q smallest eigen
values of Σi. E(Ci, Ɛi) is the projected energy of the cluster Ci in subspace Ɛi which
is the sum of the eigen values [11]. The values α and β are the user defined factors
which specifies the reduction in the number of clusters and the dimensionality of the
subspace. The values of α and β are related by the following equation:

ðlnðm=m0ÞÞ=ðlnðl=l0ÞÞ ¼ ln a= ln b: ð1Þ
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3.3 The H-K Clustering Process and Splitting Process

The above stage will output the S set of clusters, apply the H-K Means clustering
algorithm on them. Approach preferred by proposed model is the divisive H-K
clustering algorithm.

3.4 Ensemble Clustering Process

For all the splitted clusters which are the output of the above step check again, the
distance between them and if some clusters are near each other merge them based
on the objective function (distance function). Also check mean square error
(MSE) of each merged cluster with the parent cluster if found to be larger, that
cluster must be unmerged and available to be merge with some other cluster in the
hierarchy.
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4 Implementation Details and Results

A clustering assessment requests solid measure for the appraisal and examination of
clustering analyses and results. This section gives brief overview of methodology
for processing, datasets which going to be used for experiments and the experi-
mental results, and comparison of obtained experimental results for proposed model
with the existing solutions. For file reading and ORCLUS execution, the concept of
MULTITHREADING is used which increases the execution speed, comparative
results for single threading and multi threading of the proposed model for wine
dataset is shown in Fig. 2 and Table 2. For experimental evaluation, following
datasets are considered. This datasets can be obtained from the UCI Machine
Learning Repository (http://archive.ics.uci.edu/ml/): 1. Wine dataset having 13
dimensions and 178 instances, 2. Yeast dataset containing 8 dimensions and 1484
instances (Fig. 1).

Tables 1 and 2 shows the variance of time and MSE values as per the input
number of subspaces, dimensions, and according to the generated cluster numbers
for wine and yeast dataset. Time of execution gets reduced for the proposed model
by the usage of the split and merge strategy and the implementation of the
MULTITHREADING technique for file reading and processing and the MSE
values also get reduced (Table 2).
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Fig. 1 a Comparison of time of execution of two-stage algorithm [3] with proposed algorithm for
wine dataset. b Comparison of time of MSE of two stage algorithm [3] with proposed algorithm
for wine dataset

Fig. 2 Comparison of time of execution for single threading and multithreading for proposed
algorithm on wine dataset

Table 1 Wine dataset results for, (a) two stage algorithm [3], (b) proposed model

Number of
subspaces

Number of
dimensions

Number of
clusters

MSE
values

Time of execution
(MS)

(a) Two stage algorithm

2 4 9 0.045 273

3 5 10 0.044 280

4 6 12 0.037 304

5 7 26 0.029 345

(b) Proposed model

2 4 9 0.037 172

3 5 12 0.028 233

4 6 14 0.017 245

5 7 33 0.009 301
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5 Conclusion

High-dimensional data inherently incorporate the disadvantages as the curse of
dimensionality and the sparsity of data. H-K Means accord good output clusters
when the dataset is low dimensional but introduce high-computational complexity
when applying the same algorithms on the high-dimensional dataset. Thus the
proposed model provide the solution by associating the H-K Means algorithm with
the subspace clustering algorithm that will find the output clusters from each
subspace by considering each subspace as a different dataset which will simulta-
neously reduce the complexity as the search for cluster becomes in the small dataset
with less dimensions. Applying the advanced clustering approach with the H-K
Means will help to improve the performance of clustering process and will provide
the stability of H-K Means clustering algorithm for high-dimensional data by
improving the accuracy of output clusters.
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Performance Analysis of Network
Virtualization in Cloud Computing
Infrastructures on OpenStack

Vo Nhan Van, Le Minh Chi, Nguyen Quoc Long and Dac-Nhuong Le

Abstract Cloud computing has become popular in IT technology because of
advantages that focus on flexible, scaling, resources and services which help cus-
tomers easy to build their own on-demand IT system. Cloud computing also has
ability to balance, share, and manage IT resources between customers to get better
performance. OpenStack, a new open source cloud computing framework which
was a built-in modular architecture and focus on IaaS. OpenStack also focuses on
NaaS by using network virtualization technology and OpenStack has been used
popular in business. This paper does a research on network performance on
OpenStack network module code name Neutron. The parameter related to network
performance such as throughput, package loss, time and delay of data transmission
are estimated through UDP protocol. Our research investigated the possible internal
traffic flow pattern and evaluated network performance of each pattern on
OpenStack cloud computing environment.

Keywords Cloud computing � Network virtualization � Network performance �
Openstack
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1 Introduction

Cloud computing is a technology trend in recent years and known as a new
approach in IT investment from infrastructure to software. Cloud computing
delivers three main service models which are IaaS (Infrastructure as a Service),
PaaS (Platform as a Service), SaaS (Software as a Service) and depend on each case
of customers’ requirements on storage, computing, software service, etc. [1, 2].

In IaaS cloud service model, virtualization technology is the core component
which combines with a cloud management layer to satisfy requests from users.
However, performance in IaaS model is very important to pursue moving from
traditional environment to cloud. One of important concerns in IaaS model is
network performance because the network function and network virtualization have
responsibility for the whole cloud network operation, included customers’ data
transmission. Each cloud computing solution usually has separate network function
to do this task. OpenStack developed a module named Neutron for network visu-
alization in cloud [3].

The paper outlines as follows: the first section introduces basic information
about cloud computing, the second section presents OpenStack—an open source
cloud operating system, we focus on network performance analysis in open source
cloud OpenStack in the third section, and finally is the conclusion and future works.

2 OpenStack

In this section, we focus on benefits of open source cloud deployment when
compared with other commercial cloud. Before going to OpenStack solution, some
benefits from open source cloud computing compared to commercial solution were
analyzed in the documents from Canonical [4] or CSA [5]. The main features of
open source cloud deployment are:

• Avoiding vendor lock-in: open source solution use open standards such as APIs,
image format, special storage when compared to built-in features in commercial
solution. This makes open source solution as high integrated with other system.

• Community support: interested open source solutions usually are supported by
thousands of programmers in the world. This is one of the advantages that
cannot appear in commercial solutions.

• Scalability and licensing: deploy and maintenance of an open source solution is
more difficult, but it is always free and no charge for license. Moreover, open
source solutions also do not require license for system scaling when compared
with commercial solutions.

• Modules development: open source solution supports open standard for devel-
oping and integrating new software modules. In commercial solution, customer
needs to order with high cost or waiting for a new upgrade from vendor to have
new features.
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2.1 OpenStack Architecture

OpenStack [6] is an open source cloud operating system for building private and
public clouds. OpenStack is totally open source and designed to be a very large
IaaS private cloud with large network and virtual machines. The OpenStack mis-
sion: Provide a popular open source cloud computing framework in order to
support all types of public or private cloud computing with variety system sizing but
simple in deployment and high scalability [4]. According to the mission above,
OpenStack is a cloud computing controller which control IT resources such as
compute, storage, and network in a data center. All of the operations on IT
resources are delivered through a control panel which helps administrators control
and interact with IT resources through a web based. OpenStack [6] has a 6-month
period development, has new version, each 6 months. Each new version usually
improves previous function for stability and deploy new functions. OpenStack is
free totally and its components are written by Python language. The logical
architecture of OpenStack is shown in Fig. 1.

In which five main components of OpenStack consist of Compute (Nova),
Object Storage (Swift), Image Service (Glance), Dashboard (Horizon), and Identity
(Keystone). OpenStack development is still in progress. OpenStack has full of cloud
computing features that provide IaaS. Compute provide and manage compute
function for instances (Virtual machines). Image Service store image of instance, is
used by Nova when deploying an instance. Object Storage provide storage function.
Dashboard provides web based for administration of OpenStack. Identity provide
authentication and authorization for all of the services in OpenStack [6].

Fig. 1 OpenStack architecture
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2.2 OpenStack Networking

OpenStack networking provide a variety of API to manage and define connections in
cloud infrastructure. Neutron support many network technology to connect to cloud
infrastructure. This part introduces Neutron, and basic services of Neutron in cloud
infrastructure. Neutron includes three components which are Network, Subnet, Port.

• Network: manage network in Layer 2, the same as VLAN in physical network.
• Subnet: a group of IP v4/v6 which is configured for cloud system.
• Port: a port is defined and attached to a virtual device in cloud system.

End users can create their own network topology through Neutron. They create
Network and subnet and attach between port and device in cloud system to connect
their own system. Neutron allow end users create private network and attach to
tenants, a tenant can have more than one private network and private network can
be the same in each tenants. Some services of Neutron include:

• Create a network topology for end user system. For example: create web server
system has many tier, for backup or load balancing.

• Provide flexibility in network management, allow end user edit and optimize
their need.

• Provide extent API, allow programmers develop and integrate Neutron into
other different system

Neutron support many network technologies to enhance network functions, not
only just create VLAN, subnet, but also create virtual switch through vSwtich
technology abd other features such as firewall, DHCP, VPN, load balancing.

In [7–9], the authors had deployed Hadoop on the OpenStack to compare the
network performance of single-host plan and the multi-host plan through the service
performance of Hadoop. In the latest paper, we had been analyzed performance of
OpenStack open source solution for IaaS cloud computing in [10].

3 Network Performance Analysis of OpenStack

3.1 Our Topology Experiments

Open source cloud OpenStack support VPS service (IaaS) with different types of
vCPU, RAM, and HDD. In our setup environment, the four testing cases will be
analyzed to estimate the network performance in throughput, time delay, and packet
loss in UPD protocol between virtual machines. Our deployment system has three
servers which are:

• 01 server is Controller and Network roles, run services of OpenStack Controller
management and shared services such as KeyStone, MySQL, Neutron, Cinder,
and other related services.
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• 02 servers are Compute nodes, which are deployed Neutron L2 Agent and the
virtualization hypervisor KVM. These 02 servers support the compute service
for virtual machines.

The deployment model has four networks:

• Public and Floating IP (VM Network in deployment model): 10.196.205.0/24
• Management network: 10.196.202.0/24
• Storage network: 10.196.203.0/24. In deployment model, the storage network is

in the same physical interface (NIC) with Management Network. However, the
storage network is not analyzed in this paper.

• Internal Network—network for tenants: 192.168.111.0/24 versus
192.168.112.0/24

• Hence, 1 PXE network is used for administration and installation of physical
machine in the system.

3.2 Our Experiments

This section includes the four tests result found from the actual experimental setup
on our testing deployment system in Fig. 2.

Case study 1. This experiment case does a testing in throughput, delay, and
package loss between two virtual machines in the same compute node, the same
internal network in UDP protocol.
Case study 2. This experiment case does a testing in throughput, delay, and
package loss between two virtual machines in the same compute node but different
internal network in UDP protocol.

Fig. 2 Our testing deployment system
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Case study 3. This experiment case does a testing in throughput, delay, and
package loss between two virtual machines in different compute nodes but the same
internal network in UDP protocol.
Case study 4. This experiment case does a testing in throughput, delay, and
package loss between two virtual machines in different compute nodes and different
internal networks in UDP protocol (Figs. 3, 4, 5, 6).

Fig. 4 Case study 2: two virtual machines in the same node 18, but different internet subnet
(192.168.111.9/24 and 192.168.112.103/24)

Fig. 3 Case study 1: two virtual machines VM1 and VM2 in the same network 192.168.111.0/24
and compute node 18
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Fig. 5 Case study 3: two virtual machines in the same internal network (192.168.111.0/24) but in
2 different compute nodes (node 17 and node 18)

Fig. 6 Case study 4: two virtual machines in different compute nodes (node 17 and node 18) and
different internal network (192.168.112.103 versus 192.168.111.10)
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3.3 Results and Discussion

Network function in OpenStack is delivered by Neutron module, and Neutron
virtualize and create switching, routing environment through Neutron L2 Agent and
Neutron L3 Agent service. All of the experiment cases above are designed and
created by Neutron.

In research network parameter related to throughput, time delay, and package
loss in UDP protocol, the tool IPERF is executed in 5 min and data information is
collected for each 5 s. While doing testing in a case, the other cases are suspended
(Fig. 7).

From these results above, when two virtual machines were put in the same
compute node and same internal network, network performance was better than the
other experiment cases. The measure results prove that virtual machines in the same
compute nodes and same internal subnet get 4.2 % better results in network
throughput when compared to the other cases.

On the other hand, packet delay time and packet loss between virtual machines
in the same compute node but different internal subnets, or different compute nodes
and different networks have better results. Especially, in case virtual machines are
set up in the same compute node but different internal subnets has packet loss only
40 % when compared to other testing case with same compute node and same
internal network (Fig. 8).

Fig. 7 Average UDP throughput in four experiment cases

Fig. 8 Average packet delay time and packet loss in UDP protocol
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4 Conclusion and Future Works

Cloud computing and open source cloud OpenStack today become a trend in
technology and is one of the first choice of companies in the world. In this paper,
we did a analysis and research on OpenStack network performance based on the
parameters throughput, packet delay time, and packet loss. From the results,
OpenStack Neutron ensure a high-performance network for virtual machines in
cloud system. The results also prove that the different locations of virtual machine
and internal network effect to network performance. For example, the virtual
machines in the same compute node and same Internet subnet give the best network
performance than other research cases.

However, in the paper, we only focus on UDP protocol in a small cloud system,
this work needs to be research in a larger cloud system. In the future, our work will
focus more on the other protocols (both UDP and TCP) and in a bigger cloud
system with more test cases.
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A Shoulder-Surfing Resistant Graphical
Password Authentication Scheme

M. Kameswara Rao, Ch. Vidya Pravallika, G. Priyanka
and Mani Kumar

Abstract Many Internet-based applications authenticate the users before they are
allowed to access the services provided by them. The traditional text-based password
system is vulnerable to brute force attack, peeping attack, and reverse engineering
attacks. The pitfalls of text-based passwords are addressed by employing graphical
passwords. To create a password the graphical password systems make use of custom
images, icons, or faces. Using images will decrease the tendency to choose insecure
passwords. In this paper, we present a shoulder-surfing resistant pair based graphical
password scheme to authenticate a user. Further enhancement of the proposed
scheme is briefly discussed. Security analysis of the method is also evaluated.

Keywords Shoulder-surfing � Authentication � Graphical password � Security

1 Introduction

Confirmation figures out if a client ought to be permitted to access the services
provided by a web-based application. Traditional passwords are utilized broadly for
authenticating a client which has issues related to security and ease of use.
Limitations of traditional authentication system include forgetting the password,
selecting a guessable password, password theft, etc. So a major need to have a
strong authentication system to secure all our applications is expected. Researchers
turned out with cutting-edge mechanism called graphical password where they
attempted to enhance the security and stay away from the shortcoming of traditional
password system. Graphical passwords have been proposed as an option for
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traditional authentication system based on the fact that people can remember
pictures superior to anything. Psychological studies have demonstrated that indi-
viduals can recollect pictures superior to anything [1] and recommends that people
preferred perceiving visual data over reviewing text-based strings.

2 Related Works

Graphical password authentication schemes are categorized as recognition-based
graphical password schemes and recall-based graphical password schemes. In
recognition-based strategies, a client is given an arrangement of pictures and the
client gets validated by perceiving and distinguishing the pictures, he or she
chooses at the enrollment stage. In recall-based procedures, a client is requested to
recreate something that he or she made at the registration stage.

2.1 Recognition-Based Graphical Password Schemes

Dhamija et al. [2] propounded a graphical password scheme in which the client is
given an arrangement of irregular pictures from these pictures the client chooses a
succession of pictures and for validation the client is told to recognize the
pre-chosen pictures. Sobrado and Birget [3] built up a shoulder-surfing resistant
graphical password scheme that showcase a blend of pass-articles (pre-chosen by
client) and numerous different items. The scheme instructs the client to snap inside
the convex hull space surrounded by all the pass-objects for verification.

In Man et al. [4] user chooses several pass-objects and the algorithm provides
each of the pass-object with diverse variants and distinctive code. For verification,
the client is given a few scenes where every scene contains a few pass-objects along
with some fake objects. The client needs to type in a string with the codes of the
individual pass-object variations distinguished in the scene. Jansen et al. [5] thesis
has led to create an authentication scheme for mobile devices. During registration
phase, a client chooses a topic (e.g., ocean, house and so forth.) that contains
thumbnail photographs and afterward indicates a grouping of pictures for the
password. For validation, the client must pick the enlisted pictures in a sequence.
Takada and Koike [6] likewise recommended a comparative graphical password
scheme for mobile devices that has a few phases of check for verification. This
technique permits users for the usage of their favorite image to get authenticated.
The clients first register their most loved pictures (pass-pictures) with the server. At
every round, the client might either indicate a pass-picture among a few bait pic-
tures or choose nothing if there is any pass-picture present. Real User Corporation
submitted Passface Algorithm [7] in which the client needs to indicate four pictures
of human appearances from an information base that contain faces for their future
password. In the verification stage, the system displays a grid of nine confronts, a
mix of one face already picked by the client and eight distraction faces.
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2.2 Recall-Based Graphical Password Schemes

Recreating a drawing and repeating a selection are the fundamental sorts of
recall-based systems. Replicate a drawing strategy incorporates Draw-a-secret
(DAS), Passdoodle system, Syukri strategy, and so forth. Jermyn et al. [8] proposed
DAS method, which permits client to draw their remarkable password. A client is
demanded to outline a photo on the 2D grid and the drawing’s coordinates are saved
in a succession. For authentication, the user has to re-draw the picture with the same
coordinates in a specified order. Passdoodle method developed by Goldberg et al. [9]
contains handwritten outlines generally drawn with a stylus on a touch screen.
Syukri et al. [10] proposed a framework where verification is led by having client
drawing their signature utilizing mouse. The system can modify the signature area
and by enlarging or scale-down signatures and also by rotating if needed. The
database stores this data and first takes the client information along with the sig-
nature’s parameters for verification utilizing geometric normal means subsequent to
performing the normalization once more.

In Repeat a Sequence of Actions group of authentication algorithms, a client is
solicited to rehash arrangements from activities at first done by the client at the
registration process. Strategies having a place with this classification incorporate
Blonder system, Passpoint strategy, Passlogix technique, and so on. Blonder [11]
developed a graphical password scheme in which a password is created by user
tapping on different areas of a picture. During confirmation, the client must tap on
the estimated territories of those areas. PassPoint Method proposed by Wiedenbeck
et al. [12] that had developed Blonder’s thought by evacuating the predefined limits
and allowing distinctive arbitrary pictures to be utilized. Along these lines a client
now can tap on any point of a picture for making a password and after that
resilience about each chose pixel is ascertained. Keeping in mind the end goal to be
authenticated, the client ought to click anyplace on the picture within the tolerance
of the pixels that are chosen and also in a correct sequence. Passlogix method [13]
has the bases of Blonder idea. For validation, the clients must tap on diverse things
of the picture in the predefined grouping. Boundaries are characterized for every-
thing undetectably so as to check if an item is chosen by mouse. Other related
works can be found in [14].

3 Proposed Scheme

Our contribution is to propose a novel authentication scheme resistant to
shoulder-surfing attack and discuss the key aspects of authentication for the pro-
posed scheme. The proposed interface uses 94 characters, including A–Z, a–z, 0–9,
and other printable characters as shown in Fig. 1. These characters are padded with
spaces to form a 10 × 10 grid in which the characters are scattered randomly. User
can select a password having at least 4 characters from the above 94 characters and
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input his password by typing or by mouse clicks. User password is processed as
pass-characters one pair at a time sliding to the right one character at a time
wrapping around until the last pass-character forms the first element in the pair.
Once the pass-characters are identified each pair is processed separately using
predefined rules.

To illustrate the above process, let us follow an example where the user Alice’s
selects her password as “GUR@1”. The pass-character pairs formed from the
password are “GU”, “UR”, “R@”, “@1” and “1G”. The total number of characters
in the password is equivalent to total number of pass-character pairs formed from
the password.

Rules for processing the pass-characters

Rule 1: If both pass-characters appear on the same row of the grid, then the user
must input any two characters in the row that lie between the two
pass-characters in the pair included. For example, if the pass-character
pair contains “A”, “f” which appear on the same row of the grid then the
user can input any of the two characters among “A”, “L”, “D”, “9”, “o”,
and “f”.

Rule 2: If the pass-characters appear on the same column of the grid, then input of
the user must input any of the two characters in the column that lie
between the two pass-characters in the current pair included. For example,
if the pass-character pair contains “u”, “8” which appear on the same
column of the grid then the user can input any of the two characters
among “u”, “D”, “b”, “/”, and “8”.

Rule 3: If the pass-characters appear on different rows and columns, then input the
characters on the corner points of the rectangle formed with the
pass-characters as diagonal points. The rectangle corner on the same row

Fig. 1 The proposed graphical password interface
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as the first pass-character in the pair should be input first followed by the
other rectangle corner. For example, if the pass-character pair contains
“V”, “3” which appear on different row and column then the user can
input the characters on the corner points of the rectangle formed by “V”,
“3”, i.e., “W” and “U”, respectively.

Rule 4: If the two pass-characters are the same, they can be treated as appearing in
the same row or column. In this case, the user can input any two char-
acters surrounding the pass-character. For example, if the pass-character
pair contains “J”, “J” then the user can input any of the two characters
among “n”, “m”, and “@”.

Let us consider the password selected by Alice as “Z7B4”. The pass-character
pairs formed are “Z7”, “7B”, “B4”, and “4Z”.

(1) Alice identifies the first pair of pass-characters “Z”, “7” then as per Rule-1 she
inputs any two characters that lie between “Z” and “7” (included) as identified
in the Fig. 2.

(2) Alice finds the second pair of pass-characters “7”, “B” then as per Rule-3 she
inputs the characters “t” and “p” (the other corner characters) as shown in the
Fig. 3.

(3) Alice finds the third pair of pass-characters “B”, “4” then as per Rule-3 she
inputs the characters “j” and “@” (the other corner characters) as shown in the
Fig. 4

(4) Alice finds the fourth pair of pass-characters “4”, “Z” and then as per Rule-2
she inputs any two characters between “4” and “Z” (included) as shown in the
Fig. 5.

Fig. 2 First pair of pass-characters
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Fig. 3 Second pair of pass-characters

Fig. 4 Third pair of pass-characters
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4 Security and Usability Study

A user study was conducted involving 18 B.Tech graduate students to study
usability, security, and login times for the proposed scheme after a learning session
on the proposed scheme. The average login time for the proposed scheme consisting
of password length of 4, 5, and 6 password characters were 35.6, 44.2, and 49.3,
respectively. The average login times increase as the password length increases in
the proposed scheme. It was also found that 28 % of the participants in the study
found the applying rules for the proposed scheme are time-taking when they choose
a long password. Shoulder-surfing attack and dictionary attacks are restricted as the
user is not directly typing the original password and the pass-characters are mapped
with other input characters in the interface. In case of repeated attempts the security
grid of the propose scheme will be changed. Since the password space in the pro-
posed scheme is 94n (n = number of password characters) which is more than the
conventional text-based password space of 64n. Hence the security of the proposed
scheme is larger than the conventional text-based passwords.

5 Conclusions

A graphical password scheme is proposed to eliminate the shoulder-surfing attack
and brute force attack. Shoulder-surfing attack is restricted as the user inputs other
characters in place of the original password characters. When the number of login

Fig. 5 Fourth pair of pass-characters
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failures exceeds a certain threshold say 3 or 4, the interface changes the random
order of characters thereby causing an adversary to start the attack from the
beginning. This restricts random click attack in the proposed scheme. This work can
be extended to cloud environment where the clients are authenticated using the
proposed scheme before accessing the cloud services and they may also find
existence in web login applications. The proposed scheme may find applications in
mobiles which are facilitated with touch screens and also may be extended to ATM
machines where the users be authenticated to log into their accounts. The proposed
scheme can be extended using three color password characters (red, green, and
blue) thereby increasing the password space by 3 × 94 = 282 characters.
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A Proposal for Searching Desktop Data

Mamta Kayest and S.K. Jain

Abstract Managing personal desktop data has become a necessity of the present
day society as data on one’s PC is increasing day by day. This data is huge as well
as heterogeneous in nature. Users often need to locate the required data on desktop
system. Therefore, how efficiently to find the required data items has become an
emerging research issue. Various desktop search engines and tools are developed to
provide search over the desktop data. In this paper, we propose a solution for
managing heterogeneous desktop data.

Keywords Data � Desktop search engines � Metadata � Partial content retrieval

1 Introduction

The capacity of hard disk drives has increased tremendously; as a result, user stores
a large number of files on his/her personal computer. So, certainly sometimes users
face lot of difficulties in getting desired documents even though they know that they
are saved somewhere on the disk. Nowadays, searching for documents can be faster
on the World Wide Web than on our personal computer. Due to the availability of a
variety of web search engines and ranking algorithms like the PageRank algorithm
introduced by Google [1], web search has become more efficient than PC search.
Therefore, there is a need of providing efficient search over desktop data to access
required information. The main motivation of this work is to search files on desktop
system efficiently for retrieving required data easily. Retrieval of partial information
from files is also a necessity of users. In this paper, we have proposed diverse ways
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of searching heterogeneous desktop data. The proposed system also retrieves partial
contents from a semi-structured data files, e.g., XML files. Rest of the paper is
organized as follows: Sect. 2 describes the related work; Sect. 3 discusses the
proposed system for desktop data search; and finally, in Sect. 4 concludes the paper.

2 Related Work

Personal data refers to digital data accessed by a person during his/her lifetime and
is owned by oneself. Personal data consists of heterogeneous data mix of word
documents, pictures, XML data, audio file, video files, emails, and so on. This large
amount of personal data may be spread on various devices like desktop system,
laptop system, homepage server, e-mail server, official website, digital cameras,
mobile phone, etc. For retrieving relevant information, effective management of
personal data is required [2]. Desktop data is also personal data on one’s desktop,
but it is centralized in nature. Various desktop search engines (DSEs) have been
developed for managing desktop data including Windows search [3], Google
desktop search [1], Yahoo! [4], Corpernic Desktop Search [5], and many more,
some of them are compared on various parameters in [6]. DSEs are based on the file
systems of underlying operating systems and lack in capability of retrieving partial
contents from files [7]. For searching through DSE approach, users first input search
query to the search engine and then search engine transfer the query to the indexed
database to get required result [8]. DSE employ one or more crawler programs on
desktop files to crawl and extract information that are used by indexer to create an
indexed database. Problem with DSEs are that they do not provide partial retrieval
of information [7], no support for complex queries, no support for semantic inte-
gration, and take significant initial indexing time. Modeling and querying over
heterogeneous desktop data is another important research issue. In iMeMex [9, 10]
data model, a graph data model has been proposed for modeling personal data.
A new Xpath-like query language named iQL is proposed to query over the uniform
view, which is complex to understand by a novice as users are expected to have
knowledge of the underlying structure of the personal data. Similarly, various
methods are proposed to query over XML data [11–13].

3 A Proposal for Searching Desktop Data

This section discusses a solution for managing desktop data that includes various
aspects of searching including metadata, relationships, and contents of XML files. The
proposed work searches file system based on metadata and contents of semi-structured
file. Figure 1 depicts a context diagram of the proposed system. Users input queries to
the desktop search system, which in turn interacts with the file system for retrieving
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necessary information. The system returns results to the user after processing queries.
Figure 2 depicts a detailed DFD of the proposed desktop search system. The system is
divided into two main modules; the first module makes search over files/folders based
on their metadata and the second module process queries on XML documents. The
proposed system offers options for making searches based on the metadata of files and
folders, relationships, and contents of XML file. These options are summarized as
follows:

• A file is searched based on metadata name, size, extension, and last modified
date.

• A folder is searched based on metadata name, size, and last modified date.
• Relationship hasfile makes search on files.
• Relationship hasfolder makes search on folders.
• Retrieval of full contents of XML file.
• Retrieval of partial contents of XML files based on tags and field names.

For query over metadata of files/folders, first user enters the path of the file/folder
and the relationship either hasfile or hasfolder to make search on files or folders.
For example, a user searches all the files from drive “d” that were last modified on
January 10, 2015. After giving path and relationship a hash table is created in
memory containing various entries of file/folder’s metadata and user gets result for
files/folders based on the metadata as given in the query. This method of searching
supports update guarantee as hash table is created in memory after entering the
query. It also reduces the time taken for initial indexing of data by desktop search
engines. Algorithm 1 makes search over files/folders based on their metadata and
Algorithm 2 searches contents from XML files.

Algorithm 1 (Metadata-based search)

Step 1: enter the path and relationship
Step 2: map corresponding metadata entries in hash table: name, extension, size,

last modified date for files and name, size, and last modified date for folders.
Step 3: if relationship is “hasfile”

Result 

Search data 

File System information and XML data 

User

Desktop
search 
system

Fig. 1 Context diagram of the proposed desktop search system
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then
read choice in ch for metadata from 1 to 4
1. name 2. size 3. extension 4. last modified date
else if relationship is “hasfolder”
then
read choice in ch for metadata from 1 to 3
1. name 2. size 3. last modified date
end if

Step 4: if (ch == 1)

then
search hash map entry for file/folder name and print result
else if (ch == 2)

search 
data 

folder size 

file’s full contents 

tag’s data 

subtag’s data +

resultant data 

resultant data 

XML file storage

XML path     
data 

output

file last modified date

file size

file extension

file name
file/folder 
 path data 

search data 

search data 

+
folder last modified 

date 

folder name

+
+

+

+

+

File System

Resolve
XML
search 

Execute 
XML

content 
search 

Retrieve
results

  user 
Retrieve

file/folder 
data

Execute 
metadata-

based search 
for files 

Execute 
metadata-

based search 
for folders 

Fig. 2 Detailed DFD of the proposed work
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then
search hash map entry for file/folder size and print result
else if (ch == 3)
then
search hash map entry for file’s extension/folder’s last modified date and
print result
else if (ch == 4)
then
search hash map entry for file’s last modified date and print result
end if

Algorithm 2 (Content-based search on XML files)

Step 1: enter path of file
Step 2: read choice in ch for file’s contents

(1) full contents (2) tag’s data (3) subtag/subfield’s data

Step 3: query parsed
Step 4: if (ch == 1)

then
get and print full contents of XML file
else if (ch == 2)
then
get and print all data of tag name
else
then
get and print data of subtag
end if

Some sample queries that the proposed system processes are

1. Search files from drive d where the file size is 500 MB.
2. Search file named nisha from e drive.
3. Search all folders from drive g which are modified on January 10, 2015
4. Search for folder named nishafol from f drive.
5. Search files from drive d which are modified on January 11, 2015.
6. Search all .xls files from d drive.
7. Display employee names from file EmpData.xml located in drive d.
8. Display employee’s postal addresses from file EmpData.xml located in drive d.
9. Display all information related to employees from Empdata.xml, which is

located in f drive.
10. Display contents of file nisha.xml from g drive.
11. Display employee’s last names from file Empdata.xml from d drive.
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4 Conclusion

Management of user’s desktop system is a need of current society as desktop data is
huge in amount and change frequently. Various desktop search systems such as
Google, Corpenic, etc., are developed for management of personal desktop data.
But these search engines require extra indexing time prior starting their work and
also do not support partial retrieval of contents from files. In this paper, we propose
design of a desktop data search system to which allows search over desktop data
using metadata as well as partial and full content retrieval from files (XML files).
The implementation of the proposed system is in its advanced stage, extending
functionality of the proposed system in our future plan.
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Low-Power Analog Bus
for System-on-Chip Communication

Venkateswara Rao Jillella and Sudhakara Rao Parvataneni

Abstract At present, performance and efficiency of a system-on-chip (SoC) design
depends significantly on the on-chip global communication across various modules
on the chip. System-on-chip communication is generally implemented using a bus
architecture that runs very long distances and covers significant area of the inte-
grated circuit. The difficult challenges in design of a large SoC such as one con-
taining many processor cores include routing complexity, power dissipation,
hardware area, latency, and congestion of the communication system. This paper
proposes an analog bus for digital data. In this scheme, it replaces ‘n’ wires of an
‘n’-bit digital bus carrying data between cores with just one (or a few) wire(s)
carrying analog signal(s) encoding ‘2n’ voltage levels. This analog bus uses
digital-to-analog converter (DAC) drivers and analog-to-digital converter
(ADC) receivers. This on-chip communication proposal can potentially save power
and area. Diminution in the number of wire lines saves chip area and the reduction
in total intrinsic wire capacitance consequently reduces the power consumption of
the bus. The scheme should also reduce signal interference and cross-talk by
eliminating the need for multiple line drivers and buffers. In spite of over-heads of
the ADCs and DACs, this scheme provides significant power saving. Linear
technology SPICE simulations show that the ratio of the power of the bus con-
sumed by the proposed analog scheme to a typical digital scheme (without bus
encoding or differential signalling) is given by Panalog/Pdigital = 1/(3n) where ‘n’ is
the width of the bus.
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1 Introduction

In present ICs, power was a second order concern in chip design, succeeding the
first order concerns of timing, area, testability, and cost. Nevertheless, for most
system-on-chip (SoC) IC designs, low power dissipation is now one of the most
momentous chip design purposes of any IC design. As power reduction is a product
of overall improvement of the technology, it is not achieved through a single
technological improvement. When the feature size is reduced down to the deep
sub-micron region and power consumption is decomposed between the functional
blocks and the communication paths between them, the power consumption has
become a principal component. In relation with the multiple cores in the die, there is
lack of literature on designing interconnect framework. Interconnect layout was
done very late in the overall design because the conventional design flow was
mostly logic based that emphasized on the design and optimization of logic. But at
present as technology has enthused to gigahertz clock frequency and nanometer
dimension, the design of interconnect plays a dominating role in determining
performance, power, cost, and reliability [1–4]. There are very difficult defies in
designing a large SoC, e.g., one comprising many processor internal cores, that
includes routing complexity, power dissipation, hardware area, latency, and con-
gestion of the communication network.

In present technology, recital and competence of SoC designs depend sugges-
tively on the on-chip global communication across various modules on the
chip. Generally the on-chip communication is implemented using a bus architecture
that runs very long distances and covers a significant area of the integrated circuit.
Rest of the paper is organized as follows. In Sect. 2, we have described the structure
of analog bus. In Sect. 3, we evaluated the analog bus and the parallel bus. We
concluded in Sect. 4.

2 Structure of Analog Bus

It has been appraised that DAC (digital-to-analog converter) and ADC
(analog-to-digital converter) based inter-core communication structures consider-
ably decrease the power consumption of various bit-line wide busses in multi-core
computers and NOCs (networks-on-chip). The suggested scheme supplants an n-bit
wide bus running between cores with a lone line, by coding the information (that
needs to be carried out on n-bit bus) into 2n levels of voltages on a single wire.
Systems of this type offer the better of the two utmost prominent low power
consumption inter-core communication systems—differential low voltage sig-
nalling and bus encoding, by encoding ‘n’ lines into one and keeping the low
normal voltage signal swing. Diminution in number of signal wires and in total
intrinsic wire capacitance consequently reduces chip area and power consumption.
Additional advantages might comprise the removal of skew ambiguity due to
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elimination of various signal wires, timing verification simplicity, layout and
blockage decrease due to abridged number of repeaters and vias. Such bus encoding
can also be gainfully employed in test access mechanism for digital integrated
circuits, as it could compress the total data to be communicated between the test
head and core chip, thus reducing test time.

In our scheme ‘n’ wires of an n-bit digital bus carrying data between cores have
been replaced with just one (or few) wire(s) carrying analog signal(s) encoding 2n

levels of voltage. For this, the analog bus utilizes DAC, (digital-to-analog converter)
drivers and ADC, (analog-to-digital converter) receivers [5–7]. Figure 1 shows this
transformation from ‘n’ wires (top) to a single wire (bottom). Such a system offers
the finest of both the prominent low power inter-core communication systems—
differential and low voltage signaling and bus encoding, in that it offers the eventual
encoding ‘n’ lines to ‘1’ and normal signal swing will be around VDD/2.

The power consumption of an analog bus would be,

PAnalogBus ¼ VDD f Vswing C a

Generally the capacitance and supply voltage will remain same but there is
reduction in the number of wires and voltage swing [5, 8–10].

3 Evaluation

In order to evaluate power reduction with the proposed analog bus scheme over a
parallel bus, we first examine the power consumed in a case shown in Fig. 2,
without any DAC/ADC elimination, using typical bus capacitances of large chips.
Next, we examine the second case, shown in Fig. 3 where we replace the parallel

Fig. 1 Parallel bus and analog bus

Fig. 2 4-bit parallel bus
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lines with a single line using ideal DAC and ADC from [11]. The simulations are
done using simulation tool linear technology (LT) SPICE. LT SPICE is a
high-performance SPICE simulation tool with enhancements and models for easing
the simulation provided by linear technology (Table 1).

3.1 Experimental Setup for Power Analysis

Simulations have been done for two cases. First, a 4-line parallel bus has been
replaced by a 1-wire analog bus, where both drive the same load circuit, a 2-bit

Fig. 3 Analog bus replacing 4-bit parallel bus of Fig. 2

Table 1 Experimental setup Technology node 22 nm

Metal layer 4

Intermediate wire capacitance 2 pF/cm

Supply voltage 1 V

Simulation tool used Linear technology SPICE

Spice models used Ideal DAC and ADC

Activity factor 0.5

Frequency 500 MHz and 1 GHz

Input data pattern Random

Wire length 1–5 mm
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adder. In the second case, an 8-line parallel bus has been replaced by a 1-wire
analog bus, where both the setups drive a 4-bit adder.

3.2 Replacement of 4-Bit Parallel Bus by Analog Bus

For simulation, a 4-bit parallel bus has been replaced by a 1-line digital bus. This
setup has been shown in Fig. 4. In this, the analysis has been made for bus lengths
of 1–5 mm. Capacitance is calculated using the intermediate wire value given in the
ITRS roadmap 2012 interconnect manual [12, 6, 13, 10, 14]. The digital input of the
DAC is displayed in Figs. 5 and 6 displays the DAC output, which is transmitted to
the ADC.

Comparison of power consumptions for frequencies of 500 MHz and 1 GHz
with bus lengths of 1–5 mm (without addition of ADC/DAC power consumption) is
given in Table 2. The average power consumption per mm for the analog bus is
around 16.17 µW. The average power consumption per mm for each parallel line is
54.8 µW and for a 4-bit bus it is 219 µW for frequency of 500 MHz.

The average power consumption per mm for the analog bus is around 33 µW.
The average power consumption per mm for each parallel line is 115.8 µW and

for a 4-bit bus it is 463 µW for frequency of 1 GHz.

Fig. 4 Experimental setup for analog bus replacing a 4-bit parallel bus
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3.3 Replacement of 8-Bit Parallel Bus by Analog Bus

For simulation, an 8-line parallel bus has been replaced by a 1-line analog bus as
shown in Fig. 7. The digital and analog signals are shown in Figs. 8 and 9
respectively. Here again the analysis has been done for bus lengths of 1–5 mm.
Capacitance is calculated using the intermediate wire value given in the ITRS
roadmap 2012 interconnect manual [12, 6].

Fig. 5 4-Bit input patterns

Fig. 6 4-Bit digital input converted to analog data
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Comparison of power consumption for a frequency of 500 MHz and 1 GHz with
bus lengths of 1–5 mm (without addition of ADC/DAC power consumption) is
given in Table 3.

The average power consumption per mm for the analog bus is around 18.3 µW.
The average power consumption per mm for each parallel line is 58.65 µW and for
an 8-bit bus it is 469.2 µW for 500 MHz. Table 4 gives the power saving of analog
bus over 4-bit and 8-bit busses for frequency of 500 MHz and Fig. 10 shows the
corresponding line graph.

Table 2 Comparison of power consumption of 4-bit parallel bus and analog bus for frequencies
of 500 MHz and 1 GHz

Bus
length
(mm)

Parallel bus (µW)
Freq. = 500 MHz

500 MHz
analog bus
(µW)

Parallel bus (µW)
Freq. = 1 GHz

1 GHz
analog bus
(µW)

1 0219.22 018.3 0464.23 036.7

2 0438.95 033.73 0928.3 067.2

3 0658.13 046.87 01390 097.1

4 0875.34 059.28 01850 0126.5

5 01095 071.44 02310 0155.9

Fig. 7 An analog bus to replace an 8-bit parallel bus
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Fig. 8 8-bit input patterns

Fig. 9 8-bit digital input converted to analog data

Table 3 Comparison of power consumption of 8-bit parallel bus and analog bus for
frequency = 500 MHz and 1 GHz

Bus
length
(mm)

Parallel bus (µW)
Freq. = 500 MHz

500 MHz
analog bus
(µW)

Parallel bus (µW)
Freq. = 1 GHz

1 GHz
analog bus
(µW)

1 0469.8 019.2 0995 038.50

2 0939 036.82 01990 073.35

3 01400 054.4 02980 0108.11

4 01880 071.84 03970 0142.59

5 02350 089.2 04950 0176.90
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4 Conclusion

A distinctive concept of replacing parallel digital bus with an analog bus has been
proposed here. A series of simulated experiments have been carried out to serve as
proof-of-concept by evaluating power consumption of a single wire with
DAC/ADC encoding in comparison to an n-bit parallel digital bus. The advantages
of this scheme are reduced power consumption and reduced bus area, along with
reduction of routing complexity, and congestion. LT SPICE simulation for an ideal
case confirms that the ratio of bus power consumed by the proposed analog scheme
to a typical parallel digital scheme (without bus encoding or differential signaling)
is given by Panalog = Pdigital = 1/(3n), where n is the width of the bus.
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Text Clustering and Text Summarization
on the Use of Side Information

Shilpa S. Raut and V.B. Maral

Abstract Clustering algorithm order information focuses on persuading social
events concentrated around their similarity to abuse important data from data
focuses. The end place of clustering these properties (text) has huge measure of
information. It is difficult to measure relative data in light of the way in which the
rate of the information is not clear. In such cases, it can be risky to partner side-data
into the mining technique, since it can either build the nature of the representation
for the mining system, then again add noise to the methodology. In various content
mining applications, side-information is accessible nearby the content reports. Such
text documents may be of a few sorts, for instance, record provenance information,
the connections in the file, user access conduct from web logs, or other non-text
based characteristics which are embedded into the content record. Such qualities
may contain a massive measure of data for clustering purposes in the proposed
system merge summarization methods. While executing the COATES estimation
we used summarization system which is the union of duplicated clusters what’s
more, give last summary. COATES cluster algorithms we get the clusters on the
establishment of substance what’s more, auxiliary attributes. So in this project, an
algorithm is designed, in order to give an effective clustering algorithm. Two
algorithms are used in this project for clustering. In this paper COATES algorithm
(this algorithm combines classical partitioning algorithms with probabilistic mod-
els) is used and the proposed system implements hierarchical algorithm which is
compared with COATES algorithm and also implements the merging and summary
generation algorithm which produces the summary or pure data for the user’s
convenience.

Keywords Clustering � Text mining � Auxiliary attribute � Clustering methods �
Summarization
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1 Introduction

The rapidly growing measures of text data in the setting of these broad online
gatherings have driven an eagerness for making flexible and compelling mining
algorithms. A colossal measure of work has been completed beforehand on the
issue of clustering in text aggregations in the database and data recovery groups.
Regardless of this, the work is essentially expected for the issue of impeccable text
clustering, without diverse sorts of attributes. The clustering issue has of late been
analyzed in connection of numeric information streams [1, 2]. In this paper, we will
inspect this issue in the context of text likewise out and out information streams.
Besides, the characteristic advancement [3] of stream data shows a couple of
troubles to the clustering strategy. Most authentic applications routinely show
experienced region which is not considered by most batch handling algorithms. The
clustering issue presents different surprising troubles in a propelling data stream
environment. For example, the steady improvement of clusters makes it essential to
be prepared to quickly perceive new clusters in the data. While the clustering
process needs to be executed reliably in online way, it is moreover basic to have the
ability to give end clients the limit to separate the clusters in an online manner.

The worry of text clustering emerges in the setting of various application spaces,
for instance, the Web and social networks. The rapidly extending measures of text
information in the connection of these far-reaching online gradual additions have
incited eagerness for making adaptable and successful mining algorithms. An
enormous measure of work has been done as generally on the issue of clustering in
content aggregations [2, 4–7] in the database and data recuperation groups.
Regardless of this, the work has essentially got ready for the issue of unmodified
text clustering, without diverse sorts of properties. In a few application spaces, a
tremendous measure of side-information is also related close by the documents.
This is because text documents regularly happen in the circumstance of a blend of
employments in which there may be a far-reaching measure of distinctive sorts of
database attributes then again meta-information which may be useful to the clus-
tering process.

2 Related Work

Various applications, for instance, text crawling, news group filtering, and report
association oblige continuous clustering, furthermore, division of text information
records [8, 9]. The complete data stream clustering issue also has different appli-
cations to the issues of client division and ongoing pattern. We will demonstrate an
online methodology for clustering tremendous text and supreme data streams with
the usage of a measurable summarization technique. We present results representing
the sufficiency of the method. Document clustering has not been by and large
invited as a data recuperation instrument [6]. Dissents to its use fall into two crucial
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classes: the first is that clustering is greatly sensible for vast quantities (with running
time consistently quadratic in the amount of records); also, second that clustering
does not really upgrade recovery. Creators contradict that these issues emerge
exactly when clustering is used as a piece of an attempt to upgrade routine pursuit
procedures [4]. In any case, taking a look at clustering as a data access instrument in
its own specific right blocks these complaints, and convinces to get a perfect model.
We present a document searching method that adventures report clustering as its
fundamental operation. We similarly present quick (straight time) clustering algo-
rithms which offer assistance; this helps looking at the standard.

Spatial data mining is the disclosure of captivating associations; furthermore,
attributes that may exist variably in spatial databases. In this paper, the creator
mulled over whether clustering techniques have a measure to play in spatial
information mining. To this end, the author produces another clustering technique
called CLAHANS which is concentrated around randomized inquiry. Authors
similarly create two spatial data mining algorithms that use CLAHANS [10]. The
creator shows that with the assistance of CLAHANS, these two algorithms are
extraordinarily intense and can brief disclosures that are difficult to find with current
spatial data mining algorithms [11]. Furthermore, examinations coordinated to
examine the execution of CLAHANS with that of existing clustering techniques
show that CLAHANS is the most effective.

Finding significant samples in big datasets has attracted significant speculation;
moreover, a champion between the most extensively measured issues here is the
unmistakable verification of cluster, or populated districts, in a multidimensional
dataset. Prior work does not address the issue of huge datasets and minimization of
1/0 costs. This paper shows a data clustering methodology named BIRCH (bal-
anced iterative reducing furthermore clustering utilizing hierarchies), and demon-
strates that it is especially fit for greatly vast databases. BIRCH incrementally and
powerfully clusters approaching multidimensional metric data center to endeavor to
pass on the best quality clustering with the available assets (i.e., accessible memory
and time obligations) [12].

3 Implementation Detail

3.1 System Overview

The above figure shows that multiple documents give input to the preprocessing
phase; all these documents contain the side-information. After that in preprocessing
phase stemming and stop word removing is done for data to come into structured
format. The latent semantic indexing is used for finding the cosine similarity
between the documents, after that it gives document as input to the COATES
algorithm which does the clustering for mining process (Fig. 1).
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After that merging and summarization technique is applied for pure data. Then
hierarchical clustering algorithm is implemented for clustering; this is done in the
proposed system because it takes less time to do clustering. Therefore, the hierar-
chical algorithm is effective. Then implement merging and summarization tech-
nique on hierarchical clustering algorithm for giving pure data and compare both
summaries and produce graph for accuracy, time, and memory.

3.2 Algorithms

Agglomerative Hierarchical Clustering Algorithm

Agglomerative Clustering (D = {xi}n
i = 1, k):
1 C = {Ci = {xi}| xi 2 D} //Each point in separate cluster
Δ = {δ(xi, xj): xi 2, xj 2 D} //Compute distance matrix
3 while |C| > k do

Fig. 1 System architecture
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Find the closest pair of clusters Ci 4, Cj 2 C
5 Cij = Ci [ Cj //Merge the clusters
6 C = {C − Ci − Cj} [ Cij //Update the clustering
7 Update distance matrix Δ to reflect new clustering

Keyword summarization

Assume the key concepts K for a cluster C are known:

Step 1: procedure SUMMARIZER(C; K)
Step 2: while K: size6 = 0 do
Step 3: Rate all sentences in C by key concepts K (1)
Step 4: Select sentence s with highest score and add to S (2)
Step 5: Remove all concepts in s from K (3)
Step 6: end while
Step 7: return S
Step 8: end procedure.

4 Results and Discussion

The following Table 1 shows k-means and COATES algorithm values for purity in
percentage. The purity is obtained depending upon number of clusters (Figs. 2 and
3, Table 2).

Table 1 Comparison table
for time

Clusters COATES Hierarchical

2 34 22

3 80 21

4 120 25

6 150 30

Fig. 2 Time comparison graph
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5 Conclusion

Mining text data with the utilization of side-data strategy is shown here. Various
indications of text databases contain a considerable measure of side-information or
meta-information, which may be used as a piece of appeal to advance the clustering
system. To layout the clustering framework, we joined an iterative separating
system with a probability estimation process which forms the vitality of different
sorts of side-data. This general procedure is used inside request to framework both
clustering and classification algorithms. The outcomes exhibit that the use of
side-information can keep unplumbed the nature of text clustering and classifica-
tion, while keeping up a strange condition of productivity. In the proposed
framework we are arranging just to broaden this work utilizing summarization
technique. Here in the wake of executing the COATES algorithm, we utilize
merging summarization technique which is merges the reproduced cluster and gives
last summary. In the wake of executing the COATES cluster algorithms we get the
cluster on the premise of substance and auxiliary attributes. The merge technique
takes basic substance and auxiliary attributes from this cluster furthermore, merge
them and then apply summarization process for getting last summary.

Fig. 3 Accuracy comparison graph

Table 2 Comparison table
for accuracy

Clusters COATES Hierarchical

2 86.62 89.3

3 87.97 91.2

4 89.24 92.67

6 91.6 93.78
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Image Correspondence Using Affine SIFT
Flow

P. Dedeepya and B. Sandhya

Abstract Image correspondence is one of the critical tasks across various appli-
cations of image processing and computer vision. The simple correspondence is
being studied from many years for the purpose of image stitching and stereo cor-
respondence. The images assumed for the simple correspondence have same pixel
value even after applying the geometric transformations. In this work, we try to
correspond images sharing similar content but vary due to change in acquisition like
view angle, scale, and illumination. The use of features for flow computation was
proposed in SIFT flow, which was used for correspondence across fields. In this
method, dense SIFT descriptors are extracted and flow is estimated for matching the
SIFT descriptors between two images. In this work, we applied SIFT flow algo-
rithm on the affine transformations of images to be aligned.

Keywords Image correspondence � Geometric transformations � Scene align-
ment � SIFT flow

1 Introduction

The problem of image correspondence [1–3] deals with finding out the similar parts
of two images with varying geometric, photometric, and temporal characteristics.
Finding corresponding pixels or points between images becomes challenging when
there is a change in view angle, scale, occlusion, etc. This has led to wide range
research in image correspondence which can be broadly classified as feature based
and pixel based.
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Features and pixels have been used traditionally for sparse and dense corre-
spondence respectively. However, features for the estimation of flow matrix have
been first proposed in SIFT flow [4] to address the problem of scene alignment.

In this paper we have enhanced SIFT flow approach to address correspondence
between images of the same scene but differing in terms of scale, rotation, and
illumination effects. The paper is organized as follows: In Sect. 2 we present a
survey of papers which have adopted or enhanced SIFT flow approach. In Sect. 3
we present the approach of Affine SIFT flow. In Sect. 4 we discuss the results
obtained.

2 Related Work

SIFT flow proposed by Liu et al. [4] uses SIFT descriptor of 128-dimension for
every pixel for the generation of the SIFT image. These SIFT descriptors are
matched along the flow vectors keeping the flow field smooth. A dual-layer loopy
belief propagation is used to optimize the matching objective. A coarse-to-fine
approach is used in SIFT flow matching to improve the performance of the method.

In Table 1 we list the papers which have followed SIFT flow kind of approach
for various applications.

We have adopted an approach similar to scale space SIFT flow, which is
described in the following section.

3 Proposed Approach

SIFT flow inherits the merits of both the dense representation by obtaining
pixel-to-pixel correspondences, and the sparse representation by matching
transform-invariant feature of SIFT [12]. However, it is problematic in dealing with
images with large change in geometric transformations and scale. To overcome this
problem, we propose Affine SIFT flow approach. The pipeline of the approach is as
shown in Fig. 1.

When matching two images with varying geometric transformations using the
proposed method, Affine SIFT flow, we keep the second image unaltered and the
first image is transformed into different affine transformations by varying the
rotation [13, 14] and scale parameters. We use the scale field created by the scale
space SIFT flow for finding the Affine SIFT flow. SIFT image is computed for the
second image and transformed first image at different scales. These SIFT images are
combined to form a single SIFT image for the first image.

Match the SIFT image computed at every geometric transformation of the first
image at different scales with the SIFT image of the second image using SIFT flow
and obtain the data term for every position at that geometric transformation. The
flow at every position is computed between each pair of the second SIFT image and

138 P. Dedeepya and B. Sandhya



Table 1 Survey of SIFT flow based approaches

References Title Method Applications

[4] SIFT flow: dense
correspondence across
scenes and its
applications

Dense SIFT descriptors
are matched along the flow
vectors using dual-layer
loopy belief propagation
to optimize the matching
objective

Motion field prediction
from single image, motion
synthesis via object
transfer, face recognition

[5] Nonparametric scene
parsing: label transfer
via dense scene
alignment

Warps the existing
annotations and integrates
multiple cues in a Markov
random field framework to
segment and recognize the
query image

Object recognition and
scene parsing

[6] Non-rigid dense
correspondence with
applications for image
enhancement

The nearest neighbor for
each patch of the source
image is found in the
reference images,
searching over a
constrained range of
translations, scales,
rotations and bias values

Local color transfer, image
deblurring and mask
transfer

[7] Understanding discrete
facial expressions in
video using an
emotion avatar image

Adopted SIFT flow for
aligning the face images,
which is able to
compensate for large rigid
head motion and maintain
facial feature motion detail

Facial expression
recognition and analysis

[8] Dense image
correspondence under
large appearance
variations

Instead of matching pixels
at pre-defined feature
scales and rotations, they
are treated as unknown
variables that this method
tries to solve for

Structure-from-motion,
image retrieval, and object
recognition

[9] Dense
correspondences
across scenes and
scales

Attempt to produce robust,
dense descriptors by
treating each pixel
independently without
considering the scales of
other pixels in the image

Single-view depth
estimation, semantic labels
and segmentation, image
labeling

[10] On SIFTs and their
scales

Each pixel is represented
by a set of SIFT
descriptors extracted at
multiple scales and
matched from one image
to the next using set-to-set
similarities

Object recognition

(continued)
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the transformed SIFT image of the first image to obtain flow vectors as in the SIFT
flow. Combine the flow by minimizing the flow field of the images at every position
keeping the flow field and the scale field smooth to obtain flow vectors for warping.
Warp the flow image with the original image using flow vectors obtained from
combining the flow and minimizing the flow to get the warped image.

Table 1 (continued)

References Title Method Applications

[11] Scale-space SIFT flow Matching is done by
computing SIFT feature at
every scale of every pixel
in the first image keeping
the second image at its
own scale. The best match
is estimated with the
selection of right scale
factors through
minimizing feature
matching cost, keeping the
flow field smooth and
keeping the scale field
smooth

Scene parsing,
image/video retrieval,
motion estimation and
depth estimation

Fig. 1 Pipeline of the system
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Fig. 2 Warped images using
the SIFT flow, scale space
SIFT flow and Affine SIFT
flow
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4 Results and Discussions

We have used SIFT flow library [15] in implementing our method, Affine SIFT
flow. The input image is transformed into 11 transformed images. These trans-
formed images are formed by rotating the source image with a difference of 30°,
i.e., 30°, 60°, 90°…330°. SIFT images for the transformed images are scaled with
scales 1, 2, 4, 6, and 8. Flow between the SIFT image of the target image and the
SIFT images of the transformed images is computed using the dual-layer belief
propagation for optimizing the flow vectors.

The images taken for testing this method are taken from the SLS Dataset [10],
INRIA Holiday Dataset [16], GTILT Dataset [17] and Challenging Image Pairs
[18]. Figure 2 shows the results, i.e., warped images for the source and target
images selected from the datasets, for the three methods namely SIFT flow, scale
space SIFT flow and Affine SIFT flow. The time taken for execution of these
methods is mentioned in Table 2.

From Table 2, we get to know that the time of execution for our method
Affine SIFT Flow is large and hence needs to be optimized.

Table 2 Time of execution for the methods SIFT flow, scale space SIFT flow and Affine SIFT
flow

Image
names

Image
size

Time of execution in seconds

SIFT flow Scale space SIFT flow Affine SIFT flow

Forward
flaw

Backward
flaw

Forward
flaw

Backward
flaw

Forward
flaw

Backward
flaw

Backyard 250 × 150 10.04 10.26 102.63 103.69 303.70 295.18

Backyard1 224 × 168 10.34 10.91 102.27 101.66 303.47 303.78

Bowl 250 × 150 10.07 10.05 102.93 103.63 301.31 300.62

Building 192 × 144 7.47 7.51 76.41 76.08 217.10 217.32

Flower 200 × 152 8.19 8.66 79.58 79.48 237.28 238.12

Ford 192 × 144 7.42 7.46 74.84 75.03 213.96 215.45

Lamp 198 × 148 8.01 7.85 80.55 79.77 227.44 226.68

Lamp1 198 × 148 7.60 7.74 77.86 78.82 229.28 226.50

Parking 250 × 150 10.01 10.51 103.32 103.02 293.64 296.44

Parking1 192 × 144 7.35 7.53 75.20 75.66 212.11 21.93

Pisa 154 × 205 8.65 8.70 85.78 85.53 247.21 246.48

Rose 240 × 180 12.07 12.28 117.32 116.83 334.61 334.7

Shoes 208 × 156 8.76 8.66 88.27 87.38 250.30 249.59

Tower 166 × 250 11.27 11.38 115.15 125.17 330.12 331.98

Towers 208 × 156 8.77 9.54 87.82 87.87 248.64 250.87
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5 Conclusion and Future Work

From the results, we conclude that the images with large differences in the view-
points and scales give comparable results with the scale space SIFT flow and SIFT
flow methods. With our method we explored a possibility of using SIFT flow to
effectively deal with image pairs having large differences in viewpoint and scales.

This work can be extended in future by optimizing the computational complexity
and memory consumption. We can test this method with other feature descriptors
[19, 20] like SURF, GLOH, etc.
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Link Quality-Based Multi-hop Relay
Protocol for WiMedia Medium Access
Control

K.S. Umadevi and Arunkumar Thangavelu

Abstract WiMedia Alliance have been widely adopted in personal area networks
for high data transfer with low energy consumption-based applications. The
multi-hop support provided by WiMedia is limited to 3-hop distance and seeks
significant interest from researchers. This paper is aimed at addressing the following
issues by two-fold approach. In the first part, we propose a multi-hop routing
algorithm for n-hop support to analyse the protocol and achieved higher throughput
and minimum delay. Further, we tested the performance of the algorithm by
implementing the protocol to quantify the outcomes. The results indicate that the
proposed algorithm facilitates better utilisation of resources and helps to improve
the network life time by providing high data rate.

Keywords Distributed network � WiMedia MAC � Multi-hop � Link quality �
Throughput

1 Introduction

Wireless personal area network is a prominent technology in personal area network
having tremendous growth in the last decade due to its communication opportu-
nities and better quality of service. In fact, there is a high level of expectation to
support multimedia applications, constructing home networks, military applica-
tions, medical applications but the performance is limited by its coverage region. Its
operating frequency range starts from 2.4 GHz and extends to 10.6 GHz. When
devices come into close proximity, they can communicate with their neighbours
synchronised in the network.
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WiMedia technology uses multiband orthogonal division modulation
(MB-OFDM) to support short-range high-bandwidth communication at low energy
levels using ultra-wide band physical layer [1]. When compared to the other per-
sonal area network protocols, the success of WiMedia is the capacity of providing
maximum data rate of 480 Mbps with low power consumption. It provides syn-
chronized and distributed access, which is simple and scalable.

WiMedia uses Superframe structure for medium access (Fig. 1), which
encompasses beacon period (BP) for synchronisation and data transfer period using
two modes, namely reservation-based access using Distributed Reservation
Protocol (DRP), contention-based access using Prioritised Contention Access
(PCA). WiMedia MAC enables the node(s) to transmit a packet only when it is
synchronized with the receiving node using beacon frames then identify the freely
Medium Access Slot using the same set of frames either through beacon frames or
control frames. Using beacon frames, the source node will be able to identify the
link quality indicator (LQI) and the supportable data rate of the receiving node. If
no free slots are available, it may try to send the data using PCA mode.

In Sect. 2, we have discussed about the need for relaying and proposed the
procedure for identifying relay nodes. In Sect. 3, we propose a relay format for
dealing with adding/updating the new relay request. In the rest of the paper, we
have analysed the impact of relay node using the quality of service metrics i.e. delay
and throughput.

2 Link Quality-Based Relay Selection

In wireless network, the strength of the network is purely based on transmission
medium used by the signals. Signals may be deteriorated due to interference,
network topology and power consumption. These factors may affect network
throughput and lifetime. So to avoid problems that result due to the above men-
tioned factors, multi hopping is suggested [2–5] where the source and destination
nodes use intermediate nodes, called cooperative relays to continue the data
transfer. In turn, the use of cooperative nodes may reduce the packet drop ratio and
increase the throughput [2]. In multi-hop wireless networks, cooperative relay

Fig. 1 Superframe structure
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nodes are used to utilise the idle slots [3]. The relay nodes are selected based on the
acceptable link capacity between source to relay and relay to destination pairs.

Beacon frames are used for broadcasting information about device capacity and
the details about registered and unregistered slots. These details include Link
Quality Indicator IE (LQI IE), Distributed Reservation Protocol IE (DRP IE) and so
on. The path between any two nodes can be finalised by identifying the free slots
using DRP IE [6, 7]. Using Link Quality Indicator/Receiver Signal Strength
Indicator, signal strength supported between source to relay and relay to destination
are identified [6]. If the identified signal strength is less than lower threshold value
(SIR threshold > 5.3 dB) then to continue communication, the sender needs to
change the data rate [8]. With the help of DRPIE, free slots are identified between
source to destination, source to relay and relay to destination pairs (Fig. 2).

Using DRP, the paths between source and destination (106.7 Mbps), source and
relay (200 Mbps), relay and destination (320 Mbps) are finalised with the available
data rates using either beacon frames or control frames [6, 9].

The signal strength between source and destination is less. So source node may
prefer a relay for forwarding data packets to achieve a higher data rate. For
WiMedia networks, to the best of our knowledge, researchers proposed only 3-hop
distance relaying [9]. The same concept can be extended for multiple relay nodes
(h), say if n nodes are preferred then hi and hi+1 should agree on their link usage
level where 1 ≤ i ≤ n. So in this paper, we are interested in proposing a
multi-hop relay protocol for WiMedia using link capacity to support n number of
nodes in order to enhance the throughput and network lifetime. The objective of this
work is to

• Identify relay node(s) with good link quality using data rate.
• Create a scalable network to extend network life time.

Fig. 2 Choosing relay node
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3 Link Quality-Based Multi-hop Relay Protocol
for WiMedia Mac

In wireless networking environment, the data rate of a node indicates many factors
like delay, throughput, energy level and packet drop rate which in turn affects
network lifetime. The best link quality optimises the power consumption, trans-
mission rate, and throughput. If the link quality is lowered through interference or
low residual power or not in coverage proximity then source node must identify the
relay by using link quality. In Fig. 3, source node identifies the destination node not
in coverage region and hence chooses a relay node. Reaching destination is possible
via R1, R2 and R3. Hence source node identifies R1 as the relay node using link
quality where relay node is selected based on maximum of link quality between
{source node and R1, source and R2, source and R3}) [8].

The WiMedia consists of 256 medium access slots represented by DRP MAS
bitmap. After identifying the immediate neighbours, DRP allocation field is set.
Now, relay bitmap is initialized with DRP MAS bitmap [6] and the basic procedure
of DRP allocation is adopted with hop count as 0. We have proposed the relay
allocation procedure which uses the relay allocation format (Fig. 4) consisting of
destination (DestinationAddressi) nodes which can be reached by passing through
number of nodes (HopCounti) via target node.

Once synchronized, Source node will start receiving relay allocation format
through beacon frames. An updation in relay allocation format takes place only if
the following constraints are satisfied:

• New destination address is available.
• Existing destination address with higher link quality.
• Sender node is used as NextHop to reach DestinationAddress.

Fig. 3 Basic relay formation using link quality
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Now, relay allocation format is updated with corresponding destination address
having HopCount incremented by 1.

3.1 Proposed Relay Formation Algorithm

Initialise.

for all neighbouring nodes do
set Relay Bitmap equal to DRP Bitmap
HopCount as 0
NextHop to Nil
Target address to Destination Address 

endfor

Relay Allocation.

for every Beacon Frame in the Superframe do
Access Link Quality Indicator IE and Target Address
for every Relay Allocation do
if there is a new target Address and no conflict in 
the slot then
Add the sender address is target address
HopCount as HopCount + 1
Destination Address as Next Hop Address

else if a matching entry is found with higher Link 
Quality and lesser HopCount then
Update the sender address is target address
HopCount as HopCount + 1
Destination Address as Next Hop Address

end if
Forward the updated information to all the neighbours
using Beacon Frames

end for
end for

Fig. 4 Relay allocation format
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Once reservation is completed, the source may start to transmit the data in its
identified MAS. During registration process neighbouring nodes identify freely
available slots; to handle various slots they prefer store and forward method of
multi-hopping. While using incompatible data rates, source node may fragment a
packet into multiple chunks limited by mMaxFragmentCount. WiMedia MAC
protocol uses minimum interframe space (TMIFS) and short interframe space
(TSIFS) in between fragments and frames, if it needs to continue data transfer for
more than one slot.

4 Performance Analysis

To analyse the efficiency of the proposed method, OmNet++ tool is used and
simulated using inetmanet-2.2 according to WiMedia specifications [10]. We have
considered static nodes which are capable of communicating within single hop
distance and arranged in linear topology by assuming ideal channel conditions with
saturated allocations. The source node generates traffic in consistent manner and the
results were observed for varying data rates. The other parameters used for simu-
lation are presented in Table 1.

Table 1 Simulation metrics Number of node Varies from 10 to 12

Maximum payload size 4,095 octets

Maximum no. of beacon slots 96 beacon slots

Beacon slot duration 85 μs

Superframe duration 256 × MAS duration

MAS duration 256 μs

Total no. of DRP slots 112 MASs

Fig. 5 Throughput achieved
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The curiosity behind developing multi-hop network is to provide interference
free wireless networking. First, we tried to analyse the throughput achieved by
increasing the cooperative relays (Fig. 5).

In relay networks, though we are able to maximise throughput when compared
to 3-hop allocation procedure [7] (Fig. 5), increase in the number of nodes may
influence the throughput. The advantage of doing so is to have a higher data rate.
The capacity of the network may be limited due to congestion and control over-
heads of the participating node.

Another fact is, the change in the network topology is possible due to the
selection of relay node. If the distance between source and destination increases or
the signal strength is low then it leads to delay. Multi-hop approach attempts to
reduce the delay and increase the throughput (Fig. 6). Using the simulation results,
we have observed that the proposed method experiences minimal delay for lower
number of relays.

5 Conclusions

In this paper, we have proposed a link quality-based multi-hop network for
WiMedia Alliance. For establishing the path, pairwise data rate supported is con-
sidered. There is a possibility of allocating different slots for single communication
channel. In those cases, we propose to store and forward for relaying. Any further
updates will reflect on the beacon slot occupancy and needs reconsideration of slot
management by adopting the respective changes [11].

We believe that the results of the developed multi-hop network had shown an
optimal delay and throughput. The cross-layer design considering cooperative
nodes by gathering information from source to the destination node could help
fellow researchers to develop further energy-efficient relay networks [12]. The
work may further be extended to reliable networks considering the nature of the

Fig. 6 Effect of number of
nodes on delay
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node, network traffic and present solution for hurdles being faced while finding
relays. The proposed algorithm expects commonality in the data rate so that data
transfer may experience unique delay and favours bandwidth estimated prior to data
transfer. Hence further we address the issued related with various data rate sup-
ported by relay nodes.
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Assessment of Reusability Levels
on Domain-Specific Components Using
Heuristic Function

N. Md. Jubair Basha and Sankhayan Choudhury

Abstract Process reuse has noticeable role in the software component reuse,
increasing the prominence in enterprise software development. The research gap
identified from the related work is to identify reusable components from the legacy
system. In order to fill this research gap, a methodology to assess the reusability of
components has been proposed using a heuristic function. The proposed method-
ology is realized and implemented using three domain applications for the
assessment of reusability levels. The heuristic function hampers the non-reusable
components from the assessed reusability levels and helps to identify the reusable
components from the legacy systems.

Keywords Domain-specific components � Reusability levels � Decision-
to-decision path � Independent path � Reachability matrix � Heuristic function

1 Introduction

In software industry, the concept of software reuse has existed since the beginning
of programming, as programmers reuse algorithms, sub-routines, and segments of
code from previously created programs. The idea of reuse in software was first
formalized by Mcllory [1], who stressed the need to componentize software sys-
tems. Mcllory’s ideas were directed to thoughts about building software systems in
a similar manner to building hardware systems (for example, electronic circuits).
Hence, more advanced research work emerged that discussed reuse and its possible
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directions, emphasizing the significance and need for reuse [2, 3]. Nowadays, reuse
has become one of the standard paradigms that most leading software development
vendors such as IBM, HP, and Motorola practice in their production lines and many
others have reported eminent experiences with applying reuse in their software
development projects [4].

Rather than developing from scratch, identifying the reusable components from
the legacy systems will be an advantage to reduce cost, effort, and time to the
developers. The developer needs to identify reusable components from the legacy
systems. So, a methodology has been proposed to assess the reusable components
using heuristic function. This paper is organized as follows. In Sect. 2, the related
work with detailed literature pertaining to reusability assessment is discussed.
Section 3 discusses the need of the proposed work and exposes the drawbacks of
the previous work. This section provides the motivation to this paper. In Sect. 4, the
proposed methodology is realized and implemented using three domain applica-
tions and discusses the need of heuristic function and applies it on the proposed
work. Section 5 concludes the paper.

2 Related Work

Software reuse is the utilization of available software or to build new software from
software knowledge. Reusable assets can be any reusable software or software
knowledge. Reusability is a property of a software asset that indicates its probability
of reuse [5]. Software reuse means the process that uses “designed software for
reuse” again and again [6]. By reusing software, it is possible to manage complexity
of software development, increase product quality and make production faster in the
organization.

Software reuse can be broadly classified into two categories, i.e., product and
process reuse. Product reuse involves the reuse of a software bit and producing a
new component as an outcome of module integration and construction. Process
reuse represents the reuse of legacy components from repository. These compo-
nents may be directly reused or may need minor improvements. The improved
software component can be archived by converting these components. The com-
ponents may be classified and chosen depending on the required domain [7]. It can
be improved by identifying objects and operations for a class of equivalent systems,
i.e., for a specific domain. In the context of software engineering, domains are
application areas [8].

As a part of process reuse the relevant work is identified with the respective
related work. Sharma et al. [9] proposed a neural network based approach to predict
reusability of a software component. The work considered only four attributes such
as customizability, portability, complexity of interface and understandability, which
influence the reusability of black-box components. These four attributes are con-
sidered as input parameters and reusability is the input output parameter to train the
network. Both training and testing are performed by a different number of hidden
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layers and neurons to get the best results. These results show that the network is
able to predict the reusability of the components with accepted precision. The
drawback identified in this work is the level of reusability considered for only
particular attributes, but it still lacks with the reuse of white box of the components.
Sagar et al. [10] extend the work in [9] to estimate the reusability of software bits by
using Mamdani-based fuzzy inference system. This work is verified against two
small classroom-based components. However, it lacks more rigorous validation on
complex commercial real life applications. Singh et al. [11] suggested a soft
computing technique to automatically predict software reusability levels i.e., very
low, low, medium, high and very high. The neuro-fuzzy approach with the data sets
generated by the fuzzy logic is to take advantage of some of the useful features of a
neuro-fuzzy approaches such as learning ability and good interpretability. The
reusability measures were predicted only based on the performance but not with the
behavioral properties of the system.

Gandhi et al. [12] proposed metrics measure quantitative generic construct with
inheritance in an object-oriented code. Two metrics are proposed, namely GRr
(generic reusability ratio) and ERr (effort ratio). First metric GRr estimates impact
of template in program volume and second metric ERr measures impact of template
in evolution effort. These metrics act as tools for estimating and evaluating costs of
program design and program tests as well as program complexity. Mohr [13]
presented a formally described vision statement for the estimation of practical
reusability of services and sketches an exceptional reusability metric that is based
on the service descriptions. Services are self-contained software bits that can be
used as platform independent and that aim at maximizing software reuse. A primary
concern in service-oriented architectures is to measure the reusability of services.
The metrics for functional reusability of software either require source code analysis
or have very little explanatory power. Here, the research gap is identified to con-
sider source code analysis using a heuristic function to assess the reusability of
domain-specific components. With this, it is easy to identify the domain-specific
reusable components.

3 Motivation

As per customer requirements, the developer needs to identify the common
behavior of the components from the legacy components. The common behavior of
the components is reusable. The dire need to assess the reusability levels from the
literature review [14] of the works in the area of reusability assessment is conducted
and the results of the review are presented. Many of the approaches are based on
metrics and are applicable to the object-oriented paradigm; the target language used
for the application is Java. Only a few studies have used experimentation to vali-
date. This needs the attention of the current research community to gain confidence
of the software practitioners. Further there is a dire need to explore the work on
domain specificity of the components. The research gap identified from the above
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related work motivates to propose a methodology for the assessment of reusability
levels on the domain-specific components from the legacy systems by using a
heuristic function.

4 A Heuristic Function Based Methodology to Assess
the Reusability Levels of Domain Specific Components

The motivation clearly shows the research gap identified from the literature. The
proposed methodology will solve the problem identified as follows:

1. Step I: Consider the already available applications from the repository.
2. Step II: Identify the different components from the available legacy applications.
3. Step III: Consider the source line of code (SLOC) of each existing component.
4. Step IV: Identify the independent paths (CIM) from the decision-to-decision

(DD) graph.
5. Step V: Derive the reachability matrix (RMCL) from the DD graph for every

component.
6. Step VI: Repeat Step V for each component of different applications.
7. Step VII: Check how many times each path is traversed using the reachability

matrix (RMCL) from the DD path for each component.
8. Step VIII: Finally, check with Heuristic Function (HReuse) = CRL > RMCL for

assessing the reusability levels of domain-specific components.
Where RMCL = 2, i.e., independent paths of each component derived from
reachability matrix and CRL= reusability level of component.

4.1 Decision-to-Decision Path

A decision-to-decision (DD) path, is a path of execution (usually through a flow
graph representing a program, such as a flow chart) between two decisions. Current
versions of the concept also include the decisions themselves in their own
DD-paths.

The proposed methodology is realized with the following domain-specific
components. The DD path in Fig. 1, the temperature converter system is considered
with the connection nodes and different links among them, through which it is able
to find the independent paths in the respective code or the program. In Fig. 1, the
DD graph of converter component is generated and this graph contains A to L
nodes. Each node represents the flow of execution in the program. For the above
DD path since the cyclomatic complexity is 4, therefore we can create four inde-
pendent paths for this component. They are A-B-C-D-E-L, A-B-C-D-E-F-G,
A-B-C-D-E-F-H, A-B-C-D-E-F-I.
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The DD path for result component of student management system is presented in
Fig. 2. The connection of nodes and the different links among them is to identify the
independent paths with the respective code or the program. The graph represented
with the matrix can be named as reachability matrix (RMCL). Each independent
path is represented as ‘1’ in the matrix between two or more nodes named as an
independent component path (CIM). The matrix value with 1 can be denoted as the
reused component. This is the traced path among the components for a particular
behavior or functionality. In Fig. 2, the DD path of the result component is rep-
resented with four nodes and these nodes are designated as A, B, C, D, respectively.
The two paths from A to D, i.e., A-B-D and A-C-D, the independent paths (CIM) are
identified and simultaneously the matrix with these paths can be considered.

Fig. 1 DD path for converter component of temperature converter system
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4.2 Reachability Matrix (RMCL)

Definition:
Let D = (V, A) be a digraph, where V = (1, 2, 3.....n). The adjacency matrix of

the digraph D is n x n matrix, A where aij the entry on the ith row and jth coloumn,
is defined by aij = 1 if (i, j) belongs to A or 0 if (i,j) doesnot belongs to A.

The reusability matrix (RMCL) of the digraph D is an n x n matrix R where
rij the entry on ith row and jth coloumn is defined by rij = 1 if j is reachable from i or
0 if j is not reachable from j.

Table 1 represents the reachability matrix (RMCL) for the result component of
the student management system. In this graph it is found that there are two inde-
pendent paths, i.e., A-B-D and A-C-D. In the path A-B-D the matrix for A-B is
represented as 1 similarly B-D is taken as 1. So the path A-B-D is an independent
path and it can be reused. Table 2 represents reachability matrix (RMCL) for
ApplicationEntity component of the respective DD path. From this, it is found that
there were no independent paths. So the matrix value for this component is

Fig. 2 DD path for result component of student management system

Table 1 Result component A B C D

A 0 1 1 1

B 1 0 0 0

C 1 0 0 0

D 1 0 0 0
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represented as 0. Since there are no traceable paths, it is identified that this com-
ponent cannot be reused.

Table 3 represents the reachability matrix (RMCL) for converting component
drawn for the respective DD path. It is identified that there are four independent
paths, i.e., A-B-C-D-E-L, A-B-C-D-E-F-G, A-B-C-D-E-F-H, and A-B-C-D-E-F-I.
From the path, A-B-D the matrix for A-B is represented as 1, B-C = 1. C-D = 1,
D-E = 1, and E-L = 1. The path A-B-C-D-E-L is an independent path which can be
reused. Similarly in the reachability matrix (RMCL), the independent paths
A-B-C-D-E-F-G, A-B-C-D-E-F-H, A-B-C-D-E-F-I are identified and the respective
value of 1 is taken for these paths. Table 4 represents the independent paths of the
respective application; each independent path possesses the series of executable
lines of code which are compiled, irrespective of the other part of it. Hence those

Table 3 Converter component of temperature converter system

A B C D E F G H I J K L

A 0 1 1 1 1 0 1 1 1 0 0 1

B 1 0 1 0 0 0 0 0 0 0 0 0

C 1 1 0 1 1 0 0 0 0 0 0 0

D 1 0 0 0 1 0 0 0 0 0 0 0

E 1 0 0 0 1 1 0 0 0 0 0 0

F 0 0 0 0 0 1 1 0 0 0 0 0

G 1 0 0 0 0 0 0 0 0 0 0 0

H 1 0 0 0 0 0 0 0 0 0 0 0

I 1 0 0 0 0 0 0 0 0 0 0 0

J 0 0 0 0 0 0 0 0 0 0 0 0

K 0 0 0 0 0 0 0 0 0 0 0 0

L 1 0 0 0 0 0 0 0 0 0 0 0

Table 4 Independent paths of the different domain applications

Application name Independent path (CIM)

Temperature converter system A-B-C-D-E-L, A-B-C-D-E-F-G,
A-B-C-D-E-F-H, A-B-C-D-E-F-I

Student management system A-B-D, A-B-C, A-C-D

Library management system A-B-D, A-C-D

Table 2 ApplicationEntity component

A B C D

A 0 0 0 0

B 0 0 0 0

C 0 0 0 0

D 0 0 0 0
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independent paths denote the method or the lines of code executed independent of
others. The reusability level is determined from the number of traced paths during
the execution by considering the independent paths (CIM). Table 5 represents the
reusability level (CRL) of each component identified from the independent paths and
generated from the reachability matrix (RMCL).

The need of heuristics is considered because for domain specificity, the com-
ponents’ behavior may vary from one domain to another. Usually, heuristics will be
applicable when there is a decision making on a particular condition-based event.
So, the heuristic function (HReuse) restricts up to some level which is a desired value
required by any application domain for the possibility of reuse. The heuristic
function aids to assess the reusability level of domain-specific components for the
considered multiple domains.

The Heuristic Function ðHReuseÞ ¼ CRL [ 2

where CRL ≥ 2, i.e., independent paths of each component derived from reachability
matrix (RMCL).

The heuristic function (HReuse) may vary from domain to domain. By applying
heuristic function (HReuse), as there must be minimum two independent paths from
the reachability matrix (RMCL). If the level of reuse is less than 2, then the com-
ponents cannot be reused for the respective domain and there must be minimum two
independent paths. If the reusability level (CRL) is greater than 2, only then the
components can be applicable. Accordingly, from the traced path, the assessment of
reuse level (CRL) is applied on domain-specific components using heuristic function.

5 Conclusion

The concept of reuse greatly benefits the software industry. The related work pro-
vides research gaps in the assessment of reusability levels. This motivates to propose
a methodology for the assessment of reusability levels using heuristic function. The
proposed methodology is realized and implemented on the components of three

Table 5 Level of reuse of
different domain-specific
components

Component name Level of reuse (CRL)

ApplicationEntity 0

CreateServlet 7

EntityFacade 7

Entity façade remote 9

Convert 2

Converter 6

ServiceApprehensive 8

Invert 5

Credit 1
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domain applications. The advent of heuristic function (HReuse) restricts the
non-reused components and avoids such components for the identification of reu-
sable components from the legacy system. As a part of future work, the
domain-specific component interactions can be identified and different heuristics can
be applied to generate reusable components.
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Reliable Propagation of Real-Time Traffic
Conditions in VANETS to Evade
Broadcast Storm

Mohd Umar Farooq, Mohammad Pasha
and Khaleel Ur Rahman Khan

Abstract Vehicular communication poses a challenge of high mobility of vehicles
and the preeminent solution for communication is to broadcast. But it leads to
packet redundancy followed by broadcast storm and congestion. This paper pro-
poses a steering strategy for the constant movement conditions utilizing vehicular
ad hoc network. The noticeable feature of the proposed paper is that it minimizes
Broadcast—Storm—Problem (BSP). The alert message (AM) is transmitted among
the road side units (RSU) while the vehicles on street are only in transmitting mode
to RSUs. The victimized vehicle creates an alert message that is transmitted to the
closest RSU. The message is then sent to all the RSUs on that path utilizing I2I
(infrastructure to infrastructure) correspondence. The RSUs process the alert mes-
sage and signal the vehicles using light emitting diodes (LEDs) planted along the
path. Our proposed system decreases Packet—Lost—Ratio (PLR), redundancy, or
duplication of messages from numerous foundations. Congestion controlling is
enhanced by the fact that the message need not be rebroadcasted by vehicles. Our
work is suitable for generic situations.
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1 Introduction

Presently traffic congestion has turned into a real issue of concern. At first vehicle
route framework was supported by computerized maps incorporated with GPS
recipients. Then again, in this method there are no real-time traffic conditions. This
setback emerges the requirement for identifying continuous movement conditions
of the nodes to overcome traffic-related issues. Vehicular Ad hoc Networks
(VANETS) was introduced to address these traffic issues. It is a remote system
which is established between vehicles and road side units on a street to impart some
critical bit of data which can help decrease road blockages. This paper proposes a
directing method for ongoing movement situations considering the dynamic
movement of traffic. The road side units (RSU) entity is used for actualizing this
thought. At whatever point a traffic issue happens that may cause an aggravation in
the flow of movement, an alert message is transmitted to the closest RSU. RSUs
store the alert message for some amount of time, process it, and forward it to the
next RSU. They do not generally contain the same message. At the point when a
vehicle enters a street with a road block and when it enters the range of an RSU of
that street, it gets a signal from it informing about some issue ahead by LED
lighting and the vehicles can be re-routed. The scenario after the traffic clearance
ought to be presented likewise. Envision that after a mishap the path is going to be
cleared in next 1 min. At that point it is clear that the approaching traffic ought to
keep proceeding onward the same path as it will be cleared soon for smooth
movement of vehicles. This might be kept up by utilizing LEDs planted in the road.
The LEDs turn orange-red in case of an impediment ahead.

2 Related Work

Survey has shown that disseminating real-time traffic information is in the form of
reports which are prioritized in terms of their value, as reflected by supply and
demand [1]. Each vehicle makes a local decision on when to disseminate a report in
order to deal with the bandwidth and memory constraints. The study of dissemi-
nation of real-time traffic conditions is carried out by dividing vehicles into clusters
and assigning header and trailer to efficiently disseminate information warning
functions [2]. Acknowledgement-based broadcast protocol only employs local
information acquired via periodic beacon messages, containing acknowledgements
of circulated broadcast messages [3]. Distributing messages among highly mobile
hosts using direct radio communication between moving vehicles on the road that
require no additional infrastructure [4]. Sending messages to mobile users in dis-
connected ad hoc wireless network in which mobile hosts actively modify their
trajectories to transmit messages [5]. The problem can be also defined as “The loss
due to excessive amount of redundant traffic, exaggerated interference among
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neighboring nodes and limited coverage” [6]. The vehicles are compacted on a road
and the average number of vehicles that occupy one mile of road is beyond a
definite value that results in congestion and redundant in broadcast of messages
among neighboring nodes (the problem we refer to as broadcast storm problem) [7].
This method uses a TLO algorithm to solve the broadcast storm problem. In this
method the victimized vehicle directs the message to all the vehicles next to it. The
vehicles which receive the message do not rebroadcast instantly but run a TLO
algorithm to detect the last vehicle. But the vehicles which receive the message do
not rebroadcast it immediately, instead run a TLO algorithm to detect the last
vehicle.

3 Proposed System

In our proposed framework, each vehicle needs to be equipped with only a trans-
mitter. Vehicles don’t transmit messages to other vehicles; they can transmit
messages to RSUs. They transmit a message to the closest RSU when they run over
a moderate moving traffic or a barricade. The point of interest of not permitting
vehicles to transmit messages to different vehicles is that repetition will be
disposed-off to a considerable degree. There will not be postponement in any packet
in light of the fact that alert message is indicated using LEDs. Unnecessary flow of
messages can be avoided because if vehicles can transmit messages; then message
propagation will be infinite resulting in congestion. A vehicle may receive many
alert messages from various affected zones and may lead to disturbance to the
vehicle. To avoid these overheads, this paper proposes a framework where the
vehicles transmit message only to road side units (RSU) which in turn transmit
messages to other RSUs. The status of the traffic is known by LEDs implanted in
the road. Synchronization plays a major role in packet dissemination in this system
where RSUs do not just keep on receiving alert packets but they stop accepting the
packets after getting the first alert message. It cannot process any message until the
lock on RSU is released. However, the RSUs are in the listening mode for a small
period of additional time to gauge the density of vehicles based on the alert mes-
sages received. After receiving an alert message, the RSU goes into the blocked
state and does not accept messages from other vehicles. However, the number of
requests sent to the RSU in listening mode is stored, say ‘r’, is used to calculate the
density of traffic and an estimated time to clear the traffic, say ‘t’, is calculated. RSU
remains in the blocked state, say ‘t’ seconds and then goes back to the unblocked
state. If an alert message is immediately received by the same RSU, it goes into the
blocked state again and the same procedure is continued. Taking a situation and
chipping away a little activity is insufficient.

Consider a situation where many vehicles move in a path. In such a situation, if
the vehicle gets various measures of unnecessary messages, it would result in a ton
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of unsettling influence. A vehicle might rather want to get an alert message relating
to the way the vehicle is proceeding onward. The figure beneath demonstrates the
usefulness of our proposed framework and the way it suits best for constant
movement conditions. At whatever point a sensor distinguishes a barrier, it sends an
alert message to the closest RSU and after that the RSU advances that message to
the various RSUs on that street. The vehicles approaching the path recognize the
orange-red light from the LEDs with the goal that they can take a passageway and
pick an interchange course. It is proposed that in the case of a road block, the LEDs
turn orange-red and in clear traffic conditions, the LEDs are turned off. To keep the
RSUs from transmitting messages along the streets of long length, the idea of hop
count is presented. As per this, in the situation of accepting an alert message from a
vehicle, RSU can forward this message to a particular number of RSUs. This way,
the vehicles on the same path of the road and far from the road block are not
bothered. Improvement of packet dissemination is accomplished by avoiding
rebroadcast (Fig. 1).

Fig. 1 System workflow for
processing alert messages by
RSUs
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3.1 Proposed System Workflow

Algorithm

1. Start.
2. The Vehicles send TRAFFIC INFO message to RSU (say ‘R1’).
3. R1 goes into the blocked state after receiving the message from a vehicle.
4. The message is forwarded to other ‘N’ RSUs based on its hop limit (say ‘k’

hops).
5. If an RSU receives a TRAFFIC INFO message directly from a vehicle, it is

given priority over the message received from another RSU with originator as
the same vehicle. Hop limit is updated.

6. The RSUs update the LEDs to guide the Vehicles.
7. Based on the LED status, re-routing decision is made at the nearest junction.

3.2 Proposed Model

The following parameters were considered while demonstrating the working of the
proposed algorithm.

• Number of RSUs ‘N’.
• Number of Packets transmitted ‘p’.
• Hop limit of RSUs for forwarding the Alert Messages ‘k’.
• Number of unique requests or Number of Vehicles ‘n’.
• Estimated LED status time conveying Road Blockage or Clearance ‘T’.
• Interval of receiving TRAFFIC INFO Messages from Vehicles ‘Δt’.
• Priority for TRAFFIC INFO ‘P’.

The above proposed system signifies that TRAFFIC INFO Messages are dis-
seminated by vehicles only destined to RSUs resulting in efficient traffic flow and
reduced network congestion.

3.3 Analysis and Results

The proposed idea is implemented in OMNET++. The number of redundant
broadcasts is reduced to a large extent as shown below. The metrics used to
evaluate our proposed system are delay and throughput. Estimated LED status time
conveying road blockage or clearance ‘T’ is calculated with respect to the vehicle
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density. The data packets that are successfully delivered to the destination are
counted. Mathematically, it is calculated as (Figs. 2 and 3),

X
arrive time� send timeð Þ=

X
Number of connections

4 Conclusion

In this paper we introduced a scheme which establishes an effective and reliable
communication between vehicles and road side units (RSUs). The key idea behind
the proposed scheme is to control the number of packets in the network by making
vehicles only transmit to RSUs and avoid rebroadcast among vehicles. The vehicle
re-route decision is assisted by the LED status planted along the road.
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Hybrid Multi-objective Optimization
Approach for Neural Network
Classification Using Local Search

Seema Mane, Shilpa Sonawani and Sachin Sakhare

Abstract Classification is inherently multi-objective problem. It is one of the most
important tasks of data mining to extract important patterns from large volume of
data. Traditionally, either only one objective is considered or the multiple objectives
are accumulated to one objective function. In the last decade, Pareto-based
multi-objective optimization approach have gained increasing popularity due to the
use of multi-objective optimization using evolutionary algorithms and
population-based search methods. Multi-objective optimization approaches are
more powerful than traditional single-objective methods as it addresses various
topics of data mining such as classification, clustering, feature selection, ensemble
learning, etc. This paper proposes improved approach of non-dominated sorting
algorithm II (NSGA II) for classification using neural network model by aug-
menting with local search. It tries to enhance two conflicting objectives of classifier:
Accuracy and mean squared error. NSGA II is improved by augmenting back-
propagation as a local search method to deal with the disadvantage of genetic
algorithm, i.e. slow convergence to best solutions. By using backpropagation we
are able to speed up the convergence. This approach is applied in various classi-
fication problems obtained from UCI repository. The neural network modes
obtained shows high accuracy and low mean squared error.
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1 Introduction

Data mining is nothing but KDD, i.e. knowledge discovery in large databases.
Discover the important patterns and knowledge from huge data which are useful in
decision-making systems. So, the aim of data mining process is to build optimal
predictive or descriptive model which best fit data and by using these models we
can extract knowledge and patterns from large databases. Classification is one of the
most frequently used tasks for decision-making in human activity. We can use
classification when we need to allocate predefined class or group to unlabelled
object by observing various attributes of that object and other labelled objects.
Classification is inherently multi-objective problem. Standard mathematical
techniques cannot solve classification problem because of complexity. In the last
decade, multi-objective approaches are used to solve classification problem
efficiently. In literature, different evolutionary algorithms are used to solve multi-
objective problems like genetic algorithm, genetic programming, evolutionary
algorithm, etc. [1, 2]. Traditionally, different approaches are used to solve
multi-objective optimization problems like weighted approach, lexicographic
approach and Pareto approach. In weighted approach, multi-objective problem is
first converted into single-objective problem and then solve it using single-objective
optimization approach. But there are certain real-life problems having more
conflicting objectives, which need to be optimized simultaneously to obtain the set
of optimal solutions. Classification is multi-objective problem and different
objectives for classification problem can be as accuracy, sensitivity, mean squared
error, precision, specificity, etc. Therefore, the multi-objective optimization
approach is highly applicable to classification problems. Single optimal solution is
generated in final generation by single-objective optimizer, while in multi-objective
optimization, set of Pareto optimal solutions are generated in final generation,
where one objective performance can be increased only by degrading the perfor-
mance of at least one or more other objectives. Multi-objective evolutionary
algorithms (MOEAs) [3] have become popular in data mining. MOEAs can be used
for solving data mining task such as classification, regression, clustering, ensemble
learning.

The paper is organized as, Literature review is given in Sect. 2 under heading of
Related Work. Background knowledge is provided in Sect. 3. Section 4 gives
architecture for Hybrid NSGA II. Dataset description and Results are given in
Sect. 5. Conclusion and future scope are subsequently drawn in Sect. 6.

2 Related Work

In [4], authors proposed multi-objective optimization approach for financial fore-
casting using artificial neural network [4]. Evolutionary approach was used to make
predictions of the progress of stock market based on NEAT (Neuro Evolution of
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Augmenting Topologies [5]). Greedy mutation operator is used for automatic
adjustment of weight parameters of current neural network.

In [6], for breast cancer diagnosis author proposed multi-objective approach
based on Pareto differential evolution (PDE) [7]. To overcome the disadvantage of
evolutionary algorithm, local search technique, i.e. backpropagation is used as to
speed up the convergence [6].

Ibrahim et al. used NSGA II [8] for optimization of Three-Term
Backpropagation Neural Network [9]. The NSGA II [8] is applied to optimize
structure of TTBPN [9] by simultaneously reducing complexity in terms of hidden
nodes and error.

In paper [10], multi-objective optimization approach has used system identifi-
cation problem using recurrent neural network. For encoding of chromosomes
variable-length representation is used. With the help of structural mutation neural
network architecture is evolved [10]. Microgenetic algorithm is used to optimize
multi-objective evolutionary recurrent neural network. Connection weights and
network architecture was evolved simultaneously [10].

Renata Furtuna, Silvia Curteanu and Florin Leon proposed multi-objective
optimization approach for polysiloxane synthesis [11]. A feed-forward neural
network was used with NSGA II [8]. Elitism is used to preserve best individuals in
the current generation which are used for next generation as there may be chance of
getting loss of good individuals due to crossover and mutation operators.

In paper [12], authors used multi-objective approach for prediction of patient
survival after transplantation of liver using evolutionary artificial neural networks
[12]. A radial basis function neural network was trained using NSGA II [8]. The
neural network models from Pareto fronts were used to build rule-based system
which was used to find accurate donor-recipient match [12].

Gossard et al. proposed multi-objective optimization strategy to optimize the
envelope of a residential building based on its thermal performance [13]. They have
used artificial neural network and NSGA II. Two objectives have been considered:
the annual energy load QTOT and the summer comfort index ISUM. The role of ANN
is to provide fast and accurate evaluations of objective functions [13].

3 Basic Concepts

3.1 Multi-objective Optimization Problem

In the last decade, for classification problem only one objective is considered and
with respect to that objective problem is solved. But there are many real-life
classification problems for which it is necessary to consider multiple objectives. By
nature, classification is multi-objective optimization problem. The main intricacy
with multi-objective optimization is that there is no clear definition of optimum
solution, so it is difficult to compare one solution with another. Multi-Objective
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Optimization Problem (MOOP), is stated as finding the value of solution vector y
which is set of n decision variables which must satisfy some constraints such that
the M objective functions are optimized. Multi-objective optimization problem in
mathematical form [3],

Maximize=Minimize fm yð Þ; m ¼ 1; 2; . . .;M;
Subject to gj yð Þ� 0 j ¼ 1; 2; . . .; J;

hk yð Þ ¼ 0 k ¼ 1; 2; . . .;K;
yiL � yi � yiU i ¼ 1; 2; . . .; n

where,
gj(y) ≥ 0 and hk(y) = 0 are inequality constraints and equality constraints

respectively. y is vector of n decision variables: y = (y1, y2, y3,…, yn)
T.

3.2 Multi-objective Evolutionary Algorithms

In literature, evolutionary algorithms were used for solving multi-objective prob-
lems. There are different multi-objective evolutionary algorithms available for
solving multi-objective problems [3, 14]. Different multi-objective evolutionary
algorithms are Non-dominated Sorting Genetic Algorithm [15], Strength Pareto
Evolutionary Algorithm [16], Strength Pareto Evolutionary Algorithm II [17],
Pareto Archived Evolution Strategy [18], Pareto Envelope-based Selection
Algorithm [19], Pareto Envelope-based Selection Algorithm II [20] and NSGA II
[8].

4 Proposed Framework for Hybrid Non-dominated
Sorting Genetic Algorithm II Using Backpropagation

In this paper, hybrid NSGA II is used to evolve neural network by simultaneously
optimizing Accuracy and Mean Squared Error using local search. For classification
problems we can consider different objectives like accuracy, specificity, sensitivity,
precision, mean squared error and recall. In this paper, Accuracy and Mean Squared
Error are considered as objectives for optimization.

Maximize Accuracy

Accuracy Að Þ 2½ � ¼ ðTPþTNÞ
ðT þNÞ ð1Þ
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Minimize Mean Squared Error

Mean Squared Error Eð Þ 2½ � ¼ 1
n

Xn

i¼1

yi � �yið Þ2 ð2Þ

Evolutionary algorithms are computationally expensive, i.e. it requires longer
search time and evolutionary approach becomes slow [8]. For proposed work
hybrid approach is used to speed up the slow convergence by using local search
technique with evolutionary algorithm. For proposed work, we have used back-
propagation as local search algorithm. Local search algorithm finds the best solu-
tions in small search space. Detailed explanation for Hybrid NSGA II framework is
given below:

Initially, random population of size N is generated for first generation.
Population of size N is evaluated based on Accuracy and Mean Squared Error and
find the fitness of each individual in random population. Assign rank to each
individual according to how many solutions it dominates. After assigning ranks to
current population, assign crowding distance to each individual which represent
crowdedness of the individual. Binary Tournament selection method is used to
select parent individuals for reproduction of offsprings on the basis of
non-domination rank and crowding distance. Crossover and mutation [9] is used to
produce offspring population which is used as population for next generation.
Evaluate the offspring population based on Accuracy and Mean Squared Error and
find fitness for each individual in offspring population. Apply local search, i.e.
backpropagation on combined population, i.e. Parent and offspring population. Do
non-dominated sorting and estimate crowding distance of optimized population
which is an output of backpropagation. Select top N individuals for next generation.
If stopping criteria for algorithm is met then stop next generation and return
non-dominated solutions. When maximum generations are reached non-dominated
solutions are returned as final solutions (Fig. 1).

Fig. 1 Proposed framework for Hybrid non-dominated sorting genetic algorithm II [11]
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5 Dataset Description and Results

For our work, we considered 11 datasets from UCI (University of California,
Irvine) repository [21]. The following datasets are used for proposed work: Breast
cancer dataset with 10 attributes and 699 instances, Contact lenses dataset with 5
attributes and 24 instances, CPU dataset with 7 attributes and 209 instances,
Diabetes Diagnosis dataset with 9 attributes and 768 instances, Glass dataset with
10 attributes and 214 instances, Heart dataset with 14 attributes and 303 instances,
Iris dataset with 5 attributes and 50 instances, Liver disorder dataset with 7 attri-
butes and 345 instances, New thyroid dataset with 6 attributes and 215 instances,
Weather dataset with 5 attributes and 14 instances and Wine dataset with 14
attributes and 178 instances.

5.1 Results

In [22] proposed multi-objective approach to evolve neural network using micro-
hybrid genetic algorithm. Accuracy of HMON for four datasets is given in Table 1.
As the outcome of hybrid NSGA II is set of Pareto fronts, i.e. non-dominated
solutions. This Pareto front indicates set of neural network models. The graph in
Fig. 2 shows the accuracy of Hybrid NSGA II is better than HMON. For HMON

Table 1 Accuracy results

Datasets HMON [22] (%) NSGA II (%) Hybrid NSGA II (%)

Diabetes diagnosis 75.36 79.43 80.73

Breast cancer 96.82 96 97.99

Heart 81.06 91.6 93.2

Iris 91.03 98.2 98.4

75.36 79.43 80.73

96.82 96 97.99
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Fig. 2 Accuracy of Hybrid NSGA II compared with HMON [22]

176 S. Mane et al.



implementation author has considered four datasets so we used four datasets for
comparison on the basis of Accuracy.

Figure 3 shows Accuracy comparison of Hybrid NSGA II, NSGA II and
Multilayer perception neural network (MLPNN) for different datasets. Graph in
Fig. 3 shows that accuracy of hybrid NSGA II for different datasets is better than
NSGA II and MLPNN.

In Fig. 4 we compared the results of Hybrid NSGA II with NSGA and MLPNN
on the basis of Mean Squared Error (MSE). From graph we can say that for all
datasets MSE for Hybrid NSGA II is smaller than MLPNN and NSGA II.
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6 Conclusion and Future Scope

In this paper, we have presented hybrid EMO framework for classification problem.
This approach is used to optimize Accuracy and Mean squared error simultaneously
of classification problem. This hybrid framework brings out faster convergence to
Pareto optimal solutions using local search technique. Diversity in solutions is
maintained by estimating crowding distance of each individual. This approach
preserves best solutions using elitism as best solutions may get lost due to genetic
operators. Future research can be to use multi-objective optimization approach for
unbalanced dataset.
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Effectiveness of Email Address
Obfuscation on Internet

Prabaharan Poornachandran, Deepak Raj, Soumajit Pal
and Aravind Ashok

Abstract Spammers collect email addresses from internet using automated pro-
grams known as bots and send bulk SPAMS to them. Making the email address
difficult to recognize for the bots (obfuscate) but easily understandable for human
users is one of the effective way to prevent spams. In this paper, we focus on
evaluating the effectiveness of different techniques to obfuscate an email address
and analyze the frequency at which spam mails arrive for each obfuscation tech-
nique. For this we employed multiple web crawlers to harvest both obfuscated and
non-obfuscated email addresses. We find that majority of the email addresses are
non-obfuscated and only handful are obfuscated. This renders majority of email
users fall prey to SPAMS. Based on our findings, we propose a natural language
processing (NLP)-based obfuscation technique which we believe to be stronger
than the currently used obfuscation techniques. To analyze the frequency of arrival
of spam mails in an obfuscated mail, we posted obfuscated email addresses on
popular websites (social networking and ecommerce sites) to analyze the number of
spams received for each obfuscation technique. We observe that even simple
obfuscation techniques prevent spams and obfuscated mails receive less spam mails
than the non-obfuscated ones.
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1 Introduction

Any person possessing an email address might have received emails asking him to
provide his personal information or follow a link, mostly malicious, or seeking help
for a financial transaction as discussed by Smith [1] or advertisement of products or
services. A report from Washington post [2] confirms that responding positively to
such fraudulent emails usually end up in huge financial loss. Any email messages
that are not requested by the user can be classified as spams and the person behind
sending spam is called a spammer. Spammers collect email addresses in large
quantity and run automated programs to send bulk emails to those addresses.
Usually, spammers collect email addresses by crawling popular webpages, pur-
chasing from email vendors or social networking sites, etc. Mostly spams are used
for either financial crimes or marketing purposes.

One out of every six email addresses reach spammers [3]. Spam statistics report
by Kaspersky Lab [4] reveals that in the third quarter of 2013, total spam constitutes
68.3 % of total email traffic. It is evident from the work by Polakis et al. [5] that
spammers can collect huge number of email addresses by employing different
advanced methods.

Spam not only causes inconvenience to users but also deteriorates quality of
internet and possesses serious threat [6–9]. A foolproof mechanism to avoid spam is
by preventing the spammers to reach the users email address. So obfuscate the
email address before publishing it on internet. Obfuscating an email address means
making it difficult for the bots to recognize that it is an email address, whereas
human users can easily recognize it. Project Honeypot [10] explains different
techniques to obfuscate email addresses.

This paper makes the following contributions:

• We study the robustness of the current obfuscation mail techniques and how
easy to exploit them. For this, we crawl half a million domains on internet and
extract email addresses by developing an automated system that is capable of
identifying both obfuscated and non-obfuscated email addresses.

• We propose a novel natural language processing (NLP)-based obfuscation
technique which we believe is much stronger than any other current techniques
employed.

• We examined the rate at which obfuscated email address receives spam com-
pared to non-obfuscated emails. Our experiments shows that spammers do not
employ any mechanism to identify obfuscated mails, as no mails were received
in any of the obfuscated mails posted in popular websites.
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2 Literature Survey

Shue et al. [11] post many non-obfuscated email addresses on different popular
websites to study how fast email addresses receive spam. They also conduct a study
on different ways of harvesting email addresses. They arrived at three main con-
clusions. Email addresses are harvested quickly by the spammers, crawlers can be
tracked and finally, spammers use multiple harvesting techniques. A single email
address exposed on internet results in instant and high volume of spam.

Polakis et al. [5] discuss traditional and advanced methods of harvesting email
addresses. Traditional methods include web crawling, crawling archive sites, dic-
tionary attack, etc. Advanced methods include blind harvesting, in which names are
collected from social networking sites and are searched in Google to extract email
addresses in the result page, and targeted harvesting, in which email addresses are
harvested using public information available on social networking sites. The study
shows that blind harvesting yields more number of email addresses, whereas tar-
geted harvesting collects accurate email addresses with more personal information.

In [12] Li Zhuang et al. studied operation of bots using spam emails, identifies
common characteristics of spams, and estimates the size of bots and its geo-
graphical distribution. Furthermore, analysis was done by Prince et al. [13] using
the data gathered from project Honeypot (www.projecthoneypot.org). Even though
there are different techniques [14–16] to fight spams, none of them perfectly dif-
ferentiate legitimate emails from spams [17] or cause burden to users.

3 Obfuscation Techniques

Project Honeypot [10] lists different obfuscation techniques applicable to email
addresses to evade bots. These are the obfuscation techniques we use in this study.

(a) Random text insertion: Inserting random text prevents bots from successfully
sending emails where as a human user omits the random text before sending
an email. For example: userDELETETHIS@example.com will be sent instead
of user@example.com. Replacing com with zom is a similar technique used.
e.g., user@gmail.zom.

(b) Replacing symbols with words: Symbols of an email address are replaced with
corresponding words or other characters or both. For example, user(at)ex-
ample(dot)com, user()gmail!com, etc. Guessing such characters or including
every possible character in a bot is yet another challenge for spammers.

(c) Using ASCII code: Either the entire email address or only the ‘@’ or ‘.’
symbol is replaced with corresponding ASCII code. E.g., user&#64;exam-
ple&#46;com. When a browser executes it, the ASCII codes are converted to
corresponding ‘@’ and ‘.’ Symbols.
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(d) JavaScript Obfuscation: Uses JavaScript code to split the email address and
store it in an array. Then each array is concatenated to display the email
address. For, e.g., joe.smith@example.com is obfuscated as follows;
<script type=‘text/javascript’>var a=new Array(‘com’,’le.’, ‘ith’,’.
sm’,’joe’,’@ex’,’amp’);document.write(“<a[4]+a[3]+a[2]+a[5]+a[6]+a[1]
+a[0]+”</a>“);</script>

(e) E-mail address in an image: Display an image of the email address instead of
text. Reading text from image is complex and time consumingas shown in
Fig. 1.

(f) NLP-based Obfuscation: Here, we move one step forward than just keeping
the email addresses in the image. The idea is to keep multiple texts in the
image and provide a linguistic question/hint through which only humans
would be able to identify the exact text to be taken from the image. One of the
examples of NLP-based obfuscation is shown in Fig. 2.

4 Methodology

This paper was motivated by two research questions. “How much effective each
obfuscation technique is?” and “How fast obfuscated email addresses are being
identified by bots?” To answer first question, both obfuscated and non-obfuscated
email addresses were collected from internet. Then they were grouped according to
the obfuscation technique to analyze the number of email address received in each
obfuscation technique. To answer second research question, several email addresses
were created, obfuscated using different techniques, and posted them on popular
webpages to analyze the number of spams received for a period of 4 months.

4.1 Harvest Email Address from Internet

The main objective of this step was to study the effectiveness of obfuscation
technique used to make email address difficult to understand by bots. We crawled

Fig. 1 Email address obfuscation technique by embedding it in an image

Fig. 2 NLP based email address obfuscation technique
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Alexa Internet [18] to extract top 500,000 domains. Then each domain was crawled
to obtain all the obfuscated and non-obfuscated email addresses in it. We followed
the naive approach of scanning each line and matching it against a set of regular
expressions pertaining to different type of obfuscation techniques [10].
A non-obfuscated email address (user@gmail.com) could be identified by matching
the text against the regular expression [A-Z0-9._%+−]+@[A-Z0-9.-]+[A-Z]{2,4}.

The regular expression searches for any text followed by ‘@’ character. Then
continues to search for remaining text in that word followed by a ‘.’ character and
finally a text of length 2–4. Non-obfuscated email addresses were also harvested in
this study to analyze the impact of obfuscation.

Inserting random texts is another obfuscation technique focused in this project.
Legitimate experienced users may easily understand how to alter the obfuscated
email address but for novice users it may appear bit complex. So it is a good idea to
display a note on how to alter the given email address at the end. This type of
obfuscated email addresses could also be harvested using the above-mentioned
regular expression. The main advantage to legitimate users is that the bots treat it as
a normal email address, and hence may not take extra effort to remove the inserted
random text. So, upon sending spams to such addresses, messages will be bounced
by the email server, and hence will not be received by the user (Fig. 3).

Replacing symbols with words is a simple approach to obfuscate. The
above-mentioned regular expression should be tweaked a little bit to handle such
obfuscation. Instead of ‘@’ and ‘.’ characters, regular expression should match at
and dot words. Incorporating the combination of all possible symbols into bot is a
challenge. An alternative approach for the spammers is that they identify the
obfuscation on a particular website first and then modify their program accordingly.
But this limits the degree of automation.

The regular expression should be altered in such a way that instead of ‘@’ and ‘.’
characters it should match the ASCII codes, &#64; and &#46; to harvest ASCII

Fig. 3 Harvesting email addresses from the internet
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encoded addresses. User can also convert the entire address to corresponding ASCII
characters to ensure more complexity.

JavaScript obfuscation is another complex technique used to obfuscate email
addresses. We searched for keywords like ‘com,’ ‘@’ or everything pertaining to an
email address. If any match is found, then the entire code is saved. As we got only a
handful of such code we analyzed the code manually to identify any email address,
but there were no valid one. At a larger scale it is difficult to automate this process.
Users may combine other obfuscation techniques like replacing ‘@’ with ‘at,’ etc.
The main disadvantage of this technique is that the browser should be JavaScript
compatible to run this code. So an alternate obfuscation technique should also be
given along with this script to handle browser with no JavaScript support.

These were the obfuscation techniques analyzed in this study. Other techniques
like embedding address on an image or the NLP-based obfuscation is more com-
plex and spammers are unlikely to invest huge amount of time in today’s scenario.
A system was dedicated to run the process continuously till it scans 500,000
domains. In this approach, we grouped 500,000 web domains into two where the
first group contains web domains pertaining to social networking sites, blogs,
mailing lists, etc. In the first group, it is likely that probability of finding email
addresses in every page is high. So every page in each domain of this group is
scanned. The second group contains list of websites that host information about
particular company, services, etc. In the second group, we scan only those pages
where the contact information is displayed. Usually, these pages will be under the
name of contact, contact info, about us, etc. We assume that the same obfuscation
technique will be maintained throughout the domain. A naive approach like this
itself harvested two and a half millions of non-obfuscated email addresses in a short
span of time. So the magnitude of email addresses harvested would be very high
considering the advanced technologies employed by the modern day spammers.
After the completion of data collection, analysis of the collected data was carried
out. More details of the analysis are shown in the subsequent section.

4.2 Publish Email Addresses on Internet

Main objective of this step was to find out how fast each obfuscated email addresses
reach spammers. The general approach was to publish obfuscated email addresses on
internet and record the number of spams received in each email address. Two
questions to be answered in this section are: “How early each obfuscated email
addresses received spam?” and “Howmany spams were received by them?” (Fig. 4).

A total of 220 non-obfuscated email addresseswere created usingweb email clients
like Gmail, Hotmail, Yahoo, Rediffmail, Yandix, inbox, etc. The 320 email addresses
were categorized into six sets as shown inTable 1. 10 non-obfuscated email addresses,
one from each email client, were intentionally left unused to check whether any of the
email clients send spams or sell email addresses to third parties who send spams.
Another 10 non-obfuscated email addresses were used to create account in popular
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ecommerce applications like Flipkart, snapdeal, eBay, etc. Registering in such sites
using obfuscated email addresses like userDELETETHIS@gmail.com, where original
email address is user@gmail.com, was possible. But many legitimate email com-
munications like account verification, etc. were done by automated programs thatmay
not understand the original address. So such legitimatemessageswill be bounced back
and will not reach users. Another 50 non-obfuscated email addresses were used to
publish as comments on blogs like Washington post, ecommerce sites, video blogs
like YouTube, etc. The exact URL of each comment locations was recorded. Email
addresses in other sets too were published as comments in same places as that of set 1.
Then email addresses were regularly checked for any spams for a period of 4 months.
More detailed analysis of the analysis is shown in the next section.

Fig. 4 Publishing email address on internet

Table 1 Overview of the email address sets used

Set no. Obfuscation type Example No. of email address

Set 1 None user@gmail.com 70

Set 2 Inserting random text userREMOVE@gmail.com 50

Set 3 Replace com with Zom user@gmail.zom 50

Set 4 Replace “@”, “.” with words user(at)gmail(dot)com 50

Set 5 Email inside an image Figure 1 50

Set 6 NLP-based obfuscation Figure 2 50
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5 Overview of Data Collection

In this section we analyze the collected data. This section is divided into two parts.
Section A is provided with the analysis of harvested obfuscated email addresses and
Section B is provided with the analysis of spams received on obfuscated email
addresses.

5.1 Overview of Email Addresses Harvested from Internet

A total of 2,500,000 email addresses were received on crawling 500,000 domains
on internet. It came as a surprise that 2,475,000 of them were non-obfuscated that
constitutes 99 % of them. The only obfuscation that could be found was replacing
‘@’ and ‘.’ with other characters, which were 32,337 of them. From the enormous
amount of email addresses collected, no other types of obfuscation were found.
A single system dedicated for the process using such a naive approach itself could
identify around two and a half million email addresses in a short span of time in
which only handful were obfuscated. Spammers who employ advanced methods to
crawl could easily get millions of email addresses in much lesser time frame. It is
evident from the study that majority of the users did not obfuscate their email
addresses before publishing it on internet. This makes work of spammers easier as
they do not have to make complex programs to harvest large number of email
addresses (Fig. 5).

5.2 Overview of Email Addresses Published on Internet

In a span of 4 months, a total of 422 spams were received. Our observations show
that all of them were on non-obfuscated email addresses. Not a single spam was

Fig. 5 Email addresses harvested from the internet based on their obfuscation technique
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received on obfuscated ones. Out of 422 spams received on non-obfuscated email
addresses, first spam received within 4 h after publishing on internet. Majority of
the spams were on those email addresses that were published as comments on
popular websites. Spams were received in all email addresses within first 24 h on
such non-obfuscated email addresses. Spams were received at a rate of 3 per day.
Non-obfuscated email addresses published on blogs got more number of spams
(Fig. 6).

Even though the study done in the previous section of this paper showed that it is
easy to harvest obfuscated email addresses, no spams were received on any of them.
To convert an obfuscated email address to its original form is not only more
complex program but also more time has to be invested by spammers. Since huge
numbers of non-obfuscated email addresses are easily available, investing more
time and complex programs seems unnecessary for them and that might have made
them to ignore even simplest of the obfuscation technique.

As we have pointed out, all spams were received in non-obfuscated email
addresses. None of the addresses used to create accounts in different applications
like Flipkart, snapdeal, etc. received any spam. Also none of the addresses that were
intentionally left unused receive any spam except one rediffmail account. 12 spams
were received on a rediffmail email address that was not published anywhere on the
internet and the first one was received within 48 h after creating that address. This
leads us to the conclusion that either spammers can successfully harvest addresses
from them or companies sell user’s personal information like email address to
spammers.

The email addresses used were freshly created only for this study. Fifty
non-obfuscated ones were published as comments on various locations on internet.
Even such a newly created email address, each posted in only one location of
internet, received spams. This shows the intensity of spammers at which they send
spams. A brief survey among long time email users revealed that they were
receiving an average of 20 spams per day. So users may apply at least a simple
obfuscation technique to prevent spam for the time being.

The protection offered by such techniques greatly depend on how easily auto-
mated programs can extract original form of email address from obfuscated ones.

Fig. 6 Spam mails received by both obfuscated and non-obfuscated email addresses
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Replacing ‘@’ with ‘at’ or its corresponding ASCII code is relatively simple to
convert to its original form. But consider the scenario of inserting a random text
into an address. For, e.g., bob***@gmail.com and ask the viewer to remove ***
from it to get the original form, i.e., bob@gmail.com, keep the automated programs
guessing on what would be the random text that is not part of the original address
since there need not be any specific pattern for such a text.

6 Conclusion

To study the effectiveness of email obfuscation techniques and impact of spam on
obfuscated email addresses were the main focus of this paper. We also propose
NLP-based email address obfuscation technique which we feel is stronger than any
other obfuscation technique employed till date. Study was done in two independent
modules, 500,000 domains were crawled, in the first module, to harvest obfuscated
and non-obfuscated email addresses. In the second module, many non-obfuscated
and obfuscated email addresses were published on internet to study how fast those
email addresses were harvested by spammers. Data collected from first module
showed that out of 2,500,000 email addresses harvested from the first module,
2,475,000 of them were non-obfuscated and 32, were obfuscated by replacing ‘@’
with ‘at’. No other type of obfuscation technique were found in 500,000 domains
crawled as part of this study. In the second module, no spams were received on any
of the obfuscated email addresses, whereas a number of spams were received on
non-obfuscated ones.

Our experiments show that obfuscated email addresses that can be identified by
simple regular expression are relatively easier to harvest. From the second module it
is clear that obfuscated email addresses prevent spams very effectively. But this
protection greatly depends upon on how common obfuscation is in the coming
days. Automating the conversion of obfuscated email address to its original form is
another challenge spammers may face for, e.g., guessing the random text inserted or
the symbol used to replace @ in an email address. It is highly likely that the day
spammers do not get huge number of email addresses, they start to harvest
obfuscated email addresses. Even then reading email addresses from images will
remain as a challenge as scanning entire images on internet is cumbersome.
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A Proof-of-Concept Model for Vehicular
Cloud Computing Using OMNeT++
and SUMo

Mohammad Pasha, Mohd Umar Farooq
and Khaleel-Ur-Rahman Khan

Abstract Vehicular cloud computing (VCC) adapts from the fact that vehicular
nodes can use their on-board computational power, storage, and communication
resources to interact with the Cyber-Physical elements. Through this study we
identify VCC as an essential stepping stone toward visualizing the Internet of
Vehicles (IoV) ecosystem to integrate mobile ad hoc networks, wireless sensor
networks, mobile computing, and cloud computing. We provide a classification on
the state of the art of VCC by drawing a relationship between the existing domains
and IoV through a review of the important works carried recently in the literature.
Finally, we present a proof of concept model for vehicular clouds and propose a
vehicular resource discovery protocol and evaluate it through simulations using
OMNeT++ and SUMo.

Keywords Internet of things � Internet of vehicles � Vehicular cloud computing �
Mobile cloud computing � Vehicular ad hoc networks �Wireless sensor networks �
Cloud computing � Mobile computing

1 Introduction

Vehicular cloud computing (VCC) can be seen as a combination vehicular networks
and cloud computing. The vehicular ad hoc network (VANET) primarily adapts
from mobile ad hoc networks (manets) where communication among the nodes is of
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prior importance and is generally single hop. This component is aimed to assist and
improve the intelligent transport systems. The cloud computing perspective of the
VCC model adapts from mobile cloud computing where services provided by
remote servers are accessed in a way similar to the telecommunication. A hybrid of
the above models can be a cloud computing model that oscillates between being a
pure vehicular cloud or semi-vehicular cloud which can executes jobs in a similar
fashion to a conventional cloud providing “as a service” models. This is not pos-
sible in case of resource constrained devices like smartphones or other sensing
devices that have constrained battery life and limited communication range. The
contribution of this study is to identify VCC as an essential stepping stone toward
visualizing the Internet of Vehicles (IoV) eco-system to integrate MANETs,
wireless sensor networks, mobile computing, and cloud computing as seen in
Fig. 1. Furthermore, we envision VCC as a supplement to Conventional Cloud
Computing for on road services.

Fig. 1 Technologies contributing towards Internet of Vehicles
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2 Vehicular Cloud Computing and Internet of Vehicles

The concept of IoV is an integral part of Internet of Things. Cloud computing is
seen as to fuel the infrastructure that runs the Internet of Things [1]. VCC is
proposed to enable the interaction of vehicular nodes with the environment, i.e.,
roads, residential buildings, market places, etc., through a collection of sensors that
can gather useful information which can be utilized to build an efficient part of the
ecosystem that constitutes the Internet of Things, i.e., The IoV. The sort of infor-
mation gathering will not be possible through other means. This natural extension
of the vehicular networks to use the cloud-based service offerings can help in
exhaustive information gathering, analytics, and computations to evaluate the
socio-environmental effects of the Internet of Things.

3 The Emergence of Vehicular Cloud Computing

The modern day vehicular networks need to evolve into tomorrow’s IoV through a
substantial transformation in three different directions namely client-connection-
cloud [2]. The client component represents the resources inside a vehicle that can
locally store, compute, and disseminate useful information to the surroundings. The
connection models the communication technologies to be used as a medium for
information interchange primarily between the clients. The cloud system provides
the infrastructure needed for performing the heavy duty operations that cannot be
fulfilled by the constrained resources available inside the vehicle. It also connects
the vehicular ecosystem to the components of the Internet of things paradigm.

4 Literature on Modeling Vehicular Cloud Computing

4.1 The Autonomous Vehicular Clouds

Lee et al. [3] proposed the autonomous vehicular clouds as “a group of largely
autonomous vehicles whose corporate computing, sensing, communication and
physical resources can be coordinated and dynamically allocated to authorized
users.” These autonomous vehicular clouds are seen to serve users with resources
like storage carried by the vehicular nodes through integration with the remote
infrastructure-based service offerings paradigm, the cloud computing. The author
exemplifies the applications of autonomous vehicular clouds in traffic management,
assessment management, and other fields. The proposed work foresees vehicular
resources as to a supplement to conventional cloud-based offerings.
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4.2 A True Vehicular Cloud

Authors in [4] classified mobile clouds as either be Mobile vehicular cloud, mobile
personal clouds, and mission-oriented mobile clouds. The research challenges
pointed for mobile clouds include Privacy and security protection, sensor filtering
and aggregation and content-based, secure networking. The Mobeyes system [5] an
Internet connected mobile vehicle cloud to provide safety monitoring-related ser-
vices using vehicles fitted with cameras was selected to present a proof of concept
for VCC. The information carried by the nodes of this system can be traced using
protocols designed specifically for vehicular network. Using the example of the
traffic management assistance through vehicular clouds the author reveals how
timely updated information can be exchanged between mobile vehicular cloud and
a central navigation center over internet.

4.3 A Comparison of Models for Vehicular Cloud
Computing

The important differences between the VCC proposals of Olariu et al. and Gerla
et al. is that the former foresees the under-utilized resources in the vehicular net-
work to supplement the conventional cloud-based offerings while the latter envi-
sions the vehicular nodes to form a self-sufficient intelligent vehicular grid. Also
Olariu et al. maintains the use of vehicle to infrastructure communication as a
prominent feature for VANET enabled cloud whereas Gerla et al. identified
inter-vehicular communications to be upmost importance (Table 1).

5 Proposed Framework for Vehicular Cloud Computing

To model the vehicular cloud we utilized the OMNET++ and the SUMOwhich offer
support to model to two components namely cloud computing and vehicular com-
munications. Extensive literature about these tools and their features can be found in

Table 1 Comparing VANET enabled clouds and cloud enabled VANETs

Feature VANET enabled cloud Vehicular cloud

Proposed by Olariu et al. Gerla et al.

Idea Conventional clouds using
in-vehicular resources

Intelligent cloud using in
in-vehicular resources

Prominent communication
technology

Vehicle to infrastructure Vehicle to vehicle

Layer of cloud computing
supplemented

Infrastructure and data center
layer

Service, infrastructure and data
center layer
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[6, 7], respectively. Cloud simulators have already been successfully implemented
using OMNeT++. SUMo supports vehicular mobility models which are used for
vehicular simulations by a large audience. We used Veins Framework [8]
which integrates both these tools to present a proof-of-concept model for VCC. The
simulation model consisted of a single lane with vehicles running at varying speeds
under urban conditions. In the proposed scenario, vehicles query on-board resources
of other vehicles to perform computation offloading. The performance of the pro-
tocol for three different strategies namely resource discovery with duplicated mes-
sages, resource discovery without duplicated messages and resource discovery based
on multistage graph was considered. The parameters considered were the number of
entries in the senders list, number of packets forwarded successfully, broadcast-
packets received successfully.

It was observed that multistage graph-based strategy out-performed the other
techniques by reducing the number of message exchanges during the resource
discovery phase (Figs. 2, 3 and 4).
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6 Conclusions

We have successfully identified the tools to model and simulate VCC through two
well-established tools namely OMNet++ and SUMO. We simulated a vehicular
cloud model to discover vehicular resources using a multistage graph-based
protocol.
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Password Reuse Behavior: How Massive
Online Data Breaches Impacts Personal
Data in Web

Prabaharan Poornachandran, M. Nithun, Soumajit Pal,
Aravind Ashok and Aravind Ajayan

Abstract Web 2.0 has given a new dimension to Internet bringing in the “social
web” where personal data of a user resides in a public space. Personal Knowledge
Management (PKM) by websites like Facebook, LinkedIn, and Twitter, etc. has
given rise to need of a proper security. All these websites and other online accounts
manage authentication of the users with simple text-based passwords. Password
reuse behavior can compromise connected user accounts if any of the company’s
data is breached. The main idea of this paper is to demonstrate that the password
reuse behavior makes one’s account vulnerable and these accounts are prone to
attack/hack. In this study, we collected usernames and passwords dumps of 15
different websites from public forums like pastebin.com. We used 62,000 and 3000
login credentials from Twitter and Thai4promotion websites, respectively for our
research. Our experiments revealed an extensive password reuse behavior across
sites like Twitter, Facebook, Gmail, etc. About 35 % of accounts we experimented
were vulnerable to this phenomenon. A survey was conducted targeting online
users which showed us that, around 59 % out of 79 % regular internet users still
reuse passwords for multiple accounts.
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1 Introduction

Today almost all business runs on the internet. There are different types of accounts
based on the business and the business providers. We have email accounts like
Gmail, Yahoo mail, etc., we have accounts for shopping/commerce sites like
Flipkart, Ebay, accounts for various cloud services like Amazon AWS, Dropbox
etc., accounts for content management sites like Wordpress, Blogger and what not.
Personal data is pushed to the public domains like Facebook, Twitter, etc. by the
users but the common users lack the knowledge of safety of their own data. On an
average an average user has more than 25 online accounts on various websites
according to Microsoft Research [1, 2]. Most of these websites uses text-based
password for the user authentication. The user has to manually enter the username
and password for authentication. This method of user authentication has several
flaws like, the user has to memorize strong alphanumeric password, the user should
be careful of phishing attacks, shoulder sniffing, key loggers, denial of service
attacks, etc. [3, 4].

In recent decades, many websites have fallen prey to massive online data breach.
So far more than 1.7 billion user account credentials have been leaked. In April
2014 AOL, American multinational mass media corporations’ half a million users’
accounts were compromised and in October 2013 a much severe attack hammered
Adobe, where 38 million user details were compromised. A study reveals that
organizations are attacked on an average of 2 million times a week and many of
those attacks result in a data breach [5, 6]. Many users practice the reuse of
password across multiple accounts in internet. Password reuse allows online
attackers to gain access into dozens of accounts used by the individual by com-
promising one of his accounts [7–10]. Personal knowledge would be no longer safe
if any of the users’ account falls prey to an online data breach. “thereisnofate-
butwhatwemake” a password with 26 characters has been cracked [11–14], so the
password strength is not accounted when the database of a company is compro-
mised. All the compromised database dumps are readily available in the internet.In
[15, 16] the authors describe about the password re-usability nature employed by
normal users and corresponding steps to avoid it.

Many powerful GPGPU based password recovery tools are available which can
do millions of guesses per second and these tools can be used for decrypting even
the hashed passwords [17–21]. Many hacker groups, such as Anonymous, Lulzsec,
Antisec, Chaos Computer Club, TeslaTeam, UGNazi and others are very keen in
distributing the breached data across internet and the dumped data becomes handy
to all [22–27]. Password reuse initiates a security vulnerability chain because an
adversary who compromises one service can compromise other services authenti-
cated by the same password, thus reducing the gross security to that of the weakest
site. This is what is exactly conveyed in the phrase “chain is only as strong as its
weakest link.” Think about the weakest link when a user uses same password for
his/her social networking site accounts and online banking sites [28–30].

This paper makes the following contributions:

200 P. Poornachandran et al.



• We demonstrate that the password reuse behavior makes one’s account vul-
nerable and the user’s other accounts linked with the same password are prone
to attack/hack.

• We crawled username and password dumps of multiple sites from public forums
and databases for studying the password reuse behavior across multiple sites.

• We categorized all the passwords based on their strength. Our experiments
prove that even if a user uses the same/similar strong password for a chain of
accounts, his accounts are equally vulnerable if any one of them gets hacked.

• We conducted a survey targeting student, staffs, and professionals among
multiple universities to understand the password management among users.

The rest of the paper is organized as follows. The data collection and crawling
part are mentioned in Sect. 2. We provide a detailed explanation of our analysis and
implementation details in Sect. 3. In Sect. 4 we elaborate the experimental results
obtained. The survey details and results are explained in Sect. 5. We conclude this
paper in Sect. 6.

2 Data Collection

Data collection for this analysis is a tedious and challenging process. Mostly due to
security reasons most of the database hack details will be removed by the security
crews in no time, so one should be quick in collecting the data and should always
be in track of the latest breaches. During the data acquisition, we had to visit some
dreadful sites which are not safe and which would have infected our own machine if
appropriate security standards were not followed. We even crawled into sites in
languages other than English and got the data which made our research even more
tough and interesting. We started the breached database collection from 14 Dec,
2013 to 1 Aug, 2014. We have collected data from public databases and any open
source information shown in Table 1.

a. Public databases: The main source of data collected are pastebin.com, moth-
erboard.vice.com/blog, torrentz.eu, hack the world, lifehacker, exploit-db.com
and many other sites.

b. Open source information: It includes all blogs and other reviews on the online
data breaches. It tells us about the impact and statistics on the corresponding
database breach. This information helps in realizing the impact and the security
of our online accounts. This also throws light on the vulnerability in the security
of some top trusted organizations.

We have also collected large numbers of raw passwords leaked from different
websites, such as myspace, rockyou, porn, phpbb, tuscl, singles, alypaa, elitehacker.
These are only passwords without usernames; therefore, we have not included them
in this research.
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3 Implementation Details

A Microsoft research [5, 6] found that an average user can remember only 6.5
strong passwords where the user has around 25 online accounts on an average. This
motivated us to move forward with our research. Our first experiment was to check
the possibility of the password reuse in the collected data.

3.1 Background

In order to find the password reuse, we utilize the usernames and passwords dump
of Thai4promotion website which has 3000 username and password combinations.
The thai4promotion dump contained the information, such as password, login,
name, and email of the user. The possibility that the user might probably be using
the same password of the thai4promotion site for logging into his/her attached email
accounts was undeniable. Hence, we tried to access their respective email service
providers, like Hotmail, Gmail, and Yahoo using the users’ thai4promotion website
credentials. We found that 20 % of the users were vulnerable to password reuse
attack (shown in Fig. 1). This analysis revealed the serious implications of pass-
word reuse behavior. Using this 20 % successful email ids and passwords, we
checked for the password reuse attack on facebook.com, a worldwide used social
networking site. It was more shocking to see that 12 % of these users use same
password for Facebook too, which extensively demonstrates the password reuse
behavior among users.

Table 1 Collected data details

Website No. of accounts Usernames Passwords Hashed

Twitter 62,148 Yes Yes No

Hotmail 20,000 Yes Yes No

Thai4promotion 3000 Yes Yes No

Sony 37,608 Yes Yes No

Gwaker 188,000 Yes Yes No

Snapchat 4.6 million Yes No No

Hi5ads 5000 Yes Yes No

Linkedin 6 million No Yes Yes

Just10time 4400 Yes Yes Yes

msu.edu 5300 Yes Yes Yes

Islamiabank 51 Yes Yes Yes

gov.zw.user 590 Yes Yes Yes

French site 1280 Yes Yes Yes

iCCPS 2770 Yes Yes Yes

Powerblog 1000 Yes Yes Yes
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This above analysis educated us to experiment on password reuse on large
number of accounts in order to convey the world about the password reuse behavior
and its consequences. So we investigated on the 62,148 usernames and passwords
dump leaked from Twitter website. To efficiently carry on the password reuse attack
on this huge data we used a sophisticated automation tool, selenium. We leveraged
the simplicity and power of python to first arrange the 62,148 nonuniform, leaked
usernames and passwords from Twitter website and store them into a file.

3.2 Validation of a Username and Password Pair

In order to check the validity of username/password combinations, we leveraged the
power of selenium, a web automation framework for python. At first the tool tries to
establish a connection with the target domain and pulls up their login page. Once
the page has been completely loaded, the tool fetches up the username/password
combinations one-by-one from the already arranged file F mentioned above. For
each of the combinations fetched the tool checks for a login. On successful login the
tool actually writes the success combination on to another file as well as takes a
screen shot of the logged in session to further assert that a login actually happened
for further reference. In case any login error occurs, we generate similarly looking
passwords for the same username and try to validate the same in a loop till a
threshold value t.

Similar Password Generator: People not only use the same password but also
similar looking passwords for different accounts. For example, a user could keep
password “nature” for an account and “n@tur3” or “nature123” for the other.
Hence, whenever a login failure event occurs, the password is sent to this module.
Based on the Damerau–Levenstein edit distance algorithm we generate semanti-
cally similar password for the same username. We perform addition, deletion,
transposition, and substitution of characters in the old password using the formula:

Fig. 1 Password reuse
behavior in Thai4promotion
website
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DL old password; new passwordð Þ ¼ minðiÞ ½#SubðiÞ � wsþ#DelðiÞ � wdþ#InsðiÞ � wi
#TRPðiÞ � wt�

where, #Sub, #Del, #Ins, and #TRP are the number of substitutions, deletions,
insertions, and transpositions required in the session i and ws, wd, ws, and wt are
positive numbered weighting factors.

The tool actually has built-in mechanism to ensure that the server does not
prompt for a “captcha” challenge. Figure 2 provides the flow diagram of the entire
validation process.

4 Experimental Results

We were able to learn that only 63 % of the accounts were valid from the Twitter
dump collected. From these valid username/password combinations we tried the
password reuse attacks on Facebook, Gmail, Yahoo, and Hotmail with the use of
our automation tool. Password reuse attacks on these sites really revealed the bad
practice of password reuse and its vulnerability. Our experiments revealed a 33 %
password reuse behavior on Facebook, 26 % reuse behavior on Hotmail, 15 % on
Gmail and 12 % on Yahoo. Figure 3 shows the reuse behavior among Twitter and
Facebook, Gmail, Hotmail and Yahoo.

Fig. 2 Flow diagram of the validation of a username and password
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By our analysis, password reuse behavior among users is extensively demon-
strated and it shows the vulnerability created in the users’ account if same or similar
password is used across multiple sites, making them prone to get hacked.

Once all set of successful username and password pairs were collected we ran all
the passwords through multiple password strength checkers openly available. We
tested the strength of the passwords using Microsoft, The Password Meter and
Rumkin password strength checker tools. Apart from this we ran all the passwords
through our own password strength checker too. Based on the outcomes from
different tools we categorized the passwords into three basic categories: weak,
medium, and strong as shown in Fig. 4

Our findings show that even if a user has kept a strong password, reusing it or
using a similar password in multiple accounts makes it vulnerable.

Fig. 3 Password reuse in a Hotmail. b Facebook. c Gmail. d Yahoo

Fig. 4 Results of password
categorization based on their
strengths
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4.1 Cracking Password Hashes Employing Offline Attacks

To crack the hashed passwords from the collected dumps we used readily available,
advanced password recovery tool like hashcat [31]. In order to perform password
recovery, the 6 million Linkedin hash which use SHA-1 encryption algorithm was
chosen. We were able to crack around 1.5 lakhs of hashes in just 13 min. We
experimented on a leaked username/password dump which contains password
hashes along with the plain text usernames. We collected credentials from 40dni.sk
a Slovakian website. Out of the 4200 hashed passwords collected, we were able to
crack only 2048 password. This extensively shows the hidden dreadful side of
offline attacks as there is no time barrier to stop the adversary. Many of these
username/password credentials are freely available in the internet, once if these are
into wrong hands a very dreadful and harmful security treats will be introduced.

5 Survey

To study the internet users’ behavior and thinking processes while using many
accounts, we conducted a survey of users at different educational universities,
including students and professional staffs and others. We received a total of 1508
responses. In the survey, participants had to answer several questions regarding
their passwords. Survey was made to demonstrate about the password reuse
behavior among the users, which is dangerous.

The major series of questions which the participants were requested to answer in
the survey were;

(1) Profession.
(2) Age group.
(3) Number of online accounts.
(4) Number of passwords that the user uses.
(5) Whether the user use a combination of alphanumeric and special characters in

their passwords.
(6) Do the passwords have similarity (ex: darknight, DarkKnight, darkKnight1).
(7) Is it difficult for the user to remember the large number of complex passwords?
(8) Do the participants practice password reuse?

These were sent across various educational institutes with a message illumi-
nating the problems of password reuse. A sample of the survey form can be viewed
here [32].
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5.1 Survey Responses

The survey responses were of great importance as it shows the trend and behavior
of the current internet users. The survey responses (as shown in Fig. 5) explain that
the participants are from different backgrounds; students, business professionals,
professionals, researchers, teachers, and majority of the participants are students
between the age categories 18–25. It was found that the majority of the participants
have 5–10 online accounts, whereas most of them have 4–8 different passwords.

Only 66 % of the participants (as shown in Fig. 6) use uppercase, lowercase and
special characters in all their passwords and around 57 % of the candidates use
modified passwords or passwords with similarities (ex: darknight, DarkKnight,
darkKnight1). Similar passwords can be easily cracked by brute forcing and dic-
tionary attacks. The core idea of the survey was to infer about the difficulty in
remembering long different complex passwords and 71 % of the users find it
difficult to remember passwords. Finally, it was found that 59 % of the participants
reuse their password across multiple sites because remembering large complex
password is difficult and users are forced to reuse passwords.

Fig. 5 Survey results of user details
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6 Conclusions

In this paper, our study shows how password reuse initiates security vulnerability.
The act of password reuse could hamper users personal data not from one but a
chain of his other accounts all linked with one common password.

We also understood that online data breach even though it could hamper to one
company, but password reuse can bring down the personal knowledge management
of the users’ other connected accounts. We also found that common users find it
difficult to remember different passwords for their various accounts which should
trigger better research in the field of password management. Also, this study brings
in limelight the need of alternate ways for user authentication rather than the trivial
text-based passwords.

Acknowledgments We owe a great thanks to many people who have helped and supported us for
this project. We thank our Institution and the entire Cyber Security team for their support without
whom the completion of this project would have been a distant reality.

References

1. Florencio, Dinei, and Cormac Herley. “A large-scale study of web password habits.”
Proceedings of the 16th international conference on World Wide Web. ACM, 2007.

2. “Passwords Re-used by Six out of Ten Consumers.” Techworld. N.p., n.d. Web. 21 Apr. 2015.
http://news.techworld.com/security/3400895/passwords-re-used-by-six-out-of-ten-consumers/.

Fig. 6 Survey results of the password reuse behavior among user

208 P. Poornachandran et al.

http://news.techworld.com/security/3400895/passwords-re-used-by-six-out-of-ten-consumers/


3. Wiedenbeck, Susan, et al. “Design and evaluation of a shoulder-surfing resistant graphical
password scheme.” Proceedings of the working conference on Advanced visual interfaces.
ACM, 2006.

4. R. Dhamija, J. D. Tygar, and M. Hearst, “Why phishing works,” in CHI ’06: Proc. SIGCHI
Conf. Human Factors Computing Systems, New York, 2006, pp. 581–590, ACM.

5. “World’s Biggest Data Breaches & Hacks - Information Is Beautiful.”Information Is Beautiful
Worlds Biggest Data Breaches Hacks Comments. N.p., n.d. Web. 21 Apr. 2015. http://www.
informationisbeautiful.net/visualizations/worlds-biggest-data-breaches-hacks/.

6. “Data Breach and Attacks on Organisations.” N.p., n.d. Web. 21 Apr. 2015. http://www-935.
ibm.com/services/us/en/it-services/data-breach/data-breach-statistics.html.

7. Ives, Blake, Kenneth R. Walsh, and Helmut Schneider. “The domino effect of password
reuse.” Communications of the ACM 47.4 (2004): 75–78.

8. “Reusing Passwords at Different Websites.” N.p., n.d. Web. 21 Apr. 2015. http://www.
researchgate.net/publication/27296513_The_Domino_Effect_of_Password_Reuse.

9. Sun, Hung-Min, Yao-Hsin Chen, and Yue-Hsun Lin. “oPass: A user authentication protocol
resistant to password stealing and password reuse attacks.” Information Forensics and
Security, IEEE Transactions on 7.2 (2012): 651–663.

10. Devi, S. Megala, and M. Geetha. “OPass: Attractive Presentation of User Authentication
Protocol with Resist to Password Reuse Attacks.” (2013).

11. Weir, Matt, et al. “Password cracking using probabilistic context-free grammars.” Security and
Privacy, 2009 30th IEEE Symposium on. IEEE, 2009.

12. Narayanan, Arvind, and VitalyShmatikov. “Fast dictionary attacks on passwords using
time-space tradeoff.” Proceedings of the 12th ACM conference on Computer and
communications security. ACM, 2005.

13. Pinkas, Benny, and Tomas Sander. “Securing passwords against dictionary attacks.”
Proceedings of the 9th ACM conference on Computer and communications security. ACM,
2002.

14. Goodin, Dan. ““thereisnofatebutwhat-wemake”-Turbo-charged Cracking Comes to Long
Passwords.” Ars Technica. N.p., n.d. Web. 21 Apr. 2015. http://arstechnica.com/security/
2013/08/thereisnofatebutwhatwemake-turbo-charged-cracking-comes-to-long-passwords/.

15. “Preventing Password Reuse.” Preventing Password Reuse. N.p., n.d. Web. 21 Apr. 2015.
http://www.slyman.org/blog/2011/02/preventing-password-reuse/.

16. A Study Of Password Habits Among American Consumers, and September
2012. CONSUMER SURVEY: PASSWORD HABITS (n.d.): n. pag. Against Fraud Attacks.
Web. 21 Apr. 2015. http://www.csid.com/wp-content/uploads/2012/09/CS_PasswordSurvey_
FullReport_FINAL.pdf.

17. J. Bonneau, “The science of guessing: analyzing an anonymized corpus of 70 million
passwords,” in Proceedings of the 33rd IEEE Symposium on Security and Privacy, ser. SP ’12,
May 2012.

18. Kelley, Patrick Gage, et al. “Guess again (and again and again): Measuring password strength
by simulating password-cracking algorithms.” Security and Privacy (SP), 2012 IEEE
Symposium on. IEEE, 2012.

19. Ms. A. G. Khairnar and Prof. N. L. Bhale. “A Survey on Password Security Systems.”
IJECSE, Volume2,Number 2, April 2013.

20. Gaw, Shirley, and Edward W. Felten. “Password management strategies for online accounts.”
Proceedings of the second symposium on Usable privacy and security. ACM, 2006.

21. Komanduri, Saranga, et al. “Of passwords and people: measuring the effect of
password-composition policies.” Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems. ACM, 2011.

22. “Krebs on Security.” Krebs on Security RSS. N.p., n.d. Web. 21 Apr. 2015. http://
krebsonsecurity.com/2013/11/cupid-media-hack-exposed-42m-passwords/comment-page-1/.

23. “Sony Password Analysis.” Sony Password Analysis. N.p., n.d. Web. 1 Jan. 2015. http://www.
troyhunt.com/2011/06/brief-sony-password-analysis.html.

Password Reuse Behavior: How Massive Online Data … 209

http://www.informationisbeautiful.net/visualizations/worlds-biggest-data-breaches-hacks/
http://www.informationisbeautiful.net/visualizations/worlds-biggest-data-breaches-hacks/
http://www-935.ibm.com/services/us/en/it-services/data-breach/data-breach-statistics.html
http://www-935.ibm.com/services/us/en/it-services/data-breach/data-breach-statistics.html
http://www.researchgate.net/publication/27296513_The_Domino_Effect_of_Password_Reuse
http://www.researchgate.net/publication/27296513_The_Domino_Effect_of_Password_Reuse
http://arstechnica.com/security/2013/08/thereisnofatebutwhatwemake-turbo-charged-cracking-comes-to-long-passwords/
http://arstechnica.com/security/2013/08/thereisnofatebutwhatwemake-turbo-charged-cracking-comes-to-long-passwords/
http://www.slyman.org/blog/2011/02/preventing-password-reuse/
http://www.csid.com/wp-content/uploads/2012/09/CS_PasswordSurvey_FullReport_FINAL.pdf
http://www.csid.com/wp-content/uploads/2012/09/CS_PasswordSurvey_FullReport_FINAL.pdf
http://krebsonsecurity.com/2013/11/cupid-media-hack-exposed-42m-passwords/comment-page-1/
http://krebsonsecurity.com/2013/11/cupid-media-hack-exposed-42m-passwords/comment-page-1/
http://www.troyhunt.com/2011/06/brief-sony-password-analysis.html
http://www.troyhunt.com/2011/06/brief-sony-password-analysis.html


24. “Lulzsec’s Sony Hack Shows Rampant Password Reuse.” Lulzsec’s Sony Hack Shows
Rampant Password Reuse. N.p., n.d. Web. 21 Apr. 2015. http://www.computerworld.com/s/
article/9217646/LulzSec_s_Sony_hack_shows_rampant_password_re_use.

25. “Sony Hack Reveals Password Security Is Even Worse than Feared.” • The Register. N.p., n.d.
Web. 21 Apr. 2015. http://www.theregister.co.uk/2011/06/08/password_re_use_survey/.

26. J. A. Halderman, B. Waters, and E. W. Felten, “A convenient method for securely managing
passwords,” in WWW ’05: Proc. 14th Int. Conf World Wide Web, New York, 2005, pp. 471–
479, ACM.

27. Egelman, Serge, et al. “It’s Not Stealing If You Need It: A Panel on the Ethics of Performing
Research Using Public Data of Illicit Origin.” Financial Cryptography and Data Security.
Springer Berlin Heidelberg, 2012.

28. Zhang, Yinqian, Fabian Monrose, and Michael K. Reiter. “The security of modern password
expiration: an algorithmic framework and empirical analysis.” Proceedings of the 17th ACM
conference on Computer and communications security. ACM, 2010.

29. “Most Common and Hackable Passwords on the Internet.” Most Common and Hackable
Passwords on the Internet. N.p., n.d. Web. 21 Apr. 2015.http://www.telegraph.co.uk/
technology/internet-security/10303159/Most-common-and-hackable-passwords-on-the-
internet.html.

30. “Beware-meta-password Reuse.” Beware-meta-password Reuse. N.p., n.d. Web. 23 Mar.
2015. http://www.itworld.com/tech-society/54193/beware-meta-password-reuse.

31. Steube, J. “Hashcat Advanced Password Recovery.” (2013).
32. “Survey : Impact Of Massive Online Breaches On Password Reuse Behaviour.” Google Docs.

N.p., n.d. Web. 21 Apr. 2015. https://docs.google.com/forms/d/1Ig8GFGC0rry7gwWOC-
BMuvSS2NBy3X3Zl1J7TGbONu4s/viewform.

210 P. Poornachandran et al.

http://www.computerworld.com/s/article/9217646/LulzSec_s_Sony_hack_shows_rampant_password_re_use
http://www.computerworld.com/s/article/9217646/LulzSec_s_Sony_hack_shows_rampant_password_re_use
http://www.theregister.co.uk/2011/06/08/password_re_use_survey/
http://www.telegraph.co.uk/technology/internet-security/10303159/Most-common-and-hackable-passwords-on-the-internet.html
http://www.telegraph.co.uk/technology/internet-security/10303159/Most-common-and-hackable-passwords-on-the-internet.html
http://www.telegraph.co.uk/technology/internet-security/10303159/Most-common-and-hackable-passwords-on-the-internet.html
http://www.itworld.com/tech-society/54193/beware-meta-password-reuse
https://docs.google.com/forms/d/1Ig8GFGC0rry7gwWOCBMuvSS2NBy3X3Zl1J7TGbONu4s/viewform
https://docs.google.com/forms/d/1Ig8GFGC0rry7gwWOCBMuvSS2NBy3X3Zl1J7TGbONu4s/viewform


Identifying Significant Features
to Improve Crowd Funded Projects’
Success

Jaya Gera and Harmeet Kaur

Abstract As volume of projects launched on various crowdfunding website is
growing with time, success percentage is decreasing. So, it is important to under-
stand project dynamics and its chance to succeed. Projects launched over crowd-
funding platform vary in nature, aim and quality and so is their probability of
success. Recent research indicates that various project features, such as, size of
social networks, pledging behavior, timing of investments, accumulated capital, etc.
influence success of a project. In this paper, significant project features that should
be improved upon in order to promote campaigns are identified. It is used in
conjunction with the pledging behavior of different projects so that the projects that
are likely to be successful can be timely promoted.

Keywords Crowdfunding � Pledge behavior � Funding cycle � Campaigns
success � Significant features

1 Introduction

Crowdfunding has attracted a number of new ventures to meet their financial needs
for setting up start-ups business because it provides a simple and easy access to
funds than the traditional fundraising methods. Crowdfunding allows entrepreneur
who request resources, to appeal for funds directly from investors who provide
resources, through online platforms [1].
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Crowdfunding is small in terms of overall economic activity, but it is growing in
terms of volume and dimension [2]. Crowd funding initially started with music
industry, has now been expanded to social, political, technical, sports, education,
finance, investment, and many more [3]. Crowdfunding platforms have grown like
mushrooms in a decade’s time. Some of the well-known platforms are Kickstarter,
IndieGoGo, Sellaband, and DonorChoose [4]. Thousands of projects are launched
on these websites, but not all are successful to raise sufficient funds. Every project
launched on a crowdfunding site has a deadline and a funding goal (target amount)
to raise. Success here means that project achieves its funding goal.

A major issue is to understand the factors working behind success. Success of a
campaign depends on various factors such as goal amount, its duration, quality,
project presentation, funding behavior, etc. Chances of success of a project can be
improved at pre-launch as well as at post launch stage. Pre-launch success proba-
bility depends on project preparation and quality. Project representation and
preparation is positively associated with project success. Crowdfunding projects that
signal high quality are more likely to be funded [5]. Project representation includes
project video, project description, goal amount, duration, etc. These features should
be weighed and improved prelaunch to improve chances of success of a project.
Postlaunch a project’s success can be improved by working with funding pattern
[6–8] and improving features such as projects updates and number of rewards.

Contributions of the work presented in the paper are as follows:

1. To identify the features those are significant for the success of crowd funded
projects.

2. To increase the probability of success of the projects.
3. Which projects should be promoted and when?

Rest of the paper is organized as follows: Sect. 2 investigates related work.
Section 3 describes dataset and its main characteristics. Section 4 explains factors
that are prominent in influencing success of a crowd funded project. Section 5
presents analysis of pledge behavior. Section 6 concludes the work and pays
attention to future work and the next section is for acknowledgement.

2 Literature Survey

Crowdfunding is an emerging phenomenon that has recently attracted many aca-
demicians and research scientists. Much of the research has been focused on
market, economic, and investment perspective of crowdfunding. A number of the
literatures are available in the form of articles and working paper, but it lacks in
scientific and peer reviewed work [5].

Lambert et al. [9] is the first one to investigate crowdfunding projects charac-
teristics and drivers of success. Analysis indicated that nonprofit organizations are
more likely to be successful in raising funds than any other form of organizations.
Greenberg et al. [10] predicted success of crowdfunding campaign on the basis of
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various static project features. Mollick [5] also studied the dynamics of success and
failure of crowdfunding campaigns. This study revealed that project preparation and
size of social network influence project success. Project quality plays an important
role in increasing chances of success. Etter et al. [6] too predicted success of a
crowdfunding campaign using information such as percentage of funds raised,
number of backers and number of twits made during funding cycle. Agarwal et al.
[2] suggested that crowdfunding overcomes distance-related economic frictions.
Geographical distance between entrepreneur and investor plays reduced role. Local
investors tend to invest relatively early and are not much influenced by other
funders’ decision. Ordanini et al. [11] examined the role of consumer in crowd-
funding market and how consumers turn to investors. Giudici et al. [12] examined
influence of social capital on success. Zvilichovsky et al. [13] analyzed the creator’s
backing history and its impact on success of a project and concluded that owners’
who are actively involved in backing other projects attract more backers and are
more likely to be successful. Mitra et al. [14] correlated success of a campaign and
words/phrases used in project descriptions on a crowdfunding platform.

In the literature, the focus is to improve the success probability by identifying sig-
nificant project features that should be taken into consideration at the launch time. Many
project features are static and can not be improved, once a project is launched. So, this
study also analyses funding pattern to identify projects that are lagging behind and
should be promoted timely to cover up the lost ground. In this paper, significant project
features that are dynamic such as project updates and should be paid attention to im-
prove probability of a project’s success during the funding cycle are also identified.

3 Dataset Description

The dataset used is released by the owner of web site: http://www.kickspy.com/.
This was a web site that used to scrap data from Kickstarter and to analyze projects
and to provide useful statistics on projects. This website has been shut down. This
dataset contains data scraped of Kickstarter projects launched in the month of April
2014. This dataset contains project features, pledged money, and rewards offered to
funders of 4682 projects. Project features include project id, name of project, target
amount, pledged amount, status, category, number of updates, number of comments
posted, number of backers, start date, end date, duration, etc. Pledge data consists of
amount pledged during funding cycles by these projects. Reward data consists of
number of different level of rewards offered to backers.

We have used project features and pledge data for purpose of analysis. Project
data consists of number of project features. Project features that are of key interests
for analysis are listed below:

1. Top_Category: Category of project to which it belongs
2. Goal: Target Amount to be raised
3. Has_video: Project page on Kickstarter site has video or not
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4. Rewards: Number of rewards offered by creator
5. Duration_in_Days: Number of days for which project remain live on crowd-

funding platform and available for funding purposes
6. Facebook_Connected: Project has link to Facebook account (Yes or No)
7. Facebook_Friends: Number of friends creator has on Facebook
8. Facebook_Shares: How many have shared projects on Facebook
9. No_of_Images: Number of Images uploaded on the web site

10. No_of_Words_Description: Number of words used in project description
11. No_Words_Risks and Challenges: Number of words used in describing risk

and challenges of project
12. Creator_Projects_Created: Number of crowdfunding projects created by

Creator
13. Creator_Projects_Backed: Number of crowdfunding projects backed by Creator
14. Update: Number of updates uploaded on website
15. Comments: Number of comments
16. Status: Project status—successful or unsuccessful
17. Pledged Amount: Total Amount raised
18. Number of Backers: Total number of backers backed the project

Pledge data consists of project id, date of pledge, amount pledged, and number
of backers. This dataset consists of data about successful (1900 projects), unsuc-
cessful (2235 projects), canceled (482 projects), suspended (6 projects), and live
projects (59 projects). Data of successful and unsuccessful projects are used for
analysis purpose.

4 Prominent Factors

Our aim is to improve success probability of a project launched over a crowd
funding platform. Project success probability can be improved prelaunch as well as
postlaunch. Though, crowdfunding seems to be an easily approachable option to a
venture. Raising funds successfully requires variety of skills and lot of efforts by
creator [15]. Creator needs to understand the responsibility, market need, funders’
expectation, associated risk, and importance of timing of events. A project success
is determined by project quality and project preparation. A creator can work on
project quality and promote project locally to improve success of project prelaunch.

Project success is also determined by various project features. To determine
project features that are more dominant, we performed attribute evaluation using
method—WrapperSubsetEval with three different classifiers—Classification by
regression, logistic regression, and J48. This experiment is performed only for
successful and unsuccessful projects and on first 16 attributes listed in Sect. 3.
Pledged amount and number of backers are not considered because they are not
known at the time of launch. Although, updates and comments are also not known
at the time of launch, they are included in the experiment, as number of updates
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(and sometimes comments also) are posted by the creator after launch and influ-
ences success of a campaign [16]. Also, these factors are under the control of the
creator and the creator can work on them during funding cycle so that the project
gets successfully funded. Table 1 shows the significant features as per three dif-
ferent classifiers used with WrapperSubsetEval. Out of 16 attributes that were
considered, different classifiers found different sets of significant attributes.

From Table 1 it can be concluded that Top_Category, Updates Comments, Goal,
Duration_in_Days, Facebook_Connected and Facebook_Shares are the attributes
that play more important role in successful funding of a project than the other
features. Out of these attributes, Top_Category, Goal and Duration_in_Days are the
ones that cannot be changed after the launch of the project. So, the creator should be
careful about them at the launch of the project. The rest of the attributes gain
importance during the funding cycle of the project. These are the features on which
focus should be if a project is lagging during the funding cycle as explained in the
later part of this section.

We also executed various machine learning algorithms on the dataset with these
16 attributes to predict probability of success of projects and the results are shown
in Table 2. The RandomTree and NaiveBayes does not give the ordering of features
so they are not shown in Table 1.

Table 1 Attributes selected by attribute evaluator—WrapperSubsetEval

Classifier—classification by regression Classifier—
SimpleLogistic

Classifier-J 48

Top_Category
Updates
Comments
Goal
Duration_in_Days
Facebook_Connected
Facebook_Shares
Creator_Projects_Created
Creaor_Projects_Backed

Top_Category
Updates
Comments
Goal
Duration_in_Days
Facebook_Friends
Facebook_Shares
Has_Video

Comments
Goal
Facebook_Connected
Facebook_Shares

Table 2 Accuracy of
classifier for the given dataset

Classifier Accuracy (%)

Classification by regression 83.7929

Simple logistic 83.0189

J48 82.1239

Random tree 76.5119

Naïve Bayes 66.9569
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5 Pledge Behavior

A campaign to be improved is identified not only using project features at the time
of launch or prelaunch but also using its raised amount during funding cycle. If a
project is already launched, then there is little scope to improve some features, such
as category, goal amount, duration, quality of video, images, etc. But, there are
features that can be improved, such as number of rewards, level of rewards, pro-
duct, or services features to be delivered, etc.

Project success can also be monitored using pledge behavior analysis and pro-
jects that have already generated some percentage of funding can be considered. But
how much a project should raise to come under this clause and by what time?

This dataset under consideration contains data about successful, unsuccessful,
canceled, live, and suspended projects. This study focuses on understanding nature
of pledge behavior of successful and unsuccessful campaigns. So, for this analysis
we do not consider other such as canceled campaigns.

Dataset is resampled and normalized to perform pledge behavior analysis. The
time and amount of pledge money is resampled to have uniform number of samples
for all campaigns. Pledge money amount is divided by goal amount to obtain
percentage of goal amount pledged. Successful projects and unsuccessful projects
have different funding behavior pattern. Successful projects attract more funds than
unsuccessful ones and growth pattern of successful projects are higher than
unsuccessful ones. Significant difference is observed in the funding pattern of
successful and unsuccessful projects soon after their launch and this gap between
funding ratio keeps on increasing. We are interested in knowing what pattern a
project follows to become successfully funded. So, we studied the funding behavior
pattern of projects that are funded approximately 100 % by plotting median of funds
received.

Figure 1 shows growth pattern of projects received funds between 100 and
108 %. If a campaign has raised approximately 20 % of its goal within the first
15 % of funding cycle, its success probability is high. Campaigns that could raise
20 % of funds within 20 % of funding time should be identified and should be
promoted.

After the launch of a project, if it is observed that a campaign has achieved 20 %
funding within 20 % of the funding cycle, then these projects should be promoted
by working at three levels:

• By improving project features that have been identified as significant in Sect. 3.
• By publicizing these projects over social media via Facebook, twitter etc.
• By recommending funders to invest in these projects.
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6 Conclusion

Achieving target amount of a campaign is crucial milestone for a new venture.
Finding earlier the performance of a campaign can help in meeting target later in
funding stage. In this paper, we analyzed pledge behavior of different campaigns
and identified campaigns to be promoted and improved on various factors. We also
studied various factors influencing project success and their significance. To
improve a project’s success, creator, platform, and funders need to play their role
carefully. In our future work, we will understand how to promote such campaigns
among funders. Potential investors matching with project profile will be identified
and will be recommended to invest in such projects.

Acknowledgments This analysis is based on dataset downloaded from web site: http://www.
kickspy.com/. This is released by owner of this website. This dataset is rich in Kickstarter projects
features and enabled us to glance into the characteristics of projects and its association with
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A Survey on Challenges in Software
Development During the Adoption of Agile
Environment

Chandrika Sikka, Saru Dhir and Madhurima Hooda

Abstract In the recent years, agile development has received increasing interest in
software development organization. Agile adoption has lead to increase in pro-
ductivity and has better outcome than the traditional software development meth-
ods. However, agile adoption also come with challenges which can adversely affect
the project. In this paper, the challenges of agile implementation and its solutions
are discussed.

Keywords Agile methodology �Methods � Challenges � Success and failure rate �
Complexities

1 Introduction

Software development life cycle (SDLC) is the process for planning, creating,
testing, and deploying the software products. Software engineers use software
development models for building error free software that meets customer require-
ments so as to deliver the software within the specified time limit. Traditional
models give the improper division of software into many stages. The disadvantage
of waterfall model is that the requirements are fixed at the beginning and it is
difficult to react to further changes [1].

Agile software development consists of methodologies that develop the software
using iterative and incremental method. The focus of agile software development is
different from traditional software development in a way that it provides the
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interaction between the customer and developer. The customer feedback helps to
improve the software with an updates and hence fast delivering of software.

In spite of the benefits of agile software development, there are many challenges
faced by distributed agile development process. This paper is organized as follows:
Sect. 2 gives the literature review of agile software development. Section 3 presents
the different agile methodologies. Section 4 describes agile challenges and its
solutions. Section 5 describes the success and failure rate on the basis of technical,
domain and organizational complexity. Finally, Sect. 6 presents the conclusion.

2 Literature Review

The literature review on agile focused on challenges while implementing it. The
related work was done by various people. Some of them are:

Many papers discuss case studies and their corresponding solutions [2].
According to the June 2012 survey report, it was found that 71 % of organizations
work done agile and 15 % tried to switch on agile [3]. In January 2014 survey
report, the agile project had a success rate of 33 % and instead of that 11 % agile
projects achieve great success [4].

An approach was developed to deliver the product on time in comparison to
traditional SDLC. Different steps were defined to adopt the development methods in
the organization and also a case study was discussed for the adoption of this new
approach [5].

3 Agile Methodologies

In IT field agile software development methods have gained much popularity. The
methodologies such as: Scrum, eXtreme programming, lean, feature-driven
development [6, 7].

3.1 Agile Scrum Methodology

In this methodology product development occurs in small pieces and building
products one small piece at a time. The scrum consists of product owner, devel-
opment team, scrum master, stakeholders, and managers. The Scrum process is
suited for projects where the requirements are changing rapidly. Scrum software
development contains the series of iterations called sprints. Each sprint starts with a
brief planning meeting and ends with a review.
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3.2 Agile eXtreme Programming

Extreme Programming (XP) defines as a software development methodology based
on values of simplicity, communication, feedback, respect and courage used to
improve software quality. XP teams follow a plan by deciding what should be done
next and predict when the project will be done. Instead of delivering the whole
software, this process delivers the software as we need it. The pair programming is
done in this method and work all together. The Extreme Programming mainly
stresses on customer satisfaction.

3.3 Lean Methodology

Lean Development is an iterative agile methodology. Lean Development mainly
focuses on delivering value to the customer. The principles [8] of Lean method-
ology includes eliminating waste, amplifying learning, deciding as late as possible,
delivering as fast as possible, empowering the team, building integrity in and seeing
the whole.

3.4 Feature-Driven Development (FDD)

Feature-driven development (FDD) is defined as an iterative and incremental
software development process. It consists of five different activities, such as develop
overall model, build feature list, plan by feature, design by feature, and build by
feature.

3.5 Dynamic Systems Development Method (DSDM)

DSDM is also defined as an iterative agile developmentmodel which is a combination
of people’s knowledge, tools and techniques based on best practices to deliver new
systems. The goal of DSDM is to deliver working systems in short period of time.

4 Challenges and Solutions in Agile Development

On developing software with agile methodology organization have faced many
problems. Table 1 represents different parameters those having different challenges
and its solutions in agile environment.
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5 Success and Failure Rate on the Basis of Technical,
Domain, and Organizational Complexity

As per the year 2012 survey, it was analysed that there are few factors responsible
to adopt agile methodology such as managing changing priorities which is 90 %,
increase productivity up to 85 %, enhance software quality by 81 %, reduce risk by

Table 1 Different challenges and its solutions in agile environment

S. no Parameters Challenges Solutions

1 Responsibilities Team members did not that
they collectively responsible
for the overall development
[8]. They consider themselves
to be responsible for their
own part

To overcome this problem
team should follow
hierarchical structure

2 Directness and
honesty

The communication done by
offshore and onshore teams
are not always fruitful. The
offshore team shows only
positive points to the onshore
team

They should be provided with
third party, which leads to a
more open and free
communication [12]

3 Language barrier Both offshore and onshore
teams faced a problem in
communication due to
different languages spoken all
over the world

The remedy for this is to
conduct language classes [13]

4 Distant
collaboration

The distributed nature of team
became a challenge to find
efficient ways of
communication

Phone calls, email and
messages are the only mode
of communication

5 Skill differences There must be difficulties in
technical skills b/w offshore
and onshore teams

Write little documentation so
as to maintain communication

6 Technical issues Difficulties in the availability
of technology and
infrastructure may result in
the lack of collaboration b/w
offshore and onshore teams

The solution for this problem
is by providing an initial
training by an agile coach [7,
13]

7 Increased
documentation

Due to lack of close
collaboration, it would not be
possible to maintain less
documentary work

Support of developers
received by offshore teams in
order to avoid gathering of
technical debt, and the
offshore teams would be given
less documented task [14]

8 Sprint planning
meeting

Sprint planning meeting may
not be possible due to cultural
differences, time zone or
other holidays

With the help of linguistic
experts communication can
be easily done
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80 %, improved engineering disciplines at the rate of 74 % [9]. Many people are
noticing that agile development is beneficial to business with an increase of 11 %
over last 2 years. In 2013, the reason for adopting agile is that there is an increase in
the rate of above-mentioned factors from 90 to 92 % in changing priorities, increase
in the rate of productivity by 2 %, enhance software quality up to 82 %, able to
reduce risk by 82 % and improved engineering disciplines at the rate of 74 % [10].
The top three benefits of agile development remain: Ability to manage changing
priorities (87 %), team productivity (84 %), enhance software quality (78 %),
reduce risk (76 %), and improved engineering disciplines (72 %) [11]. One of the
scaling factors of the Agile Scaling Model (ASM) is technical complexity. The
fundamental observation is that the underlying technology of solutions varies and as
a result your approach to developing a solution will also need to vary. Factors faced
by team are new technology and multiple technology platforms, legacy data and
systems, and commercial off-the-shelf (COTS) solutions. Increased domain com-
plexity may affect the strategy in many ways such as reaching initial stakeholder
consensus becomes difficult, increased prototyping during inception, increased
requirements exploration, medium complexity, and high risk. The last complexity is
organizational complexity where the existing organization may reflect traditional
values, through which the complexity of adopting and scaling agile strategies
increases within the organization. Factors on which organizational success and
failure rate depends are lack of stakeholders and trust, involvement, different
visions, and management resistance.

From the above factors it is calculated that the average rate of success and failure
in domain, technical, and organizational complexity which is shown in the Fig. 1. It
is seen that the factors affecting both domain and technical complexity has high
success rate than failure rate. But, due to some factors involve in organizational
complexity produce the average rate of failure higher than the success rate.

Fig. 1 Graph showing
success and failure rate of
three complexities
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6 Conclusion

Agile approaches are developed to increase the flexibility and their advantages
encourage software companies to use the agile methods, but they also face various
challenges by following them. The paper discusses the challenges faced by various
organizations while implementing software using agile methodology. The chal-
lenges are mainly in management, organizational culture and people, and process
area. Paper also discussed respective solutions which may help in improving the
challenges faced in agile methodology.
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A Novel Approach for Detection of Motion
Vector-Based Video Steganography
by AoSO Motion Vector Value

Srinivas Bachu, Y. Olive Priyanka, V. Bhagya Raju
and K. Vijaya Lakshmi

Abstract Although tremendous progress has been made on steganography in last
decade but still there exist problems to detect the steganalysis in motion-based
video where the content is consistently is in motion behavior which creates hurdles
to detect it. The motion value plays a crucial role in analyzing the difference
between the rated, which allows us to focus on the difference between the actual
SAD and the locally optimal SAD after the adding or subtracting one operation on
the motion value. Finally, to perform the classification and extraction process-based
motion vectors, two feature sets are been used to complete this process based on the
fact that most motion vectors are locally optimal for most video codecs. The pro-
posed method succeeds to meet the application requirement and simultaneously
succeed in detecting the steganalysis in videos compared to conventional approa-
ches reported in the literature.

Keywords Steganography � AoSO � SAD � SVM � DCT � MV
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1 Introduction

The objective of steganalysis is to identify the vicinity of covertly concealed
information in an object. Advanced media documents, for example, pictures, fea-
ture, and sound, are perfect spread items for steganography as they commonly
comprise countless components that can be somewhat changed to implant a mystery
message. Also, such observational spreads are somewhat hard to model precisely
utilizing measurable descriptors, which significantly entangles location of installing
changes. Specifically, except for a couple of neurotic cases, the recognition cannot
be in light of assessments of the basic likelihood disseminations of insights extri-
cated from spread and stego-objects. Rather, identification is generally given a role
as an administered grouping issue actualized utilizing machine learning [1, 2].

Albeit there exists a vast assortment of different machine learning apparatuses,
bolster vector machines (SVMs) appear to be by a wide margin the most prevalent
decision. This is because of the way that SVMs are sponsored by a strong numerical
establishment cast inside of the factual learning hypothesis and on the grounds that
they are impervious to overtraining and per frames rather well notwithstanding
when the component dimensionality is practically identical or bigger than the extent
of the preparation set. Additionally, hearty and effective open-source implemen-
tations are accessible for download and are anything but difficult to utilize [3].

The unpredictability of SVM preparing, on the other hand, backs off the
improvement cycle notwithstanding for issues of a moderate size, as the intricacy of
figuring the Gram network speaking to the piece is corresponding to the square of
the result of the component dimensionality and the preparation set size. In addition,
the preparation itself is in any event quadratic in the quantity of preparing speci-
mens. This force constrains on the extent of the issue one can deal with practically
speaking and powers the steganalyst to intentionally plan the elements to fit inside
of the multifaceted nature requirements characterized by benefit capable processing
assets. Group classifiers give generously more flexibility to the examiners, who can
now plan the components essentially without requirements on highlight dimen-
sionality and the preparation set size to assemble locators through a much speedier
improvement cycle [4, 5].

Early component-based steganalysis calculations utilized just two or three dozen
elements, e.g., 72 higher request snippets of coefficients got by changing a picture
utilizing quadratic mirror channel, paired likeness metric, discrete cosine change
(DCT) highlights, and higher request snippets of wavelet coefficients. Expanded
complexity of steganography calculations together with the longing to identify
steganography all the more precisely provoked steganalyst to utilize highlight
vectors of progressively higher dimension. The list of capabilities intended for
JPEG pictures depicted in utilized elements and was later reached out to twice its
size via Cartesian alignment, while 324- and 486-dimensional element vectors were
proposed in and separately. The SPAM set for the second request Markov model of
pixel contrasts has a dimensionality of 686. Additionally, it demonstrated helpful to
consolidation elements processed from distinctive areas to further expand the
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assorted qualities. The 1234-dimensional cross-space highlight (CDF) set demon-
strated particularly viable against YA, which rolls out inserting improvements in a
key subordinate area [6, 7].

Besides, such observational spreads are fairly hard to model precisely utilizing
statistical descriptors, which considerably confounds discovery of inserting chan-
ges. Specifically, except for a couple of neurotic cases, the recognition cannot be in
light of appraisals of the hidden likelihood circulations of measurements extricated
from spread and stego-objects. Rather, identification is normally giving a role as a
regulated classification issue actualized utilizing machine learning [7].

2 Proposed Methodology

2.1 Assumptions for Motion Vector-Based Steganography

(i) The stego noise ηk,l is assumed to be independent of Vk,l and of each other,
which is a reasonable assumption if the stego noise is encrypted or encoded
before embedding.

(ii) MV values directly obtained from the compressed video are locally optimal,
which means data hiding on MVs will shift the local optimal MVs to
nonoptimal.

2.2 Add-or-Subtract-One MV Value-Based Steganalysis

The add-or-subtract-one (AoSO) operation on MVs is then presented to analyze the
influence produced by Steganography, followed by the extraction of new AoSO
feature. Finally, compared to existing features, the universal applicability of AoSO
feature is analyzed.

Figure 1 shows a generic structure of the inter-MB coding. The distortion
introduced by inter-MB coding is represented by the difference between current MB
and reconstructed MB, and is mainly due to quantization and truncation. Since the
distribution of the 2D-DCT coefficients of PE can be approximately modeled with
the Laplacian probability density function (PDF) as

fyðyÞ ¼ a exp �a yj jð Þ
2

ð1Þ
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where α is the parameter of the distribution, and it is mainly correlated with the
accuracy of the motion estimation. The coefficients y are then quantized to get

~y ¼ iQ; if y 2 i� 1
2

� �
Q; iþ 1

2

� �
Q

� �
ð2Þ

where Q is the quantization step and i is an integer. The probability of the quantized
coefficients can be calculated by

Pi ¼
Ziþ 1

2ð Þ

i�1
2ð Þ

fyðyÞdy ð3Þ

Thus the PDF of the residual signal introduced by quantization is

fzðZÞ ¼ f y’yj j y ’ yj jð Þ ð4Þ

and

E½Z� ¼ tanh aQ
4

� �
a

ð5Þ

E[ε] 2 (0, Q/4) is positively associated with Q, and is negatively correlated.
Since the distortion of the DCT coefficients is related to α and simultaneously Q, the
distortion of the SAD is also related to α and Q. The larger the Q is, the smaller the
α is, and the more serious the distortion of the SAD. The worst case happens when
motion estimation is much inaccurate (e.g., the video content is fast moving and of

Fig. 1 Inter-MB coding generic structure
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complex texture, the ME method is unreasonable) and DCT coefficients are com-
pressed with a large Quantization step (e.g., the bit rate of the feature is situated too
little, or the quantization step is restricted to an area around a huge quality).

3 Results and Discussions

IBP frames chosen for embedding are shown in Fig. 2. Motion vectors estimated are
shown in Fig. 3. Macro-block-based processing and frame after embedding data are
shown in Figs. 4 and 5. Data embedding process in frame by frame and PSNR
between original image and reconstructed image are shown in Figs. 6 and 7.

The PSNR is most normally utilized as quality estimation for lossy packed
pictures. The PSNR is the proportion of the maximal force of unique picture and the
clamor force of misshaped picture. It is mentioned in the logarithmic area in light of
the fact that the forces of signs are normally in a wide element range.

The most noteworthy contrast between the lapse sensibility and the SSIM
measurements is the extraction of auxiliary data. The luminance we see in a scene is
the result of the light and the reflectance; however, the structure of an item is
independent of the brightening. As the objective is to concentrate the basic data
from items in a picture, we wish to isolate the impact of the brightening. At the end
of the day, the auxiliary data we consider ought to be autonomous of the luminance
and the differentiation. In diagram X and Y are input signals to be measured. First,
their luminance is compared. Second, the mean intensities are removed from each
signal such that

PN
i¼1 xi ¼ 0 and

PN
i¼1 yi ¼ 0, and the signal contrast is estimated

Fig. 2 IBP frames chosen for embedding
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by the standard deviations. Third, every sign is standardized by partitioning its
standard deviation, so that the two signs being thought about have both unit
standard deviations. Next, the structure correlation is led on the two standardized
signs. At last, the three components luminance, difference, and structure

Fig. 4 Macro-block-based processing

Fig. 3 Motion vectors estimated
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Fig. 6 Data embedding process in frame by frame

Fig. 5 Frame after embedding data
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examination are joined together to yield a general closeness measure. Here, the
correlation capacities ought to be characterized such that they can fulfill the three
after conditions that ought to go to a picture structure.

A. Luminance comparison
B. Contrast comparison
C. Structure comparison

4 Conclusion and Future Scope

The work presented in this paper makes use of the fact that most ME methods aim
at searching at least the locally optimal MV value, as well as the evidence that
MV-based steganography has slight influence on the SAD. The AoSO operation on
MVs is employed to observe whether the actual MV is locally optimal and how the
actual SAD deviates from the locally optimal one. Features based on the AoSO
operation are extracted for steganalysis.

The motion value plays a crucial role in analyzing the difference between the
rated, which allows us to focus on the difference between the actual SAD and the
locally optimal SAD after the adding or subtracting one operation on the motion
value. Finally, to perform the classification and extraction process-based motion
vectors, two feature sets are been used to complete this process based on the fact

Fig. 7 PSNR between original image and reconstructed image
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that most motion vectors are locally optimal for most video codecs. The proposed
method succeeds to meet the practical application requirement and simultaneously
succeed in detecting the steganalysis in videos compared to conventional approa-
ches reported in the literature.
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Image Resolution Enhancement Technique
Using Lifting Wavelet and Discrete
Wavelet Transforms

M. Venkateshwar Rao and V. Bhagya Raju

Abstract This paper presents a technique that used to enhance the image resolu-
tion. The input low resolution (LR) image is decomposed into low frequency
(LF) and high frequency (HF) sub-bands by using lifting wavelet transform
(LWT) and discrete wavelet transform (DWT). The resolution enhancement is done
by interpolating HF sub-bands that are generated using LWT from the LR image.
The HF sub-bands of DWT are used to preserve the edges of the images. The
operation is done on HF sub-bands of LWT and DWT. The HF sub-bands that are
generated from the DWT are interpolated and perform addition to the respective
interpolated HF sub-bands of LWT. The HF sub-bands that are modified and the
LR image will again interpolate and undergoes the inverse lifting wavelet transform
(ILWT) to reconstruct the high resolution (HR) image. This implemented method
results efficient over conventional methods.

Keywords LWT � Interpolation � DWT and ILWT

1 Introduction

Present generation image resolution enhancement became crucial factor to get
maximum details from an image. If the number of pixels per line increases then the
resolution also increases. This can be done by using interpolation of an image.
A new technique is used to enhance image pixels per line is using wavelet trans-
forms as LWT and DWT. In this method, a grayscale image is used to as an input
image to enhance its resolution. Lifting scheme [1, 2] is used for enhancing the
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image resolution is for perfect reconstruction and efficient computation. Discrete
wavelet transform [2, 3] is used at middle stage for preserving edges. The wavelet
transform of an image of level one was decomposed into four sub-band images, one
of the sub-band image is a low frequency sub-band image and the remaining three
image sub-bands are high frequency sub-band images and those high frequency
sub-band images contains horizontal, vertical, and diagonal details coefficient.

The idea of regression based approach using bicubic-based interpolation is done
using the example-based learning for single-image super-resolution [4]. This
method will undergo kernel ridge regression-based technique by factor of two to get
enhanced details and smooth edges of an image. This approach is used to enhance
the image quality and details at the output. The resultant HR image size is 2γ times
greater than LR image. This shows the better results over the conventional methods.

2 Implemented Method

In this implemented technique, the interpolation of the HF sub-band is done using a
regression-based approach. The basic image interpolation results un-sharp details.
The regression approach uses two methods kernel ridge regression and sparse basis
solution. The sparse basis is found by combining kernel matching pursuit and
gradient descent. This preserves the major edges and curves (Fig. 1).

The input LR image is decomposed into four sub-bands using LWT [1]. The
wavelet transform uses level one of the LWT of LR image. The filter used for
decomposition and reconstruction of wavelet transform is ‘cdf4.4’ type

Fig. 1 Implemented algorithm
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(Cohen–Daubechies–Feauveau 4.4 as lift wave). For the level one of the DWT of
LR image decomposition wavelet filter used as ‘bior4.4’ (Bi-orthogonal 4.4wavelet
filter).

The HF sub-bands that are decomposed form LWT and DWT are half in size
when compared with input LR image. The kernel ridge regression-based interpo-
lation is done parallel to HF sub-bands of LWT and DWT. Now these HF com-
ponent sub-bands are equal in size with input LR image. The interpolated HF
sub-bands that are form LWT and DWT were added with respective sub-bands. The
modified and adjusted HF sub-bands are again interpolated by a factor of 2. The
input LR image is interpolated by a factor of 2. The reconstruction of HR image is
obtained by applying ILWT on interpolated LR image and resultant HF sub-bands.
The HR image is now 4 times greater than the input LR image.

3 Results

The implemented method is applied on well-known images like Lena, Baboon, and
Peppers. These images are taken from USC-SPI image database [5]. All programs
in this experiment are written in MATLAB (R2014a). The resolution factor was 4
times of the input image. The resolution enhanced form the images are from
128 × 128 to 512 × 512. For comparison of existing methods PSNR metric is used.

To calculate PSNR, the mean square error (MSE) of image must be calculated
and this can formulated as in Eq. (1). The PSNR of an image is formulated as in
Eq. (2).

MSE ¼ 1
MN

XM�1

m¼0

XN�1

n�0

½Imageðm; nÞ � Referenceðm; nÞ�2 ð1Þ

PSNR ðdBÞ ¼ 10� log10
255� 255

Mean Square Error

� �
ð2Þ

The PSNR comparison of the enhanced image form 128 × 128 to 512 × 512 by
this method shows the best results over existing methods are tabulated in Table 1.

The outputs of implemented method images of each of size which input image
size of 128 × 128 is enhanced the image resolution to the image of size of
512 × 512. The resolution enhanced image of Lean, Baboon and Peppers images
are shown in Fig. 2.

The PSNR comparisons of enhanced image form 256 × 256 to 1024 × 1024 is
shows in Table 2. The implemented method images of Wall and Pentagon are
shown in Fig. 2.
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Table 1 PSNR (dB) results of images enhanced from 128 × 128 to 512 × 512 of implemented
method comparing with existing methods

Method/images PSNR (dB)

Lena Baboon Peppers Elaine

Bilinear 26.34 20.51 25.16 25.38

Bicubic 20.86 20.61 25.66 28.93

NEDI [6] 28.81 21.18 28.52 29.97

HMM [7] 28.86 21.47 29.58 30.51

DWT SR 34.79 23.29 32.19 32.73

DWT and SWT SR [3] 34.82 23.87 33.06 35.01

LWT and SWT [8] 34.91 28.92 33.06 34.95

LWT and DWT implemented method 39.01 38.14 38.78 40.37

Fig. 2 Output images of implemented method. a Lena (512 × 512). b Baboon (512 × 512).
c Peppers (512 × 512). d Elaine (512 × 512). e Pentagon (1024 × 1024). f Wall (1024 × 1024)

Table 2 PSNR (dB) results
of images enhanced from
128 × 128 to 512 × 512 of
implemented method
comparing with existing
methods

Methods/images PSNR (dB)

Wall Pentagon

Bilinear 29.27 28.61

Bicubic 30.24 28.99

DWT SR 32.45 29.67

DWT and SWT SR 33.18 31.05

LWT and SWT 36.98 32.01

LWT and DWT implemented method 37.95 40.02
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4 Conclusion

The implemented method on different images to enhance the image resolution by
modifying the HF sub-bands of LR image. The interpolation of high frequency
sub-bands of the LR-input image those sub-bands were decomposed from the LR
image using LWT and DWT methods. The interpolated high frequency sub-bands
from LWT are modified and adjusted by summing the interpolated high frequency
sub-bands from DWT. These modified HF sub-bands are again interpolated parallel
and interpolated LR-input image undergoes reconstruction of image of size which is
four times greater than the input LR image by using the ILWT to get high resolution
of image. This method experimented on different images, such as Lena, Baboon,
Peppers, Elaine, and Wall and Pentagon. Finally, this implemented method shows
the best results when compared with existing methods.
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A Real-Time Implementation of Face
and Eye Tracking on OMAP Processor

Vijayalaxmi Biradar and D. Elizabath Rani

Abstract The real-time implementation of embedded image processing applica-
tions needs a fast processor. Eye recognition is an important part of image pro-
cessing systems such as driver fatigue detection system and eye gaze detection
system. In these systems, a fast and accurate real-time implementation of face and
eye tracking is required. Hence, a new approach to determine and track face and eye
on live images is proposed in this paper. This proposed method is implemented and
successfully tested in laboratory for various real-time images with and without
glasses captured through Logitech USB Camera of 1600 × 1200 pixels @ 30 fps.
The method is developed on 1 GHz open multimedia applications platform
(OMAP) processor and the algorithm is developed using OpenCV libraries. The
success rate of the proposed algorithm shows that the hardware has sufficient speed
and accuracy, which can be used in real time.

Keywords DM3730 � Eye � Face � Logitech � OpenCV

1 Introduction

Wierwille et al. [1] proposed monitoring changes in physiological characteristics
like ECG, EEG, skin temperature, and head movement to estimate driver fatigue.
The drawback of this approach is that it causes distraction, nonrealistic, and dis-
turbance to the driver. Artaud et al. [2] and Mabbott et al. [2] proposed a method of
sensing driver response by placing sensors on steering wheel and back of the seat.
The drawback of this approach is that it fails if driver wears gloves and performance
of sensors placed on back seat reduces with time. Boyraz et al. [3] proposed a
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method of sensing vehicle response to measure uncertainty in steering wheel. The
drawback of this approach is that it is limited to vehicle type and driver condition.
Mabbottt et al. [2] proposed a method where driver response is monitored
requesting the driver to send feedback continuously. The drawback of this approach
is that driver gets tiresome and feels annoying.

All the above-discussed approaches are intrusive system of driver fatigue
detection system. Few limitations of intrusive methods are as follows: system is
complex, cannot be placed easily, causes disturbance, poor performance,
non-reliable, and produces noise. The solution is nonintrusive system. The basic
approach in nonintrusive system is analysis of face. The first symptom of fatigue
appears in eye and than in mouth. Lot of research has been done to analyze the
facial features to estimate driver fatigue based on eye blink rate and yawning.

Parmar [4] proposed driver drowsiness detection system based on eye blink rate,
the success rate is 80 %. The drawbacks of the system are poor illumination, unable
to track eyes of person wearing spectacles, and fails if one or both eyes are closed.
Gallagher [5] proposed driver alert system for road safety, the problem with the
system is that it takes 8 s to process each frame which is not desirable in real-time
implementation.

Achieving high performance is a challenging task in the field of image pro-
cessing. Many useful image processing algorithms are described quite compact with
few operations, and these operations need to be repeated over large amount of data
and usually demand special requirements. Meeting all these requirements is a
challenging task [6]. Powerful digital signal processors are needed to handle the
image processing complexity but these are expensive, inflexible, and consume more
time for development. To meet the complexities of image processing and computer
vision, high-performance computing (HPC) is most commonly used technology.
But HPC has failed to satisfy cost, size, or power consumption requirements which
are key issues in image processing applications [6, 7]. Multiply–accumulate
(MAC) operations can be performed easily on DSP. Wisdon and Lee, Koo et al., in
2007 have proposed implementation of image processing algorithms on FPGA. So
in order to carry out any image processing-based applications it is required to
analyze the performance of hardware. In this paper, a new approach for carrying out
image processing applications on open-source platform with high speed and low
power consumption on OMAP processor is discussed.

The rest of the paper is organized as follows: Sect. 2 discusses about OMAP
processor, Sect. 3 explains the steps required to port the operating system, Sect. 4
discusses algorithm to track face and eye, Sect. 5 discusses about result, and
conclusions are drawn in Sect. 6.

242 V. Biradar and D. Elizabath Rani



2 OMAP Processor

Open multimedia applications platform (OMAP) is a series of image/video pro-
cessors developed by Texas Instruments. They are a category of proprietary system
on chips (SoCs) for portable and mobile multimedia applications. The OMAP
family is categorized into three product groups based on performance and intended
application. High-performance application processors are intended to use in
smartphones. Basic multimedia application processors are used in low-cost con-
sumer products. Integrated modem and application processors are used in low-cost
cell phones [8].

The DM3730 generation of high-performance, digital media processors is based
on the enhanced media device architecture and is integrated on Texas advanced
hardware. This architecture is designed to provide best-in-class ARM Cortex A8
and graphics performance while delivering low power consumption. The
BeagleBoard is low-power open-source hardware, single-board computer produced
by Texas Instruments. The BeagleBoard is also designed with open-source software
development in mind, and as a way of demonstrating the Texas Instrument’s
OMAP3730 system-on-a-chip [8]. The block diagram of BeagleBoard DM3730
processor is shown in Fig. 1.

The BeagleBoard can be powered using either USB OTG port of 5 V DC supply.
The architecture is designed to provide best-in-class video, image, and graphics
processing sufficient to various applications. The processor supports high-level
operating systems such as Windows CE, Linux, Symbian, and others. The
BeagleBoard-xM has a faster CPU core (clocked at 1 GHz), RAM (512 MB),
onboard Ethernet jack, and 4-port USB hub. The BeagleBoard-xM lacks the
onboard NAND and therefore requires the operating system and other data to be
stored on a microSD card [9].

DM3730 
Processor

MMCEXP

DVID

LCD

RESET

USER USB Hub MicroSD RS232

Svideo

PMIC OTG

Board Power

Clock

Fig. 1 Block diagram of DM3730 processor
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3 Steps to Install Operating System

The operating system installed on microSD card is Ubuntu 11.10. Following are the
steps used to install operating system on microSD card. The preferred microSD card
is SanDisk to install operating system. The software required to perform image
processing algorithm to track face and eye are Python and OpenCV.

Step(i): Pre-requirements—First insert the microSD in Linux System, and
before installing OS make sure that the required softwares are installed
onto Linux System.

Step(ii): Identify the location of microSD card.
Step(iii): Download the stable release of Ubuntu [10].
Step(iv): Checksum is used to check whether the OS is downloaded properly or

not.
Step(v): The downloaded OS is a tar file, similar to Zip file in windows.
Step(vi): Last step is to write the SD card which installs the OS onto the card.
Step(vii): After installing the OS, remove the SD card from Linux system, insert

it in BeagleBoard and power up the board with 5 V DC supply.
Step(viii): Internet connection is required to upgrade and update the OS.
Step(ix): After step(viii), the graphical user interface (GUI) is to be installed, in

order to use this board as a single-board computer.

After performing all the nine steps successfully, the USB camera is connected
verify. Since, Ubuntu is a Linux version and it is open source; hence, all the USB
drivers will come as a part of OS. In order to check the working of camera, light
weight package Luvcview is installed and verified the working of camera. The steps
to install python and OpenCV [11] are successfully installed and tested.

4 Algorithm for Face and Eye Tracking

The image processing algorithm for tracking face and eye from the captured images
through Logitech USB camera is shown in Fig. 2. Images are captured through
USB camera @30 fps. The video is captured using VideoCapture which uses
Video4Linux to capture raw stream from the USB camera. This raw stream is then
wrapped with H264 header using FFMPEG. V4L or Video4Linux is an application
programming interface for video capture which supports many USB cameras on
Linux operating system. OMAP is an open-source hardware which supports all
OpenCV libraries. These libraries are useful to perform image processing-based
applications such as human–computer interface, biometrics, etc. [12]. With this
VideoCapture, it streams frames @30 fps of 640 × 480 sizes with 17 % of CPU
utilization. The captured images are processed to track face and eye. Some existing
methods to track face and eyes are skin segmentation [13], template matching [14],
and neural network approach [15].
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In this algorithm, face and eye classifiers are trained with two sets of images.
One set of images include non-object data such as background, chair, and scene
which does not have facial features. This set of images is considered as negative
images. The other set of images consists of faces and eyes with different orienta-
tions, illuminations, sizes, and different age groups. This set of images which
contain one or more instances of the object is called as positive images. Around 100
negative images are used from VITS database and 100 positive images from GTAV
Database [9] and VITS database. The GTAV database consists of 44 images of 27
different persons taken at different angles of 0°, 30°, 45°, 60°, and 90° from a
frontal view. The resolution of these images is 240 × 320 and they are in BMP
format. The VITS database consists of images captured under different illumination
conditions of 11 different persons. The resolution of these images is 640 × 480 and
they are in JPEG format. Two separate classifiers are trained, one for the face and
one for the eyes. These classifiers are loaded to detect face and eyes on the video
captured from the Logitech USB camera.

Switch on 
Board Power

Camera 
Check

Capture Image

Face
Detected?

Mark Face

Eyes
Detected?

Mark Eyes

N

Y

N

Y

N

Y

Fig. 2 Flow chart for face
and eye tracking
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5 Results

The real-time face and eye tracking algorithms developed using Python and
OpenCV libraries are implemented on DM3730 processor that is successfully tested
on various images with and without glasses in laboratory. The total of 100 images
each with and without glasses is tested and results are tabulated in Table 1. The
original images captured through Logitech USB camera under different illumination
conditions are shown in Fig. 3. Face and eye detected with and without glasses are
shown in Fig. 4. Few failure cases are shown in Fig. 5. The algorithm fails to detect
eyes due to reflection of glasses.

Fig. 3 Original images captured through logitech USB camera

Fig. 4 Face and eye detected images

Fig. 5 Failure images

Table 1 Results

Type of
images

Total images used for
testing

Face detected success
rate in %

Eye detected success
rate in %

With
glasses

100 100 96

Without
glasses

100 100 100
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The proposed algorithm is able to detect face and eyes under different illumi-
nations. This proposed algorithm shows better results on different images captured
under different illumination conditions, and also works on images with glasses
when compared to existing methods, and the success rate is tabulated in Table 1.

The tabulated results show that face detection with and without glasses works
perfectly without any constraints. Eye detection without glasses works perfectly but
images with glasses have some constraints like lighting effects but algorithm has
detected one eye successfully.

6 Conclusion

Face and eye tracking is implemented on DM3730 processor. The purpose of this
paper is to make use of resources available and inspire to work on open-source
platform. The DM3730 processor architecture has best in class and has CPU with
1 GHz speed which is generally the major requirement to perform image processing
applications. The proposed algorithm is successfully tested on various images with
and without glasses. The method works with reasonable lighting conditions.
Further, the main aim of this research is to develop a system which can detect
driver’s fatigue based on eye blink rate. The authors continue to work on
open-source platform and contribute to the research in the field of image processing.
The success rate of proposed algorithm is 100 % for images without glasses and
96 % with glasses.
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A Study on Cyber Security, Its Issues
and Cyber Crime Rates in India

Saurabh Mishra, Saru Dhir and Madhurima Hooda

Abstract In the current technological era, use of computers becomes an essential
part of our lives. But this part is also affected by a new breed of security known as
cyber security. It is a global issue that arises by different organisations. This paper
presents the global cyber security scenario, cyber security and its practices, and
firms who are major stakeholders in the cyber security. At the end counter measures
of cyber crimes, its average rate is calculated in India during the years 2009–2013.

Keywords Cyber security � Issues � Cyber cases � Cyber crime

1 Introduction

Today, cyber security has become a global issue attracting widespread concern
from all across the world from various organisations such as Governments and
International Bodies. A simple reason for it: browsing on a trusted website can
completely compromise your computer, allowing a hacker to read your sensitive
files or worse, and delete them. The term ‘hacker’ has become a part of our
everyday scenario, and projected in nearly daily headlines.

Global cyber crime incidents are increasing at a rapid rate which is not only
unprecedented but also alarming, for much of today’s critical infrastructure like
electricity, water, gas and secure data, like banking is completely computer based.
In such a scenario, a cyber attack on the stock market would probably affect more
people than a bomb in a marketplace. Governments are hiring computer security
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professionals to counter the growing menace. Every day, new advancements in
cyber security are made. Ethical hackers are a very important part of the cyber
security movement throughout the global scenario. Cyber security is being made
available to all computer users. Cyber security is thus an integral part of the IT
scenario, today and overlooking it can gravely undermine the IT sector itself. Cyber
security and IT sector are closely entwined where the cyber security is for every-
thing, from computer viruses, Trojans, worms and other malicious programmes; to
malicious characters like hackers who intend to get into your computer system; and
to security protocols, policies and compliance and regulatory concerns. Here, an
effort has been made to give a research-oriented analysis and point of view cyber
security, ethical hacking and why we need both to keep the IT sector going
smoothly. An effort has been made to do an analysis of cyber security issues, firms
that are providing cyber security services, and measures for effective cyber security
in India.

2 Literature Review

Cyber security today has become a global issue, for it has now become a matter of
economic importance, privacy in society and national security where the cyber
network has become a part of the national economy. Security models suggest that to
counter this in an effective manner and keep the attacks in check, it is recommended
to place intrusion detection devices at the weak points of the networks [1].

Security system has its disadvantages as well; new techniques are being
developed today like applications that take part in their own defence [2]. An
effective counter measure for protection is the use of DNS health indicators where a
proper method and procedure defines the way for measuring the DNS security
levels. Such a step can help secure the critical infrastructure during a cyber attack or
cyber war scenario [3].

As an analysis, it was found that undetected malware attack cut off the Royal Air
Force and Royal Navy from defence network access, and most of hospitals also had
lost their network connectivity due to the same malware attack [4]. Furthermore,
research and development has been done to obtain self-reliance; and compliance
and enforcement have been applied. A good international cooperation from
international organisations like UN has also helped the country in obtaining its
objective [5].

Major stakeholders in the computer industry are also the top cyber security firms
today such as Hewlett Packard Company, Dell Inc., IBM and Intel Corporation,
which are all providing cyber security services to a wide population, whereas
Kaspersky Labs and Symantec Corporation are providing antivirus solutions to the
general everyday users and providing cyber security solutions. All these firms have
been providing cyber security solutions and have been the front runners in the cyber
security movement [6]. Meanwhile, people ask today, “Can cyber terrorism really
affect our computer systems and jeopardise a Nation’s security?” [7]. Well, the
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answer to this is “Unfortunately, yes”; probably the reason why all agencies, from
FBI and CIA to the Indian RAW, have their own specialised cyber security cells.
The US suffered from the largest power outage in history on 14 August 2003, which
left one-fifth of the population without power, i.e. about 50 million people for over
12 h [8].

3 Issues Relating to Cyber Security

Cyber security today has several issues: Phishing, pharming and e-mail spoofing.
These are all issues faced by people while simply browsing the internet or using
services like net banking [9].

One of the biggest and most significant cyber security issues is the one being
faced by each nation in the world today: An attack on their critical infrastructure
and information grid. The U.S. has setup a Defense Critical Infrastructure
Programme (DCIP), where each critical infrastructure is assigned a separate lead
agent to provide security [10]. Cyber criminals use address and logos resembling
those of trusted organisations like banks to obtain the user’s privacy information
like passwords and credit card numbers. A case of a very good cyber security and
protection step is that of the Malaysian Government to counter the cyber security
issues faced by the country. It was aimed at protecting assets vital to the nation like
it is image, defence and security and different sectors through affective governance,
a good legislature and regulatory framework, a strong cyber security technology
framework and developing a culture of security and capacity building in its citizens
[11].

A very stunning and alarming cyber security issue, whose significance is
understood by very few, is how easily hacking tools are available today on the
internet and can be used to create severe cyber security problems that can cripple
even an entire nation. An example for this is the “Eligible Receiver”, exercise
conducted by the National Security Agency (NSA) in 1997, where the NSA con-
ducted an experiment by briefing 35 computer hackers to hack and disrupt U.S.
National Security Systems and Databases using only software and hacking tools
available freely for download on the Internet. The results were appalling, where the
35-man team was able to compromise several security sectors in the U.S. Pentagon
and other Government organs [12]. And sadly, this issue can never be kept entirely
in check, as such tools for hacking can never be entirely removed from the internet.

4 Survey Results on Cyber Security in India

To give a brief idea of the cyber crime scenario, we will take the case of India,
where a survey of cyber crimes committed during the period 2009–2013 was done
by the National Crime Records Bureau (NCRB) [13]. The graph as shown in Fig. 1
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represents that how there has been a steady rise in the number of cyber crimes cases
registered in India in the past 5 years. From a mere 420 cases in the year 2009, it has
risen to 4356 cases in the year 2013, which is more than 10 times the number of
cases registered in 2009.

Figure 2 represents how there has been a sharp rise in the number of cyber
criminals in the recent years, where, of the total people arrested in the last 5 years,
2098 people were arrested in the year 2013 alone. This is 37 % of the total criminals
arrested in the period 2009–2013 for committing cyber crimes.

The graph in Fig. 3 shows how there has been a steady rise in the number of
people arrested from all age groups. But one can clearly notice that the maximum
number of people arrested for committing cyber crimes is in the age group of
18–30 years, followed by people of the age group 30–45 years.
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2010

2011
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Fig. 1 Cyber crime cases registered under year 2009–2013
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Fig. 2 Persons arrested for cyber crimes under year 2009–2013

Fig. 3 Age-wise breakdown
of people arrested for cyber
crimes (2009–2013)
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5 Conclusion

With this paper, we have discussed the global cyber security scenario, where today
the critical Infrastructure, people’s privacy and internet protection are all under
threat from the increasing number of cyber crimes. We have discussed cyber
security and its practices, and firms who are major stakeholders in the cyber security
scenario. We have also taken up cyber security issues and discussed their coun-
termeasures. A general idea about the number of cyber crimes and criminals
arrested in India has also been given through survey results for the years
2009–2013.
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A Concept-Based Model for Query
Management in Service Desks

G. Veena, Aparna Shaji Peter, K. Anitha Rajkumari
and Neeraj Ramanan

Abstract Thousands of email queries are often received by help desks of large
organizations nowadays. It is a cumbersome and time-consuming task to manage
these emails manually. Also, the support staff who initially answers the query may
not always be technically sound to do this themselves. In that case, they forward the
queries to higher authorities, unnecessarily wasting their precious time. A large
amount of time and human effort is being wasted for this manual classification and
query management process. So, in this paper, we propose a new concept-based
semantic classification technique to automatically classify the help desk queries into
multiple categories. Our system also proposes an approach for retrieving powerful
information related to the queries. In our work, the dataset is represented using a
graph model and the concept of ontology is used for representing semantics of data.

Keywords Concept-based � Ontology � OWL � RDF � Graph model � Semantics

1 Introduction

Service desk, also known as help desk or support center provides technical advices,
information, and troubleshooting guidance to users. These service desks are the
primary access points of users to the concerned organization. Effective management
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of user queries at service desks leads to high user satisfaction, which helps in
minimizing the churn rate. Incompetent service desk management leads to pointless
wastage of time and resources. That is why constructive query management in
service desks becomes a major concern. Most of the service desk management
systems follow a query response model. The query, in most cases is in the form of
email text. User sends a query, the concerned staffs at service desk reads it and he
may forward it to the person handling that particular type of queries. In most of the
service desks, this classification is done manually. Manual classification has several
problems.

The staff at the front desk may not always be a highly technical person. He may
not understand the query completely. In this case, he forwards the query to the next
higher official for classification. So it becomes his responsibility to categorize the
query, which is actually not a part of his job. If the support person is not experi-
enced enough, there is a chance that he may classify the mail to an incorrect
category. Then the query needs to be again forwarded to the concerned staff. This
also causes pointless delay in the whole process. So, if we could automate this
classification process, this can be avoided.

In this paper, we propose a system which avoids these issues. Also, as the email
texts are usually very short, the semantics has to be considered for the classification
to be accurate. Conventional keyword-based text classification methods do not
consider the semantic dependency between attributes. But the real-world data often
involves complex relationships among attributes. To represent text without losing
semantics, the traditional text representation techniques like vector space model [1]
will not be adequate. So, we use a concept-based graph model for representing text
data which involves triplet representation [2], considering the semantics of data as
well. To describe in graph model, we use Resource Description Framework
(RDF) and to define the semantics of data described using RDF, we use Web
Ontology Language (OWL).

The organization of the rest of this document is as follows. Section 2 describes
the related works; Sect. 3 describes the proposed solution approach, followed by the
experimental results in Sect. 4 and conclusion in Sect. 5.

2 Related Works

Text classification is a research area, which has been undergoing many changes
from the past few years. Many research works are being done in this area.

Paper [3] discusses in detail about the challenges in managing help desks and the
application of knowledge management techniques in help desk management. They
also use an ontology-based approach. The advantage of our system is that we use a
concept-based, semantic technique for service desk query management. The dis-
advantages of Naïve Bayesian approach have been discussed in many researches.
The paper in Ref. [4] discusses in detail about Naïve Bayes classifier. Particularly,
the paper demonstrates that Naive Naïve works best when the features are
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completely independent. In our case, Naïve Bayes will not be a better option
because it does not consider the semantic relationship among features. Vector space
model is an algebraic model, which was the most widely used model for repre-
senting text data, as in [1]. Here, each text document is represented as a vector. The
presence or absence of a feature, or even the term weights can be represented using
this model. Vector space model also does not consider the semantic relationships
between attributes, which is very important in the email classification domain.

Paper [2] proposes a graph model to represent the concept in the sentence level
to find document similarity. The concept follows a triplet representation. We use the
same graph structure representation for our email text data.

3 Solution Approach

The proposed system will semantically classify the email queries received at service
desks. The solution approach is shown in Fig. 1.

The solution methodology in this paper is divided into four modules.
(1) Preprocessing (2) Triplet Generation (3) Knowledge base creation
(4) Classification and Information Retrieval, which are described in Sects. 3.1–3.4.

3.1 Preprocessing

In this phase, Document Cleaning, Parts of Speech Tagging, and Phrase Structure
Tree Generation are done as described in [2]. After the preprocessing phase, the
verb argument structure is generated.

Fig. 1 Solution approach
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3.2 Triplet Generation

The whole training data is represented as <S, V, O> Triplets, as described in paper
[2], where S is the Subject, V is the Verb, and O is the Object. The triplet generation
algorithm [2] is given below.

Algorithm 1 Triplet Generation Algorithm [1] 
Input: A Document 
Output: Concepts in the form of Triplets 
S is a new sentence 
Declare Lv as an empty list of Verb 
Declare Sub as an empty list of Subject 
Declare Obj as an empty list of Object 
for each S do 

extract all verbs 
add verb to Lv 
for each verb in Lv do 

Check parent node and extract NP node 
Add NP node to Sub 

end for 
if verb contains NP or S as subtree then 

Add NP or S to Obj 
else if verb contains VP as subtree 

Add Object to Obj 
else 

Take parent node of verb node and search NP 
end if 

end for

Example queries and corresponding triplets are given in Table 1.

3.3 Knowledge Base Creation

This knowledge base is the major module of the system. It is this knowledge base
that we use for classification and information retrieval. The generated triplets from
step B can be used to create the knowledge base. For that, we use the concept of
graph data model [5]. The generated triplets are taken and a data graph is created
using RDF format. Each query triplet will be converted to one RDF statement
(triple). This data graph is the knowledge base, which serves as the basis of the

Table 1 Triplet generation

Query Triplet

Windows has been expired in N200 <Windows, expired, N2011>

Scanner complaint at N200 <Scanner, complaint, N200>

Windows required at admin office <Windows, required, Admin Office>
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system. Also, we use OWL to define the semantic metadata of the RDF data, which
will be explained in the following sub sections.

In graph model, text data can have arbitrary object relationships between each
other. Graph model describes data using resources and relations. There will be
resources, which will be related to other resources. A sample graph, which repre-
sents the query triplets in Table 1. As explained earlier, the complex relationships
between the data can be noticed here.

Data in RDF are often called RDF Triples. An RDF Triple contains a Subject
(Resource), a Predicate (Property), and an object (Resource). Each triple is called a
statement also. Consider a single query from Fig. 2, for example, the triple
Windows > expired > N200. It denotes a single query, “Windows has been expired
in N200.” Here, ‘Windows’ and ‘N200’ are resources, while ‘expired’ is a property.
Though RDF is a way of describing data, it does not have a mechanism to define
the semantics on its own. It does not say anything about ‘Windows’ or ‘N200’. For
this, we use OWL. OWL defines the semantics of the data described using RDF.
We can create a hierarchy of those resources, and assign OWL classes for various
resources and properties, which is often called taxonomy. For that, we use OWL
classes, subclasses, individuals, and properties. What we create using OWL is the
semantic metadata of our knowledge base, and it is called ontology. For example,
given below is the sample ontology for our service desks query management
(Fig. 3).

Here, ‘Thing’ is the root of our hierarchy. All OWL classes are the subclasses of
‘Thing.’ We can define any number of subclasses under ‘Thing’ class. The major
subclasses present in our system are; ‘Resource’, ‘Location’, and ‘Person.’ We also
define subclasses ‘Software’, ‘Hardware’, and ‘Network’ under ‘Resource’. Under
‘Location’ we have subclasses like ‘Classrooms’, ‘Departments’, ‘Labs’, etc.
‘Student’, ‘Faculty’ and ‘Other staff’ are the subclasses defined under ‘Person’. The
items given in dotted lines, ‘Windows’, Wi-Fi’, ‘C001’, ‘L002’, etc., are OWL
‘Individuals’. They are instances of the OWL classes defined earlier.

Now the triple Windows > expired > N200 is more meaningful. Suppose that the
above query is sent by the person with ID ‘P003’. From the ontology, it is clear that
‘P003’ is a ‘Faculty’. So, now the query tells the ‘Software’ item called ‘Windows’
has been expired in a ‘Classroom’ with number ‘N200’, and the query is sent by a

Fig. 2 Graph model
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‘Faculty’, so it is a high priority query. Now that the knowledge base is defined, we
can use it for Classification and Information Retrieval which are explained in the
following sections.

3.4 Classification and Information Retrieval

Classification is one of the main aims of the system. In this work, we manage
queries in the service desk of our university. In such service desks, usually the

Fig. 3 Sample ontology of service desk query management
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queries belong to ‘Software’, ‘Hardware’, or ‘Network’ category. So we have used
these categories as subclasses in our ontology system. First we create a graph from
the training data. All the queries are added to the graph. There can be multiple
queries related to one subject. Each query is represented as a bag which contains the
attributes related to the query. We define attributes like ‘Cause’ which denotes the
nature of complaint, ‘Frequency’ which denotes how many times the particular
query has occurred, ‘Date’ which denotes the date in which the query has occurred,
‘Solution’ which denotes the solution to the particular query and ‘Technician’
which denotes the details of the person who handled the query. For example,
consider the following queries and their representation according to our system.

Queries: Printer Down at Physics Department, Printer Required in N001, Printer
Required in C001

Figure 4 shows the representation of these queries in our system.
When a new query comes first convert it into graph form and the training data

graph is searched for similar queries. If there are matching queries the attributes like
‘Solution’, ‘Frequency’, ‘Technician’, etc., can be retrieved to get useful infor-
mation. The new query can be classified based on the subject, verb, or object, (or all
of the three depending on the need) and it is assigned the most similar category. For
example, if a query, “Printer down in L002” comes, first, it is converted into triplet
form, i.e., <Printer, down, L002>. Now, according to the ontology, the query is
classified as belonging to ‘Hardware’ category as well as it is classified as
belonging to ‘Lab’ category indicating that the complaint occurred in one of the
labs. Then the most similar query is “Printer down at Physics Department.” From
the existing query it is clear that the technician ‘T001’ ‘repaired’ the printer. This
result can be used for the current query also. The classification process is described
in the algorithm given below.

Fig. 4 Representation of training data
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Algorithm 2 Classification
T is the dataset
Q is the set of queries to be classified
C is the list which contains the output classes
for each query qi in Q do

Generate triplets from qi (qi is a query sentence)
S is the subject of the triplet
V is the verb of the triplet
O is the object of the triplet

Create an RDF triple, R with S,V and O

Search T for matching R
if match found then

get the class in ci

add ci to C
end if

end for

The input to the algorithm is Q, the set of queries to be classified. After exe-
cuting the algorithm, we will get the classified results in the list C.

Query Back and Information Retrieval

The user query may not always be fully informative. After examining the training
data, we found that sometimes the query can be as vague as it cannot be classified to
a category (e.g., of a vague query: ‘System complaint’). When these types of queries
arrive for classification, a possible way is to query back the sender to get some more
relevant information about the query. These are the steps that happen when a query
that is very vague comes for classification. First the query is given to classification
algorithm. The query will not get classified as it is too unclear. Then a reply
message will be given to the sender, that the query is too vague, and additional
information is needed to process it. This is done till the query is informative enough
to get classified.

Effective information retrieval is another advantage of the system. As we have a
large collection of training data in RDF documents, these documents can be queried
to find out important information. RDF documents are queried using a query lan-
guage SPARQL (SPARQL Protocol and RDF Query Language), which is a
semantic language to query graph data.

When a new query comes, the knowledge base can be queried to extract some
important information. For example, if a query comes, “Printer is required in
C001,” after triplet generation, we will get <Printer, required, C001>. By querying
the knowledge base, we will get more information like what is ‘Printer’, what is
‘C001’, etc. It will find out that ‘C001’ is a conference room. Now, the location of
‘C001’ and other related attributes can be found from the ontology. Suppose that we
are getting many more complaints for many other devices in the same place, and
then we can infer that there is some problem with that place ‘C001’, and it may not
be a problem with all the devices. It can be a power failure or something, which
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affected the place ‘C001’ as a whole. Again, if we query for the item ‘Printer’, all
queries related to ‘Printer’ will be shown. So we can find the general issues with the
item ‘Printer’.

4 Experiments and Results

All the experiments were conducted with the ICTS helpdesk email dataset. ICTS is
the IT services provider of Amrita Vishwa Vidyapeetham University, Amritapuri.
The dataset we used for experiments contain 72,000 emails queries, which were
already labeled into three categories, namely, ‘Software’, ‘Hardware’, and
‘Network’. To represent the training data in graph model, we used the Apache Jena
framework. For creating the ontology, a tool, ‘Protégé’ [6] is used, which offers a
user-friendly GUI to create various hierarchies.

Results analysis is done based on the classification efficiency, which is calcu-
lated using True Positives (TP), False Negatives (FP), and Precision (P). True
positives are the items correctly classified as belonging to the correct class while
false positives are the ones which wrongly indicate that the item belongs to a
particular class. Precision is the ratio of the number of true positives to the sum of
the number of true positives and the number of false positives.

Precision;P ¼ TP
TPþ FP

ð1Þ

The performance evaluation result of concept-based classification versus
keyword-based classification is given below. Figure 5 illustrates the result analysis
graph (Tables 2 and 3).

Fig. 5 Result analysis graph
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In our system, we used concepts rather than keywords for creating the graph
model. From the result, it is clear that concept-based classification offers higher
precision than normal keyword-based approach.

Our advantage was, the types of devices which are registered with the service
desk were already known. So, after creating the ontology of all known devices, the
classification is found o be accurate. If a new device which is not already registered
comes, it also can be added to the ontology so that queries related to that can also be
classified accurately. It is found that when we add more Individuals to the ontology,
the accuracy of classification increases.

5 Conclusion

Through this research work, an efficient way of service desk query classification
and information retrieval has been implemented. Each query was represented,
without losing semantics using triplets and modeled in a graph structure using RDF.
Details about each type of device were stored in the ontology using OWL. From the
knowledge base thus created, accurate query classification was done. Information
retrieval from the knowledge base was done with the help of SPARQL query
language.

Now, the system works only with structured sentences. The service desk queries
can be unstructured also. So, our future work is to find an efficient way to represent
unstructured query sentences and to manage them properly.

Acknowledgments We are thankful to Dr. M.R. Kaimal, Chairman, Department of Computer
Science, Amrita Vishwa Vidyapeetham University, Amritapuri Campus for his valuable feedback
and suggestions.

Table 2 Performance
evaluation of concept-based
classification

Performance measure Number of queries

20 50 100

TP 16 40 78

FP 5 13 24

Precision (%) 72.72 75.47 76.47

Table 3 Performance
evaluation of keyword-based
classification

Performance measure Number of queries

20 50 100

TP 14 38 74

FP 6 14 27

Precision (%) 70 73.07 74.26
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Designing Chaotic Chirikov Map-Based
Secure Hash Function

Shruti Khurana and Musheer Ahmad

Abstract In this paper, a new algorithm for designing one-way cryptographic hash
function using chaotic Chirikov map is proposed. High sensitivity of Chirikov
system makes it an ideal candidate for secure hash function design. In the proposed
algorithm, the input message is split into a number of small blocks. The blocks are
processed using chaotic map. The two intermediate hashes are generated using
evolved control and input parameters. The two intermediate hash values are then
employed to yield the final variable-length hash. The simulation and statistical
analyses illustrate that the anticipated hash algorithm exhibits encouraging linea-
ments like high sensitivity to input messages and key, satisfactory confusion and
diffusion attributes which verify the suitableness of proposed algorithm for the
design of secure cryptographic variable-length hash functions.

Keywords Hash function � Chaotic Chirikov map � Security � Confusion and
diffusion

1 Introduction

Cryptographic hash functions are a kind of unique one-way functions which take as
input messages of variable length and give an output of defined length. Secure hash
functions may be categorized as types: unkeyed hash functions, which take only an
input parameter, i.e. a message in its specification; and keyed hash functions, which
include usually input message and secret key, i.e. the generated hash is under the
control of message and the key as well [1, 2]. Since the generated hash is dependent
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on all parts of message at bits, characters or block levels, any minute alteration in
one bit or character of message must result in drastic capricious effects in generated
hash. Applications of hash functions include detection of errors in file transfer,
generation of MAC (message authentication code), password storage, etc. [3].
Examples of some conventional number-theoretic hashes include MD5, SHA-1,
SHA-2 and SHA-3 [4]. Researchers have investigated that hash function algorithms
like MD5 and SHA-1 are no longer secured and broken. The collision attack on the
existing algorithms such as MD5 and SHA-1 is either very easy to carry out or is
very close to practical [4–6]. Therefore, it is imperative to come up with effective
means for establishing strong hashes. The characteristics of secure hash codes
include the following [7, 8]:

1. The input message may take any bit length without any constraints, but its
output must be of fixed bit length.

2. Hash functions must be irreversible, which implies that for all known outputs, it
is inconceivable to predict any part of message which hashes to that corre-
sponding output.

3. It is impracticable to have other input which has exact output hash as the first
input.

4. No two distinct inputs x, x′ can produce a hash h(x), h(x′) such that h(x), h(x′) are
the same, i.e. h(x′) = h(x) is not possible.

Of late, a number of chaotic maps based cryptographic hash schemes have been
suggested in the literature. In the chaos theory, chaotic systems deal with non-linear
dynamic systems, these systems are extremely sensible to initial conditions and
exhibit deterministic random-like operation. Any small change in initial condition
could result in vast difference in the final outcome. Apart from sensitivity to minor
alterations in initial conditions and parameters, other cryptographically suited fea-
tures of chaotic sequences include: random-like behaviour, topological mixing,
which collectively provides and fulfils the requirements of confusion and diffusion
needed for any cryptographic process. The researchers have studied the analogy
between the chaos and cryptographic properties [9]. In the past two decades,
researchers have applied extensively the chaotic systems to design strong crypto-
graphic primitives like data encryption, data hiding, hash functions, algorithms, etc.
The Chirikov map is also known as the standard map. It is an area-preserving
system bounded within a square of side 2π. The Chirikov map is constructed by a
Poincaré’s surface of section of the kicked rotator. The chaotic behaviour of this
map was manifested by Boris Chirikov [10]. The Chirikov map governed by the
system is given as

x kþ 1ð Þ ¼ x kð Þ þ asin y kð Þð Þð Þmod ð2pÞ
y kþ 1ð Þ ¼ y kð Þ þ x kþ 1ð Þð Þmod ð2pÞ

Here, a novel hash code generation function is proposed using Chirikov map and
the effectiveness of the algorithm is investigated statistically. The proposed
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algorithm generates a secure hash function which not only satisfies the security
requirements, but also has ample hash functions confusion and diffusion.

The placement of the remainder of the paper is organized as follows: Sect. 2
devotes to the explication of proposed chaos-based hash function algorithm. The
cryptographic strength of proposed hash algorithm is quantified through statistical
parameters and examined in Sect. 3. The conclusion and summary of proposed
work is made in Sect. 4.

2 Proposed Hash Function

The algorithmic steps of proposed hash generation method are furnished as below.

H:1. Let input message be Sn×1 where n is characters in St.
H:2. Provide initial conditions of chaotic map as x0, y0, a.
H:3. Iterate Chirikov map 10 times and discard the values.
H:4. Decompose message S into blocks, each of size 8 characters.
H:5. l = floor(n/8)
H:6. i = 1
H:7. Repeat Steps 8–10 for all blocks of message while i ≤ l*8.
H:8. Further iterate standard map once.
H:9. Find control parameters: N1 = N1 + f1 (Si+1 to i+4) and N2 = N2 + f2 (Si+5 to i+8).

H:10. Increment i by 8.
H:11. Calculate r = n − (l * 8).
H:12. Find the remaining message characters (if any) = Sl*8 to n

H:13. If r = 1, calculate: N1 = N1 + f3 (Sl*8+1) and N2 = N2 + f4 (Sl*8+1).
H:14. If r = 2, calculate: N1 = N1 + f5 (S−l*8+1) and N2 = N2 + f6 (S−l*8+2).
H:15. If r = 3, calculate: N1 = N1 + f7 (Sl*8+1 to l*8+2) and N2 = N2 + f8 (Sl*8+2 to l*8+3).
H:16. If r = 4, calculate:N1 =N1 + f9 (Sl*8+1 to l*8+2) andN2 =N2 + f10 (S l*8+3 to l*8+4).
H:17. If r= 5, calculate:N1 =N1 + f11 (Sl*8+1 to l*8+3) andN2 =N2 + f12 (S l*8+3 to l*8+5).
H:18. If r= 6, calculate:N1 =N1 + f13 (S l*8+1 to l*8+3) andN2 =N2 + f14 (Sl*8+3 to l*8+6).
H:19. If r= 7, calculate:N1 =N1 + f15 (Sl*8+1 to l*8+4) andN2 =N2 + f16 (Sl*8+4 to l*8+7).
H:20. Repeat Steps 21–23 for k = 1 to cnt times, where cnt = hash_length/8.
H:21. Further iterate Chirikov map once.
H:22. Generate a as:

a ¼ N1

N2

� �
� floorðy� ð1010Þmod ð220ÞÞ

floorðx� ð1010Þmod ð220ÞÞ
� �

� a

H:23. Generate hash character as: Hcnt = f17 (x, y).
H:24. Store the hash generated in Steps 21–23 as HASH1.
H:25. Proceed further with current input and control parameters. Repeat Steps 3–

23 to generate another hash HASH2.
H:26. Repeat Step 27 for k = 1 to cnt times.
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H:27. FHASHk = f18 (HASH1k, HASH2k).
H:28. Output the FHASH as final hash.

Various functions and symbols used in the algorithm are listed below. In
functions f1 to f18, Si refers to the value of input message character ‘i’ taken as
ASCII integer.

f1 (Si+1 to i+4) = Si+1 + Si+2 + Si+3 + Si+4
f2 (Si+5 to i+8) = Si+5 + Si+6 + Si+7 + Si+8
f3 (Sl*8+1) = Sl*8+1
f4 (Sl*8+1) = Sl*8+1 + Sl*8+1
f5 (Sl*8+1) = Sl*8+1
f6 (Sl*8+2) = Sl*8+2
f7 (Sl*8+1 to l*8+2) = Sl*8+1 + Sl*8+2
f8 (Sl*8+2 to l*8+3) = Sl*8+2 + Sl*8+3
f9 (Sl*8+1 to l*8+2) = Sl*8+1 + Sl*8+2
f10 (Sl*8+3 to l*8+4) = Sl*8+3 + Sl*8+4
f11 (Sl*8+1 to l*8+3) = Sl*8+1 + Sl*8+2 + Sl*8+3
f12 (Sl*8+3 to l*8+5) = Sl*8+3 + Sl*8+4 + Sl*8+5
f13 (S l*8+1 to l*8+3) = Sl*8+1 + Sl*8+2 + Sl*8+3
f14 (S l*8+4 to l*8+6) = Sl*8+4 + Sl*8+5 + Sl*8+6
f15 (Sl*8+1 to l*8+4) = Sl*8+1 + Sl*8+2 + Sl*8+3 + Sl*8+4
f16 (Sl*8+4 to l*8+7) = Sl*8+4 + Sl*8+5 + Sl*8+6 + Sl*8+7
f17 (x, y) = (floor (x * 1010) mod (255)) XOR (floor (y * 1010) mod (255))
f18 (HASH1k, HASH2k) = (HASH1k AND HASH2x) XOR (HASH1k OR HASH2k)

3 Performance Evaluation

3.1 Sensitivity of Message

The standard procedure used in Refs. [11, 12] is adopted to evaluate and examine
the performance of a cryptographic hash function generation method. Initially, an
input message having 1024 null characters is picked. To demonstrate the sensitivity
of message to the generated hash code comprehensively, the following illustration
is acquired.

Condition 1: The original message contains 1024 null characters.
Condition 2: Change last character to 1.
Condition 3: Add one bit to the last character of the message.
Condition 4: Add a space to the end of the message.
Condition 5: Change a = 30.4 to 30.4000000001.
Condition 6: Change x0 = 0.25 to 0.25000000001.
Condition 7: Change y0 = 0.50 to 0.50000000001.
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The corresponding 128-bit hashes in hexadecimals are handed as:

Condition 1: BDA258AF1D1FBA6AE008FF30FCBAB9E7
Condition 2: B717D91E47A542960EE3AE9C47E6DDF1
Condition 3: 73D53D0C0752D681BAA12564513458B0
Condition 4: F7E0BE4DAE5C99675AB4523547A829F4
Condition 5: C1A744522688BE6AFC1ACBB98E3F7D52
Condition 6: B6334F0ABFBEA92D72AE8374756780CC
Condition 7: EE2BBC26E140017A0FAAECC9D8F4BDD6

The above hash results contend that the requisite one-way attribute is fully
satisfied and the minute alteration in plaintext message or key value causes
immense adjustments in final hashes.

3.2 Statistical Analysis

Claude Shannon ascertains it is possible to assess the security performance of
various kinds of ciphers and security primitives through statistical analysis [13]. He
recommended the confusion and diffusion properties for the purpose of testing hash
algorithms to mitigate statistical attacks. In an ideal diffusion effect, tiny changes in
the initial conditions should have a probability of 50 % of changing each bit of
hash. An input message of any size is taken and then its corresponding hash is
produced; then, a single bit of message is altered indiscriminately and a fresh
corresponding hash is yielded. The two hash codes are equated to one another, and
the altered bits are accounted and called Bi. The above procedure is performed N
times. The statistical measures used to quantify the Shannon properties are outlined
mathematically below (Table 1):

Minimum altered bit number Bmin ¼ min Bif gN1
� �

Maximum altered bit number Bmax ¼ max Bif gN1
� �

Mean altered bit number B ¼ PN
1

Bi
N

Mean altered probability P ¼ B
128 � 100 %

Table 1 Statistical number
of altered bits Bi for N = 512,
1024, 2048 and 10,000 for
128-bit hash algorithm
investigated in Ref. [12]

Parameters In Ref. [12]

512 1024 2048 10,000

B 63.8808 63.8339 63.8945 63.9192

P (%) 49.9069 49.8703 49.9176 49.9369

ΔB 6.0032 5.8662 5.7711 5.6467

ΔP (%) 4.6900 4.5830 4.5087 4.4115

Bmin 45 45 43 41

Bmax 80 82 82 84

Designing Chaotic Chirikov Map-Based Secure Hash Function 271



Standard variance of the altered bit number DB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N�1

PN
1

Bi � B
� �2s

Standard variance of probability DP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N�1

PN
i ¼ 1

Bi
128 � P
� �2s

� 100 %

The statistical results of tests for N = 256, 512, 1024, 2048 and 10,000 are listed
for 128-bit hashes in Table 2. It is evident from the resultant statistical outcomes
that both average altered bit number B and average altered probability P are
tremendously near to idealistic scores such as 64-bits and 50 %. Also, ΔB as well as
ΔP are minuscule, evidencing that the capableness for diffusion and confusion is
really strong and stable. The results obtained are consistent comparable to other
chaos-based hashes recently investigated in [12] (Table 3).

3.3 Resistance to Birthday Attack

According to the Birthday attack problem, if there are ‘N’ different possibilities of
something, then you need square root of ‘N’ randomly chosen items in order to
have a 50 % chance of collision. The classical Birthday attack is applied to crack
hash functions [3, 6]. Thus for hash function of 64-bit length, the attack complexity
is not 264, but it is only 232. So, there is a chance of 50 % collision in only 232

Table 2 Statistical number
of altered bits Bi for N = 256,
512, 1024, 2048 and 10,000
for proposed 128-bit hash
algorithm

Parameters In proposed

256 512 1024 2048 10,000

B 63.9375 63.9433 64.2675 64.0356 64.0668

P (%) 49.9511 49.9557 50.2090 50.0278 50.0521

ΔB 5.8036 5.6671 5.6104 5.7599 5.6238

ΔP (%) 4.5341 4.4274 4.3831 4.4999 4.3936

Bmin 46 48 46 46 40

Bmax 78 80 84 83 86

Table 3 Statistical number
of altered bits Bi for N = 256,
512, 1024, 2048 and 10,000
for proposed 160-bit hash
algorithm

Parameters In proposed

256 512 1024 2048 10,000

B 80.0 79.9042 80.0019 80.0712 80.0788

P (%) 50.0 49.9401 50.0012 50.0445 50.0492

ΔB 6.3239 6.4535 6.1705 6.2798 6.2963

ΔP (%) 3.9524 4.0334 3.8566 3.9249 3.9352

Bmin 61 59 58 58 59

Bmax 98 96 102 102 102
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attempts. Taking into account the computing ability of modern systems, the hash
length should have a minimum length of 128-bits, thereby making the attack dif-
ficulty quite complex. The proposed hash size is 128-bits, and can be easily
expanded to any greater length like 160, 256, 512, etc., with minimal alteration to
the algorithm.

3.4 Flexibility

The suggested hash code generation algorithm is suggested with an aim to alleviate
the issues like hash functions size, input message padding, immunity against brute
force attack or birthday attack, etc. This algorithm is prepared such that no extra bits
are needed along with the original input message. The algorithm is designed as a key
dependent hash function as the initial values of Chirikov map served as keys. The
established hash algorithms like MD5, MACDES and HMAC-MD5 have
pre-specified sized output hash code. But the proposed algorithm is beneficial in
terms that it can be used to generate hash of any length such as 160, 256, 512 and
1024 bits, by making a little adjustment in scheme. Furthermore, the anticipated
algorithm is implemented in double-precision floating-point arithmetic environment.

4 Conclusion

In this paper, we proposed to present a new hash function method based on chaotic
Chirikov map. The chaotic Chirikov map provides necessary sensitivity to the
message such that even a minute change in secret key brings drastic changes in the
hash code generated. The one-way attribute of cryptographic hashes is also ensured.
The proposed hash function supports many features such as security requirements,
having average altered probability close to the idealistic score of 50 %, stability,
consistency and strong statistical diffusion and confusion capabilities. Furthermore,
the anticipated hash algorithm provides the flexibility to expand the hash length to
any arbitrary length, usually a multiple of 2. Besides, the proposed algorithm has
computational simplicity.
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Data Fusion Approach for Enhanced
Anomaly Detection

R. Ravinder Reddy, Y. Ramadevi and K.V.N. Sunitha

Abstract Anomaly detection is very sensitive for the data because, the feature
vector selection is a very influential aspect in the anomaly detection rate and
performance of the system. In this paper, we are trying to revise the dataset based
on the rough genetic approach. This method improves the quality of the dataset
based on the selection of valid input records to enhance the anomaly detection rate.
We used rough sets for pre-processing the data and dimensionality reductions.
Genetic algorithm is used to select proper feature vectors based on the fitness. The
fusion of the soft computing techniques improves the data quality and reduces
dimensionality. Empirical results prove that it improves detection rate as well as
detection speed.

Keywords Anomaly detection � Rough set theory � Genetic algorithm � Feature
selection � Classification

1 Introduction

Usage of internet has increased enormously; with this, everyone is using and
benefitting the services of the Internet. Exchanging the information via Internet is
common these days than the other modes of communication. Along with it, the
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threat to the information also increased gradually. Intruders are trying to get this
information for doing an unauthorized transaction in the web. Many techniques are
available to find the intruder’s actions in the system. Most of the people are
applying machine learning, data mining [1, 2] and soft computing techniques to
detect the intruder’s attitude.

Intrusion detection is an attempt to protect the system resources and detect
threats which can compromise the security triangle C.I A. It acts like a second wall
of security to the system. Firewall has several limitations when compared with
intrusion detection system; it prevents some information coming from un-trusted
network and limits the access. It provides some sort of physical security, unable to
protect the threats from insiders.

From the inception model of the intrusion detection by Denning [3], populous
researchers have applied different technologies to identify the intrusion behaviour
including machine learning, data mining and soft computing techniques. All these
methods endeavour to improve the detection rate and reduction in false alarm rate
significantly compared to the Denning’s inception model. Identifying the intrusion
detection is basically treated as a classification [2] problem which will classify the
anomaly activity from normal behaviours. Choosing appropriate classifier is an
important task in the determining of anomaly behaviour. The classifier performance
is directly dependent on the quality of training data, for improving the data quality
here, we proposed a hybrid approach and is called rough genetic method. It extracts
the quality feature vectors from the given population.

In these days, soft computing is applied for almost all the fields like that and we
used this model for enhancing the anomaly detection. In recent trends, combination
of soft computing techniques are applied to intrusion detection for increasing the
detection rate. In this paper, we combined the rough set theory for dimensionality
reduction and feature selection. Once optimal feature set is obtained, Genetic
algorithm is applied to extract the feature vector from the available population.

Genetic Algorithm [4] searches the best solution from all the possible solutions.
GA has been applied for best searching technique for extracting suitable features
from the initial population. In this method, for generating new population we used
the genetic algorithms. In this paper, we used these genetic operators include
reproduction, crossover and mutation, dropping condition. Fitness functions ensure
that the evolution is toward optimization by calculating the fitness value for each
individual in the population. Here, the dataset has trained to develop the genes for
the evolution of the new fitness population.

The remaining of the paper is organized as follows, in Sect. 2 we brief the
concepts used in this paper. In Sect. 3 the methodology, experimentation and results
are discussed along with Sect. 4. Finally the conclusion and future work in Sect. 5.

2 Related Work

In this section, brief outline of the concepts are presented.
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2.1 Intrusion Detection

Intrusion is an attempt to access the system resources in an unauthorized way to
modify or destroy the resources from outsiders or may be the insiders. So, intrusion
detection system is the second wall of the protection of the system. Basically based
on the behaviour of intruders it divides into two aspects.

A. Misuse detection/signature-based

In this approach, user has to define the predefined patterns or signatures to detect
the malicious behaviour. These types of intrusion detection systems can be called as
statistical systems like snort, Bro, etc. These systems will detect the known attacks
accurately but the problem with this is that it would not detect the unknown attacks.

B. Anomaly Detection

Intruder’s behaviour is dynamic in nature; to break the security firewalls they
will come up with new patterns of attacks in disguised manner. In these situations,
we need a dynamic model to detect the attacks. Anomaly detection is used to detect
these types of attacks in dynamic nature. It will detect novel attacks but the false
alarm rate is high.

Based on the type of data intrusion detection can be divides into three categories.

A. Host-Based IDS

These data come from the records of different host system activities, system logs
and application program statistics.

B. Network-Based IDS (NIDS)

NIDS collects data from the network devices like sensors, routers and ports for
analyzing the network connection records. They examine the network stream of
traffic and check whether it falls within acceptable boundaries.

C. Distributed IDS

This type of system will collect the data from different agents and analyze for
anomaly behaviour.

2.2 Rough Set Theory (RST)

Rough set theory introduced by Pawlak [5–7], is a mathematical tool used for
representing an imprecise and vague data. Recent research is focused on RST-based
machine learning and data mining. It is based on the approximations; in this
method, it will calculate the lower and upper boundaries. If the difference of these
boundaries is null then it is crisp set otherwise Rough set. It works on approxi-
mations, the concepts mainly used for optimal feature selection from the given data.
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Compared to the other feature selection techniques RST has a solid mathematical
framework is established to model relationships between attributes with a minimal
rule set. Finding optimal features in large information systems is still an NP-hard
problem [8, 9].

Compared with conventional techniques, Rough Set Theory has the following
advantages:

(1) The model will learn from the training datasets of small size. RST provides a
systematic method capable of searching and identifying the relationships
within the data attributes of a relational database.

(2) Simplicity: Generally, the simpler the model the higher the detection effi-
ciency. RST provides a systematic method to obtain a set of rules with a
minimal size. This makes the rules extracted by RST suitable for real-time
detection tasks.

2.3 Dataset

To evaluate any system, we need a benchmark input and compare the results.
Fortunately, for evaluation of the intrusion detection system, we have The
KDDCUP’99 dataset [10, 11]. Since 1999, KDDCUP’99 has been the most wildly
used dataset for the evaluation of anomaly detection methods. In the feature vector,
all attributes may not be critical to the evaluation of intrusion detection. It is a
public repository to promote the research works in the field of intrusion detection. It
contains 41 conditional attributes and one class label. It is a standard dataset being
used for intrusion detection. In this, the attacks are distributed in a probabilistic
manner.

2.4 Genetic Algorithm (GA)

Soft computing evolution has changed a lot of difference in the computing era.
Among all, the Genetic Algorithms (GA) is playing crucial roles in the security
environment. GA encodes potential solutions for a specific problem; it generates the
new chromosomes from the existing population by applying the operators with the
defined fitness for survival. These newly generated chromosomes with survival
fitness will perform better than the existing [12–14]. Using the operators and fitness
generating next population is called a generation.

GA’s are adaptive heuristic search algorithms used to solve optimization prob-
lems. Basically, it works on the principle of “survival of the fittest” laid by Darwin.
In nature, competition among individuals for scanty resources results in the fittest
individuals dominating over the weaker ones. Generating the fittest individual from
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the existing population requires more number of iteration; it search for the fittest
value. GA’s will give robust solutions; this is the main advantage of it. We adopt
this revolutionary approach for detecting novel intrusion as well as to improve
detection rate.

A GA first defines the following to perform further operations:

1. A genetic representation of the solution domain,
2. A fitness function to evaluate the solution domain.

Every generation, individuals are replaced with the new ones by the following
genetic operators in order to obtain the maximum accuracy of the classifier.

1. Selection
2. Crossover
3. Mutation

3 Methodology

Most of the existing Intrusion detection systems suffer with the detection rate and
time taken to detect the intrusion. In this paper, the proposed method handles these
issues attentively. We divide the task into two modules as follows.

1. Input data selection
2. Classification

As the process shown in Fig. 1, the KDDCUP99 dataset is given to the data
fusion module, in this pre-process the data. Discretization is the prerequisite to the
rough set theory [11]; we performed discretization first and calculated the reduct
using the quick reduct algorithm.

Data fusion for Feature Vector Enhancement

Pre Process RST ReductDataset

Genetic Algorithm

Fitness Evaluation for 1 & 2

Classification

Ensemble Classification

Evaluation

Fig. 1 Data fusion approach for IDS model
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A Quick reduct algorithm as follows:

Algorithm: QuickReduct(C D R)
Input: The set C of all conditional attributes
The set D of decision attributes.
Output: The reduct R of C(R ⊆ C)
1.  R←Φ
2. do
3. T←R 
4. ∀x ∈ (C-R)
5. if γR ∪{x} (D) >γ T(D)
6. T←R∪{x}
7. R←T 
8. until γ R(D) = γC(D)
9. return R

The quick reduct algorithm reduces the dimensionality of the feature vector size
from 42 to 15 attributes. It saves the computational space and time. The optimized
feature vector is used to calculate the new population using the genetic algorithm.
As explained previously, our genetic algorithm contains three important operators.
The important input for this is choosing the right fitness value.

3.1 Crossover

We randomly select a part of the population and swap it in the next population, in
Fig. 2 is shown the sample crossover operation for the given feature vectors.

In the similar way, we repeat it for every individual from the initial population.

Fig. 2 Crossover operation
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3.2 Mutation

Mutation operation is shown in Fig. 3 for the feature vector. After the mutation, we
generate a new feature vector.

Hence, we do it for all iterations. Now, we calculate the fitness for these new
populations which generated newly. Based on the fitness we select the new pop-
ulation. Here, we are evaluating for the two different fitness values, fitness 1 and 2.
These steps will repeated till the generation of new population of n-feature vectors
with the required fitness.

3.3 Fitness

The fitness value [4] evaluates the performance of each individual in the population.
We use a fitness function defined based on the support–confidence framework.
Support is a ratio of the number of records covered by the rules to the total number
of records [15]. Confidence factor (cf) represents the accuracy of rules, within the
confidence interval how many will be true under this rule. It is the ratio of the
number of records matching both the consequent and the conditions to the number
of records matching only the conditions.

Once the new population is generated with data fusion, ensemble classifier is
used to classify the anomaly behaviour. The ensemble technique is a combination
of classifier for enhancing the classifier performance. It collects the opinion of the
classifiers and reduces the bias and variance. It handles imbalanced class problems
in the data. Here, we used bagging technique for ensemble classifier. The Bagging
[16] algorithm creates an ensemble of classification techniques; each learning
scheme gives an equally weighted prediction.

Fig. 3 Mutation of feature vector
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Algorithm: Bagging
Input: D, a set of d training tuples.

k, the number of models in the ensemble, a classification learning scheme. 
Output: The ensemble a composite model, M*;
Method: 

1. for i=1 to k do    // Create models
2. Create bootstrap sample, Di , by sampling D with replacement;
3. Use Di and the learning scheme to derive a model, Mi;
4. end for

To Use the ensemble to classify a tuple X, let each of the k models classify X
and return the majority vote.

4 Experiments and Results

The working of each module is described as follows:
We have conducted the experimentation for the KDDCUP’99 dataset. As

depicted in Fig. 4 the processes flow is as follows.
Here, the experimentation is conducted for the KDDCUP’99 dataset. First,

pre-process the dataset. Then, we applied the rough set approach for the feature
selection and dimensionality reduction. GA is applied for calculating the new
population based on the fitness function. The feature vectors that are satisfying the
fitness will be selected for the new population. We generated few records based on

KDD Data Set

Pre-process the data

Rough set approach 
Feature Selection

Genetic algorithm for 
population generation

Ensemble Classifier

Result analysis

Fig. 4 Processes flow of the
system

282 R. Ravinder Reddy et al.



the genetic operations for satisfying the fitness value. Once the dataset is improved
in quality and reduced the dimensionality, with this the system performance has
increased enormously.

Algorithm The Rough Genetic NIDS
Input KDD Cup dataset
Output The anomaly detection rate

1. Pre-process the dataset to the required format
2. Reduce the Dataset using Quick Reduct Algorithm.
3. Using the genetic algorithm, calculate the feature set based on the given fitness

value
4. Once the tuples are generated by GA, apply the rough set approach for feature

selection
5. Apply the ensemble classifier to the updated dataset.

In this process, we achieved a better detection rate as well as increased the
detection speed. This process can be used in real environments to detect the
anomaly behaviour of the system. The accuracy of an intrusion detection system is
measured regarding the detection rate and false alarm rate. These may not be
sufficient for evaluating a system performance. The further extensions of these
measures combine and give the detailed quality measures to the system.

Accuracy ¼ TPþTN
TPþTNþ FPþ FN

Precision Effectivenessð Þ ¼ TP
TPþTN

Recall Abilityð Þ ¼ TP
TPþ FP

F-measure ¼ 2 � Precision � Recall
PrecisionþRecall

The performance measures of the given system are shown in Table 1, it shows an
enhanced results.

In Figs. 5 and 6 are the plotted graphs for different measures. It shows the
significant performance improvements.

Table 1 Performance for the
different fitness values

Fitness TP rate FP rate Precision Recall F-measure

1 0.98 0.021 0.98 0.98 0.98

2 0.992 0.007 0.992 0.992 0.992

Data Fusion Approach for Enhanced Anomaly Detection 283



5 Conclusion and Future Work

Anomaly detection is always a challenging task in research because of its dynamic
nature. By adopting the data fusion approach, the feature vector fitness improved
with this and the ensemble classifier improves the anomaly detection rate as well as
detection speed. We tried the experimentation with HTTP dataset CSIC 2010; but
in this, we have found few attributes, results compared with KDDCUP’99 dataset
more feasible for NIDS.

In future, genetic algorithm and rough fuzzy techniques can be combined and
applied to improve the data quality further; then it classifies the data with SVM for
enhancing the performance and accuracy of real-time intrusion detection.
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NUNI (New User and New Item) Problem
for SRSs Using Content Aware
Multimedia-Based Approach

Pankaj Chaudhary, Aaradhana A. Deshmukh, Albena Mihovska
and Ramjee Prasad

Abstract Recommendation systems suggest items and users of interest based on
preferences of items or users and item or user attributes. In social media-based
services of dynamic content (such as news, blog, video, movies, books, etc.),
recommender systems face the problem of discovering new items, new users, and
both, a problem known as a cold start problem, i.e., the incapability to provide
recommendation for new items, new users, or both, due to few rating factors
available in the rating matrices. To this end, we present a biclustering technique, a
novel cold start recommendation method that solves the problem of identifying the
new items and new users, to alleviate the dimensionality of the item-user rating
matrix using biclustering technique. To overcome the information exiguity and
rating diversity, it uses the smoothing and fusion technique. As discussed, the
system presents content aware multimedia-based social recommender media sub-
stance from item and user bunches.

Keywords Social recommender system � Cold start problem � Social media sites �
Ratings � Biclustering � Rating matrix

P. Chaudhary (&)
Smt. Kashibai Navale College of Engineering, Pune, India
e-mail: pankaj3253@gmail.com

A.A. Deshmukh � A. Mihovska � R. Prasad
Department of Electronic Systems, Center of TeleInfrastuktur (CTIF),
Aalborg University, Aalborg, Denmark
e-mail: aad@es.aau.dk

A. Mihovska
e-mail: albena@es.aau.dk

R. Prasad
e-mail: prasad@es.aau.dk

© Springer Science+Business Media Singapore 2016
H.S. Saini et al. (eds.), Innovations in Computer Science and Engineering,
Advances in Intelligent Systems and Computing 413,
DOI 10.1007/978-981-10-0419-3_34

287



1 Introduction

The recommendation system has an important component in social media sites (such
as Amazon, IMDB, and MovieLens) [1]. A key challenge in the recommender
system is how to give recommendations to new users, new items, or both, a problem
known as a cold start problem and also called new item and new user problem. It
could fail the quality for the new users and new items, because the system knows
very little about these items and users in terms of their preferences [2].

Thus, in this paper, we have presented a novel technique, which enables the
social media substance to be repaired from the impact of the cold start problem in
social recommender system. A novel technique to solve the new item and new user
problem (cold start problem) is the biclustering technique. It can technically rec-
ognize the rating source for recommendations, and we have used the most plausible
items and frequent raters. For reducing the dimensionality of the item-user rating
matrix, we use the biclustering technique. To overcome the information exiguity
and rating diversity, it uses the smoothing and fusion technique. Thus the system
presents a content aware multimedia-based social recommender system.

2 Related Work

2.1 Biclustering

The biclustering technique (two-mode clustering) simultaneously clusters both item
and user in an item-user matrix. The biclustering technique performs better than a
one-way cluster technique to deal with sparse and high-dimensional recommen-
dation matrices. Biclustering allows us to trust only a subset of attributes when
looking for sameness between the objects. The aim of biclustering is to discover
submatrices in the dataset, i.e., subsets of attributes and subsets of features [3, 4].

2.2 Collaborative Filtering with the Biclustering Technique

Collaborative filtering (CF) is a process that chooses items based on the correlation
between people with similar preference from large-scale item-user matrices. It is
also based on the idea that people who agreed in their evaluation of some items in
the past are likely to agree again in the future [5]. A considerable number of the CF
plots principally utilize one-dimensional clustering to cluster items or users
exclusively. In any case, the one-dimensional clustering systems typically neglect
the valuable data in the inverse dimension. The biclustering method, on the other
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hand, clusters both the item dimension and the user dimension in the item-user
matrix [6–8]. In [9], Victor et al. proposed a trust-based CF scheme; this scheme
incorporated the trust network through all the users in SRSs into the ratings. It
achieved high level of recommendation accuracy by identifying and leveraging key
features on the trust networks. However, they all assumed that the added external
information was ready to be included. It invited some high cost to supplement the
profiles of the various users and items. In [10], Sachin et al. proposed that the gaps
between the indications of existing and newly arrived users or items are sponta-
neous. This allows the CF to handle the cold start problem.

In [11], George et al. proposed the CF approach key idea to simultaneously
obtain user and item neighborhoods via co-clustering. This approach can provide
high-quality predictions at a much lower computational cost, but the prediction of
the ratings depends only on the summary statistics. In [12], Lee et al. proposed a
personalized digital television (DTV) program recommendation system. This sys-
tem refined the channels, selecting different processes for satisfying the require-
ments of the customer. TV contents recommender systems have many limitations
caused from disadvantages of CF. In [13], Lai et al. proposed a system called
cloud-based program recommendation system (CPRS). This system was used to
recommend the programs to the customers of digital TV platforms and provides a
scalable and powerful back-end to support large-scale data processing for a program
recommender system, but network speed limits may become a significant problem
when the public cloud is used.

3 Proposed System

3.1 Problem Statement

Most of the RSs suffer from the cold start problem. A key challenge in a recommender
system is how to give recommendations to new users, new items, or both, which
constitutes the cold start problem and is also known as the new item and new user
problem. The cold start problem (new user and item problem) occurs in situations
when social media site fails recommendation for new user and new item or both. This
imagination is against the way that lesser or fewer ratings are given by users.

3.2 Model

We propose a content aware multimedia-based social recommender system. The
recommender system fuses the browsing history of the users in a community/group
and creates a liking profile for each participating user. It creates a liking profile by
storing the metadata (title, rating, description) of the multimedia that a user listens
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to or watches. The system uses this liking profile to find other users and related
multimedia content by matching the interests/content and uses that knowledge to
recommend it (Fig. 1).

Proposed architecture follows using three parameters

(1) Similarity: The similarity of items and users can be measured by the Pearson
correlation coefficient (PCC). PCC obtains better performance.

Sx;y ¼
P

u ru;x � rx
� � � ru;y � ry

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u ru;x � rx
� �2q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u ru;y � ry
� �2q ð1Þ

where
rx and ry = the average ratings given to items x and y, respectively.
ru,x = rating given by user u on item x and ru,y = rating given by user u on item
y.

(2) Prediction: The item-based CF predicts that an active user u likes the active
item i

Pu;x ¼ rx þ
P

y2Iu Sx;y � ðru;y � ryÞP
y2Iu Sx;y

ð2Þ

Fig. 1 System architecture
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where
Pu,x = predicted rating on the item x by the user u.
rx and ry = the average ratings given to items x and y, respectively.
ru, y = rating given by user u on item y and Sx, y = similarity of items.

(3) Accuracy: Two general metrics which are used to evaluate the accuracy are as
follows: mean absolute error (MAE) and the root mean squared error (RMSE).

MAE ¼ 1
jT j

X
u2T Pu;x � ru;x

�� �� ð3Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
jTj

X
u2T ðPu;x�ru;xÞ2

s
ð4Þ

where
T= test set, |T|= size of the test set,Pu,x=predicted rating, and ru, y= actual rating.

3.3 Mathematical Model

Let S be a system such that

S ¼ fI;E; In;Out; T ; fme;DD;NDD;MEMshared;CPUCoreCnt;/g

where
S Proposed system and I = initial state at T < init > i.e., dataset
E End state of detecting multimedia recommendation
In is input of system and Out is output of system
T Set of serialized steps to be performed in pipelined machine cycle.

In a given system, serialized steps are recommend item, view
recommend item, etc.

fme Main algorithm resulting into outcome Y
DD Deterministic data helps in identifying the assignment function. In a

given system, deterministic data will recommend content aware
video

NDD For non-deterministic data, in a given system we need to find the
time required to recommend video

MEMshared Memory required to process all operations
CPUCoreCnt More the number of counts double the speed and performance
Ф Null value if any.
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3.4 Results and Discussion

3.4.1 Dataset

We carry out a set of modern version of the popular Movie Lens dataset and so the
similar file formats and metadata structures. Our dataset comprises two files: rat-
ings.dat and movies.dat which, respectively, store the ratings and movie metadata.
It contains over 50,000 ratings provided by more than 10,000 users on 5,000 unique
items. Since the dataset is collected from social media, the expansion of the rated
items (i.e., movies) is very large, leading to a sparsity value of at least 0.9993. This
dataset is unfiltered.

3.4.2 Result

From the experimental approach, the obtained results are discussed. Clustering
algorithm is divided into two categories: partition clustering and hierarchical
clustering. This paper discusses one partition clustering algorithm (k-means) and
hierarchical clustering algorithm. The figures show time comparison and testing
accuracy between simple k-means and hierarchical clustering algorithm (Figs. 2, 3,
and 4).

Fig. 2 Time comparison of k-means and hierarchical algorithm
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4 Conclusions

The cold start problem is the core issue that should be addressed in the social
recommender system. In this paper, we proposed a novel scheme, which improves
the impact of the cold start problem on the recommender system. A novel scheme
for solving the cold start problem is the biclustering technique. In the proposed
technique, the rating sources for recommendation are distinguished and we used
popular items and frequent raters. This would help in accurately identifying the
similar items and the like-minded users. This system, however, could be further

Fig. 3 MAE comparison of k-means and hierarchical algorithm

Fig. 4 RMSE comparison of k-means and hierarchical algorithm
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enhanced. We have developed it as a cloud service. We also plan to make it as a
general social recommender container, to support different SRSs.

Further, we proposed a content aware multimedia-based social recommender
system. The recommender system fuses the browsing history of users in a
community/group to create a liking profile for each participating user by storing the
metadata (title, rating, description, comments, view count, etc.) of the multimedia
that a user listens to or watches.
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Computerized Evaluation of Subjective
Answers Using Hybrid Technique

Himani Mittal and M. Syamala Devi

Abstract To ensure quality in education, this paper proposes and implements a
hybrid technique for computerized evaluation of subjective answers containing only
text. The evaluation is performed using statistical techniques—Latent semantic
analysis (LSA) and bilingual evaluation understudy (BLEU) along with soft
computing technique, fuzzy logic. LSA is used to identify the semantic similarity
between two concepts. BLEU helps prevent overrating a student answer. Fuzzy
logic is used to map the outputs of LSA and BLEU. The hybrid technique is
implemented using Java programming language, MatLab, Java open source
libraries, and WordNet—a lexical database of English words. A database of 50
questions from different subjects of Computer Science along with answers is col-
lected for testing purpose. The accuracy of the results varied from 0.72 to 0.99. The
results are encouraging when compared with existing techniques. The tool can be
used as preliminary step for evaluation.

Keywords Subjective evaluation � Latent semantic analysis � Bilingual evaluation
understudy � Fuzzy logic � WordNet

1 Introduction

Evaluation is a systematic determination of a subject’s merit, worth, and signifi-
cance, using criteria governed by a set of standards. The primary purpose of
evaluation is to gain insight into student learning and knowledge enhancement.
Manual evaluation of subjective answers has limitations like time consuming,
delayed result declaration, availability of experts, and scope for bias. There is a
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need to develop intelligent software that can handle these problems efficiently and
provide as much accuracy as possible compared to manual evaluation. If not
replacing, it can aid the human examiner. In this paper, the evaluation of subjective
answers is performed using a hybrid of statistical techniques and soft computing
technique. Statistical technique for information retrieval, latent semantic analysis
(LSA) [1], and technique for machine translation, bilingual evaluation understudy
(BLEU) [2], are modified and used along with soft computing technique, fuzzy
logic. There are several statistical techniques used for subjective evaluation,
namely, latent semantic analysis, generalized latent semantic analysis, maximum
entropy, and probabilistic latent semantic analysis. The latent semantic analysis was
selected for this work because it is a clustering technique unlike all other tech-
niques, which are classification techniques. The clustering technique is not
dependent on any pre-specified classes/categories. It identifies the classes itself. The
classification techniques need as input the categories and therefore cannot model
the unknown. However, LSA has two drawbacks. First, LSA cannot distinguish
between necessary and unnecessary repetition of keywords. To deal with this,
BLEU is combined with LSA. BLEU acts as a clip on the maximum keyword
usage. Second, LSA looks for exact word matches and does not consider the
grammatical significance of the word in sentence structure. To overcome this
problem lexicon ontology WordNet [3] is applied on the initial input. Soft com-
puting technique and fuzzy logic are used to map the outputs of LSA and BLEU.
The relationship between outputs of LSA and BLEU is defined using fuzzy logic.

The paper is organized as follows. The review of related work is given in Sect. 2.
Section 3 discusses the methodology, tools, and techniques used for subjective
evaluation. Section 4 includes implementation and testing details. Section 5
includes discussion of results and comparison with results of other techniques.
Conclusions and scope for further work are presented in Sect. 6.

2 Review of Related Work

In 1994, Project Essay Grade (PEG) [4] was developed for automated English essay
evaluation. It performs the evaluation based on features like essay length, word
length, and vocabulary used. The reported accuracy of results is 83–87 %.
However, it is argued that it does not take content into account.

In 1999, Foltz et al. [1] applied mathematical technique called latent semantic
analysis (LSA) to computerized evaluation in a tool called intelligent essay assessor
(IEA). In this method a matrix is made with keywords to be searched as rows and
documents as columns. The frequency of each word in each document is recorded.
Then singular value decomposition is done on this matrix. The reported correlation
between LSA and human-assigned grades varied from 0.59 to 0.89. The correlation
between two human graders is from 0.64 to 0.84. So the performance of LSA and
human graders is comparable.
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In 2005, Perez et al. [5] developed a system using latent semantic analysis
(LSA) and BLEU (bilingual evaluation understudy) algorithm to essay evaluation.
LSA performs semantic analysis and modified BLEU as used by the authors per-
forms syntactic analysis. The results of the two are combined by a linear equation.
However, the amount of weightage that should be given to BLEU-generated score
and LSA-generated score is not fixed. Author has shown multiple combinations and
average success rate is 50 %. In our paper, we have extended this work by com-
bining the scores generated by LSA and BLEU using fuzzy logic.

Electronic essay rater (E-Rater) was developed by Attali and Burstein [6]. It used
MSNLP (Microsoft Natural Language Processing) tool for parsing the text and
extracting text features like word occurring probability, essay length, word length,
vocabulary level used, and correlation with training essays. Then weightage is
assigned to these features. Whenever a new essay is to be evaluated, its features are
compared to already graded essays. It is successfully used for AWA (Analytical
Writing Assessment) test in GMAT (Graduate Management Admission Test) with
agreement rates between human expert and system consistently between 0.87 and
0.93. However, this tool is limited to evaluation of expression and grammar. Its
applicability to evaluation of technical answers is unexplained.

In 2008, Kakkonen et al. [7] developed automatic essay assessor (AEA) that
utilizes information retrieval techniques such as LSA, PLSA (probabilistic latent
semantic analysis), and LDA (latent Dirichlet allocation) for automatic essay
grading. Theoretically, PLSA and LDA are better models as they are generative
models of LSA. LSA studies hidden values and clusters documents into different
groups on the basis of relation and similarity between them. All the documents must
be available when LSA is applied. It cannot predict any other variable or add new
variables at any time. For adding new variables the analysis needs to be done again.
It does not model the problem using variables. PLSA on the other hand uses
probability to factorize the variables. It generates a model that can classify the
documents. The classes are established as hidden variables. So it can create a model
for all the already identified classes. For a new class the model cannot be applied
directly. LDA is complete generative model which can help in modeling a new
class also. They have tested the system with a set of 150 essays from an under-
graduate course in education. LSA has an accuracy of 78 %, PLSA has 75 %, and
LDA has 68 %. The experiments show that LSA has better performance.

In 2010, Islam and Hoque [8] proposed a system that makes use of generalized
latent semantic analysis (GLSA) technique for evaluation. In GLSA instead of
single term, word groups called n-gram are used for matrix construction. The
reported accuracy of results is 89–96 %.

In 2010, Cutrone and Chang [9] in their research paper proposed a short answer
evaluation method using natural language processing (NLP) techniques. This
technique reduces the standard answer and student answer into its canonical form
and compares them. Canonical forms of the standard and student answer were
found using techniques like tokenization, stemming, morphological variation, etc. It
can evaluate single-sentence answers only.

Computerized Evaluation of Subjective Answers Using Hybrid … 297



In 2011, Sukkarieh [10] discussed the max-entropy technique used in C-rater
tool. Maximum entropy accepts as input categories database, i.e., database of
pre-graded essays. It constructs an evaluation model from these categories by
extracting features like what word precedes a given word. The student answers are
also modeled in a similar manner. Neural network—perceptron—is trained using
categories and the new inputs are tested. It has a reported accuracy of 0.48–0.98.

3 Methodology Used for Evaluation

The hybrid evaluation technique is implemented as a series of steps shown in Fig. 1.
The inputs are all the student answers and one standard answer per question. The
output is final marks of the students. First, preprocessing of input is done to prepare
it for use in evaluation. The tokenization, synonym search, and stemming of student
answers and standard answer are done. After the preprocessing, latent semantic
analysis (LSA) and bilingual evaluation understudy (BLEU) techniques are applied
independently. LSA measures the semantic relation between words using dimen-
sion reduction technique. BLEU calculates the word average and assigns marks.
The output of LSA and BLEU are given as input to fuzzy logic. The output is
generated as final marks of the student. The detailed working of the hybrid tech-
nique is given below.

LSA BLEU

FUZZY LOGIC

Student Answers and Keywords as Input

Stemming using Porter’s Algorithm

WordNet to find synonyms

Tokenization

Fig. 1 High-level steps in
subjective evaluation
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(1) Preprocessing steps are performed on the input answers and standard answer.
First, tokenization is done to get individual words. Second, synonyms of all
words in student answers and keywords are found. This allows for those
answers in which student may not use standard words. Next, stemming is done
to reduce the word to its basic stem using Porters stemming algorithm [11].

(2) Latent semantic analysis (LSA) [1] is a technique in natural language pro-
cessing for analyzing relationships between a set of documents and the terms
they contain. The basic assumption is that there exists a hidden semantic space
in each text which is the accumulation of all words meaning. It usually takes
three steps to compress the semantic space—filtering, selection, and feature
extraction. The stop words are filtered. Then word frequency matrix is con-
structed by selecting reference texts. Then singular value decomposition is
done to extract features by factorizing the feature matrix. LSA technique is
applied on the preprocessed student answers. It generates the term frequency
matrix (tdf) by keeping the terms as row heads and student answers as column
heads. The term vectors and answer vectors are generated by performing
singular valued decomposition of tdf matrix. These vectors represent indi-
vidual terms and individual answers in the semantic 2-D plane. The cosine
similarity of these vectors (correlation value) signifies the degree of relation
between the student answer and the keywords. The semantic presence of the
keywords in student answers is indicated by higher cosine (correlation) value.

(3) The BLEU [12] technique is used to overcome the drawback of
LSA technique. LSA overrates the answers which repeat the keywords many
times. BLEU generates a metric value ranging between 0 and 1. The value
indicates how similar student answers are to the standard answer. The fre-
quency of a keyword in student answer and total number of words in student
answer are calculated. These values cannot be more than frequency of key-
word in standard answer and total number of keywords in standard answer,
respectively. If any value is more, then the corresponding value calculated
from standard answer is used. It then divides frequency of each keyword in
student answer and by the total number of words generating a fraction between
0 and 1.

4) The outputs of BLEU and LSA are mapped using fuzzy logic. Fuzzy logic is
an extension of two-valued logic to handle the concept of partial truth.
Compared to traditional crisp variables, a fuzzy variable has a truth value
varying between 0 and 1 showing there degree of membership. Both LSA and
BLEU give output as degree of correlation, so they are used as fuzzy
input variables. These two independent variables are pointing toward the
different aspects of level of similarity between standard answer and student
answers. The values generated from LSA and BLEU for each student answer
are given as input to the fuzzy logic to generate the final marks. The fuzzy
logic model is designed with two input variables LSA and BLEU with three
membership functions (bad, average, and excellent) and one output variable
(Final) with four membership functions (bad, ok, average, and excellent). The
technique uses Mamdani model. The rules are as follows:
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If (LSA = bad) and (BLEU = bad) then result = bad;
If (LSA = bad) and (BLEU = average) then result = ok;
If (LSA = bad) and (BLEU = excellent) then result = ok;
If (LSA = average) and (BLEU = bad) then result = ok;
If (LSA = average) and (BLEU = average) then result = average;
If (LSA = average) and (BLEU = excellent) then result = average;
If (LSA = excellent) and (BLEU = bad) then result = ok;
If (LSA = excellent) and (BLEU = average) then result = average;
If (LSA = excellent) and (BLEU = excellent) then result = excellent.

4 Implementation and Testing

The hybrid technique is implemented using Java programming language, Java
Agent Development Environment (JADE) [13], and several other tools like MatLab
and WordNet. MatLab is used for performing singular value decomposition
(SVD) for LSA and fuzzy logic design. WordNet [2] software is used for finding
synonyms of the keywords. Open source libraries are used for invoking MatLab
[14] and WordNet from java code [3].

4.1 Testing

There is no standard database in subjective answer evaluation which can be used for
testing the hybrid technique. Therefore, the database was created by conducting
class tests. The database consists of 50 questions with various answers (60–200
answers each) from field of Computer Science (technical answers). Questions are
selected from subjects like computer organization and maintenance, C++, UNIX,
Database Management, Project Management, Entrepreneur Development Program,
Fundamentals of IT, Financial Management, eCommerce, and Operating Systems.
The hybrid technique was applied to above database and evaluation was done. The
same answers were given to human evaluator. The human-assigned scores and
computer-generated scores are compared. The accuracy of results of hybrid tech-
nique varied between 0.72 and 0.99. A sample of the results generated is given in
Table 1. The individual marks generated for sample answers of subject computer
organization and maintenance are given along with human-assigned scores. The
accuracy of hybrid technique is compared with the accuracy of existing tools,
namely, E-rater, C-rater, Atenea, and intelligent essay assessor (IEA) and results are
shown in Table 2. Table 2 also includes the number of questions used for testing
and techniques used in development of each tool.
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Table 1 Sample results generated using hybrid technique

Subject: computer organization and maintenance

Question: explain the process of direct memory access

Maximum marks: 5

Student answers Human-assigned
marks

Hybrid
technique-based
software generated
marks

The CPU transfer the system bus control to device manager.
Then the data is transferred directly between device and
memory. This facilitates bulk data transfer. For example, a
sound card may need to access data stored in the computer’s
RAM, but since it can process the data itself, it may use
DMA to bypass the CPU. Video cards that support DMA can
also access the system memory and process graphics without
needing the CPU. Ultra DMA hard drives use DMA to
transfer data faster than previous hard drives that required the
data to first be run through the CPU. In order for devices to
use direct memory access, they must be assigned to a DMA
channel. Each type of port on a computer has a set of DMA
channels that can be assigned to each connected device. For
example, a PCI controller and a hard drive controller each
have their own set of DMA channels

4 3.52

Direct memory access is direct data transfer between memory
and secondary storage device without CPU interference

1 1.41

I do not know what is direct memory access. IT is new term
direct memory access is direct memory access and direct

0 0.1

The process where information is transferred between the
primary memory and secondary memory is known as direct
memory access. The CPU will temporarily release control on
the system bus

2 2.04

Table 2 Comparison of results of hybrid technique-based evaluation with existing tools

Criteria
\tool

IEA E-rater Atenea C-rater Hybrid
technique

Accuracy
maximum

89 % 93 % 79 % 98 % 99 %

Accuracy
minimum

59 % 87 % 23 % 48 % 72 %

Number
of
questions

13 15 10 7 50

Technique
(s) used

Latent
semantic
analysis

Latent semantic
analysis, word
average, and
grammar-based
feature
extraction.
Feature scores
combined using
linear
regression

Latent
semantic
analysis and
bilingual
evaluation
understudy
combined
using linear
equation

Maximum
entropy-based
technique

Latent semantic
analysis,
bilingual
evaluation
understudy and
fuzzy logic
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5 Discussion of Results

The hybrid technique is capable of handling extreme cases of answers. Sometimes
students, who do not know the answers, write invalid content like stories, songs,
etc., and repetition of some keywords or question itself in the answer. Such extreme
case answers are not given marks. Small and brief answers covering a number of
valid keywords are given average marks.

The BLEU technique gives a low score if the exact match of keywords is less in
the student answer. The score generated by BLEU can be considered as a lower
bound on minimum marks to be awarded to the student. BLEU neither measures
grammatical structure and expression nor performs semantic analysis. It is only
checking exact word matches and dividing it with total number of keywords.

The LSA technique assigns score for the presence of keyword and semantic
similarity of terms is also taken care. It does not consider the syntactic structure of
the answers but measures the semantic aspect thoroughly. However, the scores
generated using LSA technique can be used as an upper bound on the maximum
marks that can be assigned to the student answer.

The hybrid technique combines the best features of LSA and BLEU. The syntactic
structures of sentences and word similarity are taken care by the use ofWordNet tool.
The BLEU technique scores can be considered as lower bound and LSA technique
scores can be considered as an upper bound on marks. This technique combines the
two scores using fuzzy logic. This technique is able to identify invalid essays.

6 Conclusions and Scope for Future Work

The hybrid technique-based software can help to a large extent the human examiner
in evaluating subjective answers. The techniques used for evaluation LSA and
BLEU are complementary combination. The fuzzy function gives balanced weight
to LSA and BLEU depending on different combinations of outputs. The use of
WordNet helps in reduction of number of keywords to be given, as it finds syn-
onyms of given keywords. This ensures student can make use of words of his
choice. The performance of technique can be improved by introducing
domain-specific ontology. The system can be enhanced to evaluate answers that
include images, program code, equations, and other material.
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A Proposal: High-Throughput Robust
Architecture for Log Analysis and Data
Stream Mining

Adnan Rashid Hussain, Mohd Abdul Hameed and Sana Fatima

Abstract Various data mining approaches are now available, which help in han-
dling large static data sets, in spite of limited computational resources. However,
these approaches lack in mining high-speed endless streams, as their learning
procedure though simple require the entire training process to be repeated for each
new arriving information instance. The main challenges while dealing with con-
tinuous data streams: they are of sizes many times greater than the available
memory, are real-time, and the new instances should be inspected at most once, and
predictions must be made. Another issue with continuous real-time data is changing
of concepts with time, which is often called concept drift. This paper addresses the
above stated problems, and provides a solution by proposing a real-time, scalable,
and robust architecture. It is a general-purpose architecture, based on online
machine learning, which efficiently logs and mines the stream data in a
fault-tolerant manner. It consists of two frameworks: (1) Event aggregation
framework, which reliably collects events and messages from multiple sources and
ships them to a destination for processing (2) Real-time computation framework,
which processes streams online for extraction of information patterns. It guarantees
reliable processing of billions of messages per second. Furthermore, it facilitates the
evaluation of the stream learning algorithms and offers change detection strategies
to detect concept drifts.
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1 Introduction

A growing number of emerging business and scientific apps like satellite radar,
stock market, transaction web log, real-time surveillance systems, telecommuni-
cation systems, sensor networks [1, 2], and other dynamic environments generate
massive amounts of data. This continuously generated real-time, unbounded
sequence of data called as a data stream [1–4]. In last decade, much research
attention has been given to log processing and mining of data streams. It is
demanding to mine streams as it helps in extraction of important knowledge, which
is necessary to take crucial decisions in real-time. However, log analysis and
extraction of information structures as models and patterns may pose many chal-
lenges such as storage, computational, and querying. Due to huge memory
requirements and high storage costs it is nearly impossible to store the entire stream
at once [3]. Traditional data mining techniques have fallen short in addressing the
needs of data stream mining. These methods required the entire data to be first
stored and then processed it using complex algorithms in several passes [1, 4].

To overcome the disadvantage of these techniques, many log aggregation sys-
tems were developed in the past, which processed the logs in single pass rather than
processing in several passes. Few of the recently developed specialized distributed
log aggregators include Yahoo’s HedWig [2] Facebook’s Scribe [5], and Yahoo’s
Data Highway [6]. These were mainly designed to collect and load the log data into
a data warehouse or a persistent storage. However, they tend not to be good for log
processing for few reasons. First, they are mainly built for offline consumers such as
data warehousing applications that do periodic large loads rather than continuous
consumption. Second, they are weak in distributed support. Finally, they do not
consider throughput as their primary design constraint. The proposed architecture
uses Apache’s Kafka [7] and Cloudera’s Flume [8] which not only ensures online
data consumption but also is a reliable delivery of logs, which will be discussed in
the later sections.

For mining of consumed logs, a number of big data analytics solutions like
Berkley’s Spark [9] have been built over the past few years. However, these sys-
tems focused on batch processing of large data sets. Although, there exist many
real-time computation frameworks, such as Yahoo!’s S4 [10], which can deal with
streaming data but such systems does not guarantee total fault tolerance. Thus, for
real-time computation of logs, we rely on Storm [11], a highly distributed,
fault-tolerant stream processing system, which has the ability to mine millions of
tuples per second.
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In this paper, we propose a real-time, stream processing system which aims at
persistent storage of logs and mining of streams. Its components were selected after
evaluating a dozen of best of breed technologies (discussed in Sects. 5 and 6). It has
the ability to gather and process millions of messages per second reliably. The
center ideas behind this architecture: (1) Efficiently collecting, aggregating, and
moving large amounts of log data in reliable, fault-tolerant manner (2) Real-time
computation of unbounded streams (3) Overcoming concept drift by using online
machine learning techniques.

When the four best technologies will be integrated, the resulting system will be:

1. A high-throughput stream log processing system which can process hundreds of
gigabytes of data and can accumulate billions of messages per day allowing the
stream mining system to consume data at its own rate, and rewind the con-
sumption whenever needed. Furthermore, it can publish messages at the rate of
50,000 and 400,000 (for message batches 1–50 respectively) and can consume
22,000 messages per second which is four times higher than the traditional
systems.

2 Able to support reading of data from popular log stream types, such as Avro,
Syslog, and Netcat. It can gather logs collected from hundreds of web servers,
and automatically send those logs to a dozen of agents that write to persistent
storage cluster. A complex event processing system which, for example, can be
used to identify meaningful events from a flood of events, and then take actions
on those events in real-time (for example, using it, one can extract emerging
trends from the social networking sites and maintains them at the local and
national level). It can do a continuous query and stream the results to clients in
real-time. It can process a stream of new data and update databases in real-time.
In case of a miss, it can replay that missed data (tuple) and process it again
thereby ensuring guaranteed message processing and high fault tolerance. Thus,
it can handle data velocities of tens of thousands of messages every second.

3 Able to solve the problem of concept drift, and handle very high magnitudes of
data. For a period of 10 h the number of examples that can be handled by our
architecture at full speed range from around 300 to 19,000 million, which is
approximately 0.25–1.75 terabytes of data. Handling data volumes of this
magnitude indeed offers a much cheaper solution rather than finding resources to
store and retrieve several terabytes of data. When such high amount of data can
be handled it becomes much easier to detect changing concepts from continu-
ously arriving data streams.

Rest of the paper is structured as follows: Sect. 3 provides a general view of
proposed architecture for log aggregation and data stream mining and the
requirements of the system are discussed. Sections 4 and 5 describe the problems
with early systems, and the frameworks of new system are discussed in detail.
Section 6 discusses the online machine learning algorithms, the problem of concept
drift and its solution. Section 7 concludes this paper.
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2 Proposed Architecture

2.1 Overview

In this section, we formally introduce the architecture which solves the problems of
existing log aggregation and stream mining systems. Its major concern is robust-
ness. It is highly adaptable to memory, time constraints, and data stream rate. The
system can be easily distributed over a cluster of machines, and new streams can be
added on the fly. The open-source implementations include, Apache Kafka,
Cloudera’s Flume, Storm from Twitter and massive online analysis software
environment.

The architecture consists of two parts as shown in Fig. 1. The first part, event
aggregation framework, deals with logging and handling of data and its persistent
storage. The second part, real-time computation framework, mines the data, pro-
vided by the event aggregation framework, by extracting important information and
storing the predicted values. The working of architecture is as follows:

1. Many terabytes of data arrive from various sources which is reliably collected
logs to a location where it will be further analyzed.

2. The logged data is distributed on multiple queues randomly (will be discussed in
detail in Sect. 5) and is processed for extraction of information structures.
Processing of multiple input streams is done to produce new streams.

3. After mining of streams, the results are passed to stream learning algorithms,
which update their model and detect changing concepts.

3 Objectives of Architecture

For efficient handling of big data, there is a need for a high-throughput, reliable
system which can operate in near real-time without compromising the scalability
factor. The system must be distributed in all its tiers and must have the ability to
deal with massive data streams from various sources. With this clearer view of the
problem, here are what we see as the objectives of our system:

1. Performance: To handle bursty and potentially unpredictable data streams, the
system must have the ability to process very high throughputs of messages with
very low latency.

2. Reliability: Faults can happen at many levels like software applications can fail,
machines can fail, excessive network congestion can happen, or a node may go
down for maintenance. Thus, the architecture must be flexible enough to make
sure that events make it to permanent storage.
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3. Horizontal Scaling: The system must have the capability to distribute processing
across multiple processors and machines to achieve incremental scalability.
Ideally, the distribution should be automatic and transparent.

4. Real-time Computation: The stream processing system must process time-series
messages in a predictable manner to ensure that the results of processing are
deterministic and repeatable.

Fig. 1 A high-throughput architecture for data stream mining
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5. Robust: The system must be susceptible to failures and should provide advanced
recovery options in order not to lose data. It must also be durable enough to
survive crashes and reboots.

6. Learning: The goodness of an online learning algorithm can be identified with
the help of tools and methods used for evaluation. The architecture must provide
realistically changing environment for testing and comparing various
algorithms.

4 Event Aggregation Framework

The main job of this framework is to reliably collect messages and events from
different sources, and forward it to the real-time computation framework (discussed
in Sect. 5) without any loss of even a single event or message. For this purpose, the
framework requires two components: (1) A highly distributed and fault-tolerant
messaging system (2) A reliable log aggregator. Now, these components should
make log collection as easy and reliable as possible, so that the streams from
multiple sources can be efficiently captured without any loss. After evaluating a
dozen of best of breed technologies drawn from the domains of distributed log
collection, CEP/stream processing, and real-time messaging systems the compo-
nents of this framework were selected.

4.1 Early Considerations, Their Drawbacks, and the New
Technologies

1. Messaging-Based System: Earlier queues were considered for storage and reli-
able delivery of data streams. Thus, some of the existing queues were deeply
studied, and we decided to choose from among the most commonly known and
publicly available queues: Rabbit MQ [10] and ActiveMQ [9] for the purpose of
event aggregation. But after evaluation based on parameters like reliability,
failover rate, performance, latency, host discovery, etc., it was found that these
queues lacked in one or the other parameter. The above-made observations show
that neither of the queue has the ability to fully meet our objectives. For this
purpose, we opted for Apache’s Kafka, a highly distributed messaging-based
system, which ensures the highest throughput and message persistence when
compared to both the queues. Furthermore, an experimental study conducted by
Jay Kreps et al. became the deciding factor in selection of Kafka. In this study,
comparison of Kafka was done with both highly superior messaging systems,
active MQ and Rabbit MQ, which showed that Kafka achieved a much higher
throughput than both the systems. Also, it provided integrated distributed
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support and showed the ability to scale out. The whole job of Kafka is to act as a
shock absorber between the flood of events, and those who want to consume
offline and online. In addition to it, to avoid log corruption, Kafka stores a CRC
for each message in the log. It facilitates guaranteed message delivery by
allowing the consuming application to “rewind” the consumption whenever
needed and consume data at its own rate.

2. Log Aggregator: In order to meet the requirements of this component, few of the
specialized log aggregators, namely Yahoo’s HedWig [2], Facebook’s Scribe
[3], and Yahoo’s Data Highway [1] were evaluated, and it was realized that all
these log aggregators were mainly designed for offline log storage. If at all any
aggregator supported online consumption, its reliability, throughput, and dis-
tributed support were not too strong to maintain continuous consumption of
logs. Later, while evaluating these log aggregators, we came across Flume—an
open-source distributed log aggregation software developed by Cloudera. It
mainly is concerned with “online” gathering set of log files from a cluster of
machines and aggregating them to a centralized persistent storage. It meets the
four key goals: Reliability, Scalability, Manageability, and Extensibility. It
offers a more integrated distributed support than the above-mentioned log
aggregators.

5 Real-Time Computation Framework

We wanted to build an infrastructure which can support real-time computation of
messages and events collected by the event aggregation framework. Thus, there was
a requirement for a fault–tolerant, real-time computation system, without whose
incorporation this framework would remain incomplete. Traditional big data ana-
lytics systems focused on batch processing and were suitable for dealing with
offline data. However, when it comes to dealing with unterminated streams of data,
we found Twitter’s Storm; an open-source distributed complex event processing
(CEP) system, to be one of the best solutions for distributed real-time processing.
Although other big data solutions like Yahoo!’s S4, a high-performance computing
(HPC) platform, exist we opted for Storm as they incorporate partial fault tolerance.
What makes Storm most interesting is its easy integrability with both Flume and
Kafka.

A typical Storm topology consists of spouts and bolts.
Streaming data arrives from external sources to spouts, which transfer the

streams to bolts. Bolts perform transformation on streams originated by spouts by
implementing various traditional and some complex functions like filtering,
aggregations, or communication with external entities such as a database, etc. To
support multiple transformations Storm topologies consist of a number of spouts
and bolts [12, 13]. Storm ensures guaranteed message processing such that if a tuple
emitted by spout remains unprocessed, then Storm replays the tuple from the spout
until it is processed. Thus, Storm has got great ability to track unprocessed tuples.
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An interesting feature of Storm is it supports detection of failures at task level, upon
detecting a failure; messages are reassigned by quickly restarting the processing.

5.1 Integration of Event Aggregation Framework
with Real-Time Computation Framework

Now that the general working of real-time computation framework is clearly
understood, let us see how it deals with the messages coming from the event
aggregation framework. After Storm’s tight integration with Kafka and Flume, the
events collected by them are passed to spouts. Each spout emits tuples which can be
processed by one or more bolts. Bolts operate on tuples by performing many
transformation functions, which were discussed above. As all the three systems are
highly fault-tolerant and reliable, there is no chance that even a single message will
be lost or remain unprocessed. With this fabulous integration, stream processing
can be conducted at linear scale, assuring that every message gets processed in
real-time, reliably. In tandem, both the frameworks can handle data velocities of
tens of thousands of messages every second. This combination can form the best
enterprise-grade real-time ETL and streaming analytics solution.

6 Online Machine Learning Algorithms

After real-time computation of messages, the data is now ready to be fed to the
online machine learning algorithms. But before that, we first need to integrate
real-time computation framework with an environment in which these algorithms
can run, and their learning ability can be known. Therefore, MOA is opted as the
final component which not only guarantees good comparison of various stream
learning algorithms but also detects concept drifts.

Massive online analysis (MOA) is related to Weka, the Waikato environment for
knowledge analysis, specific for mining data streams with concept drift. This
software allows evaluation and comparison of algorithms and running experiments
by providing the user with various tools and methods. It is mainly designed for
analysis and comparison of stream mining algorithms within some explicit memory
constraints [14]. Stream learning algorithms constantly update the learned model
with continuously arriving examples without exceeding the time and memory
limits. The output of these algorithms is a model completely updated with all the
instances. To check the capability of algorithms, this framework provides large
stream data generators and evaluation measures to compare the real-time scenarios
and find the best fitting solutions.
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In this section we discuss the problem of concept drift and its solution with
MOA. Later, an explanation of MOA’s integration with real-time computation
framework will be given.

6.1 Concept Drift

Concept drift refers to changing of underlying distribution of data with time.
Typical examples of concept drift include weather prediction rules and customer
preferences. If sales are to be predicted for an online shop, the predictive model
trained with earlier data becomes less accurate as time passes [15]. Thus, changing
concepts often make the model built on new data inconsistent with old one.
Therefore, much attention must be given to detect concept drift as predictions might
become less accurate as time passes. Many approaches, existing in our literature, try
to overcome this problem by proposing various algorithms, which help the learning
models to adapt to changes accurately [16–18]. Therefore, to test the goodness of
these algorithms, and their ability to identify true drifts we are using MOA
framework. As MOA can handle data volumes of a very high magnitude, it
becomes much easier to detect changing concepts from continuously arriving data
streams.

6.2 Working of Real-Time Computation Framework
with Online Machine Learning Algorithms

Finally, the real-time computation system is now integrated with the MOA
framework. From the previous sections it’s clear that the incoming streams from
event aggregation framework are processed by bolts, and the output streams pro-
duced by bolts are then forwarded to MOA for evaluation. The stream mining
algorithms running in this framework take the streaming data, and update the
learning model constantly. The updated model then can predict new values for
many real-time scenarios, for example, trending topics. The biggest advantage of
using MOA is its ability to detect the changing concepts. As soon as concept drift is
detected, the mining algorithm is notified about the change and it updates itself
according to the new concept. So, apart from dealing big data efficiently, this
architecture has got the ability to get informed about the changing concepts.

7 Conclusion

In this paper, we present a highly scalable, real-time, high-throughput, distributed
architecture for log analysis and stream mining. It handles massively evolving data
streams by first collecting and aggregating the log data from various generation [19]
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Facebook’s Scribe, points and then reliably storing and forwarding it for real-time
computation. It provides two different frameworks for both log collection and
mining of streams. Changing concepts are modeled and the learning models are
constantly updated to overcome drifts. The fabulous combination of the two
frameworks makes it highly fault-tolerant such that no single incoming message
will be lost or remain unprocessed. Most importantly, the architecture is able to
consume, publish, and process billions of events per second. The use of all
open-source software’s as its components makes it a true cost effective architecture.
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