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Introduction
The Pluralist Stance

Background and Motivation

In recent years, a number of philosophers as well as some scientists have 
advanced various forms of pluralism about the theories or methods of sci-
ence. The general idea is that some natural phenomena cannot be fully 
explained by a single theory or fully investigated using a single approach. 
As a consequence, multiple approaches are required for the explanation 
and investigation of such phenomena. In some cases interest in pluralism 
is motivated by analysis of particular issues within a science, and in other 
cases it is motivated by analysis of general philosophical and methodo-
logical questions. How pluralism is understood—whether, for instance, 
it affi rms radical ontological or epistemological heterogeneity or merely 
the diversity of mechanisms in nature—varies from thinker to thinker and 
topic to topic.

Early discussions of pluralism were usually carried out in the context of 
debates about the unity of science thesis. In his presidential address to the 
Philosophy of Science Association in 1978, Patrick Suppes issued a mani-
festo for pluralism (Suppes 1978). He claimed that the time for defending 
science against metaphysics (which he took to be the original rationale 
for the unity of science movement) had passed. A close examination of 
scientifi c developments since the heyday of the unity of science movement 
warranted instead an embrace of pluralism. Suppes argued that neither the 
languages of scientifi c disciplines nor their subject matters were reducible 
to one language and one subject matter. Nor was there any unity of meth-
od beyond the trivially obvious such as use of elementary mathematics. 
With a few notable exceptions, philosophers of science hesitated to take up 
Suppes’s ideas.

Among the exceptions were Nancy Cartwright and her collaborators 
who explored an alternative vision of the “Unity of Science” offered by the 
work of Vienna Circle cofounder Otto Neurath, which sees an ir reducible 
variety of scientifi c disciplines cooperating for concrete purposes (Cat, 
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Cartwright, and Chang 1996; Cartwright et al. 1996). In his contribution 
to the present volume, Alan Richardson extends this vein by examining 
the history of unity/disunity themes. He demonstrates that there is greater 
fl exibility in the older ideas than was appreciated in mid- to late twentieth-
century philosophy of science.

With regard to more metaphysical issues, Cartwright also has promoted 
a pluralistic account of a “dappled world” composed of distinct realms 
(Cartwright 1999). According to this view, laws of limited scope apply 
to these realms, but the laws form a loose patchwork rather than reducing 
to a compact, unifi ed set of fundamental laws. John Dupré advanced plu-
ralist positions in both epistemology and metaphysics. His epistemologi-
cal pluralism seeks to move beyond the search for demarcation of science 
from nonscience to an account of the epistemic virtues that characterize 
the variety of scientifi c enterprises. He argues that the kinds named by 
confl icting systems of classifi cation are real because they serve the various 
purposes of the humans classifying things. He calls his metaphysics “pro-
miscuous realism” (Dupré 1993).

Although early work on pluralism tended to focus on issues related to 
the unity of science thesis, recent discussions have taken up a number of 
philosophical issues ranging from concrete debates within particular sci-
ences to debates about metascientifi c concepts to discussions about how 
philosophical, historical, and sociological accounts of science relate to one 
another. On the concrete level, pluralism has been invoked to account for 
the problems concerning interpretations of quantum mechanics (Cushing 
1994) and the status of laws in physics (Cartwright 1983), puzzles con-
cerning the relation of quantum mechanics to other branches of phys-
ics (Morrison 2001; Teller 2004), the problem of species (Mishler and 
Donoghue 1982; Mishler and Brandon 1987; Ereshefsky 1998, 2001), the 
controversy about the level of selection in biology (Dawkins 1982; Waters 
1991, 2005), and the relation between genetic and environmental explana-
tions of differences (Longino 2001), to name just a few.

Philosophers of science have begun to advance pluralism at the meta-
scientifi c level, most notably with respect to epistemic virtues. A variety 
of views regarding the role, status, and identity of scientifi c or epistemic 
virtues has been advanced in the philosophical literature. Some philoso-
phers treat empirical adequacy, consistency, simplicity, explanatory power, 
and refutability as truth indicators (McMullin 1983). Others treat them as 
markers of scientifi city (Kuhn 1977), while still others emphasize their 
incapacity to be maximally realized at one time by any given theory (van 
Fraassen 1989). Despite these disagreements, philosophers typically as-
sumed that there must be one foundational set of virtues, whatever their 
role or status in science. Hence, some philosophers advocate for one or 
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another within the set (e.g., explanatory power against empirical adequacy 
and vice versa [Churchland 1985]) or advocate different virtues altogether, 
such as heterogeneity or social utility (Longino 1996). But now there is 
talk of a pluralist solution that would claim that which virtues should hold 
what degree of regulative status in any given research project is a func-
tion of features specifi c to the problem and of the particular aims of the 
research (Longino 2002).

The appreciation of the need for interdisciplinary approaches in science 
studies aligns with pluralism at the metaphilosophical level. Because the 
scientifi c enterprise is itself a complicated phenomenon, no single disci-
plinary approach can provide a fully adequate account of its conceptual, 
technical, cognitive-psychological, social, historical, and normative as-
pects (Bauer 1990; Stump 1992; Wylie 1995; Giere 1999). The pluralist 
interpretation might be pushed one step further: no single disciplinary or 
interdisciplinary approach can provide a full account.

The idea of pluralism is certainly “in the air,” but one might ask wheth-
er appeals to pluralism, such as the ones mentioned here, are merely op-
portunistic gestures intended to avoid answering diffi cult questions. Can 
pluralism be consistently advanced in philosophical interpretations of sci-
ence? If so, what are the implications of taking a consistent stand on plu-
ralism? The aim of this book is to answer these questions by investigating 
a number of topics and areas of the sciences.

Distinguishing between Fact and Interpretation: 
Plurality in the Sciences Contrasted 
with Pluralism about the Sciences

It is useful to distinguish between plurality in the sciences and pluralism 
about the sciences. The former is a feature of the present state of inqui-
ry in a number of areas of scientifi c research, such as those listed above. 
These are characterized by multiple approaches, each revealing differ-
ent facets of a phenomenon. There can be plurality of representational or 
classifi catory schemes, of explanatory strategies, of models and theories, 
and of investigative questions and the strategies appropriate for answer-
ing them. Pluralism is a view about this state of affairs: that plurality in 
science possibly represents an ineliminable character of scientifi c inquiry 
and knowledge (about at least some phenomena), that it represents a defi -
ciency in knowledge only from a certain point of view, and that analysis 
of meta scientifi c concepts (like theory, explanation, evidence) should re-
fl ect the possibility that the explanatory and investigative aims of science 
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can be best achieved by sciences that are pluralistic, even in the long run. 
Philosophers can ground their pluralism in studies of particular cases, in 
the fi ndings of cognitive science, or in a priori refl ection about such mat-
ters as the vagueness of scientifi c predicates. Philosophers who advocate 
pluralism can and do differ as to the extent of the plurality they attribute 
to the sciences, the strength of the pluralism they adopt, and the broader 
philosophical implications they draw from it.

Interpretations of Plurality

Monism versus Pluralism about Plurality in the Sciences
We take scientifi c monism to be the view that

 1.  the ultimate aim of a science is to establish a single, complete, and com-
prehensive account of the natural world (or the part of the world investi-
gated by the science) based on a single set of fundamental principles;

 2.  the nature of the world is such that it can, at least in principle, be com-
pletely described or explained by such an account;

 3.  there exist, at least in principle, methods of inquiry that if correctly pur-
sued will yield such an account;

 4.  methods of inquiry are to be accepted on the basis of whether they can 
yield such an account; and

 5.  individual theories and models in science are to be evaluated in large part 
on the basis of whether they provide (or come close to providing) a com-
prehensive and complete account based on fundamental principles.

Scientifi c pluralism, in contrast, holds that there are no defi nitive argu-
ments for monism and that the multiplicity of approaches that presently 
characterizes many areas of scientifi c investigation does not necessarily 
constitute a defi ciency. As pluralists, we do not assume that the natural 
world cannot, in principle, be completely explained by a single tidy ac-
count; rather, we believe that whether it can be so explained is an open, 
empirical question. Although we often write “the world,” we also ques-
tion whether parts of the world investigated by different sciences (e.g., the 
world economy or the system within an organism) can be completely ac-
counted for by a single, comprehensive theory. Treating this tenet of mo-
nism (tenet 2 above) as an open question rather than as a metaphysical 
truth undermines the remaining tenets of monism. It undermines tenet 1 
because if we don’t know whether the world can be fully accounted for by 
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a single comprehensive account, then it seems unreasonable to assume that 
the ultimate aim of science is to achieve such an account. If the world can-
not be fully accounted for by a single comprehensive account, then there 
cannot be methods of inquiry that if correctly pursued would yield such an 
account. Hence, we should not assume that tenet 3 is true. And if we don’t 
know whether the world can be fully accounted for by a single, compre-
hensive account, then it seems unreasonable to accept or reject scientifi c 
methods according to whether they can yield such an account (tenet 4) or 
to evaluate scientifi c theories in terms of how close they come to providing 
a complete and comprehensive account (tenet 5).

Monists might admit that a plurality of approaches and models can meet 
appropriate scientifi c standards (or satisfy the corresponding epistemic 
values) but insist that this is only because today’s science is in complete. 
The ultimate aim of science, according to the ideal of monism, is to have 
for any given phenomenon the complete description of its essentials. But 
we do not believe that the plurality in today’s science is necessarily a tem-
porary state of affairs. We think that some phenomena may be such (e.g., 
so complicated or nebulous) that there can never be a single, comprehensive 
representation of everything worth knowing, or even of everything causal 
(or fundamental), about the phenomenon. If this is the case, that is, if 
the nature of the world is such that important phenomena cannot be com-
pletely and comprehensively explained on the basis of a single set of fun-
damental principles, then the aims, methods, and results of the sci ences 
should not be understood or evaluated in reference to the monist quest for 
the fundamental grail. Hence, we believe philosophy of science should re-
think those of its concepts that rule out the possibility that ultimately the 
best way to investigate and explain the natural world is through multiple 
investigative approaches and representational systems. This view is sup-
ported by the chapters in this book because they establish the possibility 
that the world is too complicated or too indeterminate and our cognitive 
interests too diverse for the monist ideals, and they establish this result 
across a broad swath of sciences including behavioral, biological, physical, 
and mathematical sciences.

Modest Pluralist Interpretations
Some forms of pluralism acknowledge the present state of plurality, but 
treat it as resolvable at least in principle. One form of pluralism in the lit-
erature recognizes that the world is patchy and that one model or theory 
might explain phenomena in one patch while a different model or theory 
would be necessary to explain similar phenomena in a different patch. 
Some scientists and philosophers advance this view at the local level of 



xii  Stephen H. Kellert, Helen E. Longino, and C. Kenneth Waters

scientifi c domains. Sandra Mitchell’s pluralism seems to be of this type: 
nature varies in its strategies, using different strategies to achieve the same 
end, but for each situation in the natural world there is a single complete 
and comprehensive account that can be given (Mitchell 2002). But this 
view about the disunity of science seems to reduce to (nonfundamental-
ist or nonreductionist) monism because it is consistent with the idea that 
for every particular phenomenon, there is a single, best account. Philip 
Kitcher accepts a stronger view (Kitcher 2001). He concedes that classifi -
catory concepts and systems refl ect different interests and that the legiti-
mate persistence of such varied interests permits the articulation of differ-
ent theories about one and the same phenomenon. Nevertheless, he seems 
committed to the assumption that all truths in one theory of X must be 
translatable into truths in the other theories of X. This view, while non-
reductionist, also seems to reduce to monism, because it implies that a 
single, consistent theoretical system can accommodate all explanatory in-
terests. It is consistent with the idea that different true theories of the same 
phenomenon are, from a logical point of view, only notational variants 
of one another. Might the plurality of models and representations arise 
not simply because some parts of the world are different than others, or 
because different, but intertranslatable, classifi cation systems respond to 
different interests, but because some parts of the world are so complicated 
that they cannot be fully accounted for from the perspective of a single 
representational idiom? We believe it is metaphysical prejudice to deny 
this possibility, and we fail to see what is to be gained by this denial. We 
worry that insistence on this abstract metaphysical point sometimes leads 
philosophers to three errors: (1) to minimize or overlook important dif-
ferences among scientifi c approaches, (2) to dismiss from consideration 
legitimate scientifi c approaches that seem to lie outside the mainstream, 
and (3) to exaggerate the explanatory importance of scientifi c approaches 
that are in the mainstream.

Another form of modest pluralism tolerates a plurality of theories, not 
because there is something importantly right about one that cannot be 
captured by another (and vice versa), but because it is diffi cult to predict 
which research program (or preliminary theory) will lead to a theory that 
provides a complete account of the phenomena. This view endorses a di-
vision of cognitive labor in the short term as a means to achieving the 
putative long-term goal: a single, all-encompassing, true theory. But again, 
this form of pluralism seems to reduce to monism. Certainly the division 
of labor is a good strategy under certain conditions of uncertainty, but we 
believe the plurality exhibited throughout the sciences involves more than 
the hedging of bets about which approach will lead to the complete and 
comprehensive account that supposedly awaits discovery.
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Radical Pluralist Interpretations
Constructivists admit an indefi nite number of theories, the only constraint 
being human ingenuity. But they are also anti- or nonrealists. A realist 
version of the thesis is offered in a radical form of pluralism advanced by 
John Dupré (1993). According to his “promiscuous realism,” there are an 
indefi nite number of ways of individuating and classifying the objects in 
the world, each of which is responsive to different interests, and no one 
of which is more correct than the others. All are equivalently referential: 
any kind term that has a role in a system of understanding refers to a kind. 
There is an indefi nite number of sets of kinds. But just as modest plu-
ralisms are diffi cult to distinguish from a sophisticated form of monism, 
promiscuous realism is hard to distinguish from radical relativism. We are 
committed to the idea that there are constraints that limit the variety of ac-
ceptable classifi catory or explanatory schemes. It is worth emphasizing that 
the case studies in this book do not deny the existence of such constraints. 
An important question they address is whether constraints limit sciences 
to single schemes for the parts of the world (or individual in stances) in-
vestigated by particular sciences. We believe the question of whether the 
constraints on scientifi c inquiry lead to monism should be treated as an 
empirical question.

An Empirically Based Interpretation: The Pluralist Stance
The form of pluralism we advance in this essay is not based on metaphysi-
cal assumptions. We have no a priori basis for assessing the monist as-
sumption that the nature of the world is such that its parts can be com-
pletely described or explained by a comprehensive account grounded on a 
consistent set of fundamental principles. We also lack an a priori basis for 
affi rming (or denying) universal aims for science such as the monist aim 
to acquire a single, complete, and comprehensive account of the natural 
world. The form of pluralism we advance on the basis of the chapters that 
follow is empirically motivated. The argument we sketch begins with con-
siderations from contemporary psychology about human perception and 
continues by appealing to detailed case studies about how the plurality in 
particular sciences ought to be understood. The studies in this book lead, 
we argue, to a substantial and consistent form of pluralism that is not so 
much a metaphysical or ideological position about the fundamental char-
acter of the world as an approach to interpreting the content and practices 
of scientifi c inquiry. We call this approach “the pluralist stance,” by which 
we mean a commitment to avoid reliance on monist assumptions in inter-
pretation or evaluation coupled with an openness to the ineliminability of 
multiplicity in some scientifi c contexts. (By “we,” we mean the authors of 
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this essay. We are advancing this as our own view, not as a collective view 
of the contributors to this book. We maintain, however, that the arguments 
offered by the case studies in this book substantiate the view we are ad-
vancing here.)

According to the pluralist stance, the plurality in contemporary science 
provides evidence that there are kinds of situations produced by the inter-
action of factors each of which may be representable in a model or theory, 
but not all of which are representable in the same model or theory. Each 
factor is necessary for the phenomenon to have the various characters it 
has, but a complete account is not possible in the same representational 
idiom and is not forthcoming from any single investigative approach (as 
far as we know). A more complete representation of some phenomena 
requires multiple accounts, which cannot be integrated with one another 
without loss of content. We do not hold that for every phenomenon there 
will inevitably be multiple irreducible models or explanations. We hold 
that the task of identifying which situations require multiple approaches 
requires empirical investigation. We believe that the pluralist stance has 
important implications concerning metascience and the public consump-
tion of scientifi c knowledge.

The pluralist stance differs from more modest versions of pluralism be-
cause it acknowledges the possibility that there may be no way to integrate 
the plurality of approaches or accounts in a science. For example, we do 
not believe that the tension among different models can always be resolved 
by partitioning the domain so that the confl icting models apply to different 
subdomains. In addition, we do not assume that the plurality of accounts 
should be consistent, that all truths from one accepted account must be 
translatable into truths of the other accepted account(s). Perhaps the ap-
proaches and accounts within the plurality cannot be combined and per-
haps they even disagree with one another about certain points. How might 
this be possible? In many complicated situations, investigation is not fea-
sible unless investigators parse causes. In some cases, there are alternative 
ways to parse causes and one cannot parse the causes in the alternative 
ways at once. Some parsings are advantageous for explaining (and/or in-
vestigating) some aspects of the situation, other parsings are advantageous 
for accounting for other aspects. In such cases, we could say that each 
account emphasizes some causal aspects of the situation while obscuring 
others. In fact, an acceptable scientifi c model might describe some facets 
of the situation extremely well (e.g., the potential causal infl uence of some 
factors) while actually distorting other facets (the potential causal infl u-
ence of other factors). If this is the case, and if two models distort some of 
the same aspects, they might distort these aspects in different ways, giving 
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rise to inconsistencies. This is just one kind of situation in which a plurali ty 
of inconsistent approaches might be defended.

An epistemology of monism would insist that at most one of the theories 
is true and scientists should fi gure out which one. A pluralist would draw 
this conclusion in some cases, but a pluralist is also open to the possibili-
ty that the situation is such that it is impossible to accurately represent all 
aspects (even all aspects of interest) with a single model. Seeking a proper 
plurality of models, each of which accurately accounts for some but not all 
aspects of the situation, might be preferable. What is the advantage of the 
pluralist interpretation? As some of the chapters to follow show, it provides 
a means of avoiding senseless controversies that do not lead to progress. It 
also helps emphasize the partiality of scientifi c knowledge. The monist in-
terpretation can give rise to infl ated confi dence about the comprehensive-
ness of scientifi c knowledge. A pluralist stance keeps in the forefront the 
fact that scientifi c inquiry typically represents some aspects of the world 
well at the cost of obscuring, or perhaps even distorting, other aspects.

General Considerations in Favor of the Pluralist Stance 
Including an Argument Based on Perceptual Psychology

Pluralism can be motivated on the basis of abstract considerations: all rep-
resentations are partial in that any representation must select a limited 
number of aspects of a phenomenon (else it would not represent, but dupli-
cate). This selective and partial character of representation means that al-
ternative representations of a phenomenon can be equally correct. Hence, 
it should be obvious that different accounts, employing different repre-
sentations, might be generated by answering different questions framed 
by those different representations. Monism holds that all such correct ac-
counts can be reconciled into a single unifi ed account or that there is a 
 single perspicuous representation system within which all correct accounts 
can be expressed. The related view, fundamentalism, holds that there is 
one (or a very few) law(s) from which all correct accounts (with requisite 
empirical input) can be derived. The pluralist stance rejects both monism 
and fundamentalism. The plurality of representations and approaches in 
science is sustained by the complexity of nature, the employment of highly 
abstract representational models, and the diversity of investigative, repre-
sentational, and technological goals.

Ronald Giere, in his contribution to this book, offers a general empiri-
cal argument for pluralism drawing on fi ndings in perceptual psychology. 
Color perception offers a compelling example of perceptual  perspectivalism. 
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Research on human vision identifi es two types of light receptor: the rods, 
which have a uniform range of sensitivity and a common peak sensitivi-
ty and which constitute an achromatic system, and the cones. Cones are 
typically of three types, each containing a different pigment and each 
characterized by a distinctive peak sensitivity. The chromatic dimensions 
of human visual experience are produced by differences in activation of 
the light receptors. These fi ndings about receptors provide explanations of 
various aspects of human color vision. Visual systems can be, and are, dif-
ferent from that of the typical human. Some species have a four-pigmented 
system, and many others have only two. Some humans are also only di-
chromats (e.g., those with red-green color blindness), and some have no 
conic receptors and thus experience the world only in black and white. 
Giere argues that there is no way to say which perspective is correct, al-
though one perspective might be deemed richer in certain respects than 
another. He also maintains that there is no translation from one system to 
another. There is, however, no need to understand claims made about the 
same object from the vantage of different perspectives as incompatible as 
long as colors are understood as the product of an interaction between ob-
jects and particular types of visual systems, rather than as objective prop-
erties of objects. Our visual system affords us a particular perspective that 
may be different from, but is not incompatible with, that of others attend-
ing to the same object.

Giere proposes that we understand scientifi c observation as analogous 
to unaided vision, mediated by different instruments (e.g., light telescopes 
versus infrared telescopes), each enabling a different partial perspective 
and different partial representations of objects. Scientifi c theorizing could 
be partial in a similar way, capable of dealing, for example, with mechani-
cal forces or with electromagnetism, but not necessarily capable of dealing 
with both kinds of phenomena with one set of principles.

Pluralities in Social, Behavioral, Biological, 
Physical, and Mathematical Sciences

The contributors to this book identify a variety of ways plurality can char-
acterize a particular area of inquiry and the various sources of plurality 
located within the complex of inquiry and object of inquiry. These include 
(a) the complexity of the phenomena—whether associated with crossing lev-
els of organization or multiple factors within the same level of organization; 
(b) the variety of explanatory interests; (c) the openness of  constraints—
whether from above or below; and (d) the limitations of particular explana-
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tory strategies vis-à-vis the phenomena. These essays span physics, mathe-
matics, biology, and social and behavioral science, showing that plurality 
is not confi ned to any particular area of science. The essays also offer a 
variety of arguments for taking a pluralist stance toward the plurality they 
document. In this section, we briefl y describe the pluralities. In the next 
section, we will consider why the authors believe pluralism offers the best 
interpretation of the pluralities they document.

In some cases formal constraints imposed by higher-level theory leave 
certain options at a lower level, options that are equally supportable given 
the evidence. Michael Dickson argues that the mathematical constraints 
of quantum theory are insuffi cient to pick out one of several dynamics. In 
their jointly authored essay, Geoffrey Hellman and John Bell show that 
both classical and intuitionist logics satisfy the basic logical requirement 
of consistency. In both the physics and the logic case studies, the authors 
identify pluralities that are preserved because different cognitive interests 
are satisfi ed by different formalizations.

Other authors argue that the complexity of the phenomena generates the 
possibility for a plurality of scientifi c approaches. Carla Fehr examines the 
scientifi c literature on the evolution of sex and identifi es a number of dif-
ferent explanations, explanations that are typically viewed as opposing one 
another. Fehr argues that the multiplicity of explanations stems in large 
part because sexual reproduction involves processes occurring at multiple 
levels of organization. Different accounts of the evolution of sex focus on 
processes at different levels (meiosis at the cellular level and outcrossing 
at the organismic level) that are subject to different selective pressures and 
cannot be collapsed into one.

Esther-Mirjam Sent documents an oscillation between monism and plu-
ralism in economics. At the beginning of the twentieth century, both insti-
tutionalist and marginalist (neoclassical) approaches coexisted as jointly 
necessary to fully cover economic phenomena. At midcentury, the neo-
classical approach achieved near-hegemonic status (at least in the United 
States), and its proponents sought to bring all kinds of social phenomena 
under its uniform explanatory umbrella. The resistance of some phenome-
na to neoclassical treatment has led a number of economists to think that 
alternative approaches are necessary for at least some phenomena and thus 
also to advocate pluralism.

Helen Longino examines scientifi c studies of behavior. Researchers 
agree that there is a multiplicity of causal factors involved in behavior. 
Longino points out that since it is impossible to measure all of them simul-
taneously, research approaches must inevitably select from among these 
the ones they will measure. Each selection constitutes a different pars-
ing of the causal universe, creating different effective sets of alternative 
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causes. These support different research approaches, each able to answer a 
distinctive subset of the possible research questions one might have.

Stephen Kellert’s case study is focused on metascience rather than the 
object sciences themselves. Kellert suggests that interdisciplinarity, under-
stood as the need for multiple disciplinary approaches, arises because of 
the complexity of the phenomena to be known and the partiality of the 
individual disciplines.

In other cases, it is not so much the complexity of the phenomena as a 
certain fundamental openness or indeterminacy that generates plurality. 
In mathematics, Hellman and Bell note, it has become standard to treat 
sets as the fundamental mathematical entities. Category theory, however, 
proposes a mathematical universe constituted by topoi (toposes) or cate-
gories. Suitably enriched, category theory provides an autonomous ontolo-
gy for mathematics, an ontology free of the constraints required to avoid 
paradox in set theory. Here again, different mathematical interests will 
dictate which ontology is preferable in a given situation. Economics, too, 
can, in fact must, support different ontologies. Sent suggests that, once 
the no-trade theorems force one to give up any assumption that economic 
agents are uniform, the variety of distributions of different kinds of agent 
will determine different kinds of economic structures, no one of which is 
any more fundamental than any other.

Reasons for Favoring a Pluralist Interpretation 
of the Pluralities Identifi ed in the Case Studies

The pluralities identifi ed in the case studies can be variously interpret-
ed. A monist or modest pluralist will either treat them as temporary—as 
 stages on the way to a unifi ed treatment of the phenomena—or as steps to 
a comprehensive resolution that will provide for each instance a single, best 
way to account for the instance. Philosophers and scientists are inclined 
to monism or modest pluralism for different reasons, requiring different 
responses from bolder pluralists. For example, some evolutionary biolo-
gists adopt a strictly monist perspective and assume that only one of the 
diversity of evolutionary explanations of sex is correct and have entered 
into a debate about which account is the right one. Fehr argues against 
this monist interpretation by pointing out that the persistence of sexual re-
production in a species involves different and continuing costs. It is often 
impossible to settle on one account even when limiting the domain to a 
narrow lineage. Which explanation is appropriate depends on the precise 
question one is asking. Other biologists have advanced one or another form 
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of modest pluralism. One of these suggests that it is possible to decompose 
sex into its constituent parts, for each of which a distinct evolutionary ac-
count can be given. This interpretation corresponds to Mitchell’s above-
mentioned idea that situations of pluralism are resolvable by separating 
apparently complex phenomena in such a way that the confl icting explana-
tions apply to different cases that are part of a family of related but distinct 
phenomena. Fehr argues, to the contrary, that the components of sex can-
not be separated in the way demanded by this modest form of pluralism. 
Other biologists have dealt with the plurality of explanations by holding 
that the different explanations must be integrated in order to identify a net 
resultant force responsible for the emergence and persistence of sex. Fehr 
holds that combining or integrating the explanations would have the effect 
of decontextualizing them and depriving each of the detail and informa-
tion that is the source of its explanatory value.

Kenneth Waters argues that the pluralist interpretation applies even to 
cases where science doesn’t exhibit much plurality. His case study involves 
genetics and molecular biology. Scientifi c explanation and investigations 
in these sciences are largely centered on the role of genes. Philosophical 
critics have advanced an alternative, called developmental systems theo-
ry (DST), that treats organisms as systems and genes as just one of many 
different kinds of equally important developmental resources. They argue 
that DST should replace the now-dominant gene-centered approaches be-
cause the gene-centered approaches leave too much out. Thus, the pro-
ponents of DST contend that only an approach that incorporates all the 
causal factors and their interactions can be correct. Waters maintains, con-
trary to the critics, that gene-centered accounts are not incorrect. Rather, 
they are partial accounts of complex processes that could be approached 
in a variety of ways. Gene-centered accounts provide correct answers to 
some, but not all, of the questions that can be asked about development. 
Nongenic factors of a system, e.g., cytoplasmic elements, at the same level 
of organization as genes (intracellular), could be emphasized in one’s re-
search questions, leading to different but not necessarily contradictory ac-
counts of particular developmental processes. Waters claims that the mo-
nistic call for comprehensiveness obscures the signifi cant achievements of 
approaches, like the gene-centered one, that focus attention on only one 
kind of causal factor.

Waters’s case is different from the other cases examined in this book 
because the other cases argue for pluralist interpretations of sciences ex-
hibiting a plurality of theories or approaches. Waters argues for a pluralist 
interpretation of a science that does not exhibit a plurality of theories or 
approaches. He argues that the problem with the monistic interpretation 
of his case is that it leads proponents of gene-centered science to infer 
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that because the science is successful it must be based on a comprehensive 
theory that can explain all the essentials of development (genetic deter-
minism). Opponents reject this conclusion because they recognize that the 
theory behind molecular biology is gene-biased and obscures a lot of fac-
tors crucial for development. But monism leads the opponents to conclude 
that the success of molecular biology is illusory and to seek a replacement. 
Waters argues that a pluralist epistemology can enable us to acknowledge 
that gene-centered molecular biology is successful without buying into the 
idea that the gene-centered perspective offers a comprehensive account of 
the essentials of development.

Wade Savage takes a somewhat similar line with respect to neuro science. 
Although research into sensory and motor capabilities seems to vindicate 
physicalism (as opposed to dualism), Savage explores the possibility that 
the psychophysical identity principle that underwrites this research should 
be interpreted as a methodological principle, consistent with dualism. He 
proposes that there are multiple senses of identity and that the apparently 
confl icting conclusions reached about physicalism and dualism can be re-
solved by distinguishing between empirical identity (the sense at issue in 
the methodological principle) and logical identity (the sense at issue in 
contemporary defenses of dualism).

Other contributors (Hellman and Bell, Longino) point out that monism 
on the part of researchers, especially when motivated by commitment to 
their chosen theory or approach, fuels sterile and unproductive debates. 
Adopting a pluralist attitude encourages scientists to pursue interesting re-
search without having to settle questions that cannot, in the end, be  settled.

Philosophers advocating monism or modest pluralism worry that tol-
erating any stronger form of pluralism is equivalent to tolerating contra-
diction. Thus Kitcher, as noted above, constrains his pluralism by requir-
ing that different languages in which different theories are expressed be 
intertranslatable so that a truth in one can be translatable into a truth in 
the other. A pluralism that tolerates inconsistencies is apparently an invi-
tation to incoherence. But Dickson maintains that inconsistencies among 
different dynamics for quantum theory should be tolerated. He argues that 
solving the measurement problem requires supplementing quantum theory 
with a dynamics. Although constraints rule out many dynamics, a num-
ber of alternative dynamical accounts are consistent with quantum theory 
(and with the empirical predictions made on behalf of quantum theory). 
It turns out that a single dynamics will not serve all the explanatory goals 
of physicists. To illustrate this point, Dickson considers two different ex-
planatory contexts that call for quantum theory to be supplemented by a 
dynamics. One explanatory context requires invoking the principle of rela-
tivity, and the other context requires the principle of stability. It turns out 
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that no single dynamics is consistent with both principles. Hence, provid-
ing an explanation in one context requires supplementing quantum theory 
with a dynamics that violates the stability principle, and the other context 
requires supplementing quantum theory with a dynamics that violates the 
principle of relativity. Dickson argues that physicists should tolerate a con-
tradiction among dynamical accounts because the multiplicity of contra-
dictory accounts is needed for explanatory purposes and because the con-
tradictions do not lead to contradictory predictions about the observables. 
This is perhaps the clearest example illustrating the following point, which 
modest pluralism overlooks: there can be a tension within the  plurality 
of accounts even though each account correctly describes, models, or ex-
plains an important aspect of the same part of the world toward which it 
is aimed.

Contributors to this book hold not only that the situations they analyze 
resist requirements of monism or modest pluralism, but also that scientifi c 
knowledge would suffer by their imposition. Scientists sometimes must 
make decisions about whether to pursue or to defer the quest for compre-
hensive or convergent accounts. A pluralist approach advocates that such 
decisions be made on empirical, case-by-case, pragmatic grounds rather 
than on the basis of a blanket assumption. We expect that decisions made 
on these grounds will yield more fruitful and effective results.

As has been seen, our contributors have a variety of ways of arguing 
that the strong pluralism they advocate for their respective areas of inves-
tigation does not issue in a debilitating contradiction. They argue further 
that less ecumenical views would result in a loss to knowledge. Tolerating 
nonconvergence of approaches avoids the mistake of a priori restricting 
what can be known and how. Thus, Longino maintains that the approaches 
to behavior she discusses are not intertranslatable because each parses the 
(same) causal universe differently. Each is nevertheless capable of produc-
ing knowledge, and to restrict research to one or to those that produce 
inter translatable sentences is to eliminate avenues of inquiry that have pro-
duced important insights. Waters makes a similar case with respect to the 
demand that an acceptable approach for investigating biological develop-
ment must include all the causal factors. It is simply not possible to design 
a research program that takes all factors into account at once. Insisting 
on a single, comprehensive investigative approach or explanatory account 
will cut off avenues of knowledge.

In addition to avoiding sterile debates, pluralism underwrites the ex-
planatory fl exibility that is one of the strengths of the sciences. Fehr notes 
the loss of information that would perforce accompany attempts to inte-
grate the different explanations of sex. Hellman and Bell note that classical 
and intuitionist logic each answer to different interests, truth  preservation 
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and computability (or constructability) respectively. Neither can be given 
up, nor should be. Similarly, while not wishing to give up on set theory, 
they state that the broader ontologies defi ned by category theory permit 
the practice of forms of mathematics not possible if sets are taken as the 
fundamental mathematical entities. Dickson, too, affi rms the ineliminabili-
ty of the explanatory contexts and questions to which the different (and 
inconsistent) quantum dynamics are addressed. Sent argues that econom-
ics will be better able to address the variety of economic phenomena if it 
embraces a plurality of approaches rather than insisting that one approach 
must fi t all. Finally, as Richardson notes, pluralism enables a deeper con-
nection with social and political concerns than advocacy of a single ap-
proach does.

We started from the premise that the world might not yield to the de-
mands of monism. The case studies in this book indicate that science pro-
vides good evidence that the world is indeed such that it will not be fully 
explained on the basis of comprehensive theoretical accounts that identify 
all the essentials of any given phenomenon. It appears that some parts of 
the world (or situations in the world) are such that a plurality of accounts 
or approaches will be necessary for answering all the questions we have 
about those parts or situations. But this raises an important question. What 
is the “such”? That is, what is the nature of the world such that it, and many 
of its parts, are not amenable to a single, comprehensive account? The an-
swer seems to differ for different patches of the world. For biological and 
social patches, the world seems too complicated or complex: many pro-
cesses involve interaction of multiple causal processes that cannot be fully 
accounted for within the framework of a single investigative approach. 
For the domain studied by quantum physics, the situation doesn’t seem so 
much complicated in that sense as perplexing. Our ordinary physical in-
tuitions, which work at the level of the classical physics of midsize objects, 
seem to fail us at the quantum level (see Morrison 2001). So, while our 
case studies suggest that interactions of multiple causal processes in the 
biological and social cases could make it impossible to fully account for 
the phenomena within a single framework, they do not give a clear indica-
tion of what could be making it impossible (if indeed it is impossible) in 
the quantum domain.

We believe that Dickson’s contribution provides evidence that the quan-
tum world is such that a comprehensive, monistic explanatory account is 
not forthcoming. He makes a strong case that accepting a plurality of dy-
namics serves divergent interests of physicists that cannot be served by a 
single dynamical theory (or by leaving out a dynamical theory). He  reaches 
this conclusion while maintaining that these dynamical theories are mu-
tually incompatible and that the formalism of quantum theory does not 
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provide constraints for deciding among them. We admit, however, that we 
do not know how to describe the nature of the quantum world that makes 
it resistant to a single, comprehensive account. We are, of course, not alone 
here. Dickson suggests that the alternative dynamical accounts be thought 
of as complementary, along the lines that concepts involving observables 
are said to be complementary. Although this suggestion is promising, it is 
still not obvious that the need to appeal to alternative complementary con-
cepts or dynamical accounts stems from something akin to the need for 
plurality in the biological and social contexts. But we do not think our in-
ability to describe the “such” in the case of quantum theory, or other cases 
for that matter, means that we ought to adopt monism by default.

Although we believe that frameworks for the interpretation of science 
should not presuppose a metaphysics of monism, it should be clear that we 
ourselves do not have a general metaphysics. We do not, for instance, insist 
that all parts of the world are such that they cannot be comprehensively ac-
counted for by a single theory. Furthermore, we do not maintain that there 
is a common ontology shared by those parts of the world that cannot be 
fully explained in terms of a single, comprehensive account. Our general 
thesis is epistemological: the only way to determine whether a part of the 
world will require a plurality of accounts is to examine the empirical re-
sults of scientifi c research of that part of the world. The case studies in this 
book are consistent with this general epistemological stance. While con-
tributors concede some of the attractions of monism (e.g., unproblematic 
commensurability and comparative assessment, singularity of approach, 
hegemony), they show that in the particular cases being examined, plurali-
ty is ineliminable. They argue that a strongly pluralist interpretation of that 
plurality is more faithful to the scientifi c situation. In contrast to more radi-
cal forms of pluralism, none affi rms that nonconvergence is the rule across 
the sciences. The pluralism advocated is local, rather than universal. The 
contributors follow the advice from Dewey quoted by Richardson: to avoid 
being “false to the scientifi c spirit” by holding a priori to metaphysical 
doctrines. As Giere puts it, the case studies reject a priori commitments 
to either unity or multiplicity and allow the evidence and practical suc-
cess (or failure) to decide.

Consequences of Assuming the Pluralist Stance

The basic point that scientifi c models generally obscure some aspects of 
complex phenomena in order to elucidate others has been increasingly ac-
cepted in philosophy of science, but the implications we draw from it have 
not. The implications contradict some deeply held views in the philosophy 
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of science. These are the more diffi cult aspects of pluralism to accept, as 
our own occasional unthinking reversion to monist formulations attests. 
One implication of our pluralist outlook is that scientifi c approaches and 
theories should not be evaluated against the ideal of providing the single 
complete and comprehensive truth about a domain. This implication under-
mines a good deal of argumentation in the philosophy of science literature. 
For example, philosophers of biology have often argued that gene-centered 
explanations should be replaced by DST explanations on the grounds that 
gene-centered explanations leave out important causal factors. The under-
lying assumption is that any acceptable theory must include all the causal 
factors because the aim of science is to identify the single, comprehensive 
truth about development. Scientists and philosophers should recognize 
that different descriptions and different approaches are sometimes bene-
fi cial because some descriptions offer better accounts of some aspects of a 
complex situation and other descriptions provide better accounts of other 
aspects. And this may be the way it will always be.

The pluralist outlook suggests that there are serious limits for drawing 
metaphysical conclusions from science. While our empirically based plu-
ralism is neutral with respect to realism in the sense that it does not require 
us to abandon realism, it does imply that realism needs to be tempered. 
Some philosophers and scientists argue that insofar as we seek answers 
to metaphysical questions, we should turn to the best contemporary scien-
tifi c theory related to the question. While modest versions of this project 
might be sustained (perhaps certain metaphysics can be ruled out), the 
pluralist stance accepts that science has not and probably will not provide 
reliable answers to many of the big, interesting metaphysical questions. 
Is the world fundamentally deterministic? According to the Copenhagen 
interpretation of standard theory, it is not. According to the Bohm theory, 
it is. An empirical pluralism is open to the possibility that both accounts 
of quantum mechanics describe certain aspects of the phenomena well, 
and both could provide a basis for advancing inquiry. What is the level of 
selection? According to genic selectionists, it is always exerted at the level 
of individual genes. According to others, in some cases selection is exerted 
only at higher levels of organization, in other cases only at lower levels, and 
in still different cases at multiple levels. An empirical pluralism is open to 
the possibility that some aspects of a single case of natural selection might 
be best accounted for by modeling the process only at the genic level, and 
other aspects of the same selection process might be best accounted for 
by modeling the process at a higher level (or at multiple levels). If this is 
right, then science won’t answer many metaphysical questions associated 
with scientifi c inquiry, such as questions about determinism or the level 
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of selection or whether the world is such that a unifi ed comprehensive ac-
count of it is possible.

The pluralist stance also has implications for philosophers who draw 
on philosophy of science to form conclusions about other areas of inquiry. 
For example, Bernard Williams, in Ethics and the Limits of Philosophy, 
writes, “In a scientifi c inquiry there should ideally be convergence on an 
answer” (1985, 136), and he takes this convergent monism in science as a 
sign of its objectivity, in sharp contrast to the community-bound nature of 
ethical discourse. Although we are pluralists, we do not assert plurality or 
the lack of convergence in the sciences. Instead, we deny the presumption 
of unity made by authors such as Williams. And in this denial, we leave 
open the possibility that ethical discourse can be as objective as scientifi c 
 discourse.

Adopting a pluralist stance also has important consequences for the 
practice of philosophy of science. Pluralists might see the plurality in 
the local context of a scientifi c controversy as refl ecting the complicated, 
multifaceted nature of the processes of interest. A monist will look at the 
same case of plurality and claim that the scientists in this local situation, 
as scientists in every local context, ought to be guided by the universal 
goal of uncovering the comprehensive account of the processes being in-
vestigated. Monism leads many philosophers to search for the concepts 
that will enable the pieces to fall into a single representational idiom. For 
example, philosophers were not content to identify a plurality of fi tness 
concepts that could be drawn on to describe different aspects (or even dif-
ferent instances) of evolution. The explicit aim was to clarify the funda-
mental concept that underwrites all explanations invoking natural selec-
tion. The unspoken assumption was that there must be some underlying 
causal parameter, fi tness, that would be the basic cause for all cases of 
natural selection. Pluralism denies this assumption. Or to be more precise, 
the pluralist stance refrains from adopting this tenet without empirical evi-
dence. Pluralists do not assume that if we could just “get clear” on essen-
tial concepts, biologists could empirically determine how everything can 
be explained by a single account based on a few fundamental principles. 
By denying such assumptions, the pluralist stance requires us to revise the 
way we analyze concepts, both those of science and metascience.

Much of the analysis of concepts such as fi tness in biology, function 
in psychology, and force in physics hinges on fi nding counterexamples 
against various proposed analyses. The unspoken assumption behind the 
method of counterexample is that there must be one kind of abstract thing 
that counts as fi tness, function, or force. If one fi nds something that a pro-
posed analysis can’t account for, then the analysis is taken to be refuted. To 
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return to the fi tness example, if a proposed analysis of fi tness can’t account 
for the long-term, as opposed to the short-term, evolution of a trait, then it 
is rejected. The idea behind such an argument is that the counterexample 
proves that the proposed analysis must not capture “the” concept of fi tness 
because the right interpretation of fi tness will be useful for understanding 
all important aspects of a complex evolutionary process. Scientifi c plural-
ism, however, acknowledges that different aspects of a suffi ciently com-
plex example of natural selection might be best accounted for by different 
models, which in turn might employ different concepts of fi tness. It is not 
that any analysis of a term will do. But which analysis is best sometimes 
depends in part on what aspect of a complex situation is of greatest inter-
est, and hence there might be more than one correct analysis. We believe 
that terms such as “chaos,” “electron,” and “function” exhibit the same 
 polysemy.

Philosophers of science have also employed the method of counter-
example in their analyses of metascientifi c concepts such as theory, expla-
nation, cause, and probability. Does consistency require scientifi c plural-
ists to be pluralists about the analysis of these concepts? We think it does. 
Philosophers should not assume that the nature of science is such that it 
can be comprehensively accounted for by a single set of concepts that cap-
ture the fundamentals of science. This means, for instance, that the as-
sumption that there is one abstract kind of thing, “scientifi c explanation,” 
may be mistaken. Perhaps accounting for different aspects of scientifi c 
understanding will require different accounts of explanation. The monists’ 
essentialism about metascientifi c concepts is unjustifi ed. It follows that the 
familiar method of counterexample needs to be revised for our analysis of 
metascientifi c concepts as well as scientifi c concepts. Conceptual analyses 
ought to be evaluated on the basis of what they help us understand and 
investigate, not on the basis of whether they identify the single, essential 
way of understanding. One might extend this critique to analytic philoso-
phy more generally and challenge the assumption that justice, knowledge, 
or consciousness must have uniform essential meanings that can be deter-
mined by the method of counterexample.

It should be evident that just as we take a pluralist stance on scientists’ 
understanding of complex phenomena in the natural and social world, we 
also favor a similar stance on our own understanding of the multifaceted 
nature of scientifi c knowledge. This means that, like physicists trying to 
answer the most fundamental questions about the physical world, philoso-
phers should acknowledge that there might not be answers to many of 
the most fundamental questions about science. Might the debate between 
Bayesians and their foes be futile, not simply because of lack of compel-
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ling evidence, but also because neither approach can (in principle) offer a 
comprehensive account of the basis of scientifi c inference?

Refl exivity also raises questions about the relation between philosophy 
of science and other areas of science studies. What does pluralism imply 
about the relation between the approaches of philosophers and those of his-
torians, sociologists, and rhetoricians? As Kellert argues in his defense of 
the cross-training metaphor for interdisciplinarity, different perspectives 
on science, including the historical, normative-philosophical, and social-
scientifi c, can shed light on different aspects of the multifaceted enterprise. 
Trying to force them into a convergent viewpoint or demanding a choice 
among them is counterproductive. Adopting a single approach would ob-
scure certain aspects of science, perhaps limiting the advancement of that 
approach and certainly limiting our understanding of science as a complex 
phenomenon. As with our pluralism about science, we are not promoting 
an “anything goes” view. There are instances of poor research in every 
branch of science studies. Some of the most glaring examples of substan-
dard work involve promoting a favored approach by trying to demolish 
what are viewed as opposing approaches for understanding science. These 
critiques are typically carried out within the perspective of the favored 
approach and assume the ideal of monism. That is, they assume that we 
should adopt just one approach, the one that promises to offer a complete 
account of the “essentials” of science. It is time to reject this ideal, for both 
science and the study of science. We should acknowledge that whether the 
world can (even in principle) be explained in terms of a single explanatory 
idiom or investigated by a single approach is an open question. We should 
adopt the pluralist stance.
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1
The Many Unities of Science: 

Politics, Semantics, and Ontology

One may ask: “What program is common to all the collaborators of the 
Encyclopedia?” A program formed of statements accepted by all the collabo-
rators would be narrow and would be a source of divergences in the near 
future. . . . The maximum of co - operation — that is the program! (Neurath 
1938, 23–24)

Given the cultural resonance of disunity and unity, it is perhaps no surprise 
that the various authors here, despite their disagreements, explore not only 
the disunity of the scientifi c context but also, implicitly, the context of dis-
unity. (Galison 1996, 33)

Within philosophy of science in the 1990s and into the new century, the 
themes of disunity of science and of pluralism of or regarding science have 
been prominent. Work such as John Dupré’s The Disorder of Things (1993), 
Nancy Cartwright’s The Dappled World (1999), and the essays collected 
in Peter Galison and David Stump’s The Disunity of Science (1996) make 
this theme evident in their titles. Other works, such as Helen Longino’s The 
Fate of Knowledge (2002), endorse or make room for pluralisms of vari-
ous kinds without wearing such allegiance on their dust covers. Such work 
often draws on (or can be interestingly related to) work in other science and 
technology studies disciplines such as Donna Haraway’s “situated knowl-
edges” (1991), Bruno Latour’s recent move to “multinaturalism” (1999), or 
a whole raft of local, contextual histories of science, some of which draw 
their antiuniversalist consequences quite explicitly (see, for example, the 
fi nal chapter of Galison 1987).

Such work has, of course, drawn its critics and thus enabled the next 
generation of unifi cationist literature in its wake. Speaking from the very 
pages of Galison and Stump’s disunity manifesto, Richard Creath (1996, 
158) has argued that “what our Viennese predecessors were really de-
fending was really more sane and sensible than has been supposed” and 
that much recent work under the banner of “disunity of science” — and 
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 especially Galison’s own work — “is in harmony with that classical tradi-
tion.” More recently, Margaret Morrison (2000, p. 1) has argued:

Critics of unity claim that when we look at scientifi c practice we see over-
whelming evidence for disunity, rather than the coherent structure we have 
been led to believe characterizes science. Although some of these argu-
ments are extremely persuasive, the desire to banish unity altogether has 
resulted, I believe, in a distortion of the facts and a misunderstanding of 
how unity actually functions in science. It is simply a mistake to deny that 
science has produced unifi ed theories. So, where does the evidence of dis-
unity come from?1

Standing at a more magisterial distance from the disunity debates, Michael 
Friedman (2001) nonetheless endorses such a strong role for a quasi -
 Kantian “regulative a priori” that one can confi dently draw the conclusion 
no disunifi ed knowledge system will be able to fulfi ll the regulative ideal of 
scientifi c knowledge.

Now, at the very same time that contemporary philosophers of science 
have been wrangling over disunity of science, there has been a rekindling 
of interest in precisely those Viennese predecessors that Creath referred 
us to above. The history of logical empiricism has become a going con-
cern in the philosophical world.2 Moreover, since the logical empiricist 
“unity of science” movement forms the immediate locus of dispute for the 
new generation of disunity of science scholarship, these areas of interest 
overlap. Indeed, quite often work in disunity of science proceeds in self -
 conscious awareness of and respect for the unity of science movement. 
This is especially true in the work of Peter Galison (1990, 1996), who is 
the historian of science who has made the most frequent and most valuable 
interventions in the literature on the history of logical empiricism, and, of 
course, of Nancy Cartwright, whose scholarship on Otto Neurath fi nds the 
main mover behind The International Encyclopedia of Unifi ed Science
(Neurath, Carnap, and Morris 1938) to have been a great advocate of dis-
unity of science (Cartwright et al. 1996).

There is something philosophically troublesome about this rich stew of 
current debates and historical antecedents. There is, throughout the dis-
unity literature, a nagging sense that there is a mixing together of issues 
and concerns. If analytic philosophy has any mortal enemy, it is stews, 
potages, and other unclear mixtures. Thus, the literature on disunity of 
science has been regimented on several occasions, perhaps most notably in 
chapter 1, “The Many Faces of Unity,” of Morrison’s book (2000) and in 
Ian Hacking’s essay, “The Disunities of the Sciences” (1996). Interestingly, 
these attempts to induce a bit of conceptual order have a historical bent, 
exploring the issues through exemplary positions taken — though neither 
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of the authors limit themselves to the logical empiricists. Nonetheless, the 
logical empiricist unity of science movement fi nds prominence in these 
accounts.

This attention to relations to the logical empiricist unity of science 
movement is right and proper. There can be no question but that dis unity 
and pluralism are key topics for current philosophy of science in large 
part because current philosophy of science is still working out the ways 
in which it is not logical empiricism anymore. This was made rather ex-
plicit in the letter of instruction to participants in the Minnesota Center for 
Philosophy of Science “Workshop on Scientifi c Pluralism” in 2002 that 
led to this volume. Indeed, here is the account of the goal of the workshop 
as presented in the letter: “Our goal is to determine whether a consistent, 
substantive, and philosophically defensible view of scientifi c pluralism can 
be developed that goes beyond the mere rejection of the unity of science 
doctrine.”

This essay belongs in the same genre as Morrison’s and Hacking’s es-
says. Like them, I shall attempt to clarify issues in disunity or pluralism 
of science through a bit of attention to history; like them I shall attend, if 
only briefl y, to several different fi gures in different historical time peri-
ods. The logical empiricists shall dominate my discussion, however. This 
dominance is an expression both of my own limitations as a scholar and of 
my sense that there are still underdeveloped themes from within the unity 
of science movement that can help us sort out what is interesting and im-
portant in the current disunity literature.

The Unity of Science Movement and Current Vocabulary: 
Some Preliminary Complications

Here, again, is the goal the workshop was set: “Our goal is to determine 
whether a consistent, substantive, and philosophically defensible view of 
scientifi c pluralism can be developed that goes beyond the mere rejection 
of the unity of science doctrine.” For those of us steeped in the history 
of philosophy of science, this sentence presents a problem that ultimately 
becomes a resource and an opportunity. After all, when you have read the 
International Encyclopedia of Unifi ed Science from cover to cover, there 
is perhaps one theme in it that is more striking than any other: there is 
no unity of science doctrine. I mean this in two senses. First, it is quite 
clear that the unities of science either defended, advocated, or proposed 
by the various authors in the Encyclopedia are quite as numerous as they 
are. But, second, it is not simply that the Encyclopedia presents no  unifi ed 



4  Alan W. Richardson

 understanding of unity. No, the lack of doctrinal unanimity on just this 
point was often referred to with pride as one of the principal virtues of 
the project: the unity of science was a thematic and procedural com-
mitment but did not entail any substantive agreement on philosophical 
doctrine. Thus, my motto from Otto Neurath’s introductory essay to the 
Encyclopedia and thus also John Dewey:

It follows that a movement in behalf of the unity of science need not and 
should not lay down in advance a platform to be accepted. It is essentially a 
co - operative movement, so that detailed specifi c common standpoints and 
ideas must emerge out of the processes of co - operation. To try to formulate 
them in advance and insist upon their acceptance by all is both to obstruct 
co - operation and to be false to the scientifi c spirit. (Dewey 1938, 33–34)

The lack of unanimity regarding unity of science in logical empiricism 
and its fellow travelers is, when rightly understood, a resource for advo-
cates of pluralism. If pluralism were merely the negation of a single philo-
sophical doctrine that turned out to be false or barren, pluralism would 
have all the virtues but also all the excitement of honest intellectual toil. 
What makes pluralism promising is that it is more than a negative doc-
trine accepted, either in disappointment or in relief, in the wake of a failed 
doctrine. It has the excitement not of honest toil or yet of intellectual theft 
but of a forensic and deliberative project that seeks to understand what 
was right and what was wrong about a complicated philosophical project 
that went unfulfi lled — pluralism and disunity are themes in the complex 
working - through of what was wrong and what was right in logical em-
piricism. In any case, this is what I will argue by giving attention to some 
contending doctrines of the unity of science and to the philosophical moti-
vations that underpinned what advocates preferred to call not “the unity of 
science doctrine” but rather “the unity of science movement.”

Before attending to the main business, allow me to make some points, 
as necessary as they are pedantic, about names of philosophical projects. 
Let us think a bit about “unity of science” — the words, as keys to the thing. 
Pluralism — about scientifi c theories, representations, cultures, objects —
 seems badly defi ned as “plurality of science.” A doctrine of the plurality of 
science sounds like a doctrine that says that there is more than one science. 
That doctrine, however, is not honest toil; it is not even theft; it is common 
property. It is not news that there is more than one science, and one does 
not need philosophy to arrive at this fi rm truth. (Perhaps only a philoso-
pher would undertake to deny it.) The unity of science movement surely 
did not deny that there are many sciences — indeed, most of the articles 
in the Encyclopedia were on individual sciences. What lent to the unity 
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of science project a real intellectual bite was the claim that this historical 
distinctness among the sciences did not express an important underlying 
epistemic or methodological disunity—that it sought to lay bare a unity 
that might have been missed. The question before pluralists is whether 
there is a philosophically important lack of unity that has somehow been 
missed, one that is not identical with the lack of unity that everyone al-
ready knows about.3

Before leaving this train of thought, we might attend also to the phrase 
“unifi ed science,” since “unity of science” was the goal for which “unifi -
cation” was the means. The unity of science movement, in laying out and 
promoting a unity of science that might otherwise be missed or even not 
come into existence, was seeking to foster something — a unifying and co-
operating tendency among the sciences and between science and philoso-
phy, a science made more unifi ed. One thing to attend to in reading current 
pluralists is whether they are advocating a “plurifi ed” or “pluralized” sci-
ence and if so, on what grounds. One could, for example, imagine seek-
ing less cooperation between evolutionary theory and anthropology, on the 
belief that we have had enough sociobiology already and it is time to do 
other things that are more explanatorily promising. But in such a case, is 
one’s sense of the need for new things in anthropology due to a commit-
ment to “pluralized” science or to a commitment to better science? This 
is where the anxieties about negation are most well placed, I believe. In 
good scholastic vocabulary, one might worry that pluralism is genuinely a 
negation or a privation since advocating a lack of cross - disciplinary unity 
or cooperation as a way forward methodologically seems rather peculiar 
advice. “Anthropologists, do not listen to biologists!” seems an injunction 
in need of a further reason. Moreover, it seems to need completion with a 
more substantive reason than “Science is plural!”

The example, however, is useful for uncovering a problem that many 
have sensed within certain scientifi c projects and that motivates at least 
some pluralists.4 Many believe that a Dennett - style Darwinism is not a 
cooperative enterprise in the realm of human psychology or anthropolo-
gy; evolutionary theory in those domains is an imperialist doctrine. Here 
we enter ground well trod already in the 1970s when disunity of science 
was the call of those nascent cognitive scientists such as Fodor (1975) who 
wanted to argue for the predictive and explanatory autonomy of the spe-
cial sciences. Of course, the fl ip side of imperialism is co - optation. Some 
biologists worry that anthropologists and psychologists move from their 
felt need for evolutionary explanations to the claim that they have such 
explanations too quickly. The response by biologists such as Lewontin 
(1991) to projects like “evolutionary psychology” is less the distaste of an 
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imperialist looking on awkward aboriginal attempts to become civilized 
and more the horror with which, for example, inner-city black rappers greet 
the white, suburban co - optation of their music.

Early Logical Empiricism 
and a Rickertian Form of Pluralism

Let us leave that where it is for the moment and return to the main busi-
ness of this essay, which is teasing out pluralisms worth having by think-
ing about various unities heretofore proposed. Let us begin where many 
have located the point of the unity of science project: in ontology. While 
this is not the best reading of the mature project (see below), it is cer-
tainly the case that early on the unity of science was often presented in 
something like ontological terms. In the Aufbau of 1928, Rudolf Carnap 
([1928] 1967, 29) claims to establish the unity of “the object domain of 
science.” He does this by presenting a language in which all signifi cant sci-
entifi c discourse can be formulated. Putative metaphysical things such as 
essences, however, cannot be constructed — that is, they cannot be defi ned 
in the language — and this is the fact that Carnap uses to expunge meta-
physical talk. Metaphysics does not speak of things in the object domain 
of science; there is only one such domain, and it contains all the objects 
that can be referred to, so metaphysics strictly does not speak of anything 
at all.

I have been deliberately sloppy about ontological and semantic issues 
in what has just been said, precisely because Carnap is sloppy in the same 
way. This points to his own subsequent move to semantics, but in part it 
is because even in 1928 the point of insisting on the unity of the object 
domain of science was not exactly ontological. That is, the point was not 
to deny that science investigates many different things, indeed, many dif-
ferent kinds of things; Carnap would not deny that rabbits are different 
from electrons even though both are studied by science. Rather, the point 
of the unity of science for Carnap in 1928 was to take sides with some 
neo - Kantians against other neo - Kantians in a dispute that mixed together 
ontological, logical, and methodological issues. This is, of course, the de-
bate over the difference in kind that some claimed obtained between the 
Geistes -  and the Naturwissenschaften.

Heinrich Rickert ([1929] 1986) and others in the historically minded 
Southwest school of neo - Kantianism had claimed that the cultural and the 
natural sciences were different in principle because the former were, but 
the latter were not, interested in knowing and understanding the individual 
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as an individual. That is, Rickert claimed that the mathematical form of 
natural scientifi c knowledge meant that the concepts of natural science 
could not uniquely specify individual objects and their activities, but the 
cultural sciences would lose their point if one could not speak of indi-
vidual actions of individual agents — no historian is interested in Caesar’s 
crossing of the Rubicon as an instance of a general law of events of such 
and such an abstract type attending on circumstances similarly abstractly 
and generically formulated; historical events are historically interesting 
precisely because they are uniquely meaningful. (This is not to deny that 
there are many law - governed actions of human beings; it is to deny that 
those are the actions that are historically interesting.) The two types of 
science, then, differ in relation to individual things, according to Rickert. 
Also, they differ according to their need to attribute action based on inten-
tions or reasons. Rickert and others concluded from this that the natural 
sciences had a different method of knowing than did the cultural sciences. 
Rather than trying to fi nd the proper universal law under which to sub-
sume Caesar crossing the Rubicon, a proper explanation in history would 
speak to the signifi cance for Caesar of this action. It would posit plausible 
beliefs, reasons, and intentions that would make sense of his action in its 
context. The whole epistemic structures of natural and cultural sciences 
were different; there was no one way to know everything worth knowing 
about the world.

It is this joint ontological and methodological distinctness of natural and 
cultural science that Carnap, in this case quite explicitly following Ernst 
Cassirer ([1910] 1953), sought to reject by stressing the unity of the object 
domain.5 Cassirer and Carnap argued that Rickert had misunderstood the 
role of mathematical form in natural science, had misunderstood the for-
mal elements as universals rather than as relational forms constitutive of 
individual content. Not only does formalism not deny individuality, but 
the individual can only be objectively specifi ed via the formal conditions 
that uniquely determine it.6

We need not go into details here. The point in the current context is that 
by supporting Rickert against Carnap, we might fi nd a pluralism worth 
having: Rather than insisting on there being a variety of kinds of things in 
the world — something not many would deny — the pluralist could go as far 
as Rickert, even if not doing so to enforce exactly the distinction Rickert 
himself wanted. That is, the pluralist could insist that there are different 
kinds that can be known only in different ways. We all know that people are 
not quarks, but perhaps the proper ways of coming to know things about 
people are not the proper ways of coming to know things about quarks. 
(Perhaps this is true of zebras and quarks or toasters and humans also.)

Now, I do not have an argument that this form of pluralism is true, or if 
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it is true, into how many epistemologically distinct categories kinds would 
fall. And of course, one would like there to be some compelling reason 
why the knowing relation is different for kind x and kind y. But we do 
seem to have a genus of useful pluralisms; one that has various differ-
ent varieties. For example, Hacking’s (1996, 2001) plurality of styles of 
reasoning seems, insofar as he does not advocate for the kinds within any 
style of reasoning, to be a way of indicating that what in the world we can 
know depends on what sort of knowing we bring to the world. Since, on 
Hacking’s view, styles of reasoning can and do coexist, he has a robust 
pluralism — not the pluralism of the historian who can say “those were the 
kinds available given the style of 1650; these are our kinds,” but the plural-
ism of a theorist who can say, “We have experimental, algorithmic, statis-
tical, . . . kinds in our world.”

Of course, if we push further along in this direction and are more un-
easy with relativism than Hacking seems to be, we arrive at a place where 
an internal ontology within any style of reasoning is our only place to 
speak of ontology at all. We arrive safely, in this way, at a form of plural-
ism that was enunciated within the unity of science movement — Carnap’s 
plurality of linguistic frameworks. Of course, if our goal is to enunciate a 
form of pluralism, we might resist making the fi nal Carnapian move here: 
we might wish to insist that there really are things knowable in only one 
way and other things knowable in only some other way. Such talk of the 
really real transcending the frameworks themselves is exactly the sort of 
talk Carnap eschewed — his pluralism of frameworks has no metaphysical 
lessons to teach. So, if we want a metaphysical pluralism, we cannot be 
Carnapians.

There is another reason why a pluralist might resist Carnap’s linguistic 
frameworks (the case of Hacking’s styles is more complicated and trou-
bling). This reason is more practical than metaphysical. One might wish 
to resist the rather totalizing element found in Carnap’s project. It is impos-
sible actually to adopt and use two Carnapian languages at once; one’s 
constitutive a priori principles cannot be put on and taken off as needed. 
(This is the complication in Hacking’s styles: they coexist in the sense that 
we as a culture and we each individually may use more than one of them, 
but can we actually use more than one of them in any one bit of reasoning?) 
The point is perhaps best made in Carnapian language: Carnap was happy 
to say that the choice of linguistic framework was a pragmatic choice and 
one that was revisable, but for him it was revisable in toto or not at all 
(that’s how semantic holism works). A pluralist might hanker after a more 
practical point of view, suggesting that Carnap’s practical decisions were 
rather like a carpenter being asked to choose exactly one tool at the start of 
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a job and to stick with it. Pluralist carpenters would rather have saws, ham-
mers, screwdrivers, and the rest, as needed — and sometimes one needs to 
use both a screwdriver and pliers for one and the same job.

Social and Metaphysical Disorder 
and Philosophical Anxiety

There are worries that philosophers are prone to when faced with this sort 
of epistemic eclecticism. The standard worry is that such eclecticism is 
ultimately a pernicious form of relativism. I think that relativism is the 
current successor to skepticism in the realm of what C. S. Peirce ([1885] 
1992) very properly called philosophical hypochondria. Philosophers have 
theorized knowledge in such a way that signifi cant shifts in belief or in 
representational technology lead, in theory, to a sort of anxious night-
mare of people wholly incomprehensible to one another. But this is not 
an epistemic phenomenon we are presented with except in the rarest of 
circumstances — incomprehensibility is (almost) always local and (almost) 
always subject to diagnosis even if not to reasoned resolution.7

Suppose “pluralism” names this position: (1) the theoretical forms of 
representation used in the various sciences vary in ways that make those 
theories hard to combine; (2) these forms of representation interact in in-
terestingly different ways with the activities of scientists in the lab and the 
fi eld, where scientists often use other forms of instrumental representa-
tion; (3) these facts of daily scientifi c practice may have epistemological 
importance and may require new philosophical resources to be properly 
understood; (4) let’s investigate this and seek those new resources. Such a 
pluralism is important for us as philosophers of science here and now. For 
an investigation to be shunted aside because there is a three - move tech-
nique in the philosopher’s game that reduces it to relativism would be a 
terrible shame. After all, philosophy of science began not with suspicion 
about science, but with suspicion that proper attention to science would 
reveal the poverty of the philosopher’s game.

It is not as if philosophers’ current attention to the variety of representa-
tional resources, practices, and technologies in science is “the latest fi nd-
ing” of philosophy of science, in the sense that philosophers now know 
something about science that no one ever knew before. The importance 
of this variety is not as a piece of new information but as a problem for 
philosophy: if we take this variety of representational resources, practices, 
and technologies seriously, what has to change in our theories of scientifi c 
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knowledge making? This is a problem for us particularly because we have 
our own reasons for thinking that the well - honed tools of philosophy of 
science, such as formal logic, are not suffi cient for solving it.

My “pluralism in science as a philosophical problem” does not take 
sides on what the lessons of pluralism are or whether those lessons are in 
fact going to turn out to be epistemologically interesting. I am willing to 
believe that Morrison may be right — whatever the importance of plural-
ism, it does not preclude the importance of unity — or even that Creath 
may be right — there is nothing particularly new here at all. Unlike the 
suggestion in Morrison’s work, however, I am not taking the variety of 
representational technologies, practices, and so on as evidence of plural-
ism; I am taking them to be pluralism. They are part of the phenomena 
of science - as - practiced. And, unlike the suggestion in Creath’s work, I am 
willing to entertain the idea that the logical empiricists both noticed rep-
resentational and methodological diversity in the sciences and radically 
underestimated the importance of it.

Helen Longino has raised a different sort of worry about the eclecticism 
I have been developing: it is not strong enough to ward off what she takes 
to be the proper negation of pluralism, which is a position she calls “mo-
nism.” For Longino, monism is the view that “for every natural process 
there is one and only one correct account of it” (2002, 44). Rickert’s ver-
sion of pluralism, for Longino, is not a version of pluralism at all — since 
Rickert is committed to there being a uniquely correct account of the ex-
pansion of copper when heated and of Caesar crossing the Rubicon; it is 
just that those accounts will be very different.

Unlike Longino, I fi nd it hard to get very exercised about monism. I 
suspect that whether one fi nds Longino’s monism problematic reveals 
something about deep philosophical commitments, commitments that peel 
the unity issue back well beyond logical empiricism to a previous philo-
sophical era and a more general philosophical issue. Suppose we notice 
that scientists use a variety of representational technologies — differential 
equations, computer simulations, mechanical models, visual models, what-
ever. Monism is the view that for each (sort of) thing, there is some rep-
resentational technology and some representation in that technology that 
gives the single best account of that thing. Well, there are philosophers 
who think that that is pretty well necessary because they think that the 
abili ty of symbolic systems of any sort to represent objects at all can only 
be explained by virtue of a match between some aspect of the symbol sys-
tem and the nature of the thing being represented. This is representational 
realism — the view that representation is possible at all only by a match of 
some sort between the real nature of the object and the representational 
system itself.
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This representation realism is a form of transcendental realism of ex-
actly the sort that Kant argued against. There are three salient ways of 
resisting transcendental realism. The fi rst way is Kant’s way: any empiri-
cally signifi cant talk of objects takes place within a representational sys-
tem, the ability of which to represent cannot be explained by reference to 
something wholly external (such as Dinge an sich) to the representational 
system. (Kant had no pluralist concerns, of course, because he had no plu-
rality of representational systems.) The second way is Hegel’s way: the ob-
ject is the never given but always pursued endpoint of the dialectic of the 
systems of representation themselves.8 The third way is Bergson’s way: the 
object has a fulsome being that always outruns the ability of any symbol 
system to represent it.

Kant, Hegel, and Bergson might seem to be rather lofty fi gures to bring 
to bear on homey facts such as the variety of techniques used to represent 
brain activity in psychology and medical science or the variety of formal-
isms in quantum physics. But high philosophy is meant to explain some-
thing about our cognitive lives, so we shall not allow our philosophers to 
hide in their studies. A multiplicity of contemporaneous representational 
technologies does lend a certain poignancy to disputes between Kant, 
Hegel, and Bergson. On the face of things, Hegelian absolute idealism 
seems to be worst off. At the very least, the logic of dialectic involves a 
succession of representations that seems ill - suited to illuminating a situa-
tion in which the representational systems coexist. Longino seems tempted 
by something like Bergson when she writes:

Philosophers who advocate strong forms of pluralism, however, are claim-
ing that the complexity of natural entities and processes (either all such or 
just organic entities or processes) eludes complete representation by any 
single theoretical or investigative approach. Any given approach will be 
partial and completeness will be achieved not by a single integrated theory 
but by a plurality of approaches that are partially overlapping, partially au-
tonomous, and resisting reconciliation. (2002, 93)

Here, the order of explanation goes from the ontological thickness of ob-
jects, through the representational thinness of any particular representa-
tional idiom, to the need for a plurality of representational idioms.9

We could take a page from the neo - Kantians, however, and explain the 
plurality of representational idioms not by reference to what eludes them 
but by virtue of the coordination of the representational idioms themselves. 
On this view, the object “brain activity” is constituted via the coordination 
of the various representational idioms. The need for the variety comes not 
from what goes beyond all of them but from the fact that exactly this object 
is uniquely picked out only by reference to all of them. This neo - Kantian 
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position might not seem to explain why there must be a plurality of repre-
sentational systems. But then we might ask whether “because the object is 
so complex” is really an answer to that question, especially when we note 
that not only our evidence of the complexity of the object but also what we 
mean by the complexity of the object are that we do have various represen-
tations of the object. This is to say that the multiplicity of representational 
systems is not metaphysical necessity; the necessity is an internal one: 
given that we have all these representational systems, any given object is 
picked out by coordinating among them.10

Carnap’s Unity of Science Circa 1938

In tracing through some ways of continuing on from negating “the unity 
of the object domain” of science, we have — in our discussion of a varie-
ty of representational idioms or technologies in science — actually ar-
rived at a negation of the most prominent account of unity of science in 
the Encyclopedia: the unity of science is the unity of the language of sci-
ence.11 This is a view we can associate with Carnap, for whom the question 
of the unity of science could not be an ontological question (there being 
no such questions) but only a question of the logic of scientifi c language. 
Now, Carnap’s actual view of the unity of the language of science is rather 
subtle. The briefest statement of it is this: “the class of observable thing -
 predicates is a suffi cient reduction basis for the whole of the language of 
science, including the cognitive part of everyday language” (Carnap 1938, 
60). This view is what Carnap also called “physicalism.”

Among the subtleties of the position is the fact that “observable thing -
 predicates” are discovered psychologically but do not refer to private ex-
perience. Thus, observable thing - predicates are predicates like “hot” and 
“heavy” and “blue” — predicates not of experiences but of things, and predi-
cates that can be taught pretty well in isolation from other language. Thus, 
we can teach someone to assent to or dissent from “hot” as a predicate of 
things in a way that does not rely on many judgments and inferences using 
other parts of the language. Of more interest to us, however, is the fact that 
“suffi cient reduction base” does not for Carnap in 1938 mean anything 
like “conceptual basis adequate for translational reduction.” Carnap does 
not think that the observable thing language is conceptually rich enough 
to express what any part of science actually says; it simply supplies the 
terms in which scientifi c terms are introduced via reduction conditionals. 
Thus, one might begin to introduce the psychological concept of pain with 
a reduction conditional like “If you poke someone in the eye with a red - hot 
poker, then if they scream and writhe, they are in pain,” where, ideally, 
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the terms of the antecedents (or consequents) that do not involve the intro-
duced term are in the observable thing language.

The unity of the scientifi c language for Carnap was, even in 1938, very 
loose. It involved no defi nability of terms and no derivability of laws. Nor, 
despite the polemical terms of Quine’s attack on Carnap, did it involve 
any fi ctitious history of how the terms were actually introduced into sci-
entifi c language. Carnap was not in the business of telling just - so stories 
about how scientists introduced “temperature” or “pressure” into their lan-
guages; he was trying to enforce a forward - looking criterion of a logically 
adequate introduction of concepts into science. We assume that the refer-
ences of behaviorally accessible observational thing - predicates are fi xed, 
and then we introduce new predicates in ways short of translation but 
which tie the application of the new predicates to states of affairs ascer-
tainable wholly in the language of the observable thing - predicates we have 
in hand.12 Perhaps the place where Carnapian strictures on meaningful-
ness would be best exemplifi ed would be in the Diagnostic and Statistical 
Manual if the diagnostic criteria were explicitly understood as meaning 
postulates. (If such were the clear role of the DSM, we could have a much 
clearer sense of whether the recent explosion in cases of autism, for ex-
ample, is a semantic or a pathological phenomenon.)

Rather than continue to expound or rehearse objections to Carnap’s 
unity of the language of science doctrine, I would prefer to focus our atten-
tion on the point of the doctrine. What problem was the unity of the lan-
guage of science meant to solve? Within Carnap’s work, the philosophical 
problem is exemplifi ed in this statement about behaviorism in psychology 
(Carnap 1938, 58): “Hence there cannot be a term in the psychological 
language, taken as an intersubjective language for mutual communication, 
which designates a kind of state or event without any behavioristic symp-
tom.” Carnap’s concern was ever directed toward the inter subjectivity of 
science: intersubjective agreement with respect to the observable thing -
 predicates was a condition for knowing what those predicates meant 
(because agreement with the community’s judgment is the criterion for 
having learned the predicates), and the reduction conditionals give inter-
subjectively valid test conditions under which the introduced predicates 
are applied or denied.13

Subjectivity per se is not much of a problem — my preference for Bosc 
over Anjou pears should not keep anyone up at night, even if they have 
the opposite preference. I want to suggest that the cool, bloodless style of 
Carnap’s writing rather masks the key concern that leads to an insistence 
on intersubjectively available test conditions in the language of everyday 
life within which proper introduction of the scientifi c concepts occurs. In 
order to unmask this concern, I will attempt to be more warm - blooded 
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myself and avail myself of more warm - blooded fellow travelers of this 
part of Carnap, Neurath, and Dewey.

What was the real concern with metaphysics that motivated the logical 
empiricists? It was not that metaphysicians are idle fools, telling stories full 
of sound and fury but signifying nothing. It was, rather, that these stories, 
while signifying nothing, were not idle and not understood to be foolish. 
Metaphysics served ideological purposes — long, detailed theories of value 
that no one could understand were nonetheless held to be importantly true 
and served to prop up improper systems of authority. When my preference 
for Bosc pears comes to be grounded in a long metaphysical story that an-
nounces the superiority of Bosc pears but cannot be understood or evalu-
ated by any who do not agree with it, something epistemically suspicious 
is going on. Our suspicions should only increase when such stories serve 
to support great disparities of wealth or cover over the misery of much 
human life. The concern with metaphysics and with promotion of unity of 
science was an effort in the 1920s and 1930s to understand and to solve a 
very material and social problem of ideology: what to do with communi-
ties of alleged experts offering theories that were effectively immunized 
from internal or external criticism but which proffered explanations of so-
cial, political, or economic conditions?

The logical empiricists theorized metaphysics not as hapless foolishness 
but as obfuscation in support of authority and power. The claim, there-
fore, that proper scientifi c status involves intersubjectivity and that this, 
in turn, means explicit connection to the common language we all speak 
and to explicit test conditions specifi able in that language makes sense in 
this context. If scientifi c language works like that or can be regimented to 
work like that, it exhibits the virtues of transparency and intersubjective 
control that metaphysics and ideology importantly lack. Moreover, if all 
of scientifi c language is regimented in this way, it is not only connect-
ed internally, one science to another, but also connected to the lifeworld 
and sphere of activity of the ordinary person. The unity of science shows 
how science and scientifi c philosophy do, in fact, “serve life” and why life 
would “receive it” as Neurath, Carnap, and Hans Hahn famously said in 
1929 ([1929] 1973). This is why Cartwright et al. (1996) insist on stressing 
Neurath’s concern with unity “on an earthly plane” and “at the point of 
action.”

This last point is worth emphasizing, since it is the main theme of two 
of the six introductory essays in the Encyclopedia, the essays by Neurath 
and Dewey, while also being mentioned with some prominence in the in-
troductory essays by Carnap and Charles Morris. Here is Neurath, as he 
reaches the crescendo of his essay:
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The empiricalization of daily life is increasing in all countries. . . . A 
meteorologist trained in Denmark may become a useful collaborator to 
a Canadian polar expedition; English economists can discuss a Russian 
analysis of American business cycles; and Russian economists may object 
to or accept the opinions of English economists about the effect of rural 
collectivization in the Soviet Union. . . . One can state . . . scientifi c prog-
nostications in terms of everyday language. . . . Unifi ed science is there-
fore supported, in general, by the scientifi c attitude which is based on the 
inter nationality of the use of the language of everyday life and on the inter-
nationality of the use of scientifi c language. (1938, 22–23)

Here is Dewey:

There is also a human, a cultural, meaning of the unity of science. There is, 
for instance, the question of unifying the efforts of all those who exercise 
in their own affairs the scientifi c method so that these efforts may gain the 
force which comes from united effort. Even when an individual is or tries 
to be intelligent in the conduct of his own life - affairs, his efforts are ham-
pered, often times defeated, by obstructions due not merely to ignorance 
but to active opposition to the scientifi c attitude on the part of those infl u-
enced by prejudice, dogma, class interest, external authority, nationalistic 
and racial sentiment, and similar powerful agencies. Viewed in this light, 
the problem of the unity of science constitutes a fundamentally important 
social problem. (1938, 32–33)

For good measure, here is the very end of Carnap’s essay:

For very many decisions, both in individual and in social life, we need . . . a 
prediction based on the combined knowledge of concrete facts and general 
laws belonging to different branches of science. If now the terms of differ-
ent branches had no logical relation between one another, such as is sup-
plied by the homogeneous reduction basis, but were of fundamentally dif-
ferent character, as some philosophers believe, then it would not be possible 
to connect singular statements and laws of different fi elds in such a way as 
to derive predictions from them. Therefore, the unity of the language of 
science is the basis for the practical application of theoretical knowledge. 
(1938, 62)

There are characteristic differences in these three passages, but the 
leading ideas are clear enough. The unity of science unites all the sciences 
together so that they can yield predictions and support action in the world 
of everyday life. The institution of science and of scientifi cally minded 
people has fostered an activist international community of people united 
linguistically and in their open and critical habits of mind. Opposed to 
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this trend in science and culture is a trend toward divisive, obscurantist, 
often nationalistic metaphysical ideologies that condemn human life to ar-
bitrary authority, dogma, and ignorance. Philosophy of science could do 
good work by fostering the former and fi ghting against the latter. This re-
quired a theoretical understanding of what the unity of science consisted 
of; Carnap’s account was one such theoretical understanding, based on the 
methods of logical analysis so useful in foundations of mathematics and 
elsewhere. This is the philosophy of science promoted by exiled Austrians 
and Germans and progressivist Americans circa 1938.14

Projects in a Pluralism of Science Movement

Let us place pluralism in this context for a moment. Let us fully pry apart 
the motivating pretheoretical claim that science is an internationalist and 
practical discipline promoting positive change in the world and, as such, 
is opposed to fragmenting and dangerous stories in ideology and meta-
physics on the one hand, and, on the other, the particular tools the logical 
empiricists circa 1938 had for theorizing this claim.

Most of what we as philosophers of science have been taught has been 
on the latter, more internal and theoretical, side of the question. Pluralism, 
indeed, received one of its prime impetuses from work by Thomas Kuhn 
and others pointing to the variety of representational schemes and media 
and the variety of persuasive and pedagogical techniques actually em-
ployed in science. I think the proper attitude toward such work is not that it 
“refuted” logical empiricism as much as it seriously undermined the theo-
retical resources and methods for discussing science employed by the logi-
cal empiricists. Here, as usual, Carl Hempel seems to have gotten the tone 
exactly right in his 1973 essay critiquing the “standard empiricist constru-
al” of the meaning of theoretical terms:

It might seem that a theory lacking an interpretation in terms that are 
clearly understood must be deemed, by strict analytic standards, not to 
be objectively intelligible, to lack objective signifi cance. But the standard 
here invoked, which has been very infl uential in logical empiricism and, 
indeed, in much of analytic philosophy, is much too restrictive. New con-
cepts can become intelligible, the use of new expressions can be learned, 
by means other than explicit linguistic interpretation; and, as the history 
of scientifi c theorizing illustrates, the new linguistic apparatus thus in-
troduced can come to be employed with high interpersonal agreement. 
(2001, 216)



THE MANY UNITIES OF SCIENCE  17

Hempel concludes from this that the entire demand for an account of 
meaning of theoretical terms “rests on a mistaken presupposition and thus 
requires no solution.”

Since the use of meaning postulates and bridge principles to interpret 
theoretical terms was a central aspect of the semantic unity of science proj-
ect, Hempel’s remarks bear some refl ection. One can read him as saying 
that the problem of the unity of science becomes a problem of the specifi -
cation of the meaning of theoretical terms, and this problem is to be solved 
through logical techniques of defi nition, meaning postulates, reduction 
conditionals, only after we have, as philosophers of science, already un-
derstood a logic - based semantics to be the proper tool for formulating our 
problems. Hempel (1993) thought Kuhn and others had decisively shown 
this to be the fundamental mistake of logical empiricist philosophy of sci-
ence: meaningfulness in science was a natural phenomenon regardless of 
the diffi culties logic had in helping us to understand it.

This sort of Kuhnian descriptive pluralism of how scientists actually 
represent the world and how they teach and transmit their representations 
may loosen the hold on the philosophical imagination of the explicit tools 
and resources of logical empiricism. It does not, of course, yet speak to 
the issue of whether the motivational phenomenon Neurath and Carnap 
wished to theorize actually obtains. Do various branches of science fi t to-
gether to make predictions and suggest ameliorative actions in the world of 
our everyday life, and if they do, do they thereby differ from meta physics, 
dogma, ideology? I think much of the question of pluralism in science im-
portantly revolves around these questions and that these questions are not 
very easy to answer.

An example will illustrate the problems I see for answering this ques-
tion. Can biology, climate science, economics, anthropology, and whatever 
other sciences that might be of use combine in such a way as to yield prop-
er guidelines for managing the salmon fi shery in the Pacifi c Northwest?15

One might have thought that the answer, ascertainable by simple inspec-
tion, is NO, but, of course, this is not suffi cient. Consider two strategies for 
answering YES instead:

First, there is the “in principle” YES that says, of course, those sciences 
could yield such guidelines if they were all suffi ciently far advanced to have 
decently articulated theories or models that could interact with one another. 
This response yields the “inverse instrumental argument for more science 
funding” since it is exactly the failure of instrumental success in climate or 
fi sheries science models that indicates that they need more funding.

Second, there is the “immunizing” YES that says, of course, those 
sciences could yield such guidelines if they were not met throughout by 
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 improper special interests, social pieties and taboos, and other contami-
nants. Advocates of this strategy abound — they typically “know what the 
science says” but blame the politicians, the bureaucrats, the treaties that 
grant rights to native peoples, the greed of fi sh farmers, and other non-
scientifi c factors for the mess. (That no two of them agree on “what the 
science says” only reinforces each of them in their belief that the others 
are in the grip of special interests.) If science could proceed untrammeled, 
it could speak to the general human interest. Of course, one person’s con-
tamination is another person’s contribution to the debate. Thus, one person 
might argue that it is multiculturalism gone berserk to expect that fi sheries 
scientists should have to listen to native claims of knowledge of salmon 
breeding habits — this is the functional equivalent of insisting creationists 
have a voice in biological debates. But another might argue that the ac-
counts of the native fi shing communities in fact do form the best evidence 
we have of changing salmon populations in the coastal waters over the 
long term, and after all, it is racist to deny that there is aboriginal expertise 
that should be heard in the debates. Someone might even argue that the 
native ways of interacting with the environment are more likely to yield 
knowledge of what is happening with the fi sh, a claim that sounds like a 
sort of romantic fairy tale to others.

I argue that this sort of debate is the crux of the matter regarding unity 
and plurality of science. I have argued, in essence, that unity of science is 
the fl ip side of the demarcation problem for the logical empiricists, and, 
as we should all be aware by now, the demarcation problem was for them 
and, even more explicitly, for Popper the way of dividing legitimate criti-
cal voices in the culture from “the enemies of the open society.” A plural-
ism that becomes a sort of epistemic multiculturalism and that thus denies 
the relevance of the demarcation problem ultimately becomes not a plurali-
ty of science position so much as an implicit faith in liberalism: if we all 
work together, we will solve our problems. Such a position need have no 
account of science, whether pluralistic or unifi ed, since science has no spe-
cial place in its envisioned world. The fear is that destructive and divisive 
dogmatists cannot be removed from the table and that one achieves only 
a cacophony of opinions and no consensus for action in such a world. The 
unity of science serves as a sort of credentialing system for those worried 
in this way: before taking your seat at the table, you must go see Herr 
Carnap in the Unity of Science Bureau and have your papers stamped “in 
proper epistemic order.”

The trouble, as those like Kuhn who brought the variety of scientifi c 
practices into their central position today have pointed out, is that over-
ly restrictive criteria used in the bureau would have ruled out all but a 
few exact scientists and the members of the bureau itself. No one has ever 
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solved the demarcation problem in a way that allows it to do the job of sort-
ing the cranks from the legitimate voices. A radical pluralism — one that 
denies monism, for example — may very well be motivated in the end by 
the desire to show that the politics of demarcationism were themselves il-
legitimate, that no universal criteria apply in all cases of sorting the wheat 
from the chaff.16 Pluralism of this type may ultimately rest on the convic-
tion that no one is inherently an epistemic goat, forever separated from 
genuine knowledge by recognizable epistemic sin.17

I suggest then that our brief historical voyage has offered not merely 
some possible pluralist positions, but has also provided some topics as 
ways forward in pluralist philosophy of science. These ways forward do 
not combine into a single doctrine to be inscribed in the hearts and minds 
of pluralists. I have been arguing that the logical empiricists were quite 
right to call “unity of science” a “movement” rather than a doctrine; in the 
same spirit, I offer pluralism as a movement that can proceed on a variety 
of fronts. It is much more appropriate for pluralism to be a set of projects 
than for it to be a thesis.

1. One way is to take seriously the idea not that there is no difference 
between science and ideology or dogma but that no universal difference 
that can withstand critical scrutiny has been enunciated. Pending further 
specifi cation of an epistemologically crucial distinction, one might very 
well take a page from some sociology of science and propose to treat sci-
ence as “ordinary expertise” no different in kind from the expertise of 
politicians, plumbers, or, for that matter, philosophers. This move removes 
the need for fretting about a demarcation criterion for science and, thus, 
for fi nding some crucial thing that binds physics together with chemis-
try but not to Hegelianism, Islam, or party politics. We may as well see 
fully what the theoretical consequences of such a view are. Let’s explore 
multi cultural pluralism at least in the ideal and imagine a thousand fl owers 
blooming — it might not be unattractive.18

2. Another way forward would be to insist that there is an important 
universal demarcation of science from nonscience and, indeed, an impor-
tant sense in which the various branches of science can and, at times, do 
cooperate with one another that does not and cannot extend to cooperation 
with the nonscientifi c fi elds. Here, pluralism of a descriptive kind is defi -
nitely helpful, if only as an aid to clarifying the phenomena. Suppose there 
is a clear sense in which the quantum formalism of physics does not quite 
match the quantum formalism of chemistry — does this hinder cooperation 
and sharing of theoretical knowledge? When? How? Does this differ in 
kind from, say, the difference between forms of representation of mean-
ing in linguistic semantics and in philosophical semantics? Are the mean-
ings of pain, illness, and suffering in “the lifeworld” or in  “alternative 
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 medicine” importantly different from and unable to be commensurate 
with the meanings of these things in biomedicine? Before we seek to save
the phenomena of unity of science, try fi nding out what the phenomena 
are; and, in the situation in which fi nd ourselves as theorists of science 
now, we will have to explore unity despite diversity.19

3. If my diagnosis of the demarcation issue for the logical empiricists 
is correct, then one issue of relevance to the pluralists is whether the pre-
theoretical concerns of contemporary philosophy of science are quite the 
same as those of the logical empiricists. I have suggested that the concern 
among the logical empiricists was a demarcation of proper and improper 
epistemic authority — ideology as a threat to human life and science as 
the enemy of ideology. The sort of pluralism that seems to raise current 
political - cum - scientifi c ire is motivated not so much by an external threat 
from metaphysics or ideology or politics to science or to life, but, as we 
argued above, a hegemonic or imperialist threat to some scientifi c ways 
forward at the hands of others — let us not forget the social factors in au-
tism in a mad rush to a genetic explanation — or even, at times, a worry 
that science has hegemonic dominance over other ways of knowing that 
have not been given a chance to express their insights. This is to say that 
the global epistemic situation has changed — science is less challenged by 
non scientifi c rivals than it is, at least in part, in danger of losing its hu-
mility with respect to other aspects of human life and belief. So we can 
become explicit in our anxieties about hegemonic stances within science. 
Moreover, we may wish to borrow not merely from our friends in history 
and sociology of science but also from our friends in Continental philoso-
phy to help us theorize knowledge as power.

4. I have, at last, used a phrase that I have felt the absence of so far: 
epistemic situation. One of the authors in the Encyclopedia, John Dewey, 
offered a form of pragmatism that relativized knowledge and methods 
to situations. Pluralism seems often presented in the spirit of situational 
pragmatism. We might wish to know the causal pathways internal to the 
individual that put the individual at risk for breast cancer. We ought not, 
however, lose sight of other, equally valid, questions: what environmental 
factors put women at risk for breast cancer, when might the individual and 
environmental risks properly lead to radical prevention including the psy-
chological and physical trauma of prophylactic mastectomy, and so on. In 
other words, pluralism is not simply a reminder that there are many repre-
sentational schemes and many things to know, but an effort to remind our-
selves within a scientifi c culture that there are many different actions we 
might seek to take, many ways we might wish to intervene in the world. 
We might wish to object to a theory of truth that says that belief is true if 
it satisfi es us, but doctrines and methods are very often pursued because 
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they are thought likely to satisfy us. Pluralism prods us to wonder about 
what ails us and what satisfi es or might satisfy us.

5. In the great era of the unity of science, science was theorized as the 
epistemic face of proper democratic society. Scientifi c culture, for Popper, 
was the model open society; scientifi c habits of mind, for Dewey, were the 
same habits of mind of liberal democracy; the scientifi c communities, for 
Robert Merton, were bound together by an ethos almost indistinguishable 
from the ethos of a properly constituted democratic society. Two things 
have happened since the 1930s. First, liberal democracy has itself been put 
under pressure; in particular, multiculturalism and other points of view 
have raised serious questions about the proper scope and limits of liberal 
democratic tolerance. Second, various theorists of science, such as Kuhn, 
Michael Polanyi, and David Bloor, have argued that scientifi c culture is 
better theorized not as a liberal society but as a conservative one, bound 
together as local communities of practice and pedagogy, as keen to limit 
as to promote dissent, and so on. The problems of liberal political theory 
and the problems of proper theories of science are two of the great issues 
of our day, and, given the background assumption that science and liberal-
ism went together in the theories of science in the early twentieth century, 
the two issues are deeply interrelated.20 Steven Shapin and Simon Schaffer 
(1985) argued that problems of the epistemic order were at the same time 
problems of the social order. Proper attention to the issues in, motivations 
for, and contexts of scientifi c pluralism in contemporary philosophy of sci-
ence suggests that Shapin and Schaffer were right.

Notes

1. I hasten to note that Morrison does not seek to promote unity at the expense of dis-
unity, but rather seeks a proper understanding of both. Her main targets may even be not 
the disunity camp but those who tie unifi cation in science to explanation and understand-
ing, such as Friedman and Kitcher.

2. See, for example, Friedman 1999; Richardson 1998; Uebel 1991, 2000; Stadler 
2001; and the essays in Giere and Richardson 1996 and Hardcastle and Richardson 2004.

3. I had a historian colleague at the University of British Columbia who told a hilari-
ous story of being very annoyed when Ian Hacking appeared at a meeting of the Canadian 
Society for History and Philosophy of Science meeting in the late 1970s or early 1980s in 
order to say that he (Hacking) had “discovered laboratories.” The existence of laboratories 
was not news to historians of science. Of course, Hacking did not think he had discovered 
something; he was arguing that philosophers had ignored something obvious about sci-
ence to the peril of philosophy of science. Hacking has been arguing ever since that phi-
losophy of science should pay attention to laboratory science. The pluralists strike me as 
making a similar claim about variety of different sorts within science. The question really 
is, what about this variety is philosophically interesting?

4. It is rather explicit in Dupré 1993, 1996; and Longino 2002.
5. See Carnap [1928] 1967, 122, for the reference to Cassirer in this context.
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 6. I take this up in greater detail in Richardson 1998. Since the question of whether 
laws expressed relations of universals to particulars was at issue in the debate, one can see 
quite clearly why this methodological debate about the cultural sciences ultimately feeds 
into the debate about the nature of logic and why Carnap thought the relational logic of 
Whitehead and Russell’s Principia Mathematica was exactly the technical tool needed to 
make precise Cassirer’s point contra Rickert.

 7. The trouble is simple, really: Philosophers insist that the phenomenon of not 
knowing what it would be like actually to believe something stems always from not being 
able to understand what it is that one is asked to believe. But I can articulate pretty well 
what Osama bin Laden or George W. Bush believes while being unable to imagine anyone 
both being me and believing it. When Bush acts as if the attack on the World Trade Cen-
ter was wholly incomprehensible and when bin Laden acts as if the actions of the United 
States are incomprehensibly evil, they perform the philosophical problem of relativism, 
but they lose their credibility in so doing.

 8. Longino reads Kitcher’s use of unifi cation as “monistic” (2002, 67), but one 
might achieve illumination as well as amusement by conceiving of Kitcher’s (1993) proj-
ect as Hegelian at its core: our fi nal unifi ed picture of the world is not true because we 
have a guarantee that it matches the structure of the world; rather, it is true because it is 
our fi nal and unifi ed account of the world, which is what we mean by “the structure of the 
world.” Resistance to unifi cation is the Negation that must be rendered into Nothing at the 
next step of unifi cation. In the absence of resistance we have both maximal unifi cation 
and absolute Being. I have read Friedman’s recent work as a form of Hegelianism also, 
although Friedman tends toward a more Kantian version than does Kitcher; see Richard-
son 2003a.

 9. Longino does not follow Bergson in the pluralism Bergson wants to stress, 
which is not really a pluralism within science but a pluralism between science and meta-
physics. For Bergson, the representational poverty of symbol systems, which are neces-
sary for science, comes from a direct metaphysical intuition into the nature of things in 
meta physics. It is of interest, perhaps, that one of Carnap’s explicit targets in the anti-
metaphysical fi nal portion of the Aufbau (Carnap [1928] 1967, 288–300) is Bergson’s “in-
tuitive  metaphysics.”

10. For more on coordination as a key concept in neo - Kantian epistemology, see 
Ryckman 1991.

11. Interestingly, pluralism does not differ from unity by saying there are not one but 
many languages all adequate for the whole of science, but by saying that there are no such 
globally adequate languages. I suppose “the nullity of science” is not a rhetorically winning 
slogan for a philosophical project.

12. As Creath (1996, 159) says, Carnap is committed to “the requirement that the 
applicability of all the concepts that we use in science must at least sometimes be empiri-
cally and publicly testable. This is pretty benign.”

13. Thus, I quite concur with the way Creath (1996) expresses the point of Carnap’s 
unity of science doctrine, especially his remarks on the publicity of science.

14. This context is no longer news. It is evoked prominently in Galison 1996, Hack-
ing 1996, and most tellingly in Reisch 2005.

15. Should one seek to claim that such questions are not of much philosophical in-
terest, I wish to note that in May 2003, the Province of Newfoundland was seeking to 
re negotiate the Canadian Constitution exactly because of issues of resource management 
and the disappearance of the Atlantic cod fi shery. This is one place where issues of sci-
entifi c knowledge, proper governance, legitimate authority, etc., meet and really matter to 
people’s lives. If that is not philosophically interesting, so much the worse for philosophy.
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16. Here as elsewhere, philosophy of science can seek help from sociology of sci-
ence. A sociological point of view that stresses the practical need for groups of scientists
to demarcate themselves from nonscientists without trying to fi nd the criteria by which all 
science everywhere is demarcated from all nonscience can be found in Gieryn 1999.

17. Some might, uncharitably, say that the internalized standards of analytic phi-
losophy of science do pass muster with the bureau and have thus created a society of self -
 styled epistemic sheep, and that this is why the whole fi eld is so constipated and irrelevant. 
We philosophers of science form a radically paranoid society, such critics might proceed to 
say, that has become void of any content and is concerned wholly and only with the uphold-
ing of such standards within the community — a form of structural  Puritanism in which the 
standards are themselves the highest value (the latest issue of Philosophy of Science as the 
latest Word of God) and for which any violation of the standards constitutes dissolution 
and radical evil (Steve Fuller as the Devil).

18. I hasten to add that sociologists who think science is best understood as “ordinary 
expertise” do not seek thereby to advocate this sort of Feyerabendian anarchism; Collins 
and Pinch (1993), for example, use the idea mainly as a resource for understanding how 
controversial science achieves or fails to achieve consensus.

19. Should it be unclear, allow me to say explicitly that this is an endorsement of, not 
an objection to, the argumentative strategy of Morrison (2000). Of course, such a project 
may fail, leading us back to a project more like Gieryn’s (1999) in which the bound-
aries around any specifi c branch of science do get drawn for a time and a place without 
“the demarcation problem” ever being solved.

20. I deal with these issues in greater detail in Richardson 2003b.
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2
Perspectival Pluralism

In this chapter I explore the extent to which a perspectival understand-
ing of scientifi c knowledge supports forms of scientifi c pluralism. I will 
not initially attempt to formulate a general characterization of either per-
spectivism or scientifi c pluralism. I assume that both are opposed to two 
extreme views. The one extreme is a (monistic) metaphysical realism ac-
cording to which there is in principle one true and complete theory of 
everything. The other extreme is a constructivist relativism according to 
which scientifi c claims about any reality beyond that of ordinary experi-
ence are merely social conventions.

I begin with an exemplar of perspectival knowledge, namely, that gained 
through color vision, and go on to consider possible pluralistic implica-
tions of this sort of knowledge. I will attempt to extend the lessons from 
this exemplar to scientifi c observation generally and then to scientifi c theo-
rizing. After exploring connections between the complexity of the world 
and a scientifi c pluralism, I conclude by locating the whole discussion in a 
broader framework of a scientifi c naturalism.

Color Vision

There is now a substantial body of scientifi c knowledge about the workings 
of the human visual system.1 In fact, the normal human has several visual 
systems. One, utilizing rod - shaped receptors, is sensitive to light across 
a wide range of wavelengths from roughly 400 nm to 650 nm (one nano-
meter equals one billionth of a meter), with a peak sensitivity around 500 
nm. This system is basically achromatic. A second, chromatic system uti-
lizes three different cone - shaped receptors containing different pigments 
with peak sensitivities at roughly 450 nm, 530 nm, and 560 nm, although 
there is considerable overlap in sensitivity. These three pigments are con-
ventionally labeled S(hort), M(edium), and L(ong). What gets transmit-
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ted to the brain for color vision are differences in the activation of the three 
types of pigments, and these differences stimulate two opponent systems, 
a red - green system and a yellow - blue system, which together produce the 
experience of all color hues. The following is a schematic rendering of the 
neural code, where L, M, and S now represent the respective total activa-
tion levels of the three types of pigments:

(L – M) > 0 ⇒ Red [(L + M) – S] > 0 ⇒ Yellow
(L – M) < 0 ⇒ Green [(L + M) – S] < 0 ⇒ Blue

This scheme provides a scientifi c explanation of the fact that no surface 
can appear to be uniformly reddish green (or greenish red). Because of the 
nature of this code, the experience must be reddish or greenish or neither, 
but never both. Similarly for yellow and blue. These are not a priori truths, 
as some philosophers have argued, but experiences for which there is now 
a straightforward scientifi c explanation.

The fact that downstream color processing works with differences in 
activation also explains the phenomenon of color constancy, that is, the 
fact that the perception of colors is relatively invariant with respect to the 
absolute intensity of light over a wide range of intensities. Relative color 
differences, for example, appear roughly the same in shadow as in bright 
sunlight. Color constancy helps to explain why humans are so strongly 
inclined to regard colors as inherent properties of objects themselves.

In short, normal humans have a species - specifi c colored visual perspec-
tive on the world. The specifi c characteristics of this perspective are due 
to contingent evolutionary circumstances. Other species, including some 
birds, are tetrachromats, possessing four different color - sensitive visual 
receptors, the fourth typically being in the near - ultraviolet region of the 
spectrum. On the other hand, most mammals, including domestic dogs 
and cats, are only dichromats, which means they have only one opponent 
chromatic processing system.

Even among humans there are major differences in chromatic experi-
ences. It is estimated, for example, that roughly 8 percent of Caucasian 
males have some degree of so - called red - green color blindness, so that 
their chromatic visual system resembles that of a dichromat.2 More dra-
matically, for genetic reasons, some humans suffer from rod achroma-
topsia. Such people, also called rod monochromats, have no cones, only 
rods, and thus have no chromatic experiences whatsoever. These humans 
experience the world only from a black - and - white perspective.

Focusing on the difference between normal human trichromats and rod 
monochromats, we have a clear candidate for a signifi cant case of perspec-
tival pluralism. The visual perspective of most humans is chromatic, while 
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for some the visual perspective is solely black and white. What features of 
this example might we suppose to be general characteristics of a perspec-
tival pluralism?

One feature that stands out is that there is no straightforward way to 
claim that one perspective, say the colored perspective, is objectively 
correct, or in some sense uniquely veridical, while the black - and - white 
perspective is incorrect, or nonveridical. The fact is that normal human 
trichromatic color vision is in no way uniquely correct. It is merely the sys-
tem that evolved along the evolutionary path to Homo sapiens. Within this 
normal - colored perspective, one can, of course, distinguish judgments that 
would generally be regarded as correct from those that would be regarded 
as incorrect. Grass normally appears green, though sometimes brown; 
the sky often appears blue, and hardly ever green. One may remember a 
friend’s eyes as being blue when, on inspection, they appear dark gray. 
So, within the normal colored perspective, color judgments can be quite 
robust. The same holds, however, for the black - and - white perspective. A 
rod monochromat might remember a surface as being dark with light spots 
when, on inspection, it appears as light with dark spots. And there could be 
quite robust agreement among rod monochromats as to the relative light-
ness of white pine trees as opposed to Norwegian pines.

On the other hand, there is a clear sense in which the colored perspective 
is richer than the black - and - white perspective. There are red and green sur-
faces that would be indistinguishable to a monochromat. A trichromatic 
system, we might say, is capable of extracting more information from 
the environment. So while it is possible to create a colored image from a 
black - and - white image by assigning colors to shades of gray, it is clear that 
a colored image that would be judged correct from the perspective of a 
normal trichromat cannot be unambiguously extracted from a black - and -
 white image of the same scene.

To proceed further, it is helpful to introduce an idealization of a type 
common in scientifi c studies of color vision. Imagine a subject in a dark 
room with a neutral surface on one wall. An idealized projector illumi-
nates the surface in such a way as to control the total intensity distribution 
of visible light refl ected from the surface to the eyes of the subject, that 
is, the relative intensity of the light as a function of wavelength across the 
whole visible spectrum. This idealization provides a theoretically unique 
physical description of the light reaching the retina of the subject.

Is it possible to infer how a particular intensity distribution will be ex-
perienced by a monochromat from how it is experienced by a normal tri-
chromat? The answer, perhaps surprisingly, is no. The experience of the 
monochromat is determined by two things: the intensity distribution of the 
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light reaching the retina and the relative sensitivity of the mono chromat’s 
pigment as a function of wavelength. Obviously, the response of the tri-
chromatic system provides no information about the relative sensitivity 
of the monochromat’s pigment. But the intensity distribution of the light 
reaching the retina cannot be inferred from the response of the trichromat 
for the simple reason that various intensity distributions can produce the 
same response in a normal trichromatic visual system. The relationship 
between intensity distributions and chromatic response is many - one.3

For exactly the same reasons, one cannot infer the response of a non-
normal trichromat from that of a normal trichromat, where a nonnormal 
trichromat is one for whom the responses of the three color - sensitive pig-
ments have different peak sensitivities. Thus, even among different sorts 
of trichromats, there is a pluralism of perspectives. They respond differ-
ently to the same intensity distributions. And each response may provide a 
specifi c set of both advantages and disadvantages.

Granting that the colored and black - and - white perspectives are differ-
ent, are they compatible? It might seem that they are not. For example, 
a monochromat might claim to see a rug as being of uniform brightness 
while a trichromat sees a red pattern on a green background. Regarding 
these claims as incompatible, however, presumes that colors are objective 
properties of objects rather than products of an interaction between light 
refl ected from objects and particular types of chromatic visual systems. 
There is no incompatibility in the fact that the pattern can be detected by a 
trichromatic visual system but not by a monochromatic system.4

Can we not say that the reason why different visual systems will not 
produce genuine confl icts is because they are all interacting with one and 
the same environment? In our idealized experimental situation, for ex-
ample, both monochromats and trichromats may face the same intensity 
distribution of light. In this case, it seems that the uniqueness of the world 
experienced guarantees the compatibility of different perspectives. I will 
postpone inquiring into the status of the claim that the world itself has a 
unique structure.

The most common objection to pluralism of any form is that it may lead 
to an undesirable relativity. On a perspectival understanding of color vi-
sion, however, while there is relativity to a chromatic system, this relativity 
seems not to be especially objectionable. The agreement on color judg-
ments among people sharing a chromatic perspective is quite robust. I will 
also postpone raising the obvious question of from what perspective do I 
make the preceding claims about the nature of color vision and about rela-
tionships among different chromatic perspectives. I want fi rst to extend the 
analysis of color vision to scientifi c observation more generally.
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Scientifi c Observation

Today, virtually all scientifi c observation involves the use of instruments. 
My examples are from astronomy and astrophysics, although almost any 
contemporary science would do. Readers should think about how what I 
say here applies to the scientifi c instruments with which they are most 
familiar.

Consider standard black - and - white photographs of some familiar celes-
tial object, such as the Milky Way, produced with ordinary optical tele-
scopes. Such photographs provide us with a black - and - white visible light 
perspective on the Milky Way, regular photographic fi lm being designed 
to register light with wavelengths visible to humans. But there are many 
other perspectives.

For several years, the Infrared Space Observatory, a satellite - based fa-
cility, produced infrared images of many celestial objects, including the 
Milky Way. Infrared light provides a very different perspective on the 
universe, one not directly accessible to humans. The colors one sees in 
infrared images are false colors produced by computer manipulation of 
the original data. Infrared light is of particular interest to astronomers for 
several reasons. Because it has the shortest wavelengths, which are not 
mostly absorbed by intergalactic dust, infrared images provide the great-
est possible resolution for very distant objects that are typically obscured 
by intergalactic dust. Additionally, of course, since the light reaching us 
from very distant objects will be red - shifted, many can best be seen in the 
 infrared.

To say that scientifi c observation is perspectival relativizes observations 
to the perspective of the relevant instrument. There is no such thing, for 
example, as the way the Milky Way looks. There is only the way it looks 
to each instrument. Moreover, even if it were physically possible to build 
an instrument sensitive to the whole electromagnetic spectrum emitted by 
a distant galaxy, it would still be blind to things such as neutrinos, which, 
we presume, are also emitted. There just is no universal instrument that 
could record every aspect of any natural object or process.

It follows that, to maximize observational knowledge of the world, a 
plurality of instruments is required, depending on what interesting phe-
nomena there are reasons to suspect might be detected. Thus, among the 
fi rst satellite telescopes was the Compton Gamma Ray Observatory, de-
signed to observe such things as supernovas, black holes, and galactic 
cores, all thought to produce signifi cant quantities of gamma rays.

Not only are all instruments limited to recording only a few aspects of 
the world, they do so with only limited accuracy. There is no such thing as 
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a perfectly transparent instrument. This means that there will always be a 
many - one relationship between the inputs and the recorded outputs, a re-
lationship determined not only by the inputs, but also by the nature of the 
instrument. So we may say that part of the perspective of any instrument is 
its built - in margin of error.5

A signifi cant difference between unaided observation and observation 
with instruments is that the output of an instrument is a public object, 
now often a computer - generated image, but always something available for 
public scrutiny. In the end, of course, there is going to be some unaided 
observation of something. Otherwise the end product could not be human
knowledge. Part of the design of a good instrument is making the output 
salient to human observers. Nevertheless, we should not forget that the 
public object itself is always the product of an interaction between an in-
strument and some aspect of the world. Instruments interact with the world 
from different perspectives than humans, but never from no perspective.

In the case of human color and black - and - white vision, we concluded 
that the different perspectives are consistent and even complementary. The 
perspectives of the various instruments used to measure radiation from 
parts of the universe are likewise both consistent and complementary. A 
source of infrared light, for example, may often be identifi ed with an object 
observed optically. Thus, the plurality of perspectives found in scientifi c 
observation does not generate an undesirable relativism. Indeed, observa-
tional plurality is compatible both with a restricted (perspectival) realism 
about the objects of observation and also with ordinary standards of evi-
dence for claims about those objects. As with color vision, the compatibili -
ty of different observational perspectives could easily be understood as a 
consequence of all observations being observations of a unique world. I 
will again postpone considering the status of this possibility.

Scientifi c Theorizing

I turn now to the second question earlier postponed. From what perspec-
tive have I been talking about the nature of color vision or the capabili-
ties of various instruments to record radiation from astronomical sources? 
Behind this question lurks the suspicion that the whole discussion so far 
assumes an unacknowledged monism. The general answer is that my dis-
cussion presumes various theoretical perspectives. Theoretical perspec-
tives are indeed broader than observational perspectives, but they remain 
perspectives, not absolutes. To see this we need to look more closely at 
what constitutes a theoretical perspective.
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The metaphysical realist (monist) understanding of scientifi c knowl-
edge is facilitated by a particular understanding of the nature of theories 
and theorizing. A key component of this view is that theories consist of 
sets of laws of nature that should be both true and universal. I won’t at-
tempt to give my reasons for rejecting this view here.6 I share this posi-
tion with a number of philosophers of science including Nancy Cartwright 
(1983, 1999) and Bas van Fraassen (1980, 1989). What needs to be clear 
is that my perspectival view of scientifi c theories invokes an alternative 
understanding of theorizing.

I understand theorizing as the construction of models. Sometimes these 
models are actual physical objects, such as Watson and Crick’s original 
sheet metal and cardboard model of DNA. Mostly, however, they are ab-
stract objects. Often, as in physics, abstract models are characterized using 
interpreted mathematical expressions, but often not, as in much of biology. 
How models are characterized is not of fundamental importance. Some 
theorizing utilizes high - level principles such as the principle of inertia, 
the principle of relativity, or the principle of natural selection. I under-
stand these not as laws in the sense of empirical generalizations, not even 
as statements about the world. They function, rather, as descriptions of 
highly abstract models that serve as templates for the construction of more 
specifi c (although still abstract) models. Their connection with the world 
is thus indirect. The world seems to be such that specifi c models struc-
tured according to the principles can be made to exhibit a close fi t with 
systems in the real world. But much model construction in science, as in 
ecology and more applied sciences, proceeds without strong principles, re-
lying mainly on mathematical techniques.

Theorizing and observing have both similarities and dissimilarities. 
One obvious difference is that, once in the proper situation, the world im-
pinges on humans or instruments in causally direct, though maybe not 
fully determining, ways. Theorizing is also constrained by causal interac-
tion with the world, but only indirectly through experimentation, which 
involves comparing a theoretical with an instrumental perspective. I am 
more interested in the similarities. In particular, theorizing is always par-
tial in the way observing is partial. As an instrument may be able to re-
cord either infrared or ultraviolet, but not both, theoretical principles may 
deal with mechanical forces or with electromagnetic propagation, but not 
both. Newton’s equations, I would say, defi ne a particular mechanical 
perspective on the world; Maxwell’s equations defi ne an electromagnetic 
 perspective.

As Einstein pointed out, the principles of Newtonian mechanics and 
Maxwellian electrodynamics are incompatible. It was partly due to the 
perceived incompatibility of these two perspectives that Einstein devel-



PERSPECTIVAL PLURALISM  33

oped the special theory of relativity. But the principles of special relativity 
also defi ne only a perspective, although a more general one than the two 
perspectives it replaces. The perspective of special relativity differs, for 
example, from the perspective of general relativity. It is now well known 
that the principles of standard quantum theory and those of general relativi-
ty are also incompatible, quantum principles presuming a fl at space - time 
as opposed to the curved space - time of general relativity. In my terms, 
there is no possible abstract model defi ned by the conjunction of principles 
from these two theories. For the metaphysical realist (monist), this is an 
unsatisfactory state of affairs. The one true and complete theory of the 
world cannot be an inconsistent theory; what are now typically taken to 
be the laws of general relativity and quantum theory cannot all be true. It 
is a refl ection of their implicit metaphysical realism that many theoretical 
physicists are currently engaged in a search for a “theory of everything” 
(Weinberg 1992). What are the implications of a perspectival pluralism for 
this situation?

I see no way a perspectival pluralist could argue that the search for 
grand unifi ed principles of fundamental physics cannot succeed. Or that 
the current pluralism of incompatible principles is in itself a good thing. 
On the contrary, unifying perspectives, when one can fi nd them, are sci-
entifi cally desirable on many grounds. One must not forget, however, that 
the supposed unifi ed perspective would still be a perspective determined 
by whatever might be the principles of that new perspective. On the other 
hand, from a perspectival point of view, one need not be too upset with the 
current situation in theoretical physics. Good theoretical science does not 
require fi nding genuinely universal principles. Well - fi tting models, based 
on a variety of principles, are good enough. And, indeed, that is all that 
can be found across most of the sciences.

Complexity

Fundamental physics is a highly atypical part of science, even within phys-
ics. The principles of general relativity and quantum theory provide very 
abstract perspectives on the world. Space - time theory abstracts away even 
the structure of whole galaxies while foundational studies in quantum 
theory often focus on isolated individual interactions among elementary 
particles.7 For many sciences, the complexity of the subject matter puts a 
premium on fi nding even just a few aspects of the subject for which one 
can construct well - fi tting models.

Remaining for the moment within physics, consider the simple case 
of water.8 If one is studying diffusion or Brownian motion, one adopts a 
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 molecular perspective in which water is regarded as a collection of par-
ticles. But the situation is far too complex to adopt a Newtonian perspec-
tive for individual particles. Instead, one adopts a statistical perspective in 
which the primary variables are things like mean free path (the average 
distance a particle travels between collisions). However, if one’s concern 
is the behavior of water fl owing through pipes, the best - fi tting models are 
generated within a perspective that models water as a continuous fl uid. 
Thus, one’s theoretical perspective on the nature of water depends on the 
kind of problem one faces. Employing a plurality of perspectives has a 
solid pragmatic justifi cation. There are different problems to be solved, 
and neither perspective by itself provides adequate resources for solving 
all the problems.

Of course, a metaphysical realist will ask, “But what is water, really?” 
assuming that the answer must be “molecules.” But perspectivism yields 
the desired answer without giving in to monism. Nothing in perspectiv-
ism dictates that all perspectives are created equal. Some are better than 
others in many different respects. In this case, there is a clear asymmetry 
in favor of a molecular perspective. That is, from within a molecular per-
spective, one can, in principle, explain how a macroscopic fl uid made up 
of microscopic molecules could be fi tted very well within a perspective 
based on principles regarding continuous fl uids. We just don’t know how 
to construct molecular models of macroscopic fl uids, and maybe we never 
will. On the other hand, there is no way to construct models within a con-
tinuous fl uid perspective to model Brownian motion. So we can say that the 
world is such that there is, in principle, a molecular model for all of the 
many manifestations of water. In practice, there are many manifestations 
of water that can only be modeled within other perspectives. In this case, 
while pragmatism dictates a pluralistic attitude toward theoretical per-
spectives, the intuitions, though not the metaphysics, of the meta physical 
realist can be accommodated.

Complexity raises more serious issues in biology. In this respect, biolo-
gy may provide a better paradigm for the sciences than does fundamental 
physics. Here the traditional way of dealing with the overall complexity 
of biological phenomena has been to distinguish levels of organization:
molecules, cells, organs, whole organisms. The same strategy is used in 
the social sciences: individuals, small groups, communities, corporations, 
nation - states. Even a metaphysical materialist who presumes that there is 
ultimately nothing but elementary particles must agree that there is little 
hope of fi nding a usable reductive theory in either biology or the social sci-
ences.9 So models are constructed at various levels, resulting in a pluralism 
of perspectives at different levels.
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Though some disagree, I think we can speak meaningfully of fully le-
gitimate explanations, even causal explanations, at various levels. We may 
even develop genuine theoretical principles, such as the principle of natu-
ral selection or the law of supply and demand, at levels well above that of 
elementary particles. It seems an understatement to say that this plurality 
of perspectives at different levels is just a pragmatic response to complexi-
ty. It looks to be a more fundamental and relatively permanent feature of 
the biological and social sciences.

On the other hand, few would insist that either biological or social levels 
are completely autonomous, particularly not from lower levels.10 Molecular 
genetics provides one of the very best examples of the fruitfulness of look-
ing for mechanisms at a lower level. Waters (chapter 9 in this volume) pro-
vides a clear example of confl icts that can arise between groups of scien-
tists working at adjacent levels. The hubris of some molecular biologists in 
claiming that molecular biology will ultimately be the whole of biology is 
well known. Waters shows that critics of molecular biology may share the 
underlying ideology that there should ultimately be a single perspective for 
all of biology. The two groups thus end up disagreeing mainly on which 
perspective is ultimately the right one. Waters argues, rightly, I think, that 
biology, and genetics in particular, is better served by maintaining a plu-
rality of perspectives at different levels.

Longino (chapter 6 in this volume) provides a more complex example 
of the same phenomenon. She considers four different perspectives on the 
study of human behavior: behavior genetics, developmental systems theo-
ry, neurophysiology, and neuroanatomy. Like Waters, she fi nds that prac-
titioners in these fi elds overwhelmingly presume that a single perspective 
(their own!) provides the best, or the whole, explanation of the behavior in 
question. She concludes that, in this case, maintaining a plurality of per-
spectives promotes scientifi c progress and thereby a better overall under-
standing of human behavior.

There remain some fundamental questions that are too easily passed 
over in arguments for the benefi ts of pluralism. Few of those who argue for 
a pluralism of perspectives presume a plurality of worlds.11 The perspec-
tives in question are typically presumed to be different perspectives on a 
single world. So what is the status of this presumption? Further, if there 
is but a single world, presumably it has a unique structure. What, fi nally, 
is the status of this presumption? If there is a single world with a unique 
structure, why should it not be at least a goal of science to discover this 
structure? In short, why is the metaphysical realist’s position not at least an 
ideal toward which science should strive? But if this is so, what is the basis 
for a pluralism of perspectives?
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Metaphysics and Methodology

The claim that there is but one world with its own unique structure sounds 
like a bit of metaphysics. It is not as if some scientists had done experi-
ments that indicate that, yes, there is indeed a single world with a unique 
structure. In an earlier age this might have been proclaimed a “metaphysi-
cal presupposition” of science. One can even imagine attempts to construct 
a Kantian - style “transcendental deduction” of this proposition. Supporting 
this understanding of the situation is the unspoken assumption that science 
has a kind of deductive structure. The so - called presuppositions then func-
tion as ultimate fi rst premises in all scientifi c arguments for any empirical 
conclusion.12 There is, however, another way to proceed.

A good strategy when confronted with what seems to be a metaphysical 
presupposition is to reformulate it as a methodological maxim. The ques-
tion is then not whether some general proposition is true, or how it might 
be justifi ed, but merely whether following the maxim is likely to promote 
achievement of the goals of a scientifi c inquiry. This may not be an easy 
question to answer, but at least it is an empirical question concerning the 
likely results of following a given maxim. It remains within the general 
scope of empirical inquiry.13

In the present case the maxim would be “Proceed as if there is a single 
world with a unique structure.” As stated, this maxim supports the corre-
sponding metaphysical realists’ maxim, “Look for the one true and com-
plete theory of the world, that is, the theory describing the unique struc-
ture of the world.” If one wishes to recommend a pluralistic stance in some 
particular area of inquiry, the task is clear. Find reasons why following the 
metaphysical realist’s maxim is not likely to promote scientifi c progress in 
the area in question. These should be general empirical reasons.

In the case of fundamental physics, there do not seem to be strong rea-
sons not to pursue a program of unifi cation. Many previous attempts at 
unifi cation have been successful, Einstein’s special theory of relativity 
being a paradigm case. The only plausible argument for giving up trying 
to unify general relativity and quantum theory seems to be that the task is 
just too diffi cult. If Einstein could not do it, who can? But this argument 
can also be taken as a challenge to bright people to keep trying. The case 
of human behavior (Longino, chapter 6 in this volume) seems to go the 
other way. Human behavior is terribly complex. The four fi elds Longino 
examines are quite disparate. It is diffi cult just to make connections be-
tween, say, behavior genetics and neuroanatomy, let alone attempt some 
sort of unifi cation. And it is plausible, as she argues, that all four fi elds 
benefi t from mutual criticism. Only the polemics promoting one approach 
over all others seem dysfunctional.
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There is another important implication of the “one world” methodologi-
cal rule. If there is a clear confl ict in a border area between two levels (or 
even between any two areas of interest), this must be regarded as an anom-
aly. Of course, the confl ict may involve something that is currently not of 
much concern to anyone, or it may involve something that no one has any 
idea how further to investigate from either of the confl icting perspectives. 
So the confl ict may legitimately be put on a back burner. But one cannot 
just ignore the confl ict altogether on the grounds that we are all good plu-
ralists. There has to be a good scientifi c reason not to attempt to resolve it.

We may regard the opinion that it must be possible to unify relativi ty 
and quantum theory as an application of this methodological implica-
tion regarding confl icts among perspectives. The research into human 
behavior examined by Longino exhibits differences among perspectives 
in high - level assumptions about important variables and in methodology. 
There do not, in this account, seem to be clear - cut examples of empiri-
cal results or theoretical claims that are both comparable and confl icting. 
The perspectives being pursued seem to be largely complementary and 
 nonoverlapping.

Why Not to Expect Any Model Perfectly 
to Fit the Real World

Even if physicists succeed in formulating principles that consistently unify 
quantum and gravitational forces, there remains a question as to how well 
the resulting models fi t the actual universe. And here I do not mean merely 
how well the models fi t the data. We know actual measurements always 
include an ineliminable margin of error. So the best that can be expected 
is agreement within the known margin of error. Suppose that were to be 
achieved. Could we then justifi ably conclude that there is an exact fi t be-
tween the models and the world? I think not.

The question of whether any theoretical claim about the fi t of a model to 
the world could be exactly true is connected to the question of whether any 
model could be complete in the sense that it encompasses the whole truth 
about everything. My conclusion is that the only way any particular such 
claim could be exactly true is if it uses a complete model that fi ts the world 
exactly in every respect. The assumption that connects exactness with 
completeness is that everything is causally connected with everything else 
by some more or less remote chain of causation. Suppose we have a theo-
ry that is not complete. Whatever the subject matter of this theory, there 
will be some (maybe remote) connections between this subject  matter 
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and other things in the universe not part of the subject matter of this in-
complete theory. Since there will be some infl uences on the subject matter 
not accounted for by our incomplete theory, it cannot be exactly correct. 
Thus, only a complete theory could generate claims that are exactly true. 
In the case of fundamental physics, it is not to be expected that the general 
principles of such a theory could specify such things as the exact distribu-
tion of matter in the universe or the distribution of elements, for example, 
the ratio of hydrogen to everything else.

This statement of the argument invokes what seems like a meta physical 
assumption of connectedness in the universe. The argument can be made 
less metaphysical by assuming only that we do not know the extent of con-
nectedness in the universe. It follows that we do not know whether or not 
any of our theoretical claims about the fi t of models to the world are ex-
actly true. This more modest conclusion is suffi cient to support a robust 
(perspectival) pluralism.

A Naturalistic Stance

I hope to have shown that a perspectival understanding of scientifi c knowl-
edge supports a modest pluralism that avoids the extremes of both meta-
physical realism and constructivist relativism. In conclusion, I would like 
to argue that the resulting pluralism is indeed a scientifi c pluralism both in 
the sense that it is a pluralism of scientifi c knowledge claims and that its 
justifi cation is itself within a scientifi c framework.

For me, the most fundamental framework is naturalism. Minimally, 
naturalism implies the rejection of appeals to anything supernatural. More 
theoretically, it also implies the rejection of appeals to a priori claims of 
any kind. But already there are problems. First, what can be the natural-
ist’s basis for these claims? Is not the denial of supernatural forces as meta-
physical a claim as their affi rmation? And can the blanket rejection of 
claims to a priori knowledge be itself anything less than an a priori claim?

Second, how can one determine the boundary of the natural beyond 
which lies the supernatural? Here naturalists typically appeal to the fi nd-
ings of modern science, but there are severe problems with this response. 
Today’s natural science cannot determine the boundary of what is natu-
ral simply because that boundary keeps moving. Once life itself was con-
sidered beyond the province of natural science, requiring a super natural 
source. The same claims are even now sometimes made for human con-
sciousness. The naturalist assertion that consciousness will eventually 
be given a natural scientifi c explanation begs the question against the 
 supernaturalist.14
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Both of the above problems can be eliminated by taking naturalism not 
as a doctrine but as a methodological stance.15 When confronted with a 
seemingly intractable phenomenon, the naturalist supports research in-
tended to produce a natural scientifi c explanation. The naturalist hopes, 
even expects, that this research will eventually be successful. This stance 
can be justifi ed, to the extent that it can be justifi ed at all, simply by ap-
peal to past successes. We have explained life scientifi cally. Why not 
 consciousness?

Note that the strategy of replacing metaphysical doctrines by methodo-
logical stances is less appealing to a supernaturalist or a priorist. The natu-
ralist can wait until success is achieved. And there are good naturalist 
standards for when this happens. One typically appeals to supernatural ex-
planations or a priori principles because of a pressing need to resolve some 
issue. Few theists since Pascal have found anything like methodological 
theism very satisfying. Moreover, it is debatable whether there are equally 
good criteria for successful supernaturalist or a priorist projects.

Methodological naturalism is not a weak position. The methodologi-
cal naturalist is free to criticize arguments for metaphysical and a priorist
claims. A naturalist would typically attempt to show that such arguments 
are question begging, lead to an infi nite regress, or are in some other way 
unsound. This makes methodological naturalism a strong position. It pro-
vides a comfortable background for a modest scientifi c pluralism.16

Notes

I wish gratefully to acknowledge the support and hospitality of the Netherlands Institute 
for Advanced Study in the Humanities and Social Sciences (NIAS). I thank also the edi-
tors of this volume and two anonymous reviewers for many helpful comments and sugges-
tions regarding earlier drafts of this essay.

1. I have relied heavily on Hurvich’s (1981) classic modern text. For a good collection 
of articles on the science of color see Byrne and Hilbert 1997b.

2. The corresponding percentage for females is less than 1.
3. In color science this phenomenon is known as metamerism.
4. To say that colors are perspectival implies that colors are relational properties. For 

an introduction to debates among color objectivists, subjectivists, and interactionists, see 
Byrne and Hilbert 1997a.

5. This is true also of the human chromatic visual system, which has a resolution of 
at best plus or minus fi ve nm depending on both the wavelength and the intensity of the 
light.

6. But see Giere 1988, 1999, 2006.
7. Among philosophers of physics, Nancy Cartwright stands out as a clear exception 

to the general preoccupation with highly idealized and abstract systems.
8. This example has been examined in detail by Margaret Morrison (1999) and by 

Paul Teller (2001, 401).
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 9. On this, Stephen Wolfram (2002) and other advocates of “digital physics” may 
be exceptions.

10. Nevertheless, in his many publications Jerry Fodor has maintained, wrongly, I 
think, that the psychological level is autonomous from the neuronal level.

11. Possible exceptions include Nelson Goodman (1978) and Thomas Kuhn (1962, 
110), who suggested that “after a revolution scientists are responding to a different world.” 
Hacking (1999) may also be an exception.

12. This way of thinking about science is not restricted to the Kantian tradition. It 
appears in the empiricist tradition in the form of J. S. Mill’s principle of the uniformity of 
nature.

13. I remember this maxim from older discussions of determinism. Rather than ask-
ing whether determinism is true, one need only ask whether proceeding as if were true in 
particular cases is likely to promote scientifi c progress in those cases. I do not recall see-
ing the more general formulation I give in the text, but I assume it has appeared in print 
more than once. The maxim regarding determinism is particularly interesting because 
it ultimately proved not to be fruitful in microphysics. Though many regarded this as a 
metaphysical crisis, it need not have been regarded as anything more than a limitation 
on the scope of a methodological maxim. Deterministic models continue to be useful in 
many sciences.

14. Some naturalists have been tempted by the idea that the boundary of the natural 
will be determined eventually by the end of scientifi c advance. But this claim is empty. 
We do not now know when that will be or what the state of scientifi c knowledge will be 
then. How could we even know that we had reached the end of scientifi c advance?

15. Here I adopt the terminology of Bas van Fraassen’s The Empirical Stance (2002).
16. My concern in this essay has been with scientifi c pluralism. Many times when 

a group, scientifi c or not, advocates pluralism, it is primarily just a strategic move in the 
game of trying to dominate a fi eld or profession. Those in the minority proclaim the vir-
tues of pluralism in an effort to legitimate their opposition to a dominant point of view. 
But one can be pretty sure that, if the insurgent group were itself ever to become domi-
nant, talk of pluralism would subside and they would become every bit as monistic as 
those whom they had replaced. This strategic pluralism has nothing to do with metaphys-
ics or epistemology, and everything to do with professional power and dominance. The 
case in economics described by Sent (chapter 5 in this volume) may be a case of strategic 
pluralism.
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3
Plurality and Complementarity 

in Quantum Dynamics

The Problem of Plurality

Any discussion of “pluralism” in science immediately faces (at least) two 
very diffi cult problems. The fi rst problem is one of defi nition: what is plu-
ralism; what does pluralism concern; and what, precisely, is one’s attitude 
toward the diversity implied by pluralism? If one is a pluralist about some 
substantial part of science, then the second problem looms large: how can 
one be a pluralist about science while respecting the (approximate) validi ty 
of our best scientifi c theories?

While other essays in this volume speak to these issues at greater 
length, it is important for me to indicate my general attitude and approach 
to pluralism in science, so that what is to follow is understood as intended. 
Specifi cally, I shall spell out more carefully what I take the “problem of 
plurality” to be and my general approach to this problem. I shall discuss 
some background material for my main topic, covering (in an elementary 
way) what I take to be the dynamical defi ciencies of quantum mechanics 
as it is normally understood, and then I shall discuss one quite general ap-
proach to solving this problem. Finally, I shall discuss the sort of plurality 
to which this solution gives rise.

Although the Oxford English Dictionary provides an explicitly philo-
sophical (though vague and unhelpful) defi nition for the term “pluralism” 
(“a theory or system of thought which recognizes more than one ultimate 
principle”), its political defi nition is a more apt starting point: “The exis-
tence or toleration of diversity of ethnic or cultural groups within a society 
or state.” We need to make only a few modifi cations to obtain a working 
defi nition: pluralism is the existence or toleration of a diversity of theories, 
interpretations, or methodologies within science.

I intend the word “theories” to be taken very liberally, to encompass 
such things as principles (for example, Le Chatelier’s principle in chem-
istry), models (for example, a model of populations in an ecological sys-
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tem), and presuppositions (for example, a psychologist’s presupposition 
that other human beings are intelligent agents). Similar latitude applies to 
the term “methodologies,” which includes such things as principles of ex-
perimental design, methods for determining causal relations, methods for 
analyzing data, and even techniques for proof in mathematics and theo-
retical physics. Finally, by “interpretations” I mean both attempts to pro-
vide foundations for science, whether mathematical or philosophical (both 
of which one fi nds, for example, in contemporary philosophy of quantum 
theory), and attempts to draw extrascientifi c conclusions from science (for 
example, attempts to draw conclusions about theism from evolutionary 
 theory).

“Existence” and “toleration” are independent. One can tolerate an exist-
ing plurality, or adopt an attitude to science that would tolerate a plurality, 
even if plurality does not exist. Conversely, one may insist that an existing 
plurality must be resolved into unity, or one may revel in the existence of 
just a single theory, interpretation, or methodology.

Finally, the theories, interpretations, and methodologies can be diverse 
in a few different ways. Diversity of subject matter leads to probably the 
weakest form of pluralism, namely, the existence (which is manifest) or 
toleration of different theories, interpretations, or methodologies in differ-
ent subject matters of science. More interesting forms of pluralism arise 
in the context of a single subject matter, and indeed the essays in this vol-
ume that deal with specifi c sciences (including this essay) consider plural-
ism of this form. Here, I see three broad types of diversity.

The fi rst we might call, with some caution, “anomalous monism,” which 
(in this context)1 is the view that diverse theories, interpretations, or meth-
odologies can be consistently conjoined into a single theory or methodolo gy, 
but not in any systematic or lawlike way (so the conjunction is a mere 
conjunction rather than any sort of union). The view is monistic because, 
in the face of such diversity, there is still (possibly) a single totally true 
theory about the world, or a single true interpretation, or a single com-
prehensive methodology. The view is anomalous (a - nomos, from Greek) 
because the diverse elements of the single truth, interpretation, or method-
ology can only be conjoined to form the one, and cannot be united into a 
single theory from which the diverse elements are derived in any lawlike 
way. Or, putting the matter in a way slightly closer to Davidson’s original 
intention, no one of the diverse theories, interpretations, or methodologies 
can be reduced to another in a lawlike or systematic way. Their terms, for 
example, may not be interdefi nable.

The second type of diversity we might call, with signifi cant caution and 
some trepidation, “incommensurability,” the idea being that the diverse 
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theories or methodologies are simply incomparable. The difference be-
tween incommensurability and anomalous monism is that whereas in the 
latter case the diverse theories or methodologies can be conjoined, in the 
former case their conjunction is meaningless because there is no “common 
language” in which they can be conjoined. They are neither consistent nor 
contradictory, there being no language in which to make such a determina-
tion. An extreme case is the sort of situation countenanced by Carnap, who 
considered the possibility that the very logic of the languages of distinct 
theories might simply be incompatible (which is not to say “inconsistent,” 
of course — see Richardson [chapter 1 in this volume] for a discussion of 
Carnap on pluralism).

The third type of diversity is contradiction, the existence of which is 
common. Indeed, purportedly (and often in fact) science is in the business 
of determining which of several competing, that is, mutually exclusive, 
theories is true. Philosophers are purportedly in the business of evaluating 
competing interpretations. Methodologies can contradict one another as 
well; for example, they may make incompatible assumptions about under-
lying causal structure.

While I do not claim that the taxonomy of pluralisms (in principle, 
twenty - seven types)2 arising from the distinctions above is exhaustive, I 
am not aware of a signifi cant type of pluralism that cannot be seen as an 
example of one of the types that I have just outlined. At the same time, 
none of the types of pluralism that I have described should be taken light-
ly. Any acknowledgment of an existence of diversity — of whatever sort —
 raises questions about what actual science is capable of achieving. Any 
claim that diversity should be tolerated raises more serious questions still 
about the nature of science, and in particular about what science ought to 
try to achieve and how we ought to understand what it has achieved.

My main purpose for making these distinctions is to defi ne more care-
fully than I might otherwise have done (even if only marginally so) the 
sort of pluralism that I intend to endorse within the context of quantum 
theory. Of course, there remains a lot of space within any of the given 
types of pluralism, but rather than making fi ner distinctions, I prefer to il-
lustrate this point by the example of the remainder of this essay in which 
I shall describe my own attitude toward quantum theory as an example of 
pluralism that acknowledges the existence of, and tolerates, a diversity of 
contradictory theories. In doing so, I shall address the most obvious and 
serious objection to such a view (corresponding to the second question in 
the fi rst paragraph of this essay), namely, that it places the scientifi cally 
minded person in the intolerable position of explicitly endorsing contra-
dictions within science (as a matter of principle and not merely as a prag-
matic matter). To do so is to reject the scientifi c enterprise.
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Of course, one need not worry about this objection — crude relativists 
do not, for example — but I do worry about it, because I cannot see how 
to excise the principle of noncontradiction from science without taking 
the possibility of rational argument with it. (I claim not that science is in 
practice always free from contradiction, but that appeal to the principle of 
noncontradiction is always a legitimate move in a scientifi c argument.) So 
I take it as incumbent on anybody who tolerates a diversity of contradic-
tory theories to explain how their toleration does not amount to denying 
the principle of noncontradiction in science.

Any such explanation seems bound to introduce a mechanism by virtue 
of which the contradictory theories are never brought into direct compari-
son. As I have just stated it, this strategy remains at best vague, but I shall 
introduce one way of making it more precise in the remainder of this essay, 
where I intend to convince the reader that one can maintain contradictory 
dynamics in quantum theory without having to face up to the simple asser-
tion of a contradiction.

Of course, I do not suppose that one must approach this brand of plural-
ism in the particular way that I propose. Indeed, it seems likely that other 
approaches to this problem could work in other cases. The approach that I 
outline here is therefore not intended as a generic strategy, but rather as a 
strategy that is suited perhaps only to the specifi c case at hand.

Quantum Theory as a Theory of the Moment

A Schematic Picture of the Theory
From a certain point of view (which I believe is the correct point of view), 
quantum theory as it is frequently presented and practiced is a “theory of 
the moment.” It will become clear precisely what I mean by this phrase 
soon enough. For now, it means that quantum theory makes explicit pre-
dictions not about the dynamical history of a physical system, but only 
about its state at a given moment in time.

In order to make the claim plausible and clear, I must say what I mean by 
“quantum theory as it is frequently presented and practiced.” I will neces-
sarily be abstract — you will not be able to calculate the energy levels of 
the hydrogen atom based on what I say — but it does capture what I take 
to be the (relevant) essentials of quantum theory insofar as physicists and 
philosophers of physics agree on what those essentials are.

To begin, let us grant ourselves the collection of observables, or physi-
cal quantities of quantum theory — such things as energy, momentum, and 
so on. Then the states of physical systems are probability measures over 
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the observables. So the state s of a system S determines, for any observable 
O, the probabilities that S has for taking any of the possible values of O. A 
pure state provides maximal information about a system. It is a peculiari-
ty of standard quantum theory that pure states can still assign nontrivial 
probabilities to values for observables (i.e., probabilities that are not 0 or 
1). Indeed, every pure quantum state assigns nontrivial probabilities to at 
least some observables. (In contrast, in classical mechanics as standardly 
understood, pure states assign a single defi nite value to every observable.)

Consider, for example, the total energy of an electron. In general, a 
quantum state of the electron will assign nontrivial probabilities to the 
various possible total energies. Some pure states assign just a single defi nite 
energy (i.e., probability 1 to a single possible value for energy, and prob-
ability 0 to the rest). However, such states necessarily assign non trivial 
probabilities to values for other observables of the electron, such as its 
position. Standard quantum theory is, in this way, inherently probabilistic.

Finally, we would like a way to say how these states (probabilities) 
change in time, that is, a way to answer questions such as “Given that the 
electron was at the point x at time 0, where will I fi nd it at the later time 
t?” In classical physics one does (in general) have an answer to questions 
of that form. In quantum theory, though, the question must be rephrased, 
due to the inherent probabilism of the theory. Rather than asking about 
the evolution of the values of observables, we must ask about the evolu-
tion of states, i.e., probabilities for values of observables: “Given that the 
state of the system was s at time 0, what will its state be at a later time t?” 
Quantum theory provides an answer in the form of an equation of motion 
for the state of a system. The equation is deterministic — the quantum state 
evolves deterministically — but note that what is evolving deterministically 
is not the values of observables but the probabilities. Indeed, even if an 
observable has a defi nite value at one time, it need not have a defi nite value 
at a later time. The probabilities could be trivial at the earlier time but non-
trivial at the later time.

One other concept that will be useful later is that of an expectation 
value. Quantum states determine expectation values for observables in the 
usual sense: in the state s, the expectation value of an observable O is the 
sum of each of O’s possible values multiplied by the probability of that 
value as assigned by s — the (expected) long - run average. To take a trivial 
(but very common) example, if O has two possible values, +1 and –1, and 
the state assigns probability ½ to each of these values, then the expectation 
value is 0. As it happens, in the context of quantum theory, everything that 
can be said in terms of states has an equivalent statement in terms of ex-
pectation values, and vice versa. I shall sometimes speak (without further 
comment) of expectation values rather than of states.
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The Nondynamical Nature of the Theory
Quantum theory dictates how probabilities change in time. In this sense, 
the theory provides a dynamics, but it is a dynamics of statistics. It tells 
us how the statistics of, or probabilities associated with, a system change 
over time.

I do not wish to quibble about words, but if forced to choose words —
 and of course I am forced to choose words — I would say that a prescription 
for the time - evolution of probabilities is not suffi cient to make a theory dy-
namical in the proper sense. I shall indicate what I mean with an example.

Consider a simple system, such as a radiative atom that is subject to 
some (time - dependent) probability for decay. We consider a simple ob-
servable, D, which at any given time may take one of two possible values: 
1 for “decayed” and 0 for “undecayed.” If the atom is defi nitely undecayed, 
its state, s, should assign the expectation value 0 to D; and if the atom is 
defi nitely decayed, then s should assign the expectation value 1 to D. (Note 
that in this case, the expectation value is also the probability that the atom 
is decayed.) Suppose that at some initial time, the expectation value of D
is 0. Under appropriate (and reasonable, even approximately true) assump-
tions, the quantum - mechanical law of evolution (of states) will give rise to 
time - evolved states such that for later times t, and letting s(t) be the state 
at time t, s(t) assigns probability e–Kt to the value 0 for D, for some appro-
priate (positive real number) constant K, so that there is an exponentially 
increasing probability for decay as time goes on.

Of course, in the limit t → ∞ we have what one would expect: the prob-
ability of a decay goes to 1. However, during the intervening times the 
probability is strictly between 0 and 1. In other words, the theory does not 
answer the question “Is the atom decayed?” but only the question “What 
is the probability that the atom has decayed?” The answer to the latter 
question depends on the time, and thus the theory provides a dynamics for 
probabilities.

But the theory provides little or no dynamical picture of the state of the 
atom, if “the state of the atom” is taken to mean “its value for observables 
like D” (as opposed to the quantum state, i.e., the expectation values for 
observables like D). Indeed, the theory does not even constrain how many 
times the atom could have decayed. Nobody believes that atoms experi-
ence a series of decays and antidecays — indeed, nobody believes that anti-
decays are physical processes — but nothing in quantum theory as I have 
described it thus far rules this possibility out.

For example, it is consistent with the constraints imposed by quantum 
theory that the atom rapidly oscillates between decayed and undecayed, 
spending more and more time per second in the decayed state as time moves 
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on, so that in essence the expression e–Kt is a kind of time average of the 
state of the atom. In other words, many histories of the state of the atom 
itself are compatible with the predictions of quantum theory.

It is worth investigating this point in further detail because one is likely 
to become skeptical as soon as one considers the point more carefully. For 
example, you might point out that we could place a detector in front of the 
atom. Surely it will simply be blank for some period of time, then show a 
single decay - event, after which no further decay - events occur. And surely 
quantum theory must predict this fact. Right?

Nobody (of whom I’m aware) doubts that the history of the detector is 
as described above; nonetheless, the answer to the last question (whether 
quantum theory predicts this history) is a bit subtle. In order to address 
the question properly, we must introduce the detector into the system, so 
that we are now considering a compound system with two component 
systems — the atom and the detector. (The detector is itself a compound 
system, but because we are interested only in whether it indicates the pres-
ence of a particle, we can treat it as a two - state system. We have already 
done the same to the atom.) We will make the further simplifying assump-
tion that there is a perfect correlation at all times between the detector and 
the atom: the detector indicates a decay at time t if and only if the atom is 
decayed at time t.

Now everything is as it was before: the state for the compound system 
initially assigns probability 0 to the case where the atom is decayed and the 
detector indicates a decay, and over time, the probability for the compound 
(atom - plus - detector) system to be in the state where the atom is decayed 
and the detector indicates a decay increases as indicated earlier. Moreover, 
the probability that the atom is decayed and the detector fails to indicate a 
decay, or vice versa, is always zero: the prescription for time - evolution in 
quantum theory preserves the perfect correlation between the value that 
the atom has for D and the indication on the apparatus — more precisely, 
its value for an indicator - observable I with values 0 and +1 corresponding 
to indicating no decay and indicating a decay. In other words, the quantum 
state for the compound system assigns probabilities to joint values for the 
two observables D and I, and it always assigns probability 0 to joint states 
in which their values differ.

Therefore, at any given time, the detector indicates a decay if and only 
if the atom is decayed, and yet it is consistent with the probabilities de-
livered by quantum theory that the atom fl uctuates many times between 
decayed and not - decayed, and of course the detector fl uctuates right along 
between indicating a decay and not indicating a decay.

“But wait,” you are thinking, “can we not set up an apparatus to count
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the number of decays, and in this way mark a real difference between the 
(realistic) case where the atom decays just once and the (unrealistic) case 
where it fl uctuates haphazardly between the two states? And can’t quan-
tum theory describe such an apparatus accurately, at least in principle?”

Yes, we can set up such an apparatus, and yes quantum theory (at least in 
principle) describes it accurately — that is, quantum theory makes accurate 
probabilistic predictions about it at any given moment in time. Imagine 
that the detector makes a distinct mark on a piece of paper each time it 
detects a decay. Therefore, if the detector ever detected two decays, there 
would be two marks on the paper, and so on. Then the observable of inter-
est for the detector will indicate the number of decays detected. Let us call 
the observable N. Its possible values are nonnegative integers.

Under reasonable assumptions, quantum theory can describe the evolu-
tion of the entire system. Under this evolution, the probability that there 
will be more than one mark on the paper at any time is 0, as it should be. 
In other words, the detector will never indicate having detected two de-
cays. And, as we expect, the value of N is always perfectly correlated with 
the value of D.

And yet, quantum theory still only provides single - time probabilities, 
which are consistent with the detector’s wildly fl uctuating between indi-
cating that a single decay has occurred and indicating that no decay has 
occurred (the fl uctuations being perfectly correlated with the atom’s fl uc-
tuations between being decayed and being undecayed).

It should be clear how this discussion can be extended to any imag-
inable device for recording the supposed history of values that a system 
takes for an observable, including whatever devices are involved in human 
memory. Assuming that your brain, and its memories, can be described 
quantum - mechanically, you would be described, at every moment, as hav-
ing remembered exactly zero or one decays, but such a memory at any 
given time is consistent with any number of actual prior decays (and previ-
ous contents of your memory).

All of the above follows immediately from the formalism of quantum 
theory, together with the fact that quantum theory as it has been described 
thus far provides only single - time probabilities.3 One may wonder, how-
ever, whether certain central principles of physics — whether quantum or 
classical — are not in fact violated by the sorts of world history in which 
atoms haphazardly fl uctuate between decayed and undecayed, and so 
on. To put the point the other way around, one might hope that while 
the single - time probabilities delivered by quantum theory are insuffi -
cient to imply much about the history of a system (as opposed to any re-
ports or  memories of the history that might exist at a single time), other 
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 principles of the theory might rule out unphysical sequences of decays and 
 antidecays.

To see how the argument might go, consider how one might try to tell a 
similar story in the context of classical mechanics. We do not need to make 
reference to the details of classical physics. Just imagine that the (classical) 
state of the world at one moment bears no relation whatsoever to its state 
at any other time, but that at each time the world is as if classical physics 
had been true all along. For example, astronomers’ notebooks would show 
records of planets having moved along elliptical orbits, you and I would 
remember having seen projectiles following parabolic trajectories, and so 
on, when in fact the history of the world (the actual motions of planets and 
projectiles) violated the laws of classical motion radically.

Despite Kant’s best efforts, such a scenario cannot be ruled out on any a 
priori grounds that I can imagine (it is essentially a version of the Cartesian 
dreamworld), but it is ruled out by classical physics. A world in which the 
state at one time bears no lawlike relation to the state at another violates 
the laws of classical physics, in which earlier states highly constrain, if 
not fi x, later states. We can see the point in a very general way by noting 
that in the world where past and future are not correlated, there would be, 
in general, massive violations of a variety of conservation laws, including 
conservation of momentum and conservation of energy.

So there are two (closely related) reasons to reject the view that hap-
hazard evolution of the world is compatible with classical physics: it would 
violate the detailed laws of motion of classical physics, and it would violate 
very general principles, such as conservation principles. While, on the one 
hand, citing either of these reasons as an argument against the claim that 
the world evolves haphazardly would be circular if done so in the defense 
of classical physics, on the other hand, and at least if one begins with an 
antecedent belief in classical physics, haphazard evolution can be ruled out.

This argument does not work in quantum theory. The quantum theo-
retic law of evolution is, as we have seen, a law of evolution for probability 
distributions, and such an evolution is compati ble with haphazard evolu-
tion of the values that a system takes for observables, provided that the 
single - time statistics are obeyed — but they can be respected by evolutions 
in which the past bears almost no correlation to the future. (I shall discuss 
this point in detail later.)

What about more general principles that might be violated by hap-
hazard evolution? The situation here is much the same: those principles 
are, in quantum theory, expressed (that is, only derivable and indeed only 
expressible) in terms of expectation values, or probabilities, rather than in 
terms of the actual values that systems take for observables.
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A consideration of the manner in which quantum theory expresses con-
servation laws will be suffi cient to illustrate the point. The conservation of 
any quantum - mechanical observable O (for example, energy), is express-
ible in quantum theory only as the time independence of the expectation 
value of O in every state; but that time independence is compatible with 
fl uctuations in the value of O over time (except in the relatively uncommon 
case where the probabilities are all 0 or 1 for values of O). In other words, 
conservation laws in quantum theory have consequences for the statisti-
cal predictions generated by the theory, but no further consequences (at 
least not until we supplement the theory as described here with some other 
principles that could connect conservation laws to something other than 
expectation values).

Therefore, quantum theory is completely consistent with a world that 
evolves in such a way that past values for the observables are not corre-
lated in any interesting way with future values (except whatever correla-
tions might be implied by the single - time probabilities). Such an evolution 
is consistent with everything that quantum theory as I have described it 
here tells us about the world. In other words, quantum theory does not, in 
fact, tell us very much at all about how the values that a system takes for 
observables change over time.

The absence of a dynamical picture of the world in quantum theory is a 
problem, although some might not think so. Quantum theory is an empiri-
cally successful theory, and those who believe that science is about noth-
ing other than empirical adequacy (narrowly construed) might be tempted 
to let the matter rest there, simply asserting (as, for example, van Fraassen 
[1991] seems to have done, at least at one time) that dynamical accounts 
of the values that systems take for observables are irrelevant to the aims of 
science. My own view is that we cannot let the matter rest there. Quantum 
theory needs supplementing with a dynamics. I turn in a moment to the 
argument for that claim.

But fi rst, I emphasize as strongly as possible (and despite my reference 
to van Fraassen, above) that I do not view the arguments that I shall ad-
duce as having the slightest thing to do with twentieth - century debates 
between realists and antirealists. My arguments are neither motivated by 
any position one might take in those debates, nor intended to imply or sug-
gest a position in those debates. Though there might be some positions that 
are not compatible with my views, these incompatibilities do not system-
atically rule out realism or antirealism.4 I shall not elaborate on the point 
here, but I do hope that the reader will attempt to consider the arguments 
in this light.
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A Dynamics for Quantum Theory

Motivation
If quantum theory without a dynamics for the values of observables is an 
empirically adequate theory (and let us suppose that it is), then why do we 
need a dynamics? My answer here (though I think there is more than one 
answer) is based primarily on the so - called problem of measurement in 
quantum theory.

In briefest form, the problem of measurement is this: on the one hand, 
in typical situations (exemplifi ed by the situation at the end of a purport-
ed measurement), the quantum state of a system assigns nontrivial proba-
bilities to observables (such as “the location of the pointer on the mea-
surement device”) that evidently have a single defi nite value; on the other 
hand, one cannot consistently interpret the probabilities assigned by the 
quantum state as a measure of ignorance.

The last point is crucial. If we could interpret quantum probabilities 
as measures of ignorance, then we would say that every observable al-
ways has an actual defi nite value — we just do not (always) know what it 
is. This interpretation apparently requires that we be able to assign val-
ues to every observable simultaneously in a consistent way. The obvious 
(and some would argue, only reasonable) way to do so leads to a logical 
 contradiction.5

So somehow one must assign the values that quantum theory does not. 
Somehow, one must secure the result that, for example, a pointer at the 
end of a measurement actually does have a defi nite position. Most phi-
losophers of physics do not want to secure this result by stipulation; we do 
not want to say, “Whenever I need an observable to have a defi nite value, 
I will stipulate that it does, despite the fact that quantum theory assigns 
nontrivial probabilities for values of that observable.” Instead, we want a 
rule, or principle, that determines in any given situation which observables 
have defi nite values.6

Presumably such a rule would help one to recover the familiar facts of 
our everyday experience, such as the fact that middle - sized solid objects 
have, at least to a very close approximation, a defi nite location, and so on. 
But many of these familiar facts are dynamical. For example, if left undis-
turbed, the book on your shelf does not move relative to the shelf, planets 
orbit the sun, and so on. In addition, and perhaps even more important, are 
the facts to which scientists typically appeal in explanations — the defi nite -
 valuedness of various observables, as well as dynamical facts.

As we have seen, one can recover the appearance of dynamical facts 
within a theory that is nondynamical (i.e., assigns only single - time proba-
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bilities). However, adopting such a nondynamical theory has two conse-
quences that are hard to swallow. First, it precludes our appeal to dynami-
cal facts in explanations. Second, it is self - defeating, because it requires 
that we countenance radical error in our memories of perceptions of the 
world, in which case we apparently have no reason to believe in quantum 
theory in the fi rst place.7

I do not claim that subtle philosophical maneuvers might not provide a 
way out of this diffi culty, but it seems clear that the most straightforward 
way out is to search for a dynamics of the defi nite values that observables 
take. That is the way that I prefer.

A Plurality of Dynamics
The lack of completely satisfactory solutions to the quantum - mechanical 
problem of measurement makes it diffi cult to make many authoritative 
claims about the nature of any dynamics that might eventually supplement 
quantum theory. However, recent work has revealed some general features 
that just about any dynamics is going to have (or so I claim, though here 
without argument).8

The problem, then, is to provide a dynamics for quantum theory as sup-
plemented by some principle or other that solves the measurement prob-
lem. Under a very wide range of such principles, providing a dynamics can 
be reduced to the problem of providing a dynamics for a single quantum -
 mechanical observable. I shall consider, for simplicity, the case where that 
observable is discrete — that is, it has countably many possible values.

Those familiar with the problem — or knowledgeable enough to be 
able to detect the mathematics behind my words — should note that the 
reduction of which I speak is purely mathematical. My claim is not that 
the observable that we use in defi ning a dynamics will itself always be 
defi nite - valued, nor indeed that it bears any easy (or even mathematically 
tractable) relation to the observable or observables that are defi nite - valued. 
The claim is only that defi ning a dynamics for possessed properties of 
quantum - mechanical systems can mathematically be reduced to the prob-
lem of defi ning dynamics for some single observable. The reduction is, as 
they say, nontrivial.9

Let us call our observable Q and its possible values qn where n = 0, 1, 
2, . . . . At each time, quantum theory provides a probability measure over 
the possible values, as determined by the quantum state. Let us write the 
quantum - mechanical probability that the observable has the value qn at 
time t as pn(t). These pn(t) are the experimentally verifi able single - time 
probabilities of quantum theory, and therefore these pn(t) must be respect-
ed by any dynamics.
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The most promising route to a complete dynamics is to begin with in-
fi nitesimal transition rates, tmn(t), which are, intuitively, the probability 
that a system will change its value from qm to qn over the infi nitesimal pe-
riod from t to t + dt.10 These infi nitesimal transition rates are constrained 
by the single - time probabilities of quantum theory, and the easiest way to 
connect the two is by means of a probability current.

One can conceive of the probability current quite literally and likely (in 
the present context) not go wrong; so imagine that the qn are boxes and 
that probability is fl owing from one box to another. Then there is a current 
of probability that can be defi ned between any two boxes qm and qn, which 
is just the amount of probability (per unit time) that passes from qm to qn

minus the amount of probability (per unit time) that passes from qn to qm.
Call this current jmn(t) — the current from qm to qn. It depends on time be-
cause at different times more or less probability may be fl owing between 
boxes. In particular, the current depends on the (time - dependent) transi-
tion rates and the (time - dependent) single - time probabilities:

jmn(t) = tmn(t)pm(t) – tnm(t)pn(t). (1)

This equation just says in mathematics what I said earlier when character-
izing the current. Note that it implies

jmn(t) = –jnm(t) (2)

as it should. Finally, the time - derivative of the single - time probabilities 
(which is fi xed by the quantum - mechanical equation for the time - evolution 
of the state) is related to the current by the continuity equation:

∑=
m

mnn tt ).(j)(p&
 (3)

This equation says that the infi nitesimal change in pn over the time t to t +
dt is the sum of all the currents into and out of qn at time t.

Given the above, we have reduced the problem of fi nding a dynamics 
for Q that is consistent with the empirical predictions of quantum theory 
to the following problem:

 • Find a current that satisfi es (2) (any antisymmetric matrix will do) and 
(3).

 • Solve (1) for the tmn(t) (under the additional constraint that tmn ≥ 0).

 • Recover the fi nite - time transition probabilities, essentially by integrating 
the tmn(t).
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To see how it goes, imagine that we have some current in hand that satis-
fi es (2) and (3). From (1),

 (4)

The numerator of the right - hand side must be positive (because the pn(t)
are always positive), and so we must have

 (5)

and therefore

 (6)

The most natural choice for a solution to equation (3) seems therefore to 
be the following: for m < n choose

 (7)

One easily checks with (4) that the same solution will then hold for all m ≠
n, so that tmn is given by (7) for all m ≠ n.11

The Mathematics of Plurality
Plurality enters the picture that I have sketched in two places. First, al-
though I chose (7) as perhaps the most natural solution satisfying (6), there 
are clearly other solutions — the constraints in (6) vastly underdetermine 
the tmn(t). In addition, the current is highly underdetermined. There is a 
standard expression for the current in quantum theory, and it is normally 
derived from the equation of motion. But one cannot really derive the cur-
rent from the quantum equation of motion. This point is clear from the fact 
that equations (2) and (3) are the only empirical constraints on a current, 
and they do not determine a current uniquely. To see why, let jmn(t) be 
some solution to (2) and (3). Then defi ne

where kmn(t) is any set of functions (of time — or if you prefer, think of it as 
a time - dependent matrix) satisfying (2) and
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(8)

One can see immediately that because the original solution jmn(t) satisfi es 
(3), the new solution j~mn(t) will too, by virtue of (8).12

There is an intuitive way to understand the underdetermination in both 
the tmn(t) and the jmn(t). Imagine, again, that the qm are boxes, and let the 
probability associated with a box be represented by a number of balls in 
the box (the more balls, the higher the probability). (In this analogy, boxes 
are to be associated with the possible values of our observable Q, one box 
for each possible value.) Over time, the balls are shifted from one box to 
another. Our theory fi xes, at each time, how many balls are in each box. 
Strictly speaking, such a theory predicts everything we could ever measure 
explicitly — the only observation we can make is to examine the number of 
balls in the boxes at any given time.

A very little imagination should make it clear that the balls could shift 
around in more than one way and still maintain the correct number of balls 
in each box at a given moment. As Figure 3.1 illustrates, if a given box’s 
count (the number of balls in the box) goes down (between the earlier and 
later times), it could deliver its excess balls to more than one place — any box 
whose count goes up could receive one or more balls from our box. Nothing 
about the single - time probabilities dictates which of these transitions is cor-
rect. The freedom to choose illustrates freedom in the choice of the jmn(t).

Moreover, boxes can exchange balls “unnecessarily.” For example, al-
though neither box A nor box B “needs” to give up a ball to maintain the 
correct single - time probabilities (i.e., the correct number of balls) in the 
previous example, they could nonetheless exchange a ball, or not. (Note 
that the current is the same in both cases.) The freedom to choose whether 
they do exchange a ball illustrates freedom in the choice of the tmn(t).

It should be clear that just by combining these two sorts of freedom, 
one can easily generate a very large number of possibilities for transition 
probabilities that underwrite any given single - time probabilities. (In this 
extremely simple example, there are 384 possibilities.) Indeed, when we 
are dealing with continuous exchange of probability rather than a discrete 
exchange of balls, the possibilities are uncountably infi nite.

Understanding the Plurality

Principles Leading to Alternative Dynamics
How do we determine which is “right”? I suggest that there is no unique 
answer to the question. It does not follow, of course, that anything goes. 
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While I do not have preconceived ideas about what does go, I can indicate 
in general both why a multiplicity of dynamics is not necessarily a bad 
thing and why this multiplicity is also not so far - reaching as to permit just 
any dynamical scheme. This subsection considers the fi rst point, and the 
next subsection considers the second point.

My suspicion is that scientifi cally minded readers are likely to be very 
skeptical of the idea that multiple incompatible dynamical schemes may be 
in some signifi cant sense equally legitimate. If the point of adopting some 
dynamics is to assert its literal and unqualifi ed truth, then clearly there is a 
problem allowing multiple dynamics — doing so is a logical contradiction. 
The point changes little if we adopt a somewhat more antirealist, though 
still literal and unqualifi ed, way of understanding what it means to adopt a 
dynamics. If we wish to maintain the simultaneous legitimacy of alterna-
tive dynamical schemes, then our options are limited; I see only three.

First, one can assert that tmn(t) does not actually mean what it apparently 
says. This option is not particularly plausible. (It was tried, in a variety of 
ways, by some logical positivists.) I shall not consider it further.

earlier earlierlater later

OR

A

B
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D

Figure 3.1. The boxes A, B, C, and D start with 1, 2, 3, and 4 balls respectively, and 
end with 3, 3, 2, and 2 balls. The number of balls represents the amount of probability 
in the box at the earlier and later times. The boxes on the left show one way that the 
balls can move among the boxes between the earlier and later times while respecting 
the single-time probabilities (i.e., the number of balls in the boxes) at each time. On 
the right is another way, which differs from the fi rst but still respects the same single-
time probabilities. Your imagination can produce many other alternatives.
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Second, one can assert that in fact only a single set of transition rates 
can ever be asserted. Pursuing this option would require the defense of 
some principle that rules out all dynamical schemes except one. I am very 
skeptical that any plausible such proposition can be found. It will not be 
a purely experimental fact — we have already seen that the experimental 
facts are consistent with just about any dynamical scheme. It will instead 
be some other more general principle. But, as I shall discuss later, there 
are various candidates for such general principles, all equally worthy of 
attention but giving rise to incompatible dynamical schemes.

I believe we are left with this third option: one can assert that the tmn(t)
are, in effect, always indexed by, or conditioned on, something else. My 
discussion of this option will also illustrate why I think the second option 
is not attractive.

The basic point is this: in some contexts, it makes sense to adopt one 
set of transition rates, and in other contexts, it makes sense to adopt oth-
ers. I fi nd it helpful to characterize these contexts as explanatory contexts, 
but I am not strongly tied to this characterization. The idea is that a con-
text is characterized by a request for an explanation, which carries with it 
presuppositions about the explanandum and the explanans.13 Some such 
presuppositions are satisfi ed by some transition rates (or more likely, some 
families of transition rates), and others are satisfi ed by other (families of) 
transition rates. When the families of transition rates satisfying two differ-
ent explanatory contexts (requests for explanation) do not overlap, then I 
shall call the contexts incompatible.

Are there important incompatible contexts? I believe there are. Of course, 
the word “important” is perhaps a bit of a fudge term, but it is important 
here because there is no doubt that, barring any further constraints, one can 
specify incompatible contexts: just explicitly demand an explanans that ap-
peals to one or another of two nonoverlapping families of transition rates. By 
calling an explanatory context important, I mean to suggest, very roughly, 
that they are scientifi cally interesting, that questions asked in those different 
contexts are questions that scientists ought to feel some pressure, or at least 
desire, to answer, within the boundaries of  science.

An example will help to illustrate what I mean. It is well known that in 
one sense, quantum theory is compatible with Einstein’s theory of rela-
tivity, and in another sense, their compatibility is suspect. In particular, 
nothing about the empirical predictions of the quantum theory violates 
the empirical predictions of relativity. At the same time, the rules that 
are normally added to quantum theory in order to solve the measurement 
problem — in particular, the collapse postulate — generally do violate the 
principles of relativity. (In particular, they violate the principle that there 
be no preferred inertial frame of reference — not in a way that leads to the 
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possibility of determining the preferred reference frame, but a preferred 
reference frame exists nonetheless.)

There is very strong evidence that nearly all dynamical schemes of the 
sort that I have been describing will also violate the principles of relativi-
ty theory. This evidence comes primarily in the form of a theorem that 
says, roughly, that any stable dynamics requires a preferred frame of refer-
ence (Dickson and Clifton 1998). The condition of stability is essentially 
a generalized version of the law of inertia: a system that is not interacting 
(not exchanging energy) with any other system will evolve freely. (This 
condition is closely related to conservation of momentum and energy.) 
This principle is supposed to help to secure the sort of everyday dynamical 
facts that I mentioned earlier, such as the fact that undisturbed books do 
not jump off shelves.

Both the principle of relativity and the principle of stability have much 
to recommend them. The principle of relativity is presupposed by many 
of our explanations of physical matters of fact. Indeed, it is presupposed 
by many explanations that occur in the context of quantum theory. We are 
not speaking of one theory respecting the principles of another. There is 
such a thing as relativistic quantum theory, and the principle of relativi ty 
plays a crucial role in that theory, giving rise to the prediction of such 
signifi cant facts as the existence of antiparticles (for example, the posi-
tron). Therefore, there are good theoretical and empirical reasons to adopt 
the principle of relativity. When those theoretical considerations and em-
pirical facts are important, so is the principle of relativity. When we seek 
an answer to why - questions in a context where these theoretical consid-
erations and empirical facts must be explicitly acknowledged, we cannot 
easily give up relativity, on pain of incoherence. (For example, it could be 
that it makes little sense to ask questions about antiparticles in a context 
where one is prepared to give up relativity.)

But stability has equally impressive credentials, both theoretically and 
empirically. We do not, in fact, witness books fl ying willy - nilly off book-
shelves. Nor do we, in theoretical contexts, normally countenance viola-
tions of the conservation of momentum and energy. When we seek an 
answer to why - questions in a context where such empirical facts and theo-
retical considerations must be explicitly acknowledged, we cannot easily 
give up stability.14

Why are we not in a pickle? Why do we not conclude that physics as we 
now have it is in a mess, unable to reconcile its interpretational needs (as I 
see it, the need for a dynamics) with its theoretical principles (for example, 
relativity and stability)? I certainly do not deny the possibility of a succes-
sor theory (or even an acceptable interpretation of quantum theory more 
clever than I can imagine) in which relativity and stability are reconciled. 
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However, I do not believe that physics is in need of such a theory in order 
for it to be satisfactory.15 I believe that physics can live with complemen-
tary dynamical principles.

I use the term “complementary” purposefully, to remind us that in the 
context of quantum theory the word is often applied to observables that 
cannot be simultaneously defi nite - valued. Physics has learned to live with 
this fact, and at times even thrives on it, to the point where it is becoming 
better and better understood when to describe a physical situation in terms 
of one or the other of two complementary concepts (observables). I am 
suggesting that complementary dynamical principles could, in principle, 
achieve the same status.

It is crucial for my point to understand that the complementarity of the 
dynamical principles of which I speak does not extend to the level of em-
pirical predictions, that is, to the level of the dynamics of the quantum 
state. A magical fact about quantum theory is that it manages (again, at the 
level of the dynamics for the quantum state) to combine these principles 
into a single dynamical scheme, as in classical physics. The plurality — that 
is, the existence of complementary dynamical schemes — becomes appar-
ent only when we insist on a dynamics for the properties of individual 
systems (rather than the quantum state, which can be understood as a dy-
namics for the probabilities of a system).

The Limits of Plurality
There are several ways in which the type of plurality that I have been dis-
cussing is constrained. I am very far from suggesting that anything goes 
in the selection of a dynamical scheme in the interpretation of quantum 
theory (though I do think that there are more dynamical principles than 
the two I have discussed here). I conclude, therefore, with three warnings, 
each intended to convey the point that not anything goes.

First, some explanatory contexts are probably simply illegitimate. I don’t 
have a general principle here, but not every why - question is worth explor-
ing. I chose the examples of relativity and stability because each of them 
is clearly important. In fact, while there are other principles relevant to 
the selection of a dynamical scheme, in general it is diffi cult to connect 
acknowledged signifi cant physical principles with the selection of a dy-
namical scheme.

Second, along the same lines, some why - questions can be ruled out. If 
there is no dynamical scheme that respects the why - question’s presupposi-
tions, then so much the worse for the question.

Third, nothing that I have said suggests that one can introduce dynami-
cal schemes or principles that violate the single - time probabilities of quan-
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tum theory. These are the quantities that can be unambiguously measured 
in the laboratory, and so these quantities must be respected. Dynamical 
schemes are introduced not for purely empirical reasons, but for interpre-
tational, or ultimately, explanatory reasons. Indeed, it is precisely because 
they are introduced for these reasons (rather than purely empirical rea-
sons) that multiple dynamical schemes are both allowed and welcomed.

Notes

 1. The term “anomalous monism” is lifted from Davidson’s (1970) view about the 
relationship between the mind and the brain, but too much should not be made of this fact.

 2. One can believe in anomalous monism, incommensurability, or contradiction for 
theories, interpretations, or methodologies. In each case, one can believe that a diversity 
exists, but not tolerate it; that a diversity does not exist, but tolerate one if it did; or that a 
diversity exists, and tolerate it. Of course, one could also combine types of pluralism (for 
example, to be an anomalous monist about theories but an incommensurablist about inter-
pretations) to make some very large number of compound types that I have not bothered 
to count.

 3. Readers who are familiar with quantum theory may have other objections to this 
view. For example, several people have suggested to me that the consistent (or “decoher-
ent”) histories approach to quantum theory provides a quantum - theoretical account of 
histories and not just single - time probabilities. My answer is that many approaches to 
quantum theory do so, but all of them (including the consistent histories approach) do 
so by means of introducing interpretive principles or assumptions that go well beyond 
standard quantum theory. I believe that one should go beyond standard quantum theory 
in a way that introduces histories of some sort, precisely because I believe that we should
be unsatisfi ed with quantum theory as a theory of the moment. But it is important to rec-
ognize that bare empirical adequacy does not require us to go beyond standard quantum 
theory, and that doing so involves the addition of interpretive principles to the theory.

 4. My interest here in the vast majority of debates between realists and antirealists 
is effectively zero. I do not mean to dismiss them or those who engage in them; rather, my 
intent is explicitly not to take a position in these debates.

 5. The contradiction comes in the form of a theorem known as the Kochen - Specker 
theorem. The general point is discussed in detail in many places. Dickson (1998b) dis-
cusses it, along with various alternatives to the line of reasoning that I am adopting here.

 6. An excellent discussion of these matters, advocating this approach in general 
terms, is given by Bub (1997).

 7. A similar point in only a slightly different context was made by Barrett (1996).
 8. By “recent work” I have in mind a number of lines of thought in contemporary 

philosophy of physics, but a good place to start is with Bub 1997.
 9. A more or less exhaustive treatment of these issues can be found in Baccia galuppi 

and Dickson 1999; fanatics can also consult the references therein.
10. More rigorously,

= limε→0
pmn(t + ε,t),

ε

tmn(t) = lim ε→0
pmn(t + ε,t) – pmn(t,t)

ε
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where pmn(t) is the probability that a system in the state qm at time s will be in the 
state qn at time t. A series of theorems from the mid - twentieth century lays out the condi-
tions that the tmn(t) must satisfy in order for one to be able to defi ne the fi nite - time transi-
tion probabilities pmn(t,s) from them. I am ignoring such subtleties here. See Bacciagal-
uppi and Dickson 1999 for details.

11. This solution is a (very) slightly improved version of the choice made by Bell 
(1984). Bell’s choice is explicitly motivated by the guidance condition in the de Broglie -
 Bohm theory. Vink (1993) discusses how, in the appropriate sense, the de Broglie - Bohm 
theory is in fact the continuum limit of a dynamics of this kind, and how different solu-
tions to (4) lead to different kinds of theory, one example being Nelson’s (1985) stochastic 
mechanics.

12. One might suppose that the situation changes when we go to the perhaps more 
reasonable case of observables with many continuously possible values. It does not. The 
continuous analogue of (3) is

where r is the probability density. This expression makes it clear that by adding a 
divergence - free function to any solution j(x,t) we obtain another solution.

13. Dickson (1998a) follows through this approach in a little more detail.
14. The fact that relativity and stability both have an empirical side does not imply 

that they are empirically inconsistent. Strictly speaking, it is compatible with everything 
we know empirically that relativity is false. The same holds for stability. The point is that 
the consideration of certain empirical phenomena strongly suggests that we take relativity 
seriously, while other empirical phenomena do not seem to press the principle on us so 
strongly. The same holds for stability.

15. I do believe that physics is in need of a successor theory, but for other reasons, 
reasons with which the vast majority of physicists would agree, I suspect.
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4
Pluralism and the Foundations 

of Mathematics

Contrary to the popular (mis)conception of mathematics as a cut - and -
 dried body of universally agreed - on truths and methods, as soon as one 
examines the foundations of mathematics, one encounters divergences of 
viewpoint and failures of communication that can easily remind one of re-
ligious, schismatic controversy. While there is indeed universal agreement 
on a substantial body of mathematical results, and while classical meth-
ods overwhelmingly dominate actual practice, as soon as one asks ques-
tions concerning fundamentals — such as “What is mathematics about?” 
“What makes mathematical truths true?” “What axioms can we accept 
as un problematic?” and notoriously, even “What are the acceptable logi-
cal rules by which mathematical proofs can proceed?” — we fi nd we have 
entered a minefi eld of contentiousness. Platonists treat mathematics as 
an objective study of abstract reality, no more created by human thought 
than the galaxies, and, accordingly, classical logic and a rich theory of 
the transfi nite are entirely legitimate.1 Radical constructivists (intuition-
ists) challenge even the meaningfulness of classical, objectivist thinking 
in connection with the infi nite, and propose a reconstructed mathematics 
with restricted logic (e.g., no existence proofs by reductio ad absurdum) 
and different axioms (e.g., the least upper - bound principle is jettisoned). 
Classicists respond (if they respond at all, which is unusual) by accusing 
their critics of changing the subject. And between and beyond these camps 
there is a signifi cant variety of positions or “schools,” e.g., predicativism, 
or “semi - constructivism,” which accepts classical logic but only those in-
fi nite sets we can actually describe in an acceptable way (which can be 
spelled out precisely); constructivism of the Bishop school, which, in con-
trast with intuitionism, adds no new, nonclassical mathematical axioms; 
constructivism of the Russian school, which lives with Church’s thesis 
identifying constructive functions with the Turing - computable ones; strict 
fi nitism; and so on (see Beeson 1985). A plurality or multiplicity of ap-
proaches to central questions of truth and proof is simply an observable 
fact. What is the nature and signifi cance of this multiplicity? Is it reason-
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able to think it can be transcended, or is it a permanent fact of life? What 
lessons, if any, does it hold for general questions concerning pluralism?

A second locus of pluralism in mathematics is ontology. Even within the 
classical framework, one may ask whether there is a single, all - embracing 
universe of discourse for mathematics, as set - theoretic reductionism on a 
customary reading would have it, that is to say, the cumulative hierarchy 
of sets, or should we think of a plurality of universes? Although ordi-
nary mathematics — all that is required in typical graduate programs in 
the subject — can indeed be developed within set theory, specifi cally in the 
favored system known as ZF (Zermelo - Fraenkel), when one considers set 
theory itself (a branch of “extraordinary mathematics”), one in fact en-
counters a multiplicity of theories. Usually the Axiom of Choice is added 
(giving ZFC), but we know that its negation is a consistent option (relative 
to the consistency of ZF itself). We also know that we need not insist on 
well - foundedness (sets can be allowed to contain themselves; there can 
be infi nitely descending membership chains). And then there is the whole 
subject of large cardinal extensions of ZFC, many of which are very natu-
ral from a set - theoretic standpoint but that cannot even be proved relatively 
consistent (a phenomenon known as “Gödel’s curse”). Does it make sense 
to think of unique, determinate answers to all such questions, as talk of 
the “cumulative hierarchy” implies? Or should we rather think of “many 
worlds”? Furthermore, there is a different foundational approach with 
claims to universality, namely, category theory, more specifi cally topos 
theory, which generalizes on set theory in certain ways. Originating in al-
gebraic geometry, toposes are categories in which certain key set - theoretic 
operations are generalized, notably, the formation of Cartesian products, 
function classes by exponentiation, and extensions of predicates. They 
have been proposed as universes of discourse for mathematics, introduc-
ing even more options. Thus topos relativity (unlike set - theoretic relativity 
with regard to large cardinals, for example) prima facie fl ies in the face 
of ordinary talk of “the real numbers,” “the complex numbers,” “the con-
tinuous functions of reals,” and so on, where uniqueness is presupposed. 
This suggests a structuralist (re)interpretation of such talk, and even of set 
theory itself (better, set theories themselves), contrary to the single, fi xed -
 universe view.

Let us elaborate on these two main topics in turn.

Constructivism versus (?) Classicism

The various forms of constructivism (apart from predicativism) have at 
their common core adherence to intuitionistic logic, usually described 
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as “rejecting the law of excluded middle (LEM),” in the sense of not al-
lowing it in proofs (not in the sense of affi rming its negation — in fact, 
the double negation of LEM is a theorem of intuitionistic [propositional] 
logic). Similarly, allied principles are rejected, such as the law of double 
negation, proof of existence by reductio ad absurdum, and so on. Formally, 
intuitionistic logic appears simply to be a proper part of classical logic; 
if you restore LEM to the intuitionistic rules, you recover classical logic. 
So formally there is no inconsistency between the two.2 But intuitionists 
are famous for holding that LEM and allied principles are “not correct”; 
it seems that we have a genuine disagreement over certain laws of logic! 
Is that really so? Can even pluralists tolerate such a disagreement? Is even 
propositional logic up for grabs? Whatever one thinks about the analytic/
synthetic distinction in general, don’t the (truth - functional) meanings of 
‘or’ and ‘not’ guarantee that, within the intended domain of determinate 
propositions such as those of arithmetic, LEM has to be correct?

Indeed, if one looks more closely at intuitionistic usage — even as its 
proponents have explained it — it is abundantly clear that the key logical 
words are being used with very different meanings from the classical ones. 
The very idea of giving truth - conditions for logically complex statements 
is abandoned in favor of proof - conditions in which one explains when a 
(mathematical) construction counts as a proof of a complex statement. So, 
for example, intuitionistic ‘or’ is explained by a condition such as

c proves ‘p or q’ iff c proves p or c proves q.

(Here the ‘or’ on the right is supposed to be neutral or pretheoretic, some-
how shared by all parties.) The conditional is explained by

c proves ‘p → q’ iff c is an operation on constructions tranforming any 
proof of p into a proof of q.

And intuitionistic negation is then explained via

c proves ‘¬p’ iff c proves ‘p → 0 = 1’.

(Here “0 = 1” may be replaced by any other absurdity.) Given these mean-
ings, no classicist would wish to affi rm ‘p or ¬p’ as a general logical prin-
ciple, for, when spelled out, it asserts that every (mathematical) proposi-
tion is decidable! Similarly, considering that existential quantifi cation is 
explained as a generalization of ‘or,’ so that a proof of ‘∃xϕ’ provides a 
method of fi nding an instance together with a (constructive) proof that it 
satisfi es ϕ, no classicist would apply the method of reductio to establish 
such “existence.” Clearly, to avoid confusion, all the connectives should 
carry subscripts indicating “intuitionistic” or “classical” readings. And 
then, we have not a single - law “LEM” but two radically distinct ones, the 
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intuitionistic instance of which no one accepts, and similarly for the allied 
laws. So the controversy seems not to be over the correctness of any logi-
cal laws after all!

At this stage, constructivist positions split apart. The mere decision to 
eschew certain classical forms of proof can be made for a variety of rea-
sons and does not by itself indicate any genuine disagreement with classi-
cal mathematics. Specifi cally, we must distinguish a radical constructiv-
ist view, which insists that mathematical reasoning must be intuitionistic 
and that classical reasoning is illegitimate or incoherent (views expressed 
in different ways by intuitionists from Brouwer to Dummett), from a lib-
eral view, which, without challenging the meaningfulness or correctness 
of nonconstructive classical mathematics, prefers to pursue constructive 
mathematics for its own intrinsic interest and virtues. So here we have a 
stark contrast, within constructivism, between hegemonists and pluralists.

The hegemonist position, as Dummett (1977) has articulated it, rests on 
a verifi cationist view of meaning. Platonist or realist truth conditions per-
taining to the infi nite are in general incommunicable, as terminating pro-
cedures for testing them are not available. Rather than taking this (in ad-
dition to all the criticisms of verifi cationism developed by Quine, Sellars, 
Smart, Putnam, and others over many decades) as indicating a defi ciency 
in the view of meaning, the hegemonist view leads to an extreme stance 
that Shapiro (1997, 6, passim) has dubbed “philosophy fi rst,” namely, that 
of rejecting mathematics itself for philosophical reasons. David Lewis’s 
reaction (originally to a version of nominalism, but equally applicable 
here) is germane:

I’m moved to laughter at the thought of how presumptuous it would be to 
reject mathematics for philosophical reasons. How would you like the job 
of telling the mathematicians that they must change their ways. . . . Can you 
tell them, with a straight face, to follow philosophical argument wherever it 
may lead? If they challenge your credentials, will you boast of philosophy’s 
other great discoveries: that motion is impossible, that a Being than which 
no greater can be conceived cannot be conceived not to exist, that it is un-
thinkable that anything exists outside the mind, that time is unreal, that 
no theory has ever been made at all probable by evidence (but on the other 
hand that an empirically ideal theory cannot possibly be false), that it is a 
wide - open scientifi c question whether anyone has ever believed anything, 
and so on, and on, ad nauseam?

Not me! (Lewis 1991, 59; italics in original)3

That Dummett’s reasoning can also be invoked to challenge the determi-
nateness of, for example, ordinary claims about the past (e.g., four years 
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ago to this day, there were exactly twenty - seven paper clips on my desk) 
has not been a deterrent.

Thus far, we have seen that the dispute between radical constructiv-
ism and classicism is not really over logical laws per se; rather, it is over 
the meaningfulness of talk presupposing truth - determinate sentences or 
propositions of infi nitistic mathematics. The classical logical connectives 
and quantifi ers, however intelligible they may be in other contexts, are al-
leged to be unintelligible here in mathematics (except in its constructive 
part, on which the classical and intuitionistic theorems coincide), ironi-
cally the very domain in which the idealization of genuine bivalence built 
into classical logic has its clearest illustration, and for which it was origi-
nally developed!

Fortunately, not all constructivists are radicals. If you want to keep track 
of computational content in mathematics, requiring reasoning to obey intu-
itionistic logic makes eminent sense. It is an excellent book keeping device. 
So long as your starting points are constructively justifi able, your conclu-
sions will also be. But if you try to recover standard mathematics along 
such lines, you will encounter many problems. As soon as you come to 
the real numbers (as convergent rational sequences), for example, you will 
realize that you cannot assert that they are totally linearly ordered. You 
will have to make do (and often can) with a weaker condition: if you know 
that x < y, then you will also be able to show, for any z, that either x < z
or z < y. You will also not be able to prove fundamental facts, such as the 
intermediate - value theorem (that every continuous function on [0,1] nega-
tive at 0 and positive at 1 has a 0 for some x, 0 < x < 1), but you will be 
able to prove something very close to that by tinkering with the statement, 
strengthening the hypothesis of the theorem or weakening the conclusion 
(getting within ε of 0). Indeed, Errett Bishop (1967) took constructive 
analysis far beyond anything previously thought possible by the persistent 
and clever use of such methods, conquering even such apparently noncon-
structive territory as measure theory. It is nontrivial to fi nd genuine exam-
ples of scientifi cally applicable mathematics that cannot be recovered con-
structively in this sense, although there do appear to be some limitations.4

An important lesson we can learn from all this is that there are, indeed —
 as Carnap recognized through his principle of tolerance — multiple log-
ics, legitimate for their own purposes. The notion of “the correct logic” 
is simply a mistake, one which fails to take account of the purpose -
 relativity and language - relativity of logic. Classical logic is designed for 
truth - preservation in an idealized setting in which we are dealing with 
bivalent propositions. The classical connectives (and quantifi ers) are in-
troduced as idealizations or simplifi cations of ordinary language expres-
sions with simply statable, bivalent truth conditions, and classical logical 
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principles and rules pertain to reasoning with these connectives. If a rule 
is sound (truth preserving), that is suffi cient justifi cation for it, regardless 
of (lack of) constructivity. But whether classical systems are applicable in 
a given domain or context is not a matter of logic, but a matter of usage 
and goals. Logic does not proclaim its own applicability to particular 
situa tions. Independently, however, it is clear that classical reasoning is
especially useful in scientifi c, as well as purely mathematical, contexts in 
which we are interested in what holds or would hold in a certain situa-
tion or model, given certain assumptions, as an objective matter regardless 
of computability. Then there can be no objection to use of LEMclassical or 
reductioclassical , and indeed, forswearing their use would seem like tying 
a hand behind one’s back. However, if computability or constructivity 
is our goal, then obviously it will not be achieved unless we modify our 
rules, and we may even introduce a new language (also rooted in ordi-
nary language), as intuitionism does. For these new connectives, some but 
not all of the classical forms will be correct. Intuitionistic formal systems 
codify correct forms of reasoning from this standpoint, and no one can 
quarrel with that.5 Classicists as well as constructivists can see all of this. 
Moreover, as both purposes — truth - preservation simpliciter and construc-
tive interpretability — are worthy and important, we should certainly have 
peaceful coexistence and even cooperation.6

This brings us to a second main lesson. Mathematics as practiced is 
clearly very rich and diverse in its content and in the interests and pur-
poses it supports. As just indicated, both classical and constructive pur-
poses are encompassed; moreover, often they may be intertwined and not 
neatly separated by branch or subfi eld. The situation was well summed up 
by Feferman over twenty years ago:

Since neither the realist nor constructivist point of view encompasses the 
other, there cannot be any present claim to a universal foundation for 
mathematics, unless one takes the line of rejecting all that lies outside the 
favored scheme. Indeed, multiple foundations in this sense may be neces-
sary, in analogy to the use of both wave and particle conceptions in physics. 
Moreover, it is conceivable that still other kinds of theories [of operations 
and collections] will be developed as a result of further experience and re-
fl ection. (Feferman 1977, 151; italics in original)

This accords with the general hypothesis that the complexity and richness 
of scientifi c subject matter and practice may actually require a pluralistic 
approach, that any single one that we have contrived, or perhaps can con-
trive, will simply not do justice to an important aspect of the subject. The 
classicism - constructivism duality in mathematics is, we submit, an excel-
lent illustration.



70  Geoffrey Hellman and John L. Bell

Many Worlds

At the end of a landmark paper, credited with the discovery of large car-
dinals in set theory, Zermelo wrote of “two polar opposite tendencies of 
the thinking mind, the idea of creative progress and that of all - embracing 
completeness” (italics in original). These, he continued:

fi nd their symbolic expression and resolution in the concept of the well -
 ordered transfi nite number - series, whose unrestricted progress comes to no 
real conclusion, but only to relative stopping points, the “boundary num-
bers” [inaccessible cardinals] that divide the lower from the higher models. 
And so the “antinomies” of set theory, properly understood, lead not to a 
restriction and mutilation, but rather to a further, as yet unsurveyable, un-
folding and enrichment of mathematical science. (Zermelo 1930, 47, trans. 
the author)

The central problem calling forth these “two polar opposite tendencies,” in 
a nutshell, is this: over what totality do the unrestricted quantifi ers of set 
theory range? We know that, on pain of contradiction, it cannot be taken 
to be a set, but if we take it as a collection of some higher type, we face the 
conundrum that we can apply set - like operations to it, leading to collec-
tions of higher and higher type, behaving just like sets, so that our effort to 
speak of absolutely all sets seems indistinguishable from speaking of all 
sets below a certain inaccessible level (one of Zermelo’s “boundary num-
bers”).7 Indeed, whatever totality of collections we recognize — whatever 
we call it — can be properly extended, indeed, by the very operations that 
gave rise to set theory in the fi rst place (forming singletons, power sets, 
etc.) The standard set - theoretic “way out” of remaining within a fi rst - order 
language, offi cially recognizing no totality of all sets, while consistent and 
useful for mathematics in practice, does not really solve the problem, for 
the very possibility of considering new totalities and proper extensions is 
intrinsic to mathematics. As Mac Lane has put it:

Understanding Mathematical operations leads repeatedly to the formation 
of totalities: the collection of all prime numbers, the set of all points on an 
ellipse . . . the set of all subsets of a set . . . , or the category of all topologi-
cal spaces. There are no upper limits; it is useful to consider the “universe” 
of all sets (as a class) or the category Cat of all small categories as well as 
CAT, the category of all big categories. After each careful delimitation, 
bigger totalities appear. No set theory and no category theory can encom-
pass them all — and they are needed to grasp what Mathematics does. (1986, 
390; italics in original) 
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Still, we do seem to have unrestricted quantifi ers in our language, al-
lowing us to speak of anything and everything. But then we should be able 
to speak of anything and everything mathematical, among which would 
be all collections or set - like objects, totalities which would violate the 
general principle of extendability articulated by Mac Lane (generalizing 
Zermelo’s own versions, independently arrived at also by Putnam).

It counts as a strike against set - theoretic foundations that it seems to be 
incapable of resolving this problem. Zermelo’s resolution of recognizing 
an unending, ascending series of models of set theory, each of greater and 
greater ordinal characteristic (strongly inaccessible cardinal), is a major 
advance over the fi xed universe view, but, as already indicated, it is only a 
partial resolution, for we still seem capable of speaking without contradic-
tion of “all inaccessible cardinals,” or “all full models of ZFC (character-
ized by Zermelo),” and so on, leading right back to our puzzle. (Indeed, if 
we formalize Zermelo’s logic, which would be a fragment of second - order 
logic, the standard comprehension scheme leads to classes of all sets, all 
ordinals, all inaccessibles, all models, etc., after all, confl icting with gen-
eral extendability, as already described.)

This naturally leads us to consider alternatives to set theory, and indeed 
category theory (CT) stands ready and waiting to step in. Its proponents 
have been maintaining for decades that it provides an autonomous, alterna-
tive foundational scheme that in fact is superior in a number of ways to set -
 theoretic foundations. Not only is it claimed to be more closely in contact 
with the actual content of advanced mathematics (e.g., algebraic topology 
and geometry problems, which it helps solve), it is also claimed to capture 
better certain key structuralist ideas, such as the interdependence of struc-
tures through various kinds of mappings and, in particular, the idea of a 
multiplicity of universes of discourse for mathematics in contrast with the 
fi xed universe view of set theory. Unlike set theory, in which the content 
of a mathematical concept is fi xed by referring it once and for all to a fi xed 
absolute universe of sets, in “category theory” any mathematical concept 
acquires a plural reference through varying the category of discourse to 
which it is referred. This is well illustrated by the group concept. As a set -
 theoretical object, a group is a set equipped with a couple of operations 
satisfying certain elementary axioms expressed in terms of the elements 
of the set. By contrast, in category theory the group concept is given an 
“arrows only” formulation, in which it becomes a “group object” capable 
of living in virtually any category. In the category of topological spaces, 
for example, a group object is nothing other than a topological group; in 
the category of differentiable manifolds it is a Lie group; and in a category 
of sheaves it is a sheaf of groups.
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Mac Lane, Bell, and others have proposed developing mathematics within 
suitable toposes, categories with a rich hierarchical structure generalizing 
certain key features of sets, roughly, those features that persist when sets 
are allowed to vary in some way. (As we have said, these features include 
the formation of Cartesian products, function classes by exponentiation, 
and extensions of predicates.) Any topos may be conceived as a possible 
universe of discourse in which mathematical arguments can be pursued 
and mathematical constructions carried out. A topos has its own internal 
language that describes it, and its own internal logic, which, in general, 
is not classical but intuitionistic. But classical logic emerges if certain 
further mathematical conditions, for example, the Axiom of Choice, are 
imposed. Thus, topos theory already accommodates both classical and 
constructive mathematics, allowing different universes for them built on a 
common core.

The plurality of reference already conferred on mathematical concepts 
by category theory is carried a stage further in topos theory. Take, for 
example, the concept real - valued continuous function on a topological 
space X. Any such function may be regarded as a real number, or quantity, 
varying continuously over X. Now consider the topos Sh(X) of sheaves 
on X. Here a sheaf on X may be conceived as a set undergoing continuous 
variation, in a suitable sense, over (the open subsets of) X. In that case, 
Sh(X) may be viewed as a universe in which everything is undergoing 
continuous variation over X, “co - moving,” as it were, with the variation 
over X of any given varying real number. This causes the variation of the 
latter to be “unnoticed” in Sh(X); it is accordingly regarded there as being 
a constant real number. In other words, the concept real number, interpret-
ed in Sh(X), corresponds to the concept real - valued continuous function 
on X. This shows that, from the standpoint of topos theory, a mathematical 
concept may be assigned a fi xed sense, but may nevertheless have a plural 
reference. Indeed, we may take the sense of the concept real number as 
being fi xed by a suitable defi nition in the common internal language of 
toposes, while its reference will depend on the topos of interpretation. In 
Sh(X), that reference will be, as we have seen, not the usual real number
concept but real - valued continuous function on X. That is, reference is 
determined only relative to a topos of interpretation.

Another instance of the relativity of mathematical concepts, one fa-
miliar to all set - theorists, is the phenomenon of cardinal collapse. Here, 
given an uncountable set I, we can produce a “universe of sets” — actually 
a Boolean extension of the universe of sets — in which I is countable. This 
means that the cardinality of an infi nite set is not an absolute or intrinsic 
feature of the set but is determined only in relation to the mathematical 
framework with respect to which that cardinality is “measured.”
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This shows that topos theory is pluralistic. But it is at the same time 
objective in that (certain) toposes may be seen as depicting, in an idealized 
way, objective aspects of the world, only no unique topos describes that 
world in its totality. For example, the smooth topos provides an idealized 
description of the geometric structure of the world, idealized through the 
assumption that all objects and maps are continuous and smooth. At the 
other extreme, the topos of sets presents the world as an entirely discrete 
structure in which objects are given purely in terms of their cardinality. 
Still another example is the effective topos, in which the world is viewed 
in terms of computability, and requires all functions to have algorithms. 
The evident pluralism we again see here arises not because we are dealing 
with competing theories, but because the alternatives are suited to differ-
ent purposes. So it is not meaningful to ask whether it is “really” the case 
that all functions from the real line to itself are differentiable, or whether 
it is really “true” that all functions from the natural numbers to themselves 
are recursive, let alone whether any solid sphere is “really” decomposable 
into fi ve pieces that can be fi tted together to make two solid spheres of 
the same size. (This is an instance of the Banach - Tarski paradox, a con-
sequence of the Axiom of Choice, which is generally assumed to hold in 
a topos of sets.) Instead, one recognizes such features as being tied to the 
relevant idealization, as being, if you like, “objective” features of that ide-
alization, but not embodying any sort of claim about the (mathematical or 
physical) world tout court.

All this has led Bell (1986), for example, to propose that mathematics 
should be seen as local, or relative to a choice of background topos. Theo-
rems common to all the suitable toposes form the constructively provable 
common core. Beyond that, objectivity requires relativization to particular 
toposes, in analogy with relativistic physics. (Whether famous examples 
of undecidables of set theory, such as the Continuum Hypothesis, can be 
thought of as “objective” even in such a relative sense — i.e., in the case of 
CH, relative to a topos in which power objects are maximal — is a separate, 
debatable matter.)

This is an attractive view, as far as it goes. Category theory does provide 
a mathematically interesting generalization of set theory and does offer 
insights into “mathematical structure,” revealing, for instance, how mathe-
matical content is often only “up to isomorphism.” However, it does not go 
far enough, or, better, it does not start early enough, or — more accurately 
still — it is not clear just where it starts. The problem can be brought out by 
attending to the term “category theory” itself. It is ambiguous, along with 
the term “axiom.” On the one hand, there are fi rst - order axioms defi ning 
what a category is, and various additions to these defi ning various types 
of topos (elementary, free, well - pointed, etc.). These are axioms only in 
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the sense of defi ning conditions, telling us what these structures are, as in 
abstract algebra, where one has axioms for groups, rings, fi elds, and so on. 
As components of defi nitions, these so - called axioms assert nothing, and 
so are not proper axioms in the traditional, Fregean sense — evident truths, 
in an absolute sense, or at any rate assertions with a determinate truth -
 value, apart from being evident. (To be sure, this is compatible with such 
axioms decisively capturing a prior, well - motivated conception of a do-
main or type of object, as in the cases of the axioms for toposes mentioned 
above, for smoothness or discreteness or recursivity. Here the axioms are 
akin to the postulates of Euclidean geometry, if we read those as being true 
of our conception of space, rather than applying literally to actual physical 
space.) In fact, some category theorists have gone even further, explicitly 
reading their defi ning conditions in a Hilbertian, structuralist way: any 
objects whatever bearing a relation formally behaving like composition of 
functions (as spelled out in the CT axioms) constitute a category. In other 
words, the primitives of the language of CT are not even given a defi nite 
interpretation, but are treated as placeholders or variables. On the other 
hand, “category theory” as practiced by mathematicians involves substan-
tive, even deep theorems, and surely these are assertory. But in what frame-
work are these results proved? Not simply in the systems of defi nitions, as 
is clear from cases in which various categories or toposes are brought into 
functorial relations with one another. As Feferman (1977) pointed out, no-
tions of collection and operation are presupposed just in saying what a 
category or a topos is as well as in relating them. And indeed, the typical 
text in the subject, which of course is presented as informal mathemat-
ics, makes reference early on to a given, background universe of sets, that 
is, category theory is not being presented as an autonomous foundational 
framework at all; rather, set theory is presupposed in the background as 
is standard in other branches of abstract mathematics (algebra, topology, 
etc.). As pure mathematics, this is fi ne; but clearly the CT foundationalist 
who would transcend the single - universe set - theoretic hierarchy must put 
on another hat and articulate an alternative framework. At a minimum, a 
background logic must be specifi ed, including (asserted) axioms govern-
ing operations or relations and, presumably, governing the mathematical 
existence of categories and toposes.

Efforts to create such an alternative framework by explicitly axiomatiz-
ing the metacategory of all categories were in fact initiated by Lawvere 
(1966) and extended by Blanc and Donnadieu (1976). But there are dif-
fi culties with the claim that these axiomatizations could constitute an au-
tonomous foundation for mathematics. Primitives such as “category” and 
“functor” must be taken as having defi nite, understood meanings, yet they 
are in practice treated algebraically or structurally, which leads one to 
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consider interpretations of such axiom systems, that is, their semantics. 
But such semantics, as of fi rst - order theories generally, rest on the set 
concept: a model of a fi rst - order theory is, after all, a set. The foundational 
status of fi rst - order axiomatizations of the metacategory of categories is 
thus still somewhat unclear.

The bearing of all this on the issue of pluralism should be evident: if 
indeed CT is dependent on a background universe of sets, then the plu-
rality of universes of discourse for mathematics ultimately reduces to the 
plurality of universes of discourse for set theory. The plurality of toposes 
in which much mathematics can be developed may still be quite interest-
ing in its own right, but all toposes would be seen as living inside models 
of set theory. On the level of theories, set theory would have to be seen as 
more fundamental, and CT’s promise of an alternative, autonomous foun-
dational approach would not be fulfi lled. This is especially disappointing 
when we recall that if we ask, “What plurality of intended universes for set 
theory is there?” the standard answer is “None, there is just the cumulative 
hierarchy,” although within this there may also be many (less than exhaus-
tive) models. And it seems we are also stuck with set theory as a massive 
exception to a structuralist interpretation of mathematics.

It turns out, however, that there is a way out of this impasse, but at a 
price. If we introduce modality and tolerate talk of the possibility of large 
domains of discourse — essentially just large numbers of objects — then we 
have a natural way of recognizing a plurality of models of set theory and 
toposes, living side by side within these domains, of which there also can 
be many, but without ever allowing for any totality of all such domains. In 
this view, it does not even make sense to speak of collections or wholes of 
actual things combined with what merely might have existed! One makes 
sense of collecting, forming wholes, and so on, only within a world, so to 
speak, not across worlds. (Offi cially, worlds are not recognized; all this 
is spelled out with modal operators, ultimately with just one: “it is mathe-
matically possible that . . .”) In fact, surprisingly, second - order logical 
machinery is available to describe not only large domains, in the sense 
of having inaccessible cardinality, but also structures for set theory and 
category theory, without ever offi cially quantifying over classes or rela-
tions as objects. Clever combinations of mereology and plural quantifi ca-
tion suffi ce. One must be able to speak of arbitrary wholes of enough pair-
wise nonoverlapping things (about whose nature we can remain neutral), 
and we must allow plural locutions, such as “Any things whatever that ϕ
also ψ,” as achieving the expressive power of quantifi cation over arbitrary 
subcollections of the (given, hypothetical) domain of things.8 For example, 
the second - order least upper - bound principle takes this form: “Any reals 
whatever which are all ≤ some real are all ≤ a least such.” This, together 
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with the usual axioms for a complete ordered fi eld, characterizes the real 
number system up to isomorphism. Similar methods yield characteriza-
tions of other key mathematical structures such as the natural numbers, 
full models of set theory, and various toposes, and so on, again, without 
ever countenancing classes or relations as objects.

The upshot is that we do have at least one way of consistently combin-
ing set theory, category theory, and an open - ended plurality of universes 
of discourse for mathematics, in accordance with structuralist insights. 
The assertory axioms of the proposed framework are those of the back-
ground logic (essentially second - order logic with mereology) together 
with axioms asserting the possibility of large domains and guaranteeing 
extendability, that is, the possibility of ever larger ones. The axioms of 
set theories proper can then be interpreted structurally as defi ning condi-
tions on certain kinds of structures. And category theory can be carried 
out relative to background domains without thereby becoming a (late - ish) 
chapter of set theory. (In effect, the Grothendieck method of universes has 
been recovered nominalistically.)

Unlike the fi rst kind of pluralism discussed above, this pluralism in on-
tology seems distinctively attractive, even necessary, for mathematics, as 
compared with the natural sciences. After all, we live in a unique world, 
don’t we? Pure mathematics is content to deal with mere conceptual possi-
bilities, but the natural sciences aim to describe and explain reality.9 Surely 
there is no analogue of the principle of extendability, articulating the “crea-
tive progress” that Zermelo found inherent in mathematics. Short of this, 
there may well be other multiplicities involving ontology. Of course, on 
the plane of metascience and perhaps in physics, there are multiple ways 
of conceiving even the material world, with or without properties, with or 
without space - time points as objects, with or without particles (e.g., with 
only quantum fi elds), and so on. Are these cases of genuine equivalence, 
and hence (?) only apparent choices, or undecidable questions? Or are we 
driven to a kind of ontological relativity favored by Carnap (1956, Suppl.
A, 205–21)? If so, then in the natural sciences, as well as in mathemat-
ics, absolutist talk of “reality” or even the more humble sounding “every-
thing,” should really be given up.10

For a scientifi c example of “many worlds” in a very different sense, 
there is, of course, the notorious “many worlds” interpretation of quantum 
mechanics (the de Witt version of the Everett interpretation, with actual 
splitting practically whenever “anything defi nite happens”), but the objec-
tions that have been raised against this seem to us decisive. More promis-
ing, perhaps, cosmologists now explore ideas about a multiverse instead 
of the universe, multiple real cosmoses arising from quantum mechanical 
processes, including infl ation. Certain seemingly intractable questions are 
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then blocked, for example, “Why does the actual cosmos satisfy the very 
special conditions of the constants of nature permitting the formation of 
galaxies, let alone life?” (Answer: Bad question, for there are many actual 
cosmoses in which galaxies never form. The reformulated question, “Why 
does this cosmos — the one we experience — satisfy those special condi-
tions?” seems like a nonsense question, something like “Why am I me and 
not you?” which nevertheless kept us from getting to sleep sometimes as 
children.) And, of course, there is the whole issue of emergence (versus re-
duction), still not entirely resolved, even at the level of chemistry vis - à - vis 
quantum physics. Should we recognize multiple categories of properties 
and relations (attributes), corresponding to different, irreducible levels 
of scientifi c inquiry? But these questions cannot be addressed within the 
scope of this essay (which we hereby guarantee by stopping).

Notes

1. To be sure, classical practice itself does not imply endorsement of Platonism, as 
many mainstream mathematicians, if pressed, fall back on some kind of formalism or fi c-
tionalism. “Platonism” designates a refl ective view, based on a literal, face - value reading 
of mathematical discourse, which would justify the practice. It may well not be the only, 
or the best, justifi cation, however.

2. While it is true that no consistent intuitionistic propositional theory can be in 
formal contradiction with classical logic, this is far from being the case for intuition-
istic fi rst or higher - order theories. For example, the sentence ¬∀x∀y (x = y ∨ x ≠ y) is 
consistent in intuitionistic, but not classical logic. Indeed, such striking “confl icts” with 
classical mathematics — famously Brouwer’s continuity theorem — arise in intuitionistic 
analysis, where nonclassical axioms of continuity governing choice sequences are avail-
able. The Bishop framework abandons any such nonclassical axioms and so generates no 
such confl icts. However, even in the intuitionistic case, these formal confl icts are only 
apparent, not real, turning on ambiguity of the logical notation, as will be explained 
later. (For a fuller discussion bringing out certain expressive limitations of intuitionism, 
see Hellman 1989.)

3. For a sustained critique of Dummett’s case, see Burgess 1984.
4. These arise in connection with quantum mechanics and general relativity, but 

need not concern us here. See, e.g., Hellman 1993 and 1998.
5. To be sure, one can raise questions concerning the “universe of constructions” to 

which constructive proof - conditions appeal. But at least on a rough - and - ready, ordinary 
understanding of those conditions, anyone can see that the intuitionistic rules are correct 
and why certain classical principles and rules must be dropped.

6. According to anecdote, even the intuitionist Heyting seems to have shared this 
perspective, as he liked to teach classical recursion theory. He said he found it  interesting.

7. On the iterative conception, sets are arranged in a hierarchy of stages correspond-
ing to (fi nite and transfi nite) ordinals. These “go on and on” in virtue of two main opera-
tions, passing from a set to its power set (set of all subsets of the given set), and taking 
the limit of any ordinal sequence of sets (or taking as a set the range of any function on a 
given set or ordinal (the content of the Axiom of Replacement). A stage so large that it can-
not be reached from below by either of these operations is called “(strongly)  inaccessible.” 
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As Zermelo (1930) proved, an inaccessible stage provides a model for the ZF axioms, and 
so, by Gödel’s second incompleteness theorem, the existence of inaccessibles cannot be 
proved within ZF. Nevertheless, they are regarded as quite legitimate by set theorists.

 8. A famous example of Geach, “Some critics admire only one another,” illustrates 
that the logic of plurals goes well beyond fi rst order. On the usual, “singularist” view, there 
is hidden quantifi cation over classes (of critics, in this case), but Boolos (1985) proposed 
turning this on its head, taking plural quantifi cation as already understood and interpret-
ing class quantifi cation through it. This idea has been applied by Burgess, Hazen, and 
Lewis (Appendix to Lewis 1991), to get the effect of ordered pairing of arbitrary individu-
als without any set - theoretic machinery. Lewis (ibid.) has also argued, persuasively in 
our view, that we do have an independent grasp of plural quantifi ers. These ingredients 
have played an important role in recent developments of a modal - structuralist approach to 
mathematics (e.g., Hellman 1996, 2003). A systematic, more ambitious treatment of the 
logic of plurals is given by Yi (2005).

 9. Notoriously, Nelson Goodman (1978) challenged this assumption, where the 
“real world” literally gives way to multiple world versions (even apart from mathematics). 
We think, along with Scheffl er, however, that here Goodman goes too far. See, e.g., Schef-
fl er 1980.

10. This is quite compatible with an open - ended, context - relative understanding 
of quantifi er phrases, which, arguably is all that is needed for ordinary expression and 
 reasoning.
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5
Pluralisms in Economics

In 1992, a group of economists issued a “Plea for a Pluralistic and Rigorous 
Economics” in an advertisement in the American Economic Review,1 call-
ing for “a new spirit of pluralism in economics, involving critical conver-
sation and tolerant communication between different approaches. Such 
pluralism should not undermine the standards of rigor; an economics that 
requires itself to face all the arguments will be a more, not a less, rigorous 
science.” The announcement had been organized by Geoffrey Hodgson, 
Uskali Mäki, and D. McCloskey, and signed by forty - four illustrious 
names including Nobel laureates Franco Modigliani, Paul Samuelson, 
Herbert Simon, and Jan Tinbergen.

In 1993, the International Confederation of Associations for Pluralism 
in Economics (ICAPE) was founded as a “consortium of over 30 groups 
in economics” that “seeks to foster intellectual pluralism and a sense of 
collective purpose and strength.”2 Its 1997 resource list contained thirty 
professional associations, thirty - two academic and policy journals, eleven 
publishers, sixteen departments, sixteen centers, and nine special projects, 
not all of which were formally affi liated with ICAPE. The consortium’s 
statement of purpose suggests: “There is a need for greater diversity in 
theory and method in economic science. A new spirit of pluralism will 
foster a more critical and constructive conversation among practitioners of 
different approaches. Such pluralism will strengthen standards of scientif-
ic inquiry in the crucible of competitive exchange.” ICAPE’s fi rst confer-
ence, “The Future of Heterodox Economics,” was held during the summer 
of 2003.

In 2000, a group of economics students in France, under the banner 
“autisme - économie,” published a petition on the Web in favor of a plural-
ism of approaches in economics.3 The students wrote, “We want a plural-
ism of approaches, adapted to the complexity of the objects and to the un-
certainty surrounding most of the big questions in economics.” Their plea 
was supported by a petition from the hands of some economics teachers in 
France, who also stressed the need for a plurality of approaches adapted 
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to the complexity of objects analyzed.4 They noted: “Pluralism is not just 
a matter of ideology, that is, of different prejudices or visions to which one 
is committed to expressing. Instead the existence of different theories is 
also explained by the nature of the assumed hypotheses, by the questions 
asked, by the choice of theoretical spectrum, by the boundaries of prob-
lems studied, and, not least, by the institutional and historical context.” 
The teachers concluded: “Pluralism must be part of the basic culture of the 
economist. People in their research should be free to develop the type and 
direction of thinking to which their convictions and fi eld of interest lead 
them. In a rapidly evolving and ever more complex world, it is impossible 
to avoid and dangerous to discourage alternative representations.”

In 2001, twenty - seven economics Ph.D. students at Cambridge Univer-
sity in England, who have come to be known as the “Cambridge 27,” issued 
a petition titled “Opening Up Economics.”5 They ended their proposal for 
reforming economics as follows: “We are not arguing against mainstream 
methods, but believe in a pluralism of methods and approaches justifi ed 
by debate. Pluralism as a default implies that alternative economic work 
is not simply tolerated, but that the material and social conditions for its 
fl ourishing are met, to the same extent as is currently the case for main-
stream economics. That is what we mean when we refer to an ‘opening up’ 
of economics.”

Implicit in all these appeals is the observation that economics lacks plu-
ralism. The pleas are defended by means of an assortment of arguments, 
such as discussions of the complexity of the economy, evaluations of the re-
strictions inherent in modeling, and assessments of the cognitive limitations 
on the part of economists. The advertisement in the American Economic 
Review also employs a refl exive strategy: “Economists today enforce a mo-
nopoly of method or core assumptions, often defended on no better ground 
[than] that it constitutes the ‘mainstream.’ Economists will advocate free 
competition, but will not practice it in the marketplace of ideas.”6

Since pluralism itself is a refl exive doctrine, this chapter develops an 
understanding of various forms of pluralism, or lack thereof, in econom-
ics.7 In particular, it argues that pluralism in economics is recurring, but 
often denied. Instead of locating the source in epistemology, metaphysics, 
and the like, the analysis in the subsequent sections proposes that the lack 
of success of the monist movement in economics strengthens the case for 
pluralism and therefore suggests that pluralism is contingently true. The 
following section offers an overview of movements toward monism about 
theories, showing that repeated efforts at securing a single theory have 
failed. These developments have extended toward the level of economies, 
as suggested by the subsequent section, which shows that attempts to treat 
economic agents monistically have failed. The lack of success of these 
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 efforts to achieve monism has paved the way for a (full - fl edged) return to 
pluralism, as elaborated in the fi nal section.

Monism about Theories

As evidenced by the pleas organized by Hodgson, Mäki, and McCloskey, 
the French students, the French faculty members, and the Cambridge 27, 
economics is currently characterized by efforts to achieve monism at the 
theoretical level. However, this has not always been the case. During the 
period before World War I and the interwar period, pluralism was the domi-
nant force in economics (Morgan and Rutherford 1998a).8

Before World War I, the social gospel movement exerted an extensive 
infl uence on economics (Bateman 1998). Since it was compatible with 
several types of economic analysis, it served the function of sanctioning 
pluralism, provided the focus was on social justice. As a result, it support-
ed several approaches in economics, including institutionalism and neo-
classicism, also known as marginalism. In Bradley Bateman’s (1998, 39) 
words, “Institutionalists and marginalists could coexist . . . as long as the 
issue was reform rather than revolution and as long as ethical concerns in-
formed their work.” When the progressive movement declined after World 
War I to make room for a focus on “realism,” both institutionalism and 
neoclassicism continued to fl ourish.9

During the interwar period, pluralism characterized economics on many 
levels. Whereas institutionalism and neoclassicism coexisted, they were 
individually also highly pluralistic. Institutionalism was a nonexclusive, 
broad movement and neoclassical economics was highly diverse as well. In 
addition, individual members of these groups adopted a variety of theoreti-
cal stances. Mary Morgan and Malcolm Rutherford (1998b, 8) describe the 
situation as follows: “Economists of the early twentieth century shared a 
kind of scientifi c economics (more often concrete than abstract), a moral 
commitment to ensure standards of scientifi c inquiry, and an evenhanded 
objectivity combined with advocacy. Pluralism was supported, not com-
promised by these standards.” Institutionalist economists started coming 
under attack in the 1930s, partly because they were unable to provide a set 
of policy recommendations that were considered to be successful against 
the Great Depression (Bateman 1998). However, it took a watershed event 
like World War II for these to have the effect desired by the neoclassical 
economists.

World War II stimulated the move in economics toward monism about 
beliefs, ideology, theories, models, and policy advice, with the formalism 
of neoclassical economics pushing out her institutionalist sister. During 
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the war, heavy demands had been placed on economists to develop tools 
for solving policy problems. Sharing in the glory of the subsequent vic-
tory, economists emerged with a fi rm belief in the formalism that charac-
terized neoclassical economics. While economics became associated with 
a certain tool kit as opposed to a particular area of study, the formalism 
further supported economists’ efforts to gain identity as a national sci-
ence, to achieve professional status. As Morgan and Rutherford (1998b, 
19) note: “[T]he transformation into formal economics involved changes 
in language, form, and tools. This new style became a set of mores that 
reduced in itself the possibility of pluralism in economics.”

To fully understand the transformation from pluralism and monism, one 
must not only appreciate the changing nature of mathematics and mathe-
matical economics,10 but also the multiple dimensions of the process that 
strengthened neoclassicism and weakened institutionalism. While there 
had been a focus on personal qualities and attitudes of economists during 
the interwar period, objectivity came to be associated with a particular set 
of methods, namely, mathematics and statistics, after World War II. At the 
same time, economists gradually moved away from advocacy. The suc-
cess of the new set of methods with which neoclassical economists came 
out of World War II instilled in them a belief in the ideas behind them. 
Simultaneously, American society moved from a desire for economic in-
tervention toward support for free markets and open competition, thereby 
further strengthening the neoclassical belief system.11

Institutionalism was at odds with the new scientifi c styles demanded 
by the patrons of economics12 and further weakened by the turn away 
from planning and regulation towards the market and competition as in-
struments of control (Balisciano 1998). During the Cold War period, the 
technical turn in economics was intensifi ed as a result of a continued nar-
rowing in the range of beliefs, an additional tightening of acceptable ways 
of expressing them, and open prosecution during the McCarthy period.13

In the process, the possibilities of pluralism in economics persistently 
waned as the language, form, and tools of economics continued to narrow. 
Morgan and Rutherford (1998b, 24) conclude that the decline of pluralism 
in American economics took place “within structures involving patrons 
and hierarchies operating within the context of a political and economic 
society that supported calls for economic intervention in the interwar pe-
riod and for free markets in the postwar period.”

Complicating our admittedly simplifi ed description here and fore-
shadowing our claim that pluralism in economics is recurring, though often 
denied, some have suggested that neoclassical economics owes its strength 
to its persistent inability to enforce any monolithic orthodoxy. For instance, 
Wade Hands and Philip Mirowski (1998; Mirowksi and Hands 1998) 
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outline three approaches to neoclassical demand theory, associated with 
the University of Chicago Economics Department (in particular Milton 
Friedman and George Stigler), the Cowles Commission at the University 
of Chicago (especially Kenneth Arrow and Gerard Debreu), and the 
Massachusetts Institute of Technology (most notably Paul Samuelson).14

And Perry Mehrling (1998, 295) suggests that “although the neoclassical 
language might have become hegemonic, what economists wanted to say 
with that language remained as pluralist as in the interwar years.”

In addition, our focus has been almost exclusively on developments in 
the United States, which is justifi ed by “the United States’ predominant 
infl uence on the expansion and internationalization of economics during 
the past half century” (Coats 1996b, 4). As a result, the trends outlined 
here are spreading, with some lag, to Europe and Japan. In Europe, this 
has occurred more rapidly in the United Kingdom than on the Continent 
against the background of the growth of new universities, the imposition 
of the research assessment exercise, and an expansion of student numbers 
along with a reduction of resources (Backhouse 2000). At the same time, 
“the process of internationalization has by no means obliterated national 
differences” (Coats 1996b, 4). This may explain why several of the pleas 
outlined in the introduction originated from Europe, perhaps as opposition 
to the type of economics emanating from the United States.15

It should also be acknowledged that our focus has so far been on micro-
economics, which concentrates on the decisions of people and businesses. 
We will learn in the remainder of this section that pluralism reemerged 
during efforts to reduce other fi elds to microeconomics. To start, micro-
economics has come under attack for not having a notion of “the social” 
other than summing “the individual” (Hands 1994, 1995, 1997a). As Hands 
(1997a, S112–13; original emphasis) explains: “Since the social is merely 
the sum of the individuals, economists cannot accommodate any concept 
of the social that is qualitatively different from that which is possessed by 
the individual economic agents.” Briefl y, neoclassical economists rely on 
two notions of social effi ciency, the Pareto criterion and the compensation 
principle. According to the Pareto criterion, an allocation of resources is 
Pareto effi cient if it is not possible to make one person better off without 
making another person worse off. Hence, assessments of social effi ciency 
are based on individual well - being. In other words, there is no qualita-
tive transformation involved. According to the compensation principle, 
an effi ciency - improving reallocation of resources requires the gains to the 
winners to be greater than the losses to the losers, which would allow the 
winners to compensate the losers and still be better off. Again, assess-
ments of social effi ciency are established by adding up over individuals. 
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In other words, again the social is not different from the individual, not 
something with unique or emergent properties.

Even if one accepts the exclusive focus on the individual in econom-
ics, problems occur. As neoclassical economists themselves have acknowl-
edged (e.g., Arrow 1959), competitive markets require something beyond 
an individualistic explanation. Basically, each individual agent in a com-
petitive market takes prices as given in her individual choice problem. This 
raises the question of where these prices come from (Hands 1995). If they 
arise from something other than the individual agents, then one no longer 
offers a consistently individualistic explanation. Hands (617), therefore, 
concludes, “The result is that the ‘competitive market model,’ ostensibly 
the paragon of successful individualistic social science, is dependent on 
something outside of (or above, or prior to) the individual agents for its 
primary explanandum (competitive prices).”

Accepting the stress on the individual and ignoring some of its limita-
tions, the efforts to achieve monism about theories in microeconomics in-
spired efforts to reduce other fi elds to it, as suggested by McCloskey (1982, 
7): “Although its Greek meaning is ‘small housekeeping,’ microeconomics 
is not the little or trivial portion of economics. On the contrary, it comes 
close to being the whole. Not all fi elds of economics are based on micro-
economics, but all strive to be. Most of the lasting advances in economic 
thinking over the past century or so have consisted of reducing one or an-
other piece of economic behavior to microeconomics.”16 These endeavors 
have extended to macroeconomics, which studies the national and global 
economy. In particular, they have focused on establishing microfounda-
tions of macroeconomics, as Lawrence Boland (1982, 80) confi rms: “[T]he 
demonstration of the existence of microfoundations for macro theories is 
considered essential by many leading economists. The reason . . . is easy 
to fi nd. Demonstrating the dependence of all macro economics on micro-
economic principles is essential for the fulfi llment of the (methodological) 
individualist requirements of neoclassical economics.”17

These attempts to develop neoclassical microfoundations for macro-
economics date back to the years just after World War II, as evidenced 
by the observation by Lawrence Klein (1946, 93): “[T]hese aggregative 
theories [i.e., macroeconomic theories] have often been criticized on the 
grounds that they mislead us by taking attention away from basic individu-
al behavior. The problem of bridging the gap between the traditional theo-
ries based on individual behavior and the theories based on community 
or class behavior is, to a large extent, a problem of proper measurement” 
(also see Janssen 1993; Nelson 1984; Weintraub 1977, 1979). To be more 
precise, the problem of aggregation consists of two components (Deaton 
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and Muellbauer 1980; Green 1964; Theil 1954): fi rst, whether there exist 
functional relationships among macroquantities obtained by aggregating 
relevant microquantities; and second, whether the functions obtained by 
aggregating microfunctions are the same as the macrofunctions derived 
independently. In the process, neoclassical economics was modifi ed in a 
variety of ways to provide a conceptual base for the formulation of macro-
economic concerns.18 And “by say 1960 the microfoundations problem ap-
peared, on the surface, to be ‘settled’” (Weintraub 1977, 4).

Matters changed during the 1960s, when non - neoclassical economists 
uncovered diffi culties with aggregating from the individual (Harcourt 1969, 
1972; Kurz and Salvadori 1995; Robinson 1953), as evidenced by what 
has come to be known as the “Cambridge controversies in the theory of 
capital,” indicating the critics in Cambridge, England, and the defenders in 
Cambridge, Massachusetts. The target of attack was the aggregate produc-
tion function, which refers to a neoclassical construct (a macroeconomic 
version of a fi rm’s production function) in which inputs or capital and labor 
are considered to have a technical (i.e., engineering) relation to aggregate 
production. In the course of investigating the meaning of this production 
function for total output, Joan Robinson (1953) found that this construct is 
incoherent because of the fuzzy nature of the capital variable. In particular, 
the British side of the controversy outlined two problems with the aggre-
gate production function: reswitching and reverse capital deepening. For 
reswitching to occur, one set of techniques must be chosen for at least two 
different ranges of the interest rate, with other sets of techniques selected 
at intermediate ranges. Consequently, there is no unambiguous relation-
ship between changes in input proportions and changes of the so - called 
factor prices, which is a central element of the neoclassical explanation of 
distribution in terms of supply and demand. For reverse capital deepening 
to arise, the relationship between the value of capital (per capita) and the 
rate of profi ts must be increasing. As a result, a higher interest rate may be 
associated with a switch to a more capital - intensive technique, implying 
that the interest rate is not a scarcity index for capital, which is a core com-
ponent of the neoclassical approach.

Neoclassical economist Joseph Stiglitz (1974, 898) drew the follow-
ing conclusion from these insights: “[T]he restrictions embodied in neo-
classical macroeconomic models do not necessarily follow from the micro-
economic (disaggregative) models from which they should be derived.” 
For non - neoclassicals, who continued to remain outsiders as a result of the 
forces outlined before, this implied the need to create alternative micro-
economic models.19 One response of neoclassical economists was to retreat 
to microeconomic theory. Another was to refer to the aggregate production 
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function as a useful parable and to dismiss the possibilities explored by the 
British as a curiosum, a perversity, not a serious economic problem, or a 
red herring. The former answer started drawing support only after the dis-
covery of additional hurdles, as we will learn shortly, but the fi rst one was 
the favored response for most neoclassical economists, including Stiglitz 
(1974, 899): “I believe that, under most circumstances and for most prob-
lems, the errors introduced as a consequence of aggregation of the kind 
involved in standard macroanalysis are none too important.”20

In the late 1960s, the rise of rational expectations economics at the 
macro level gave new impetus to the microfoundations project and the as-
sociated efforts to achieve monism about theories (Sent 1998).21 In par-
ticular, rational expectations economists argued that the suboptimal use 
of available information under adaptive expectations was hard to recon-
cile with the idea of optimization that was the foundation of neoclassical 
economic analysis. Instead, rational expectations economists claimed that 
since agents were posited as optimizers, it was only natural to presume 
that they would also form their expectations optimally. In other words, 
the rational expectations hypothesis was a direct derivation from the neo-
classical optimization principle extended to the problem of expectations 
of future events. In particular, optimizing over perceptions implied that 
agents did the best they could and formed their views of the future by tak-
ing account of all available information, including their understanding of 
how the economy works. If perceptions were not optimally chosen, there 
would exist unexploited utility or profi t - generating possibilities within the 
system. Hence, rational expectations economists insisted on the disappear-
ance of all such unexploited possibilities.22

Rational expectations economists contrasted their approach with Keynes-
ian analyses. They argued that economics had to account for the decisions 
of fi rms and people in ways that were consistent with the idea of optimiz-
ing behavior, because ad hoc assumptions about the behavior of fi rms and 
people did not sit well with the microfoundations of economic theory. At 
the same time, they criticized the typical Keynesian assumptions that mar-
kets did not clear and that economic agents did not always pursue optimiz-
ing strategies, because both implied ad hoc departures from the axiom of 
rational behavior. Hence, rational expectations economics may be viewed 
as replacing earlier ad hoc treatments with an approach squarely based on 
the microfoundations of incentives, information, and optimization.

In the 1970s, textbook author John Beare (1978, 7) felt justifi ed to cele-
brate the inclusion of macroeconomics in the efforts toward monism about 
theories when he wrote: “Macroeconomics deals with relationships be-
tween aggregate variables, the rigorous derivation of which now tends to 
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be based on relationships implied by microeconomic theory.” However, the 
author celebrated too soon, as illustrated by the so - called Sonnenschein -
 Debreu - Mantel result (Sonnenschein 1972; Debreu 1974; Mantel 1976; 
Kirman 1989, 1992; Rizvi 1994a).23 In 1972, Hugo Sonnenschein consid-
ered the restrictions imposed on the structure of aggregate demand func-
tions; in 1974, Gerard Debreu continued this line of work. They found 
that under standard neoclassical assumptions on the individual consumers, 
such as strict convexity and monotinicity of preferences, so that each agent 
is characterized by textbook indifference curves and a positive bundle of 
endowments of all goods, one can derive an excess demand curve for each 
individual. Summing over all individuals, of whom it is assumed that there 
are only a fi nite number, gives the excess demand curve for society as a 
whole. Under certain not - very - restrictive conditions, three properties will 
carry over from the individual’s excess demand curve to the aggregate de-
mand curve: continuity, a value of total excess demand that must equal 0 
at all prices, and excess demand that is homogeneous of degree 0.

In addition, Sonnenschein and Debreu established that these three 
properties are the only ones that carry over from the individual to the ag-
gregate demand function. In particular, the weak axiom of revealed prefer-
ence (WARP) may not be satisfi ed at the aggregate level. Yet, if we are to 
obtain uniqueness and stability of equilibria, some such restrictions must 
be imposed. Hence, if WARP is imposed on aggregate excess demands, 
the economy is presumed to act as if it were just one big consumer. This 
line of work did not remain isolated, and research by Rolf Mantel showed 
that the same situation obtains even if the class of admissible preferences 
is restricted even further. Hands (1995, 617) succinctly summarizes the 
problem: “In other words, the standard micro model has almost no impli-
cations for macrobehavior.”

These diffi culties in achieving monism about theories may have in-
spired neoclassical economists such as Frank Hahn to endorse pluralism 
about theories. For instance, Hahn (1984, 7–8) wrote: “The most strongly 
held of my views . . . is that neither is there a single best way for under-
standing in economics nor is it possible to hold any conclusions, other than 
purely logical deductions, with certainty. I have since my earliest days in 
the subject been astonished that this view is not widely shared. Indeed, we 
are encompassed by passionately held beliefs. . . . In fact all these ‘certain-
ties’ and all the ‘schools’ which they spawn are a sure sign of our igno-
rance . . . we do not possess much certain knowledge about the economic 
world and . . . our best chance of gaining more is to try all sorts of direc-
tions and by all sorts of means. This will not be furthered by strident com-
mitments of faith.”24 In fact, the present situation in (mainstream) econom-
ics may be characterized as one of moderate pluralism. Sheila Dow (2002, 
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7) explains: “There is in particular a bifurcation between theoretical and 
applied mainstream economics. Both theoretical and applied models, in 
turn, are often partial.” Recent years have witnessed, for instance, efforts 
to incorporate bounded rationality approaches, behavioral insights, chaos 
theory, complexity approaches, and experimental methods, some of which 
will be discussed in the fi nal section of this chapter.

Before I conclude, a discussion of further responses to the failed at-
tempts at monism about theories will lead us to a section on monism about 
economies.

Monism about Economies

Whereas pluralism about theories is a familiar concept, pluralism with 
economies as the object is perhaps less so. It concerns an economy in 
which people (or groups) value things differently and in which this di-
versity is valued (Hargreaves Heap 1997). There is not just a plurality, 
but also a political commitment to pluralism. As this section shows, eco-
nomics does not respect a diversity of views concerning the agents who 
populate its models. Much like the previous one, it illustrates the failure of 
efforts to establish monism, though now at the level of economies rather 
than theories. As we will learn, this is one of the consequences of the 
Sonnenschein - Debreu - Mantel result, but let us fi rst provide two illustra-
tions that economics has always had diffi culties dealing with distinctly 
different agents (Sent 1998).

First, consider the cloning argument Francis Ysidro Edgeworth (1881) 
developed in the course of analyzing exchange. He started with the idea 
that exchange between single traders is, to some extent, indeterminate, 
whereas exchange among numerous buyers and sellers in a competitive 
market is determinate. Edgeworth, following Antoine Augustin Cournot’s 
lead, proposed to begin with bilateral monopoly and work his way toward 
perfect competition.25 This was his famous “recontracting” process, which 
is based on the suspicion that the core, which is the set of possible out-
comes,26 might shrink as the economy grows. However, since the core is a 
subset of the allocations space, its dimension keeps changing as the econo-
my grows. Generally, if we allow the economy to grow by increasing the 
number of agents, we will have more possible coalitions and hence more 
possibilities for improvement. This led Edgeworth to limit himself to a 
particularly simple kind of growth in which the number of types of agents 
stays constant, in other words, in which restrictions are placed on the het-
erogeneity of the agents. Thus, large economies just have more agents of 
each type.
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Second, consider the fact that general equilibrium theory does not suc-
cessfully apply to an economy that is fully specialized and in which the 
possibility of self - suffi ciency is the exception rather than the rule (Rizvi 
1991). When not every individual in the economy is endowed with suf-
fi cient quantities of all commodities required for subsistence, exchange is 
a necessity for participants’ survival. Since the level of equilibrium prices 
cannot be prejudged, subsistence might not be possible for all agents. The 
approach taken in existence proofs of general equilibrium before 1975 
was basically to remove those agents who are specialized and who need 
the market to trade into their consumption sets from further consider-
ation, and that means that the economy is not specialized.27 Nevertheless, 
even for an economy of self - subsistent individuals, existence could not be 
shown without further assumptions because the possibility of zero prices 
precluded a successful demonstration of continuous demand. The continui-
ty problem was remedied by one of two assumptions that further reduce 
the differences among agents: The interiority assumption increases the en-
dowments of all goods to levels exceeding even those minimally required 
for self - subsistence; the irreducibility assumption is aimed at securing the 
use of more realistic, but still self - subsistent, endowments.

Likewise, one response to the Sonnenschein - Debreu - Mantel result has 
been to reduce differences among economic agents, with macroeconomic 
models assuming “that the choices of all the diverse agents in one sec-
tor . . . can be considered as the choices of one ‘representative’ standard 
utility maximizing individual whose choices coincide with the aggregate 
choices of the heterogeneous individuals” (Kirman 1992, 117). If the be-
havior of the economy could be represented as that of a representative 
agent or a number of identical agents, then the situation might be saved, 
since textbook individual excess demand functions do have unique and 
stable equilibria.28 With one representative agent, there clearly can be no 
difference of opinion, which we call a situation of monism in economies.

Much like the efforts to achieve monism about theories, the develop-
ments under review in this section on economies encountered major stum-
bling blocks. Some of these problems concern the relationship between the 
representative individual and the group she supposedly embodies. In par-
ticular, Alan Kirman identifi es several of those diffi culties.29 First, there 
is no direct relation between individual and collective behavior, because 
well - behaved individuals need not produce a well - behaved representative 
agent. Second, the reaction of the representative agent to change need not 
refl ect how individuals of the economy would respond to change. Third, 
the preferences of the representative individual cannot be used to decide 
on the desirability of economic situations because they may be diametri-
cally opposed to those of society as a whole. Kirman (1992, 125), there-
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fore, concludes that “the assumption of a representative individual is far 
from innocent; it is the fi ction by which macroeconomics can justify equi-
librium analysis and provide pseudo - microfoundations. I refer to these as 
pseudo - foundations, since the very restrictions placed on the behavior of 
the aggregate system are those which are obtained in the individual case 
and, as we have seen, there is no formal justifi cation for this.”

Besides the troubled connection between the individual and the collec-
tive, representative agent analysis has encountered many other problems 
(Sent 1998). First, a representative agent is ill - suited to studying macro-
economic problems that are coordination failures, such as unemployment. 
Second, a representative individual cannot exhibit the complicated dy-
namics witnessed at the macroeconomic level. Third, how can there be 
trade among one representative agent? Or suppose there are several rep-
resentative agents who are alike in several dimensions, how can there be 
trade among these? One suggestion, following a line of research started 
by Robert Lucas (1972), is to introduce a certain amount of pluralism in 
the sense that equilibrium probability beliefs differ and that agents actu-
ally trade on the basis of different information. However, a whole series of 
no - trade theorems overrule this commonsense intuition (see Hakansson, 
Kunkel, and Ohlson 1982; Milgrom and Stokey 1982; Rubinstein 1975; 
Tirole 1982; Varian 1987). Briefl y, when it is common knowledge that 
traders are risk - averse, are rational, and have the same priors, and that the 
market clears, then it is also common knowledge that a trader’s expected 
monetary gain given her information must be positive for her to be willing 
to trade at the current asset price. In such a situation, other agents would 
be unwilling to trade with her, because they realize that she must have 
su perior information. The equilibrium market price fully reveals every-
body’s private information at zero trades for all traders.

One solution to these no - trade theorems has been to return to plural-
ism about economies. For instance, agents may have different prior be-
liefs. Now, if differences in prior beliefs can generate trade, then these 
differences in belief cannot be due to information as such, but rather can 
be only pure differences in opinion.30 In other words, they refl ect plural-
ism. Overall, the response to the Sonnenschein - Debreu - Mantel results 
and the problems associated with the resulting embrace of representative 
agent analysis has been for neoclassical microeconomics to move toward 
game theory. As Kirman (1992, 131) explains, “An alternative and attrac-
tive approach is offered by game theory, where the interaction between 
heterogeneous individuals with confl icting interests is seriously taken into 
account” (also see Rizvi 1994b). Yet, much like its predecessors, game 
theory does not accommodate a diversity of views concerning the agents 
who populate its models.
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Briefl y, game theory relies on a whole range of common knowledge as-
sumptions, thereby reducing pluralism in the sense of diversity of view.31

Principally, common knowledge is the limit of a potentially infi nite chain 
of reasoning about knowledge.32 Yet, much like the efforts to achieve mo-
nism about economies through representative agent analysis, the com-
mon knowledge assumption encountered major hurdles. First, according 
to the so - called agreement theorem, common knowledge of actions ne-
gates asymmetric information about events. In other words, agents cannot 
agree to disagree. As a result, whenever economic agents come to com-
mon knowledge of actions, the joint outcome does not in any way use the 
differential information about events they each possess. In addition, agents 
with identical priors must have the same opinion, even with different in-
formation, if those opinions are common knowledge. Second, and espe-
cially relevant for our narrative, according to the so - called nonspeculation 
theorem, agents cannot bet and speculation is banished. If it is common 
knowledge that the agents want to trade, as occurs when agents bet against 
each other, then the agreement theorem implies that trades must be zero. 
This is reminiscent of the no - trade theorems mentioned earlier.

Similar to the reasons monism about theories failed, monism about 
economies encountered signifi cant stumbling blocks, most importantly 
the no - trade theorems for representative agent analysis as well as game 
theory. This observation brings us to the concluding section.

Conclusion

In light of the efforts to establish monism on the part of neoclassical econo-
mists outlined in the previous sections, it comes as no surprise that out-
siders to the mainstream appear to be supporting pluralisms and criticiz-
ing monisms, as evidenced by the pleas with which this essay began.33

However, upon closer scrutiny, heterodox economists frequently are mo-
nists about theories. In the opinion of John Davis (1997, 209; original 
emphasis), the motivation of heterodox economists “is not that their own 
theoretical approaches are also correct — a theoretical pluralist view — but 
rather that neoclassical economics is mistaken and misguided in its most 
basic assumptions, and that their own approaches remedy the defi cien-
cies of neoclassicism — a theoretical monist view.” This motivation is evi-
denced, for example, by the observation that the fi rst conference of the 
International Confederation of Associations for Pluralism in Economics 
(ICAPE) is on the future of heterodox economics, while orthodox eco-
nomics is considered to be “vapid, exclusionist, and detached from its so-
cial and political milieu.”34 The French students write about neoclassical 
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economics: “We no longer want to have this autistic science imposed on 
us.”35 And their teachers concur: “Neoclassicalism’s fi ction of a ‘rational’ 
representative agent, its reliance on the notion of equilibrium, and its insis-
tence that prices constitute the main (if not unique) determinant of market 
behavior are at odds with our own beliefs.”36 Employing the categoriza-
tions developed by Ronald Giere (chapter 2 in this volume), the appeals 
to pluralism on the part of heterodox economics may be seen as an in-
stance of strategic pluralism. Though their advocacy of pluralism may be 
couched in metaphysical or epistemological terms, it is primarily inspired 
by efforts to achieve professional power and dominance.

Despite the apparent acceptance of monism, this chapter has illustrated 
the failure to achieve monism on the part of mainstream economics. It 
has shown that pluralism is recurring, though often denied. Monism about 
theories required an evaluation of the individual as well as the social. 
However, on the one hand, mainstream economics has no notion of the 
social other than the summing up over individuals. On the other hand, 
it cannot maintain a unique focus on the individual because this would 
preclude complete explanation of competitive markets. At the same time, 
micro economic fi ndings concerning the individual were shown not to 
carry over to the social level, as illustrated by the Sonnenschein - Debreu -
 Mantel result. For monism about economies, these fi ndings resulted in an 
effort to populate economies with one representative agent. This effort to 
reduce differences of opinion resulted in major stumbling blocks, includ-
ing a problematic connection between the representer and the represent-
ed as well as a lack of trade, which, supposedly, is one of the main foci 
of economy analyses. These diffi culties resulted in a move toward game 
theory, which laid bare new problems with monism about economies. In 
particular, agents cannot agree to disagree, they cannot bet, and specula-
tion is banished.

The breakdown of the microfoundations project suggests that phenome-
na at the micro and macro levels in economics are so complex that one 
theoretical approach, such as microeconomics, does not have the re sources 
to provide a complete explanation or description of them. For economists, 
these failures have led them in the direction of exploring cognitive limi-
tations on the part of the agents who populate their models. For macro-
economists, incorporating bounded rationality could modify or take the 
edge off the very sharp no - trade theorems (Sargent 1993, 15; Sent 1997). 
For game theorists, absence of a fully rational treatment of knowledge may 
circumvent no - trade theorems by allowing speculative trade (A. Rubinstein 
1998, 56–60; Sent 2004).

Observing these developments, Abu Rizvi (1994, 19n) noted that “[i]t 
is interesting that Simon’s ideas were not used by mainstream theorists 
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for years but have recently been ‘discovered.’” And Herbert Simon (1992, 
266) observed: “Readers would not be deceived by the claim that econo-
mists fl ocked to the banner of satisfi cing man with his bounded rationali-
ty. The ‘fl ocking’ was for a long time a trickle that is now swelling into a 
respectable stream.”37 These connections with Simon’s insights strengthen 
the suggestion that some parts of the world are so complex that they can-
not be fully accounted for from the perspective of a single representational 
idiom because Simon’s research agenda focused on analyzing complex, hi-
erarchical systems (Sent 2001). Simon’s (1996, 184) interpretation of these 
systems implied that “the whole is more than the sum of the parts” and 
that “it is not a trivial matter to infer the properties of the whole.”

Ironically, when economists made the agents in their models more 
bounded in their rationality, they had to be smarter because these models 
became larger and more demanding econometrically. As macroeconomist 
Thomas Sargent (1993, 168) explains: “Within a specifi c economic model, 
an econometric consequence of replacing rational agents with boundedly 
rational ones is to add a number of parameters” because we “face innu-
merable decisions about how to represent decision - making processes and 
the ways that they are updated.” This, in turn, gives additional plausibility 
to the suspicion that pluralism further results from cognitive limitations 
on the part of human inquirers. The main focus of this essay, however, has 
been to strengthen the case for pluralism by offering an overview of the 
lack of success of several monist movements in economics.
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some economists who are less enthusiastic about free market (object - ) economics did sign. 
He conjectures that “when economists talk about the ‘free market’ of ideas, they do not 
use the expression in the sense in which it appears in their theories of the goods market” 
(504). This enables consistency, but eliminates full self - referentiality.

 7. Unfortunately, space limitations allow us to consider only two forms and not oth-
ers such as pluralism about methodologies, methods, and the like.

 8. What follows is a very crude characterization of the transition from pluralism 
during the interwar period to monism after World War II, focusing mostly on the United 
States. The reader is referred to Morgan and Rutherford (1998a) and the contributions 
therein for much more detailed descriptions. We will briefl y consider the developments in 
Europe later on in this section.

 9. To be more precise, institutionalism was strengthened during the interwar pe-
riod as a result of the embrace of “realism,” as explained by Bateman (1998, 45): “In this 
new ‘realistic’ world of effi ciency and scientifi c management, the institutionalists made a 
much bigger initial impact than the neoclassicists.”

10. In particular, Roy Weintraub (1998, 228) warns: “[A]ny narrative in the history 
of economics of the twentieth century that employs the idea of ‘increasing’ mathematiza-
tion’ should be read with skepticism.”

11. In Bateman’s (1998, 48) words: “Now, instead of an ethical economics that sought 
to reform the nation, America had a scientifi c economics that sought to make the nation 
more effi cient and to control its economy.”

12. Craufurd Goodwin (1998) offers an insightful, detailed study of the infl uence of 
the demands stemming from higher education, the government, business, and foundations 
on the content of economics.

13. Goodwin (1998, 57) explains, “The attacks on radical economists in the 1940s 
and 1950s were motivated in part by reasoned fear of ‘planning’ by those who were 
scheduled to be planned and in part by unreasoned public paranoia about conspiracies of 
various kinds.”

14. Our narrative focuses mostly on the Arrow - Debreu version, since this has come 
to be considered the most prestigious one. For instance, Roger Backhouse (2003) notes, 
“In the 1950s, however, the Arrow - Debreu model . . . came to be regarded as the defi nitive 
statement of the most rigorous version of neoclassical price theory.”

15. The reader is referred to the volumes edited by Bob Coats (1996a, 2000a) for an 
international perspective on the developments outlined in this essay and to the contribu-
tions by Roger Backhouse (1996, 2000) and Roger Middleton (1998) for a focus on the 
United Kingdom. Comparisons between Europe and the United States are the focus of 
Bruno Frey and René Frey (1995), Bruno Frey and Reiner Eichenberger (1993), Serge -
 Christophe Kolm (1988), and Richard Portes (1987).

16. This observation is echoed by Gary Becker (1976, 5): “The combined assump-
tions of maximizing behavior, market equilibrium, and stable preferences, used relent-
lessly and unfl inchingly, form the heart of the economic approach as I see it.”

17. In fact, the earlier lack of connection had come under heavy attack from Arthur 
Okun (1980, 818): “Keynes . . . departed from classical microeconomics only by modify-
ing the labor supply function to include a wage fl oor. But this bridge between micro and 
macro was defective; none of the explanations fl owed directly from the implications of 
optimization by economic agents.”

18. The reader is referred to Roy Weintraub’s (1977, 1979) contributions for insight-
ful, detailed accounts of the search for microfoundations of macroeconomics.

19. For philosopher Alan Nelson (1984), it implied that a distinction ought to be 
made between the problem of aggregation and the question of reduction. In particular, he 
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suggests that there are three possible aggregation procedures. Crudely, fi rst, given micro-
economics and aggregation principles, macroeconomics may be derived. Second, given 
microeconomics and macroeconomics, aggregation principles may be derived. Third, 
the solution favored by Nelson, given macroeconomics and aggregation principles, micro-
economics may be derived. In this case, there is aggregation, but not reduction of macro-
economics to microeconomics.

20. See Heinz Kurz and Neri Salvadori (1995) for a detailed discussion of the various 
responses. They conclude: “While in that controversy it was conclusively shown that the 
view long - period neoclassical theory takes of the relationship between input use (per unit 
of output) and the price of the input cannot generally be sustained, surprisingly that view 
has not been jettisoned. . . . The disquieting fact remains that in economics propositions 
that have been proved wrong are still used by many (the majority?) of its practi tioners” 
(251–52).

21. The reader is reminded that space constraints prohibit the author from covering 
all intricate details of these developments and is referred to the references list for further 
particulars.

22. According to some, it is not at all clear that the hypothesis of rational expecta-
tions is derivable from general assumptions of rationality. Frank Hahn (1986, 281) points 
out that to jump from “the respectable proposition that an agent will not persist in expec-
tations which are systematically disappointed” to the proposition that “agents have expec-
tations which are not systematically disappointed [is a] non sequitur of a rather obvious 
kind.” And Maarten Janssen (1993, 142) shows that the rational expectations hypothesis 
“is an aggregate hypothesis that cannot unconditionally be regarded as being based on 
[methodological individualism].”

23. For simplicity, we restrict our attention to an exchange economy. However, mat-
ters get worse, not better, by the introduction of production (Kirman 1992).

24. Also see Hicks (1983, 4–5): “Our theories, regarded as tools of analysis, are 
blinkers. . . . Or it may be politer to say that they are rays of light, which illuminate a 
part of the target, leaving the rest in the dark. As we use them, we avert our eyes from 
things that may be relevant, in order that we should see more clearly what we do see. It is 
entirely proper that we should do this, since otherwise we should see very little. But it is 
obvious that a theory which is to perform this function satisfactorily must be well chosen; 
otherwise it will illumine the wrong things. Further, since it is a changing world that we 
are studying, a theory which illumines the right things may illumine the wrong things 
another time. This may happen because of changes in the world (the things neglected may 
have grown relatively to the things considered) or because of changes in our sources of 
information (the sorts of facts that are readily accessible to us may have changed) or be-
cause of changes in ourselves (the things in which we are interested may have changed). 
There is, there can be, no economic theory which will do for us everything that we want 
all the time.”

25. Edgeworth’s “recontracting” process is not just an alternative rationalization of 
perfect competition. His primary interest was not in the limiting case of perfect competi-
tion but in the indeterminacy of imperfect competition.

26. To be more precise, Edgeworth called this the “available portion” and it became 
known as the “core” in the era of game theory.

27. Some work after 1975 gave existence proofs for economies that are to a certain 
extent specialized. However, rather than supposing self - subsistence, it assumes that goods 
produced by fi rms are included in what agents may supply. This is clearly not legitimate, 
because rights to receive a share in the profi ts of a fi rm are not the same as the right to 
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dispose of the same share of the fi rm’s physical plant and inventory. Furthermore, the 
existence proof now requires a stronger irreducibility assumption, as the links among 
individuals must not only be present, but also be strong enough to allow for high enough 
prices.

28. Kirman (1992, 122) observes: “[S]ince [macroeconomists] wish to provide rigor-
ous microfoundations and they wish to use the uniqueness and stability of equilibrium and 
are aware of the Sonnenschein - Mantel - Debreu result, they see this as the only way out.”

29. The reader is referred to Kirman (1992) for a detailed discussion.
30. In general, in order to examine models with different equilibrium beliefs and 

nonzero trading volume, the only solution is to consider models that lack one of the nec-
essary hypotheses for the no - trade theorems. Other solutions have been offered that do 
not necessarily involve a move back to pluralism, but these have been problematic. For 
instance, there may be some risk - loving or irrational traders. The problem with pursuing 
this approach lies in deciding what kinds of irrational behavior are plausible. Or, insur-
ance and diversifi cation considerations may play a signifi cant role. However, after a single 
round of trading based on hedging and insurance considerations, there is no further rea-
son to trade when new information arrives because in a market of rational individuals 
there would be no one with whom to trade.

31. (Brandenburger 1992; Geneakoplos 1992; Rizvi 1994b). To be more precise, a 
distinction needs to be made between the hypotheses that events are common knowledge, 
that actions are common knowledge, that optimization is common knowledge, and that 
rationality is common knowledge. Some are required for certain results, others for differ-
ent situations. Again, the reader is referred to these publications for detailed discussions.

32. In practice, it may not be possible to reach common knowledge. With an infi -
nite state space, opinions will converge, but common knowledge of actions may never be 
reached.

33. For instance, Hands (1997b, 194) comments: “The plea for pluralism in econom-
ics has been a frequent refrain throughout the history of modern economic thought. This 
refrain has usually been voiced by those who were outside, or critical of, the mainstream 
in modern economics.”

34. This information is available at http://www.econ.tcu.edu/icare/home.html.
35. See http://www.btinternet.com/~pae_news/texts/a - e - petition.htm.
36. See http://www.btinternet.com/~pae_news/texts/Fr - t - petition.htm.
37. In fact, Simon (1991, 385) had earlier lamented: “My economist friends have long 

since given up on me, consigning me to psychology or some other distant wasteland.”
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6
Theoretical Pluralism 

and the Scientifi c Study of Behavior

With the greatest of hubris, quantitative behavior genetics strives to tra-
verse the molecular and psychological levels in one grand inferential leap. 
(Wahlsten and Gottlieb 1997, 166)

Complex developmental processes, composed of millions of moments ex-
tending over many years, are not amenable to any microanalysis we current-
ly know how to conduct. . . . Thus, mechanistic science (i.e., developmental 
systems science) is unlikely to yield useful information about complex be-
havioral problems, at least in the foreseeable future. (Scarr 1995, 155)

The social account of scientifi c knowledge holds that critical interaction 
is crucial to the epistemic acceptability of scientifi c content. In this essay 
I focus on methodological differences in the scientifi c study of behavior 
and criticisms that proponents of different approaches direct toward one 
another. My analysis is based on scrutiny of dozens of papers from four 
approaches to the study of behavior: behavior genetics, developmental sys-
tems theory, neurophysiology and anatomy, and, to the degree it is set up 
as an alternative to behavior genetics, research on social/environmental 
factors. I focused on research on two kinds of behavior — aggression and 
sexual orientation — reviewing fi rst the kinds of empirical studies being 
done and then examining the theoretical and polemical writing to provide 
a guide to the intellectual contexts of these studies.1

The critical comments directed by researchers at practitioners of dif-
ferent approaches to the study of behavior belie their professed commit-
ment to interactionist explanations of behavior. Everybody says that both
nature and nurture contribute to/cause behavior. But most seem also to 
believe that only their approach successfully articulates the nature of the 
inter action and hence produces genuine knowledge. Such comments, and 
others scattered through this literature, express the belief that only one ap-
proach to studying behavior can be correct, that of the writer.2 I analyze 
this polemical work not to participate in the debate over who is correct, 
but to help identify the assumptions and standards framing the different 
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approaches. As these become clear, the debates seem less to require a 
resolution than to underscore the advantages of adopting a pluralist philo-
sophical view of this body of research.

While the four programs of research have in common the aim of 
understanding behavior, they approach the study of behavior differently. 
In what follows, I describe the methodologies employed and review the 
critical interaction among proponents of the different approaches. I then 
extract common and distinctive assumptions informing the research thus 
analyzed. The most interesting assumptions differentiating the approaches 
concern not the causes of behavior directly, but the structure of the causal 
spaces within which they frame their investigative strategies. The non-
congruence of the causal spaces both puts integration or unifi cation of 
these programs out of reach and undermines any strategy of evaluation 
designed to identify the correct approach.

Methods of Investigation

One of the critical methodological differences at issue is the identifi cation 
and defi nition of behaviors, as well as of the causal factors contributing to 
their expression. A second concern is how to measure and establish the re-
latedness of the phenomena under investigation. I have discussed the fi rst 
of these with particular attention to aggression in Longino 2001. Here I 
will briefl y review the variety of observational and experimental strategies 
used by researchers in each of the four approaches.

Behavior Genetics
Behavior genetics has traditionally been the application to behavior of 
population genetics. Granting that both the genes and the environment of 
an organism causally infl uence its behavior, the behavior geneticist asks 
what the genetic contribution to a given behavior is. Classical behavior 
genetics has been able to specify how much of the variance in expression 
of a trait in a population in a given environment is associable with genetic 
variance. Molecular behavior genetics seeks to associate behaviors with 
particular allelic confi gurations. Behavior geneticists have operationalized 
aggression as criminality, as noncompliant or oppositional behavior, and 
as verbal abusiveness and physical aggression (hitting others). These char-
acteristics are ascribed to individuals on the basis of court records, parent 
or teacher interviews, responses to questionnaires, or self - report.

Classical human behavior geneticists use traditional methods of as-
certaining heritability: twin studies and adoption studies. These studies 
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measure and compare the frequencies of some behavior B in twins reared 
apart, in monozygotic (MZ) and dizygotic (DZ) twins (and full siblings), 
in adoptees and biological and adoptive parents, and in adoptive and bio-
logical siblings. These measurements enable estimates of comparative fre-
quencies of aggressivity or of a given sexual orientation in populations of 
different degrees of biological relatedness. The presumption that differ-
ent families constitute different (effective) environments supports treating 
correlations of biological relatedness with similar behavior as evidence of 
the heritability of the latter.

More powerful experimental methods, such as breeding, as used in 
classical fruit fl y genetics, are not appropriate — for reasons both of ethics 
and of scale — for human studies. While carried out under the rubric of 
genetics, twin and adoption studies can at best show the extent of heritabili-
ty of a trait in a given population in a given common environment, that is, 
how much of the difference in expression of a trait in a given environment 
can be ascribed to (or perhaps only associated with) genetic difference. 
Multivariate analysis can also assist in the decomposition of complex traits. 
But these studies are not capable of discriminating between polygenic and 
monogenic traits, nor are they able to distinguish between intrauterine and 
genetic effects, nor, obviously, are they able to identify genes. It should not 
be surprising that even a sympathetic review of behavior genetics research 
on aggression concludes only that there is some support for the claim that 
heredity plays a signifi cant role in the development of (severe) antisocial 
behavior (Mason and Frick 1994). Notwithstanding this favorable conclu-
sion, the review notes methodological defi ciencies, some of which might 
lead to underestimates, others of which might lead to overestimates of the 
actual fi gure. What genetic studies can show, when methodological limita-
tions are overcome, are the limits of postnatally induced variability in a 
specifi ed range of environments. When extended by longitudinal analysis 
they can also show periods of relative fl exibility and infl exibility, the du-
ration of postnatal infl uences, and so on, but always within the specifi ed 
range of environments.

The difference between classical and molecular genetics lies primarily 
in the means for identifying the heritable or genetic variation and assessing 
its contribution to phenotypic variation. So - called reverse genetics intro-
duces specifi c mutations at specifi c sites of the genome. Applied to the be-
havior of fruit fl ies, this research strategy makes possible the identifi cation 
of allelic variants that are strongly associated with behavioral variations 
(Hall 1994). While such manipulation of human genes is not possible, ret-
rospective identifi cation, through linkage analysis, of loci associated with 
a phenotypic trait is possible. Thus, allelic variation at the Q28 locus was 
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associated with homosexuality in a group of men with homosexual rela-
tives on the mother’s side (Hamer et al. 1993).

Social - Environmental Approaches
Social -  or environmental - oriented studies seek to establish the role in the 
establishment and expression of behavioral dispositions of socialization 
patterns, familial environments, and/or parental attitudes and interactions 
with their children. The social - environmental approaches use measures of 
aggression similar to those used by the behavior geneticists, except that 
some studies include a continuum of social behaviors from the antisocial 
to the prosocial rather than limiting themselves to the antisocial. The pro-
social (or sociability) behaviors include offers of assistance, participat-
ing in cordial verbal exchange, and display or exchange of affectionate 
gestures. Aggression is measured by physical behavior (hitting and start-
ing fi ghts) and verbal behavior (lashing out in anger) as ascertained by 
self -  and other - reports, by delinquency as ascertained in court records, 
by psychological classifi cations like Antisocial Personality Disorder and 
Childhood Conduct Disorder as ascertained through psychiatric diagno-
sis, or by hostile, confrontational interactions ascertained through direct 
 observation.

The social - environmental approaches in psychology seek to associate 
distributions of one or another of these measures of aggression with varia-
tion in some environmental factor, either parental behavior, educational 
experience, or peer relations. Most of the studies using questionnaires or 
interviews report using more than one measurement strategy, such as both 
self -  and other - report, or both self - report and court records, to enhance 
the reliability of behavioral ascriptions. The methods employed are both 
retrospective and prospective.

Retrospective methods are employed with populations whose relevant 
parameters are determined via interview and questionnaire or via direct 
observation. They include comparing the distribution of one or more pos-
tulated causal factors (abuse and neglect, foster home placement, socio-
economic status, disciplinary practices in the home) in the target popu-
lation with the distribution in a control population. Some studies employ 
path analysis to ascertain the strength of links among multiple factors.

Prospective methods involve introducing some change into some por-
tion of the target population and determining its effect and include, for 
example, coaching parents in alternate forms of discipline and observing 
changes in parent - child interactions or in some aggression measure in af-
fected children.
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Neurobiology (Physiology and Anatomy)
Neurophysiological and neuroanatomical approaches to behavior seek to 
identify and characterize aspects of the neural substrate of behavior. Many 
of the neurobiological studies on aggression have worked with human popu-
lations already clinically identifi ed as antisocial. However, when studying 
the behavioral effects of psychoactive agents, they also use categories of 
physical or verbal aggressiveness similar to those employed by the other 
approaches. In the case of sexual orientation, self - report or Kinsey mea-
sures based on questionnaire or interview responses are used. The study 
methods employed are retrospective, concurrent, and prospective.

Retrospective methods include the use both of autopsies to identify neuro-
structural correlates of behavioral patterns attributed to the individual and 
of correlational studies of prison and hospital records to identify associa-
tions between brain injuries or other trauma (e.g., birth complications) 
and later criminal behavior. Concurrent methods include brain imaging 
to identify areas of brain activity related to certain thoughts or sensory 
stimuli. Prospective methods include animal experimentation (and follow -
 up clinical trials in humans) to identify the effects on behavior of organi-
zational or activational exposure to bioactive and psychoactive  substances.

Developmental Systems
The developmental systems approach has its theoretical base in embry-
ology and developmental biology. Here the central question is how the 
organism develops from a single fertilized cell into a mature individual 
characterized by multiple and specialized organs, tissues, and behaviors. 
For the systems approach, genetic and environmental contributions to de-
velopment are not separable. So - called developmental systems theorists 
argue that the entire organism must be studied as a complexly interacting 
nondecomposable whole. The relations between the constitutive parts of 
the whole are nonadditive and nonlinear. Developmental systems theorists 
seem not to study particular behaviors in humans, although individual re-
searchers claim that this approach is the appropriate one to adopt either 
for human behavior generally or for some specifi c behavior (as Byne and 
Parsons [1993] do for sexual orientation). There is then no issue yet about 
defi ning or measuring behaviors. As in the other approaches discussed 
here, indeed even more so, the focus of attention is (or would be) behavior 
considered as a trait or property of individuals. Given the holism that char-
acterizes this approach, it is not clear how detachable or separable from the 
functioning of the entire human organism specifi c behaviors (like “starts 
fi ghts without provocation,” “hits without provocation,” etc.) would be or 
what strategies researchers would use to individuate and measure behav-
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iors. In animals, by contrast, various behaviors amenable to experimental 
intervention have been studied. The main form of argumentation, however, 
seems to be either conceptual or addressed to the shortcomings of other 
approaches and reanalyses of their data. The direct experimental methods 
involve intervening in a developmental system to show that a given factor 
is (contrary to what might be expected from the perspective of another ap-
proach) essential to normal development of a trait or behavior. One such 
experiment involved preventing ducklings in utero from hearing their own 
or siblings’ vocalizations (Gottlieb 1991). These ducklings, once hatched, 
failed to display species - specifi c responsiveness to maternal vocalizations. 
This is claimed to show that experience contributes to the canalization of 
species - specifi c behavior (and thus that such canalization is not, or not al-
ways, genetically controlled). An experiment studying the suckling behav-
ior of rat pups of hypertensive mother rats is offered as demonstration of 
the coactional character of development — the necessity of both prenatally 
disposing factors and subsequent inputs from the environment (Gottlieb 
1995). The developmental systems approach, unlike the other approaches, 
which are characterized by the performance of many similar studies re-
inforcing their central principles, is characterized by a few totemic experi-
ments, treated as demonstrative of some principle of the approach and thus 
validating the reinterpretations offered of the studies in other approaches, 
especially the behavior genetic approach.

Criticism

In the critical interactions of proponents of these different approaches with 
each other, several crucial issues emerge in addition to problems inherent 
to specifi c methodologies: the characterization of the causal milieu, the 
nature of causal action/interaction, and the questions held to be important. 
Three of the approaches are linked in critical exchange with each other; 
the fourth, the neuroanatomical/neurophysiological, is often represented 
as naturally allied with the behavior genetic approach, but this link is more 
rhetorical than actual.

The behavior geneticists’ twin and adoption studies are in general criti-
cized for failing to take gene - environment interactions into account in their 
calculations of heritability and consequent inferences to genetic infl uence.3

The particular degree of parent - offspring similarity in a trait ascertained 
in one environment, critics claim, may not hold in another. And if a trait is 
polygenic (involves a multitude of genes), studies on MZ twins will give 
an overestimate of the heritability of that trait in the general population. 
Since MZ twins share all their genes, they will a fortiori share the full set 
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of genes suffi cient for expression of a polygenic trait in a given environ-
ment. Unless the genes are linked, the probability of their co - occurrence 
in non - MZ siblings is much less than that of the occurrence of any single 
gene in the set.

Some observers have criticized studies of twins reared apart for fail-
ing to observe proper methodological precautions when testing twin pairs 
after they have been reunited. In this case, it cancels the assumption that 
the study in question is detecting spontaneous, unplanned similarities. 
But critics have a more principled objection to the methodology of twin 
and adoption studies because, they claim, it must rely on two problematic 
assumptions about environments (Billings, Beckwith, and Alper 1992; 
Lewontin 1991; Haynes 1995). The assumption that twins reared apart 
are reared in signifi cantly dissimilar environments is affi rmed both in the 
absence of agreed - on measures of environmental similarity and dissimi-
larity and in the face of placement practices that give priority to fi nding 
similar homes for twins and homes for adoptees that resemble what were 
or would have been their natal home environments. This assumption also 
ignores the possibility that the degree of environmental infl uence may be 
a function of age at adoption and glosses over the similarity of uterine and 
early postnatal environments. The second, correlative assumption is that 
adoptive and biological siblings are reared in similar environments. This 
treats environment as gross (or shared) characteristics of the home setting, 
rather than individualized (or nonshared) aspects. Developmentalists also 
like to point out that twin studies and adoption studies have yet to identify 
a single gene associated with behavior. They claim that the behavior ge-
neticists can at best show how much of a behavior is heritable in a popu-
lation, but nothing about how it comes to be expressed. This complaint, 
however, may be more of a clue to the assumptions of developmentalists 
than to those of the behavior geneticists, and it is rebutted by showing the 
link between behavior genetics and molecular genetics, whose aim is such 
 identifi cation.

Molecular genetics is criticized less for its approach than for the 
 assumption/expectation that anything particularly illuminating has 
emerged so far. Linkage analysis, claim Billings, Beckwith, and Alper 
(1992), has proven useful only for traits with simple Mendelian or X -
 linked modes of inheritance (e.g., XQ - 28 and homosexuality among male 
relatives on an individual’s maternal side, perhaps only in a limited popu-
lation). Most behavioral traits will be multifactorial or polygenic, so the 
association of any single gene with a behavioral phenomenon will be dif-
fi cult to confi rm. Initial reports of genetic associations for bipolar disease, 
alcoholism, and schizophrenia have not been replicated, and replications 
may in general be diffi cult to obtain given the small samples generally 
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used. The small samples are further problematic in that one or two mis-
identifi ed alleles can affect the signifi cance (positively or negatively) of a 
candidate association. Thus, even if there is a genetic component, it may 
be too fragile or too complex for current tools to isolate it.

Environmentalists are accused of valuing political correctness over 
knowledge and of permitting their concerns for social justice to interfere 
with their science.4 This leads them, it is said, to select possible causes for 
investigation based on their perceived manipulability and to ignore genetic 
issues out of fear of their social meaning. They also fail to extract or to 
include genetically relevant information in their samples, as they use only 
biological families or do not distinguish between biological and adoptive 
families (DiLalla and Gottesman 1991). This strategy permits a confound-
ing of genetic transmission with socialization. Where biological causes 
are separable from social ones, the behavior geneticist claims against the 
environmentalist that biology is a better predictor of similarity and dis-
similarity in behavior than social factors. (This, of course, presumes that 
the causes can be separated.)

A number of authors reanalyze social - environmental studies to demon-
strate this point. McGue (1994) rebuts the hypothesis that parental divorce 
is a major environmental factor in the divorce rate in offspring by compar-
ing divorce rates for MZ twins in the Minnesota Twin Registry with those 
for DZ twins. These data, he claims, suggest that the similarity between 
parents and offspring is a function of genotype, not of parents’ failure to 
model stable marital relationships. Scarr (1997) reanalyzes several studies 
of relation between parental rearing styles and children’s school achieve-
ment to show that the factor most highly correlated with children’s perfor-
mance is parental IQ and education. The clear implication of both these 
writers, and of others,5 is that other socialization studies will show the 
same defect: restriction of study variables to environmental factors fails to 
reveal the most likely causal factor — genes.

Developmentalists are, like the environmentalists, accused of being 
nonscientifi c. Their alleged failing, however, is not social or political cor-
rectness but the reintroduction of vitalism (Scarr 1993). The more sub-
stantive criticisms concern (1) the possibility of acquiring knowledge at all 
within the developmental approach, and (2) the multilevel anti reductionism 
of the developmentalists. In leveling the fi rst of these charges, Scarr (1997) 
argues that it is not possible to design studies that will identify causes of 
phenotypic outcomes if one is committed to treating all causes as mutual-
ly modifying one another and hence to not singling out any particular one 
for study. She goes on to claim that the how question of the  developmental 
systems approach will produce no or little knowledge in comparison with the 
how much question of the behavior geneticists. Regarding anti reductionism, 
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Burgess and Molenaar (1995) argue that reductionism is not incompat-
ible with acknowledging multiple levels of organization. They recognize 
multiple levels, but nevertheless claim that, since the most general and 
hence most explanatorily basic propositions will be found at the lowest 
level of organization, all explanation must ultimately invoke genes, and 
is therefore reductionistic. Clearly, different senses of reductionism are at 
play here. Some of the critical response to the developmentalists is defen-
sive in character, addressed to the objections they raise to the behavior 
geneticist program. Scarr (1995) claims that one doesn’t need mechanistic 
knowledge, that is, knowledge of the process of development (or even of 
gene action), to identify causes of a phenomenon. The how much question 
can generate causal knowledge of distributions of behavior. She also sug-
gests that developmentalists are closet determinists. This is an odd accusa-
tion given their insistence on the contingencies of interaction. Scarr may 
think that an experimental understanding of the mechanisms, the how, of 
development involves the specifi cation of necessary and suffi cient condi-
tions, and that the developmentalists reject behavior genetics because it 
provides only probabilities. But this seems just to misread the develop-
mentalists or to misunderstand mechanisms. More temperate critics, such 
as Turkheimer and Gottesman (1991), stress that behavior geneticists and 
developmentalists are asking different questions: developmentalists are 
seeking to understand proximate mechanisms, while behavior geneticists 
want to know about the variation in a population.6 Furthermore, by focus-
ing their criticisms only on single variable genetic analysis, developmental-
ists underestimate the kinds of information that behavior geneticists can 
 provide.

Two features of these disputes seem most to animate the polemics. One 
is the shared idea (pace the plea of Turkheimer and Gottesman) that the 
approaches are all asking the same question. The other is the associated 
idea that there is one correct way to represent the domain, the causal land-
scape, in and about which the question is asked. At some very general 
level, they are asking the same question: what causes behavior? But this 
question is both too broad and too vague to admit of any single answer. By 
“behavior,” for example, do we mean tendencies in a population, particular 
episodes in the history of an individual, patterns of behavior, or disposi-
tions to respond to situations in one way rather than another? And to get a 
grip on this as a causal question, behaviors must be distinguished from one 
another and assigned criteria of identifi cation and strategies for determin-
ing when these are satisfi ed. This requirement presupposes that behaviors, 
at least those susceptible to causal explanation, constitute, if not natural 
kinds, phenomena at least stable enough to permit reidentifi cation. Causal 
questions may concern a population or species (why do Xs Φ?) or an in-
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dividual (why does/did X Φ?), and may be evolutionary (how did X come 
to be a Φing organism?) or dispositional/episodic (why do Xs Φ when S?) 
or mechanical (how do Xs Φ?). Particular sequences of movements are 
integrated differently into behavioral or physiological processes in differ-
ent species. Thus, it is only meaningful to ask such questions relative to a 
particular behavior (or disposition) of a particular species, or relative to 
an individual as a member of a species. As I noted earlier, the question of 
causation has moved far beyond the simple nature/nurture dichotomy, as 
it is recognized that nature and nurture are causally implicated both in the 
evolution of particular behaviors and in their expression. And while the 
approaches differ on the precise implications for research of this, they do 
agree that, for any causal factor, one can think only in terms of its contri-
bution to behavior relative to that of others. The disputes, therefore, are 
about the weight or strength of one type of factor vis - à - vis that of others, 
about the degree to which certain types of factors can be ignored, and 
about the relative value of different kinds of knowledge.

Local Epistemologies

The prominence of the disputes, however useful in bringing out substantial 
and methodological assumptions of the research programs, also masks the 
specifi city and locality of the epistemologies that structure those programs. 
That is, the disputes about the relative importance of different causal fac-
tors suggest that there is a single question about whose correct answer 
there are contradictory claims. While there is a sense in which this is true, 
each approach is also characterized by distinctive questions, methods, as-
sumptions, and contextual links. Rather than one element being basic or 
primary to the others, I see all four as developing simultaneously and as 
mutually co - constituting, or reinforcing. For example, behavior geneticists, 
in asking how much of the variance in aggressive behavior is accounted 
for genetically, are committed to developing methods that will tease out 
the heritable from the environmentally dependent. Environmentalists, in 
asking which of a variety of possible environmental factors are responsible 
for antisocial or aggressive behavior, are committed to developing meth-
ods to distinguish distinct environmental factors from one another. In spite 
of the charges and countercharges listed above, the research methodolo-
gies of each group are not relevant to the questions the other is asking. As 
each approach refi nes its questions and its methods for answering those 
questions, it constructs a domain those methods are fi t to explore. This 
construction can be followed in the assumptions at work in the different 
research programs as well as in their explanatory goals.
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Behavior Genetics
Perhaps the main distinctive assumptions of the behavior genetic approach 
are as follows:

 • The effects of genes are separable from the effects of other factors.

 • The causal contributions of genes to a behavior are separable from other 
causal infl uences on that behavior.

 • Heritability is an appropriate measure of genetic contribution.

The less visible assumptions are those that support the use of behav-
ior genetic methods to answer the questions posed by the approach and 
that are used to reject the claims of other approaches. What must the clas-
sical quantitative behavior genetic approach assume in taking twin and 
adoption studies as answering the questions attributed to behavior ge-
netics? These assumptions are partially revealed by the criticisms from 
other approaches. One common misunderstanding of the behavior genetic 
approach is that it purports to identify (genetic) causes of behavior in in-
dividuals rather than the basis of variation in a trait in a population.7

This misunderstanding is promulgated primarily in popularizations, but 
also sometimes by researchers themselves in discussion of the potential 
value of the research. Thus, one common criticism consists in pointing out 
the difference between causes of traits in individuals and concomitants of 
variation in populations, an objection directed against the assumption that 
identifying causes of variation in a particular environment is the same as 
identifying causes of traits. Another assumption concerns the nature of 
the other infl uences, and thus the nature of the causal space. The kinds of 
infl uence with which the behavior geneticists’ genes compete and inter-
act are familial and social environmental, since that is what is purportedly 
varied or held constant in adoption and twin studies. Since these are post-
natal environmental factors, heritability (and genes) end up encompass-
ing any prenatal infl uence, such as uterine environment, maternal health, 
and so on. Researchers sometimes discount such prenatal (but nongenetic 
and nonheritable) factors by including them in a noise factor, which also 
encompasses measurement error, trait instability, and anything else that 
might affect the observed variation. The behavior genetic approach thus 
divides the effective causal space into two main areas — prenatal and 
postnatal — with a little space for noise. (As noted above, the use of DZ 
and MZ comparisons also means that the full genome rather than single 
genes must be meant since MZs will share all epistatic interactions as well 
as all genes. This, and the fact that MZ twins also share the same uterine 
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environment, accounts for the criticisms that this method overestimates 
heritability.)

The use of twin and adoption studies also implies assumptions about how 
the (postnatal) environment is understood. Environment turns out to mean 
shared family characteristics. One such characteristic is socio economic 
status (SES), which includes education and income levels of parents; urban, 
rural, or suburban location of rearing; and other such factors. Another is 
professed attitudes of parents to education, discipline, and other factors 
relevant to childhood experience. Nonshared environmental factors like 
age and birth order effects, as well as the variation in interaction of in-
dividual personalities in different combinations, pose a challenge to this 
partition of the causal space.

Behavior geneticists differ in their responses to this challenge. Some treat 
such phenomena as noise that can be neglected. To some degree this is the 
effect of Scarr’s (1987) proposal of the “average expectable environment” 
as the background against which studies should be interpreted. Scarr dis-
tinguishes between two kinds of environment: the damaging environment 
and the nondamaging (or “average expectable”) environment. Damaging 
environments are those that can interfere with the individual’s geneti-
cally determined development and thus are causally infl uential. Whatever 
differences there may be in the average expectable (or nondamaging) en-
vironment are fl uctuations that cancel each other out and permit human 
individuality (which is a function of genetic individuality) to be expressed. 
Scarr (1992) goes even further in erasing nonshared factors from the caus-
al landscape. She proposes that individual variations within the “average 
expectable environment” are actually the effects of the genetic makeup of 
the individuals whose behavior is the object of study. Individuals create 
their own nonshared environments because their genetically determined 
differences evoke different responses.8 Robert Plomin (Plomin, Owen, and 
McGuffi n 1994), on the other hand, sees the gap left between genes and 
the macroenvironmental factors controlled for in twin and adoption stud-
ies as causally effective nonshared environment, and proposes that one of 
the values of behavior genetic methods is that they show both the limits 
of genetic infl uence and the extent of nonshared environmental infl uence. 
The presumption is that macro - level factors have been ruled out by the 
design of the experiment; thus, the variance not accounted for genetically 
must be ascribed to the micro -  or nonshared environment.

The application of molecular genetics methods to behavior also relies on 
assumptions, some testable, others not. The signifi cance of any association 
found via linkage analysis depends on assumptions about the base rate of 
the trait in the general population. A reliable estimate of base rate requires 
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clear criteria of identifi cation. While there are estimates of base rates for 
many of the physical and mental disorders to which molecular methods 
are usually applied, disorders such as susceptibilities to specifi c cancers 
or schizophrenia, aggression is not yet precisely enough defi ned to obtain 
a base rate, and there are ongoing debates about both the modes of sexual 
orientation and the base rates for those modes.9 In addition, while tech-
niques for identifying genes and their allelic variants are improving all the 
time, establishing the nature of their contribution to any given phenotype 
is more complicated. This is especially so in the case of behavior where 
allelic variation can be associated with only a small portion of the vari-
ance in a population. The assumptions regarding base rate and adequacy of 
sample size have proven the undoing of many purported associations — for 
example, of given alleles with alcoholism and with bipolar disorder — which 
have failed to be replicated in subsequent studies. The interpretation of 
molecular (or traditional) approaches using experimental animals such as 
rodents or drosophila fruit fl ies as relevant to humans must also assume 
that the behaviors they study are suffi ciently analogous to human behav-
iors to warrant inferring from one species to the other.10

Both the classical and molecular genetics approaches must assume that 
they are addressing well - defi ned traits. Molecular genetics is prompting 
some conceptual refi nement through the “one gene, one disorder” ap-
proach, which breaks down a complex (or composite) trait like mental 
retardation into distinct (but similar) traits individuated by distinct etiolo-
gies.11 “One gene, one disorder” has its complement in the multivariate 
analysis of twin studies that can be used to identify co - occurring traits 
that may be constituents in whole or in part of some more grossly iden-
tifi ed trait. These approaches lie behind the identifi cation of impulsivity 
as a lower - level disposition that may be a heritable and genetically based 
component of aggressivity. Thus, the assumption that there is a genetic 
infl uence on behavior motivates both traditional and molecular research-
ers to refi ne their concepts to develop constructs that can be more reliably 
associated with genes. That is, the general assumption drives a search for 
ways to realize the subordinate assumption regarding the individuation 
and identifi cation of traits.

Social - Environmental Research
While behavior genetic researchers tend to see their work as refuting or 
blocking claims regarding the role of gross SES factors or of factors com-
mon to all members of a household, many of the socially oriented studies 
investigate more fi ne - grained features of the environment, the nonshared 
environment. Their research design is intended to discriminate among the 
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potential causal factors within the environment, not to discriminate be-
tween genetic and environmental contributions to behavior. Researchers 
studying and intervening in social and familial interactions may, but need 
not, assume that these factors are causally independent from the subjects 
for whom they constitute an environment. Since the interventions tend to 
focus on changing parental behavior, nonshared environment is effectively 
treated as independent. Diana Baumrind (1991, 1993) defends this focus on 
the grounds of the greater power of the adults in parent - child relationships. 
This, of course, assumes that the adults are not unconsciously responding 
to features of the children’s behavior or personalities, an assumption di-
rectly contradicting Sandra Scarr’s proposal that nonshared environment, 
that is, those differential parental behaviors, can be treated as a genetic ef-
fect. Just as genetically oriented researchers must assume uniformities of 
effective environment (e.g., the “average expectable environment”), envi-
ronmentally oriented researchers must discount genetic variation in their 
subjects, assuming that subjects are suffi ciently endogenously uniform or 
that genetic variation in their subjects averages out and does not interact 
systematically with the environmental/experiential variables being stud-
ied.12 Large samples sorted for sex and SES and matched control popu-
lations help to eliminate some confounding variables, but these tend to 
be the same sorts of causal infl uence, such as family SES, for which the 
genetically oriented researchers control. Neither genetically oriented nor 
environmentally oriented approaches have the resources to control for the 
infl uences the other is studying.

Neurobiology
The methods employed in the neurobiological approaches involve a num-
ber of assumptions. Neuroimaging techniques assume that the brain areas 
showing greater glucose metabolism during a particular thought process 
are causally involved in that thought process (and not epiphenomenally 
or incidentally affected by it). The assumption is that if a brain area is 
involved in the thought process it will show glucose activity. If additional 
conclusions (e.g., that the activity causes the process) are drawn about the 
involvement of that area in behaviors related to the thought process, then 
further assumptions are also being made. These would include assump-
tions about the modality of the relationship (causal or merely association-
al) between the process and behavior and, via the prior assumption, about 
the relationship between the region of brain activity and the behavior in 
question. Thus, for example, studies that correlate areas of brain activity 
with hostile thoughts and, through those thoughts, with aggressive behav-
ior may be described as fi nding associations or causal relations,  depending 
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on what assumptions are used in presenting the fi ndings. The proposal that 
neural structures identifi ed through autopsy are causally related to a be-
havior rests on the assumptions that the anatomical correlates have a func-
tion related to the behavior with which they are correlated and that the de-
velopment of these anatomical correlates preceded rather than succeeded 
the relevant behaviors. To the extent that animal experimentation is relied 
on for support of these assumptions, then both structural and functional 
cross - species uniformity and analogy of the human and animal behaviors 
is assumed.13 The clinical research that attempts to identify both physio-
logical effects and behavioral effects of neuroactive pharmaceuticals need 
not make the same kinds of causal assumptions that the imaging and au-
topsy studies do. Their interest is in establishing that the administration 
of certain chemicals is followed by certain desirable states, and not by un-
desirable ones.14 To the extent the work relies on psychiatric classifi cations, 
however, it is assuming those categories pick out genuine kinds (Coccaro 
1993; Coccaro et al. 1994). Some of the researchers in this fi eld also at-
tempt to establish connections with heritability and genetic research and 
are thus implicitly committed to many of the assumptions of the behavior 
genetics program discussed (Coccaro et al. 1997).

Developmental Systems
Developmental systems theorists assume that interactivity of causes means 
that separation of causes is never possible. Their approach also assumes that 
humans and nonhumans are suffi ciently similar with respect to overall de-
velopmental processes that conclusions based on animal experimentation 
carry over to humans. Finally, their approach implies that to understand 
development it is essential to understand intraindividual processes. In ad-
dition, the polemical writings suggest that the only interesting biological 
question is a developmental question. Their arguments are not directed at 
the claims of genetic (or environmental) contribution. Instead, these ap-
proaches are dismissed in arguments that rely on premises asserting that 
such and such a technique cannot illuminate development, that is, the pro-
cesses whereby an individual of a given species comes to express a particu-
lar trait, whether that be eye color or a certain kind of intellectual ability. 
If the point of such arguments is to delegitimate the use of those methods 
(such as twin studies) in the study of behavior, then they must assume that 
the only interesting question is this (narrowly defi ned) developmental one. 
But there are a number of questions behavior geneticists can address that 
are not developmental.15 Developmental systems theory has still to pro-
duce a full repertoire of empirical methods in order to produce data that 



PLURALISM AND THE SCIENTIFIC STUDY OF BEHAVIOR  117

can be used to support their particular theoretical proposals. Thus, many 
of the assumptions that would facilitate judgments of evidential relevance 
are not yet in play. Gottlieb’s style (1991, 1995) suggests a reliance on ex-
perimental reasoning rather than on the collection of statistical data. The 
experiments described above are adequate to show the necessity of spe-
cifi c multiple factors in particular cases, but are not powerful enough to 
support views about the mode of their interaction.

Pluralism

Researchers from the different approaches do not differ in their ways of 
identifying the behavioral phenomena with which they are concerned. 
They all treat the behavioral phenomena as expressions of dispositions 
inherent in individuals.16 They would all be open to identifying a more 
basic component or precursor of the behavioral disposition whose etiolo-
gy they seek to identify.17 And researchers on sexual orientation from be-
havior genetics and neurobiology, as well as developmental systems, share 
a pragmatic aim of normalizing homosexuality through naturalizing it.18

Nevertheless, some of the assumptions differentiating these approaches 
from each other involve differences so deep as to make their unifi cation, 
whether through integration or through the elimination of all but one com-
patible set of hypotheses and approaches, impossible.

One set of these assumptions has to do with the conception of causal 
relations employed, the other with the structure of the domain of investiga-
tion. While all give lip service to a more complex and interactive notion of 
causality, three of the approaches design their studies using linear, single -
 factor conceptions of causality. These studies seek to establish correlations 
between a specifi ed behavior and a state or feature precedent to and inde-
pendent of that behavior (or a signifi er of such a feature). These correla-
tions (subject to statistical testing) serve as the empirical basis for ascrib-
ing causal relevance to the state or feature. Some environmental research 
also works with multiple - factor conceptions when path analysis suggests 
several (social or environmental) variables may be contributing to the ex-
pression of a given behavior. The relation of each variable to the effect in 
question is still, however, linear, and their relation to each other additive. 
Thus, each of these three approaches investigates a distinct causal system. 
These causal systems intersect in complex organisms (from drosophila to 
humans) and so modify one another’s effects. But the approaches dedicat-
ed to understanding a given causal system are not designed to investigate 
their interactions. The remaining developmental approach treats causality 
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as nonlinear: all factors not only act together but also modify one another 
in a highly complex feedback process. This approach insists on the inter-
action of factors, but treats them as part of one system, the developmental 
system, rather than as elements of distinct systems that intersect. Hence, 
from a developmental systems perspective, other research programs that 
seek to establish the contribution of independent kinds of factors will come 
up empty - handed.

The second set of assumptions further guarantees that research within 
each approach will have little or no bearing on research from one of the 
other approaches. These assumptions concern the structure of the domain, 
that is, the space of possible causes assumed by the application of any given 
methodology. Figure 6.1 displays the possibilities prior to the imposition 
of structure. Each approach employs methodologies that require particu-
lar ways of understanding the causal space. Some phenomena regarded as 
causally active in one approach are simply not included in another. These 
differential selections result in incongruous causal spaces.

Quantitative behavior genetics divides the space between genes and 
shared family environment, that is, such gross family characteristics as 
socioeconomic status, since these are what are intended as contrasts in 
twin and adoption studies. The variation of genotype is studied against 
the background of a presumed stable macroenvironment, or a presumed 
shared genotype is studied in a set of different environments. Nonshared 
environment, such as differential parental treatment of siblings, gets treat-
ed as noise or as itself a genetic effect. While classical behavior genetics 
(Figure 6.2) can implicate genotypes, molecular genetics research (Figure 
6.3) seeks to identify individual genes. The fi nding of signifi cant heritabili-
ty of some trait by classical behavior genetic methods is a signal to search 
for the relevant gene(s) using molecular methods. At that stage the point 
is to differentiate among candidate genes or gene complexes, not between 
genes and some other kind of factor. While physiological and intrauterine 
factors are incorporated within the scope of the genetic by the methods 
employed by classical behavior genetics, they are environmental factors 
from the molecular point of view.

Environmentalists (Figure 6.4) treat the space differently. They, too, di-
vide it between genetic and environmental, but for them the genetic side 
includes the intrauterine and is treated as generic or uniform, while the en-
vironmental side is the location of effective variation, both in gross char-
acteristics such as family SES and in more fi ne - grained ones, such as dis-
ciplinary practices, forms of endearment and other aspects of one - to - one 
interaction, maternal gender stereotypes and attitudes, and so on.

The neurobiologists (Figure 6.5) can be seen as opening up the  middle area 
between genes and environment by focusing on the organic — anatomical 
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and physiological — substrate. While many neurobiologists may think that 
this substrate is genetically determined, and behavior geneticists certainly 
act as though the organism inside its skin is just a direct expression of 
the genome, suffi cient experimental work exists on the plasticity of neu-
ral structures that such a supposition is clearly just an assumption.19 The 
organic, neural substrate must be treated as an independent factor rela-
tive to the organism’s genotype, that is, in studying its effects researchers 
must treat it in isolation from the factors that produced it. But this will 
perforce ignore feedback effects that reset the system. Attempts to read 
signifi cance into neuroanatomical correlates of sexual orientation treat the 
neural structures as potential causes rather than as effects of such orienta-
tion or as joint effects of a common cause. Thus, the effective causal space 
of the neurobiological approach is occupied by neural structures, systems 
and processes, with genes, environment, and other developmental factors 
interacting in a basically neutral background. The interest here is in the 
role and function of developed structures, not in the processes leading to 
their development. These can be ignored and hence play no role in the 
space investigated by the neurobiologists.

For the developmental theorists (Figure 6.6), all of these are potentially 
in the same causal space as are the interactions among them. Fine - grained 
environmental factors (like birth order) will interact differently with one 
set of endogenous factors as opposed to an alternative, that is, differently 
with one genotype as distinct from another. And these interactions will 
themselves vary depending on other factors, such as cultural values, dif-
ferential social reward systems, and so on. For developmental theorists, 
the environment in and with which genes interact includes the intracellular 
and extracellular physiological environment in addition to the social and 
other factors external to the individual, while behavior geneticists and so-
cial environmentalists treat physiological factors as effectively equivalent to 
genes. This heterogeneity of the causal space prompts the behavior geneti-
cists’ complaint that the developmental approach is methodologically un-
realistic. How is it possible to develop a model of intelligence differences, 
or sociality differences, if all those factors must be included? Indeed, de-
velopmental theorists may not be interested in modeling a single trait as 
distinct from articulating a general model of the interdependence of all the 
factors in the causal space. That is, they are less interested in understand-
ing particular behaviors than in understanding the matrix in which any 
behavior develops. As noted above, to date its empirical program has con-
sisted in demonstrating the insuffi ciency of single factors and a require-
ment for multiple factors. It has not developed resources for studying the 
inter -  (or co - ) action of these factors. And according to some of its critics, 
this is not even possible.



Genotype 1

[allele pairs]

Genotype 2

[whole
 genome]

Intrauterine
environment

Physiology

[hormone secre-
tory patterns; 
neuro transmitter 
metabolism]

Anatomy

[brain structure]

Nonshared
 environment

[birth order; dif-
ferential parental 
attention; peers]

Shared
 (intrafamily) 
 environment

[parental attitudes 
toward discipline; 
communication
styles; abusive/ 
nonabusive]

Socioeconomic
status

[parental income; 
level of education; 
race/ethnicity]
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Figure 6.6. Developmental systems theory: a partial representation of the causal relations. Each type of factor 
can affect each other type of factor and affect how each other type of factor infl uences higher level organismic states.
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Even though there is, from one point of view, a common phenomenon 
to be understood — behavior, or rather, specifi c behaviors or behavioral 
patterns such as aggressivity or a particular sexual orientation — each ap-
proach brings with it a prior and distinctive representation of the domain 
of investigation. Each treats different subsets of possible factors as possible 
causes among which to discriminate and each (with the exception of devel-
opmental systems theory) represents different areas as inactive or causally 
irrelevant. Each begins its research in a different causal fi eld. Although 
for investigative purposes each must proceed as though its favored distinc-
tive causal fi eld were a complete characterization of the domain, each is 
really partial. The partiality is not a simple part - whole relation because 
the approaches cannot simply be integrated into a single picture. Since the 
methodologies developed within the different approaches are designed to 
differentiate between causal infl uences in a particular space of possibili-
ties (biologically transmitted factors versus shared family characteristics; 
one genotype versus another genotype; one social infl uence versus another 
social infl uence; one brain area versus another brain area), and since the 
spaces differ from approach to approach, they do not have the capacity to 
discriminate between the causes proper to the different approaches (geno-
type G versus social experience S). While each individually can establish 
that its proper cause contributes something to the expression of a behavior 
(at least under certain conditions), superimposing the causal landscapes 
one upon another produces a blur instead of a basis for unifi cation.

The situation is, therefore, analogous to an example Nancy Cartwright 
(1983) uses to talk about the ceteris paribus character of laws. We have 
a law from one domain of research that the higher the altitude, the lower 
the temperature at which water reaches boiling point; and we have a law 
from another domain that increasing the saline content of water in creases 
the temperature at which it reaches boiling point. But no law explains 
what happens as we both move up the mountain and increase the saline 
content because each belongs to a different explanatory system, and each 
holds only as long as there are no changes in other conditions. In reality, of 
course, the water is always at some altitude and of some degree of salinity. 
In physics and chemistry we isolate the various causal systems involved 
and abstract them from the material context they jointly occupy in order to 
provide explanations, in order to know anything about those systems.

Conclusion

The features of competing behavioral research programs made salient by 
focusing on their critical interactions are better accommodated in a frame-
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work that is open to pluralism than one constrained by a commitment to 
monism. That is, at least in science studies or philosophy of science, the 
multiplicity of approaches is usefully addressed not by comparative evalua-
tions directed at selecting the uniquely correct one, but by appreciating 
the partiality of each. If their partiality is accepted, each approach can be 
seen to produce some knowledge of behavior by answering the questions 
distinctive of it with methods that are also distinctive. But none of the ap-
proaches can yield a complete account. Confl ict develops when ap proaches 
seek to displace one another, but this is more a function of external pres-
sures than of features intrinsic to the research itself. I have suggested that 
in the case of the set of approaches studied here, diversity is generated 
partially by focus on specifi c kinds of causal factors and primarily by the 
representation of the causal space. Researchers must partition the causal 
space in order to begin formulating research strategies.20 This partition, 
arbitrary as it is, nevertheless initiates a series of differentiating moves 
that particularize the knowledge that will be produced and the episte-
mologies within which it is so ratifi ed. Each approach can produce partial 
knowledge. In concert, they constitute a nonunifi able plurality of partial 
knowledges. Whether a unifi ed representation of the etiology of these be-
haviors is possible depends on whether the factors generating plurality 
change. While the status of knowledge need not be withheld on account of 
plurality, the dependence of the current understandings on epistemological 
factors (such as the representation of causal space or the classifi cation of 
behavior) or ontological ones (such as the social environment) that might 
change in the future means that, in addition to being partial and plural, 
they are also provisional.

In spite of the fact that the approaches do not have the resources to show 
that one among them is correct in comparison to the others, the critical 
interactions that take place among their proponents do have consequences 
for the understanding of behavior. One consequence is that investigative 
resources proper to each approach are sharpened as a response to chal-
lenge and criticism. A second is that the limitations of each approach are 
made evident by the articulation of questions that they are not designed 
to answer. As prescribed by the social approach to scientifi c knowledge, 
knowledge is produced through critical interactions among adherents to 
different perspectives as well as through their interactions with the empiri-
cal domains under investigation. These interactions enable the refi nement 
of methodologies, the clarifi cation of concepts, the design of experiments 
and studies to control for causal factors demonstrated by others. All this 
makes for more knowledge, which, judged by means of the evaluative tools 
available within each perspective, is also better knowledge. Whether it is 
good knowledge or knowledge worth having in any more general context 
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depends on assessment at a different level. This depends on (1) the rele-
vance and connections that can be made to other research programs and 
(2) the relevance that can be established to social interests, that is, the uses 
that might be made of the knowledge. These matters, which are pragmatic 
and political as well as technical, must be determined by different stan-
dards than are involved in evaluations of the relative empirical adequacy 
or even correctness of the different approaches.

Notes

I am grateful to Ken Waters, Pete McGee, Steve Kellert and the participants in the Min-
nesota Center for Philosophy of Science “Workshop on Scientifi c Pluralism” in 2002 for 
comments on this paper. I am also grateful to Steve Fifi eld, who helped me with the re-
search, and to the University of Minnesota Graduate School for the grant - in - aid that en-
abled me to employ him as a research assistant for the project. Additional research for the 
paper was conducted with the assistance of grant SBR9730188 from the National Science 
Foundation.

 1. In previous papers (Longino 2001, 2002b) I have discussed the sociopolitical cli-
mate in which these behaviors are studied, some general features of behavioral research, 
and the diffi culties of defi ning the behaviors under study. The social approach alluded to 
is that advanced in Longino 2002a.

 2. Two exceptions to this generalization are the attempts of some researchers utiliz-
ing the neurophysiological approach to link up with work in behavior genetics and the 
mutual citation by some developmental systems and social environmental researchers. 
See Coccaro et. al. 1997.

 3. The locus classicus for this argument is Lewontin 1974. Other versions are found 
in Gould 1981; and Lewontin, Rose, and Kamin 1984. The argument is repeated in Got-
tlieb 1995.

 4. Scarr 1994. Weinrich (1995) argues that, in the case of sexual orientation, the 
political concerns of opponents to biological research on sexual orientation are misplaced 
and that these critics misunderstand the biological approach.

 5. See, for example, DiLalla and Gottesman 1991.
 6. If behavior geneticists really limited themselves to such claims, it is hard to see 

how disputes could arise. The controversial issues concern the inferences to genes and 
confl icting ideas of what the real questions are.

 7. One research team does think it is possible to apply behavior genetic methods to 
draw conclusions about individuals. Burgess and Molenaar (1993) claim the procedure is 
equivalent to the use of factor analysis in interpreting results of personality tests.

 8. An environmentalist or developmental systems theorist might cavil that “differ-
ence” is equivocated on here: the difference that behavior genetic methods can study are 
differences in the expression of a trait in a population, while in this context they seem to 
be traits of individuals.

 9. See Longino 2001.
10. For discussion and criticism of this assumption, see Schaffner 1998.
11. Plomin uses the expression “complex” for traits that turn out to be families of 

symptomatically similar but distinct repertoires with distinct etiologies, such as the mul-
tiple forms of mental retardation (Plomin, Owen, and McGuffi n 1994).
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12. Sesardic (1993) highlights such assumptions in an attempt to overturn widely 
shared reservations about behavior genetics.

13. In the case of LeVay’s (1991) work, this worked against his conclusion that the 
structural features he found in the brains of homosexual men were related to their sexual 
orientation, as the hypothalamic nuclei in rats that seem to infl uence sexual mate choice 
are not the same as the human ones in which LeVay found size differences.

14. This is the case with Heiligenstein et. al. (1992), whose research was sponsored 
by Eli Lilly.

15. Pace Scarr’s presidency in 1991 of the Society for Research in Child  Development.
16. Some socialization researchers treat behavior more relationally, but when drawn 

into debate with genetically oriented colleagues, they fall back on an internalist, individu-
alist conception of behavior.

17. Impulsivity in the case of aggression, and childhood cross - gender behavior in the 
case of homosexuality.

18. They differ, of course, in their conceptions of naturalization.
19. The research showing the mutability of rate of testosterone secretion in response 

to the same stimulus after changes in social or environmental situation demonstrates the 
complexity of the interactions of the various systems involved. Similar results are being 
obtained for the serotonergic system. See Yeh, Fricke, and Edwards 1996.

20. This case, then, is most similar to that of research on the levels and forces of se-
lection as analyzed by Waters (1991). For an account of varieties of pluralism, see Longi-
no 2002a.
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7
A New/Old (Pluralist) Resolution 

of the Mind - Body Problem

The identity theory, or thesis, of mind and body holds that the psychologi-
cal, mental processes of an animal — sensations, perceptions, emotions, 
images, memories, inferences, thoughts, decisions, and volitions — are iden-
tical with physical processes in the animal’s body. The thesis is an element 
of the more general theory of physicalism, the theory that all empirical 
phenomena are physical phenomena. Dualism is the competing view that 
any such psychophysical identity is false, and that mental processes are 
(at best) merely correlated with physical.1 The mind - body problem is in 
reality a cluster of problems that includes the following: Which of the two 
competing views is true? Can we know which is true, and if so, how? Is 
the question of which is true a spurious, pseudo question? Is it scientifi -
cally or philosophically important to answer any of these questions? This 
essay is concerned in some measure with all these questions, but it focuses 
on the fi rst.

I think most cognitive scientists would initially maintain that they sub-
scribe to the identity theory but having seen my cluster of problems would 
say that they subscribe to it as a methodological assumption, or that the 
question is spurious, or that it is unimportant. I think most philosophers of 
cognitive science subscribe to the identity thesis, and not merely as a meth-
odological assumption. But over the past two or three decades conscious-
ness and qualia have become respectable philosophical topics, and dual-
ism has become an almost respectable philosophical position. The fi rst of 
these developments is attributable to an evolving philosophy of cognitive 
science no longer afraid to deal with metaphysical problems in its fi eld. 
The second is mainly due to logico - linguistic objections to the identity 
theory advanced by Saul Kripke in the early 1970s and theoretical inves-
tigations spurred by these objections. In 1967 the identity theory was at 
its zenith. Herbert Feigl’s compendious “The ‘Mental’ and the ‘Physical’” 
(1958) had been required reading for nine years and had just been reissued 
with a postscript (1967). J. J. C. Smart’s “Sensations and Brain Processes” 
(1959) was only one year younger and, short and simple as it was, had 

C. Wade Savage
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been read by almost everyone.2 Although their views differed in some re-
spects, both these philosophers took the identifi cation of mental and physi-
cal phenomena to be a contingent thesis that is most likely true. And then 
in three lectures fi rst published in 1972 as Naming and Necessity, Saul 
Kripke (1980) shook the establishment with a linguistic analysis of the 
identity theory that allegedly proved it to be necessarily false. Currently, 
we fi nd David Chalmers (1996) and others proudly proclaiming that they 
are dualists and that their position is entirely compatible with contempo-
rary science.

Should we be pluralist about this issue and recognize both physicalism 
and dualism as legitimate positions? Psychophysical pluralism of the mild 
variety is the view that physicalism and dualism are both valid, or useful, 
when construed as methodological assumptions, that is, when taken to be 
assumptions of distinct but valuable approaches to research in cognitive 
science. The defense of such a view is not diffi cult. Considerable success 
in explaining various sensory and motor capacities has been achieved by 
the physicalist approach, on which sensations are identifi ed with receptor 
excitations and perceptions and volitions are identifi ed with neural excita-
tion in the sensory and motor cortices. But the approach has proved less 
successful in the investigation of higher cognitive processes, such as infer-
ring, calculating, decision making, and other forms of thinking, which are 
vaguely associated with processes in the association cortex and other cor-
tical areas. So it could be argued that physicalism is clearly a useful meth-
odological assumption in the investigation of sensory and motor processes, 
but less clearly useful in investigations of higher cognitive processes. The 
conclusion in that case would be not that the statements that defi ne physi-
calism and dualism are both true, but rather that the two approaches cor-
responding to those statements are both valid, or valuable, or useful in cer-
tain subfi elds of application. Alternatively, it could plausibly be maintained 
that each approach is valuable in its own way throughout the entire fi eld of 
cognitive science. A pluralism of incompatible ap proaches, which are not 
properly called true or false, is, as in many other fi elds, easy to defend.

Psychophysical pluralism of the strong variety is the view that the state-
ment defi ning physicalism and the statement defi ning dualism are both 
true. Pluralism in this sense appears either diffi cult or impossible to de-
fend, depending on how physicalism and dualism are defi ned. On the 
usual defi nition, which is adopted here, physicalism includes the statement 
that mental processes are bodily processes and dualism states that mental 
processes are not physical processes, bodily or otherwise. These two state-
ments are logically incompatible, and a pluralism of logically incompati-
ble theories is surely impossible to defend.

My impression is that many — perhaps most — philosophers of  psychology 
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today are deeply confl icted about the relation between mind and body: in-
clined both toward physicalism and toward dualism, and not merely as ap-
proaches, but as theories expressed in confl icting, logically incompatible 
statements. It is a deep and long - standing confl ict in the history of philoso-
phy, and its long history and apparent unresolvability may seem to indicate 
that the issue is a pseudo problem — the confl icting positions meaningless, 
or “metaphysical,” or confused — and that the philosopher’s task is to re-
veal it as such.3 Although this direction is inviting, in the present chapter 
I have taken a somewhat different tack to discover where it leads. When I 
embarked on the trip I thought it would lead to the pluralist, or perhaps 
one should say relativist, conclusion that dualism and physicalism are each 
true in their appropriate spheres of application. Now I am less certain, and 
I invite the reader to help determine my coordinates.

Here is the route so far. It begins with reasons for thinking that psycho-
physical identities are true: examining the procedures by which they are 
confi rmed, and refuting objections to these procedures. Next I consider the 
strongest reasons for judging psychophysical identities false — one based 
on the law of the indiscernibility of identicals, the other based on the law 
of the necessity of identity — and I refute them. The refutations suggest a 
distinction between two senses or types of identity: logical identity and 
what I call empirical identity,4 with the indiscernibility of identicals and 
the necessity of identity governing only the former and physicalism in-
volving only the latter, which is not subject to the two laws. Whether this 
qualifi es as pluralism, or relativism, or conceptual clarifi cation, or some-
thing else is left unsettled.

Confi rmation of Psychophysical Identities

That water is H2O and that temperature is molecular kinetic energy are 
physical identities. That the pain of a pinprick in my fi nger is neural excita-
tion in my somatosensory cortex and that my current visual percept of this 
page is neural excitation in my visual cortex are psychophysical identities. 
Like physical identities, psychophysical identities are usually taken to be 
empirical statements that can be justifi ed in a process of confi rmation by 
evidence obtained through observation. Confi rmation of a statement is the 
acquisition of evidence that the statement is true, and disconfi rmation is 
the acquisition of evidence that the statement is false. It is assumed here 
that in practice confi rmation and disconfi rmation are rarely, if ever, con-
clusive. Evidence can be used to support a statement in two different ways. 
We will call the fi rst experimental confi rmation, and the second theoreti-
cal confi rmation, although this familiar terminology can mislead.5 We will 
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examine methods of both types and objections to the assumption that they 
can confi rm psychophysical identities.

Experimental Confi rmation
I can confi rm that the greenish gray glob hanging from the limb of a distant 
tree is a swarm of bees by approaching it until individual bees appear. I can 
confi rm that the white fl ecks I see on the countertop are particles of sugar 
by touching them and tasting them. If necessary I can employ a magnify-
ing glass to look more closely at the fl ecks. I cannot confi rm that my pain 
is neural excitation in my somatosensory cortex or that my visual percept 
is excitation in my visual cortex by comparable methods. Introspecting my 
pain or my percept more closely or attentively does not cause either to ap-
pear as neural excitation,6 and there is no method for observing neural ex-
citation that can be correlated with introspection in the way that vision and 
touch can be correlated, so as to indicate that the two observations have 
the same object. Leibniz illustrated this difference by comparing the body 
with a mill, entering which could reveal levers and gears to the visitor 
but not mental processes. For a contemporary illustration, imagine that, as 
in the fi lm Fantastic Voyage, a miniaturized explorer is inserted into my 
brain and sees fl ashes of light produced by neural excitation in area V4 of 
my visual cortex when I see a red cherry or a red afterimage. Neither I nor 
she (it was Raquel Welch) would thus have observed neural excitation to 
be or even have the location of my visual percept. And neither of us could 
have observed this in the way I visually observe the white fl ecks to be the 
sugar particles I feel, since we are distinct observers.

From such considerations many philosophers have fallaciously con-
cluded that mental processes are not identical with brain processes or 
any other processes characterized solely in the terms of physiological or 
physical science.7 The strongest legitimate conclusion is that the identity 
of mental processes and brain processes cannot be confi rmed in the way 
a certain narrow class of physical identities can be confi rmed. These are 
physical identities in which the phenomena can be observed under each 
of two descriptions by some mode of ordinary perception, and a single 
observer can thus perceive the phenomenon perceived under one descrip-
tion to have the location of the phenomenon perceived under the other de-
scription. I see the object as a greenish gray glob and see it maintain its 
location as I come to see it as a swarm of bees. I see that the white fl ecks I 
see have the locations of the sugar particles I feel by seeing that my fi nger 
touches the white fl ecks. I see that the magnifying glass that reveals the 
particles I see is focused on the white fl ecks I see. There is no technical 
term for this specifi c type of confi rmation, but since it appears to be the 
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most direct confi rmation available for identities, we will for convenience 
call it “direct confi rmation.”8 Psychophysical identities cannot be directly 
confi rmed in our sense because introspection, which is the counterpart 
of ordinary outer perception, is the method employed to observe the phe-
nomenon under its psychological description. I can introspect my visual 
percept to be a percept, but I cannot introspect my cortical excitation to be 
cortical excitation. Nor can I introspect my visual percept to have the loca-
tion of my visual cortical excitation.9

That psychophysical identities are not directly confi rmable does not 
entail that they are false or unconfi rmable. For if it did, it would also 
entail that such well - accepted physical identities as “Water is H2O” and 
“Lightning is an electric discharge in air” are false or unconfi rmable, since 
they too cannot be directly confi rmed. Water can be observed as water 
by ordinary perception (visual, tactual, possibly olfactory), but molecules 
of H2O cannot be observed as molecules of H2O by ordinary perception. 
(Indeed, it is unclear whether molecules of H2O can be “observed” at all in 
any sense of the term that distinguishes observation from inference.) And 
water cannot be observed by ordinary perception to have the location of 
molecules of H2O. The identity of water and H2O is inferred by the chemi-
cal molecular theory of matter from the outcome of such processes as elec-
trolysis, in which water is electrically converted into gases of hydrogen and 
oxygen and these are determined to be present in the proportions required 
by molecules of H2O. Similarly, lightning can be observed to be lightning 
by visual perception, but an electric discharge in air cannot be observed to 
be an electric discharge by ordinary perception. Its presence is inferred by 
the theory of electricity from the readings of appropriately placed potenti-
ometers, instruments that the theory predicts will respond in specifi c ways 
to electric discharges in a gas (sequential ionizations of its molecules). The 
use of special processes and instruments to make observations (fi ndings, 
detections, etc.) of theoretical phenomena such as molecules and electrical 
currents requires a joint theory of processes/instruments and theoretical 
phenomena that permits the observer to infer from perceivable features of 
the process or instrument the presence of the phenomenon. For this rea-
son, such observations are theory dependent to a greater degree, and in a 
different way, than unassisted perceptual observations.

“My visual percept is neural excitation in my visual cortex” is usefully 
compared with “Lightning is an electric discharge in air,” an example be-
queathed to us by Smart (1959). Neither identity can be directly confi rmed 
in our sense, but this feature has no bearing on their truth or their indirect 
confi rmability. The physical identity can be indirectly confi rmed by a sin-
gle observer from her visual observation of lightning and her inference to 
the electric discharge from readings of appropriately located potentiome-
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ters. Of course, a theory of electricity is required to make the inference, 
and in this respect the observation of the electric discharge is theory de-
pendent. But this feature is no reason to conclude that the physical identity 
is not thus confi rmed. The theory of electricity has independent confi rma-
tion, and the observations provide additional evidence for the conjunction of 
the theory of electricity and the identity. Analogously, the psychophysical 
identity can be confi rmed by introspective observation of the visual per-
cept and an inference from fMRI (functional magnetic resonance imag-
ing) displays to the presence of visually stimulated neural excitation in my 
visual cortex. A neurophysiological theory of visual perception is required 
to make the inference from fMRI images to the presence of visually stimu-
lated neural excitation in cortical area V4; in this respect the observation 
of such excitation is theory dependent. But again, this feature is no reason 
to doubt that the psychophysical identity between neural excitation and the 
percept of a cherry is confi rmed by fMRI - mediated observation of the one 
and introspection of the other.10

It may seem that a single observer cannot confi rm psychophysical iden-
tities. For if another person is the subject, I cannot introspect her pains and 
percepts, and if I am the subject, I cannot simultaneously introspect the 
psychological phenomenon and observe the correlated neural phenome-
non. Although correct, this point does not constitute a reason to think that 
psychophysical identities are false or unconfi rmable. Most accepted physi-
cal identities have been confi rmed using distinct observers for the phe-
nomena under their different descriptions. Furthermore, a single observer 
can be employed. I can be placed in an fMRI scanner that displays neural 
excitation as a pattern of colors on a computer screen, so positioned that I 
can see the screen of the device as it almost instantaneously displays pat-
terns produced by neural excitation in the part of my visual cortex that 
subserves conscious perception. I cannot thus simultaneously introspect 
my visual percept of a red, round cherry and visually observe the comput-
er image of the correlated neural excitation. Since the percept is simulta-
neous with the cortical excitation, it must, like the excitation, be produced 
prior to the computer image of the excitation; and my observation of the 
image even a second later requires eliminating my percept of the cherry. 
However, such an observation would approximate a simultaneous one, be-
coming in effect an instant replay of a simultaneous computer image, as 
compelling as an instant television replay showing that it was indeed a 
foul that the referee called a few seconds earlier. Neural excitations are, 
of course, not colored and probably not shaped in the usual macroscopic 
senses of the terms, and the colors and shapes on the fMRI screen repre-
senting neural excitations are artifacts of the particular electronic tech-
nique of representation employed. But suppose these colors and shapes are 
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so selected that when I see a red, round cherry the computer displays a red, 
round image on the area of the screen activated by the correlated neural 
excitation. Such confi rmation (or disconfi rmation) of the identity between 
my percept and neural excitation in area V4 of my visual cortex would be 
compelling, at least as compelling as single - observer confi rmation of the 
identity between lightning and an electric discharge in air.11

In spite of the similarity between the two cases, a crucial difference 
remains and threatens to invalidate the suggested method of confi rming 
psycho physical identities. I can see that lightning occurs between the cloud 
and the steeple, each of which is adjacent to a potentiometer that monitors 
the electric discharge. But I cannot introspect that my percept of a cherry 
is in area V4 of my visual cortex, the area being scanned by the fMRI 
device. To the extent that my percept of something round and red has an 
introspectively determinable location, it is not a location in my nervous 
system. The cherry I see is seen to be located in the fruit bowl on the 
table, but the percept itself is not seen to have a location. The red, round 
afterimage I see with eyes closed is seen to have a location in some area 
of the visual fi eld, usually the center. But the complete percept is the en-
tire visual fi eld — afterimage plus its dark surround — and the visual fi eld 
is not introspected to have a location. In every normal case the conscious 
percept occurs simultaneously with excitation of a specifi c type in some 
area of my visual cortex and some milliseconds later than the related ex-
citation in my retina. (Abnormal cases include those in which retina and 
cortex are disconnected and the afterimage is produced in the retina alone 
and consequently is unconscious, and those where percepts are produced 
centrally without retinal excitation.) But in no case can I see my percept 
to be located either in my cortex or on my retina. How then can I conclude 
that my percept is neural excitation in my visual cortex rather than neural 
excitation in the interneurons of my retina? How, more importantly, can I 
conclude that my percept is identical with neural excitation of any kind, or 
with any physical process or phenomenon that has a physical location?

The fi rst diffi culty is resolvable. Suppose that when I have a red, round 
afterimage in the center of my visual fi eld there is excitation of a specifi c 
sort in the area of my visual cortex to which optic nerves from the cen-
tral part of my retina project, and that when there is no such excitation I 
have no such afterimage, even when the retina has been stimulated in the 
manner required to produce red, round afterimages. These results would 
constitute signifi cant evidence that my (conscious) percept of a red, round 
afterimage is cortical and not retinal excitation. Of course, the evidence is 
not conclusive, since empirical evidence never is. The second diffi culty —
 whether I can conclude that the percept is neural excitation or a physical 
process of any kind — is deeper than that of the general inconclusiveness 
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of empirical evidence. Dualists will object that the evidence is signifi -
cant evidence only that the afterimage is merely correlated with cortical 
excitation. Physicalists, of course, can reply that the results are equally 
signifi cant evidence for identity. This apparently unresolvable dispute is a 
symptom of a specifi c type of theoretical underdetermination. The experi-
mental results provide evidence for either the identity of the afterimage 
with cortical excitation or for their mere correlation, but not for the one 
theory rather than the other. As we will see, the same problem arises in 
theoretical confi rmation of psychophysical identities, and its solution rests 
on the analysis of identity and correlation provided in the fi nal section of 
this chapter.

Theoretical Confi rmation
This section examines what we have called the theoretical confi rmation 
of psychophysical identities: confi rmation by conjoining the identity hy-
pothesis with others and inferring from the conjunction an experimentally 
confi rmable consequence describing some empirical phenomenon. Confi r-
mation of the consequence confi rms the joint hypothesis that includes the 
identity statement. (“Confi rm” is used here to mean “provide confi rming 
evidence,” with the assumption that confi rming evidence is usually if not 
always inconclusive.) Thus confi rmed, the joint hypothesis is said to pre-
dict and hence explain the phenomenon described in its consequence. This 
method is often called the hypothetico - inferential method of confi rmation. 
Two examples will be provided.

Example A. The pain caused by pricking one’s left index fi nger with a 
pin is identifi ed with neural excitation in the right somatosensory cortex, 
excitation normally produced by nerve impulses from sensors in the skin 
of the fi nger that respond to injury such as that produced by the pinprick. 
We will call such cortical excitation P - excitation. This identifi cation pre-
dicts that and explains why anesthetizing the nociceptive sensory nerves 
leading from the injury to the cortex will prevent pain when the fi nger is 
pricked, and also predicts that and explains why direct electrical stimula-
tion of the cortical area in question produces the pain of a pricked fi n-
ger in the absence of any pinprick. Note that the theory of pain employed 
here is at best a simplifi cation of current theories, most of which analyze 
pain as having a sensory component and an affective (emotive) component 
and do not locate the affective component in the somatosensory cortex. 
Furthermore, the usual theory takes pain to be bodily injury (mainly tis-
sue destruction), which may or may not be (consciously or unconsciously) 
perceived, and identifi es the conscious percept of pain, not the pain, with 
neural excitation in the cortex.
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Example B. Conscious visual images are identifi ed with patterns of 
neural excitation in the visual cortex, let us suppose in area V4. This iden-
tifi cation makes it possible to explain the phenomenon of double vision, in 
which focusing on a near object with a slightly more distant object visible 
in the background produces a single image of the near object and two side -
 by - side identical images of the distant object. The explanation is that the 
two retinal images of the near object are “fused” into a single conscious 
brain image in area V4 of the visual cortex because they have correspond-
ing locations in the retina, whereas the two retinal images of the far ob-
ject have noncorresponding locations and consequently are projected onto 
separate areas in V4 as distinct conscious images.12

Dualists will object that the predictions/explanations in these examples 
do not require positing psychophysical identities, only psychophysical cor-
relations. Suppose in example A that somatosensory excitation of the type 
produced by the pinprick and the pain of such a pinprick invariably occur 
simultaneously if at all, but that the two are distinct. That assumption can 
equally well be used to predict that anesthetizing the appropriate sensory 
nerves leading from the injury will prevent pain when the fi nger is pricked 
and that appropriate electrical stimulation of the cortical area in question 
will produce the pain of a pricked fi nger in the absence of any stimulus. 
The objection is perhaps less obvious when applied to example B, but no 
less applicable. Suppose the explanatory theory states that conscious visu-
al images are distinct from any of the patterns of neural excitation that in-
variably accompany them in area V4 of either cortex. On this assumption, 
retinal patterns in corresponding retinal locations will fuse into a single 
neural pattern in V4 that is accompanied by a single visual image, and reti-
nal patterns in noncorresponding retinal locations will produce doubled 
neural patterns in V4 that are accompanied by doubled visual images. Thus 
single and double images respectively of the fi xated and nonfi xated objects 
are predicted and explained by positing psychophysical correlations rather 
than identities. Physicalists can of course reply that experimental confi r-
mation of the theoretical predictions provides equally good evidence for 
the theory that the pain is identical with somatosensory cortical excita-
tion and for the theory that conscious visual percepts are identical with 
excitations in the visual cortex. This dispute, like its counterpart regard-
ing experimental confi rmation, is an extreme case of the familiar problem 
of competing theories underdetermined by the available evidence, a case 
where it seems impossible even to imagine evidence that would decide in 
favor of the one theory over the other.

It is not often noticed that the same dispute can arise concerning what 
are universally agreed to be true physical identities, statements such as 
“Lightning is an electric discharge in air” and “Water is H2O.” A long 
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tradition in philosophy regards colors, hot and cold, sounds, tastes, and so 
on as perceptual, mental entities — impressions, ideas, qualities of sensa-
tion, and so on — and consequently regards such macroscopic phenomena 
as water and lightning, which are defi ned or at least identifi ed in terms of 
such perceptual qualities, to be either mental phenomena or physical phe-
nomena of a different type than electric discharges and H2O molecules. 
On this view, lightning should be held, by those of dualist inclination, to 
be merely correlated with electric discharges, and water merely correlated 
with collections of H2O molecules. The epistemological situation here is 
analogous to that involving psychophysical identities: observations con-
fi rm either the identity or the correlation but not the one rather than the 
other. Physicalists can use the analogy to argue that the dualist view of the 
psychophysical relations is just as unscientifi c as the now outmoded dual-
ist view of physical relations. And they can buttress the argument with an 
appeal to the scientifi c principle of parsimony, or theoretical simplicity, 
which is that the number of theoretical entities in a theory should be no 
greater than what is required to derive observational consequences from 
the theory.13 Application of this principle selects identities rather than their 
correlational counterparts as confi rmed. Dualists can reply that the prin-
ciple of parsimony is merely a methodological recommendation for sim-
plifying theories, without any ontological force. And they will surely reply 
that there are objections to psychophysical identifi cations that do not apply 
to the physical. To the most important of these we now turn.

Logical Objections to Psychophysical Identities

Previous sections examined methods for confi rming physical and psycho-
physical identities and objections to their effi cacy in confi rming identities 
of the latter type. All such epistemological objections were satisfactorily 
refuted except one: that such methods no more strongly confi rm identities 
than they do mere correlations between psychological and physical enti-
ties. This objection will be addressed in the fi nal section of the chapter. 
We turn now to two logical objections to psychophysical identities: the 
fi rst from Leibniz’s law of the indiscernibility of identicals, the second 
from the necessity of identity, which we will honorifi cally call Kripke’s 
law. If either of these is successful, then the methods examined confi rm 
psychophysical correlations at best.

Objection from Leibniz’s Law
In its contrapositive form, Leibniz’s law of the indiscernibility of identi-
cals states that if X and Y do not have the same properties then they are 
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not identical. The objection from this law to mind - body identity maintains 
that mental processes possess some properties not possessed by neural 
processes and hence cannot be identifi ed with such processes. For exam-
ple, although the roundness of your red, round afterimage seen with eyes
closed can perhaps be identifi ed with some property of neural excitation, 
say the roundness of the area of correlated neural excitation, its redness 
cannot; for no brain process in its normal condition is red. Again, for ex-
ample, although the neural excitation correlated with pain has properties 
that correlate with its duration and intensity, the pain has other qualities 
that neural excitations seem not to have. Pains are burning, aching, dull, 
and so on, but neural excitations are not. Even if such phenomenal quali-
ties of pains are correlated with neural properties, they are distinct from 
the correlates.

In the case of the red afterimage, the usual reply is that the sensation, 
which consists in having a red afterimage, is not itself red but is rather a 
sensation of red. What object then is red? The intentionalist answer is that 
it is an “intentional object,” the object of a mental act of the same type as 
an unfulfi lled expectation or a false thought. This answer is objectionable 
to physicalists because intentional objects, if they exist at all, are surely 
nonphysical. Most physicalists subscribe to one of the answers suggested 
by U. T. Place and J. J. C. Smart. According to Place (1956, 49), a sensa-
tion is a sensation of red if it has the quality sensations possess when pro-
duced by red physical objects such as ripe cherries. This quality is not red:
it is the physical object that is red. Thus described “topic neutrally” (to use 
Smart’s term), a sensation of red can be identifi ed with neural excitation 
of the type produced by seeing a red physical object: its type defi ned in 
terms of intensity, frequency, and/or other properties of neural excitation. 
The diffi culty with this suggestion is our overwhelming impression that 
something is red when we have a red afterimage or a hallucination of a 
ripe cherry. It is not a ripe cherry or other red physical object, none being 
present, and it cannot be a neural process since no such process is red. To 
what is this phenomenal quality red to be assigned, if not to the cherry and 
not to the sensation? It is, to use Feigl’s term, “homeless.”

Smart’s suggestion (1959, 148–50) is easily confused with that of Place. 
Like Place, he maintains that a sensation is a sensation of red if it has 
the neural quality sensations possess when produced by physical objects 
such as ripe cherries. But he does not say “when produced by red physi-
cal objects.” According to him, colors are “powers to evoke certain sorts 
of discriminatory responses” (149) in perceivers, such as the response of 
discriminating ripe cherries from lettuce leaves. He admits that colors are 
powers that produce sensations, but “sensations . . . identifi able with brain 
processes” (ibid.), which are in a sense colorless. “Sensations are color-
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less for the same reason that something is colorless” (150), for example, 
the “something” referred to in my statement that there is something going on 
in me like what is going on when I see a ripe cherry. Apparently Smart must 
be interpreted as an extreme eliminative materialist, eliminating what we 
commonsensically regard as color not only from the sensation but also 
from the external world, and taking color terms to refer either to unknown 
properties of neural excitation or to the microphysical properties of objects 
that produce such excitation. On this view, phenomenal properties such as 
color are not simply homeless; they are fi ctitious.

Physicalists who subscribe to Leibniz’s law tend to categorize pain as 
the perception of bodily injury and then apply a Place or Smart analysis of 
perception to yield the following result. Strictly speaking, it is bodily inju-
ry and not the sensation it produces that is painful; and the quality the sub-
ject feels — the so - called phenomenal quality — is the neural quality bodily 
sensations have when produced by painful bodily injury, whether the sen-
sation is actually produced by such injury or, as in cases of phantom pain, 
is not. On this analysis the phenomenal qualities of pain become, like the 
color of an afterimage, homeless or fi ctitious.

A relatively unfamiliar reply to the objection from Leibniz’s law is that 
phenomenal qualities such as redness and painfulness are physiological 
properties, but of a type distinct from those that are the subject matter 
of physics and current neuroscience. A version of this view, which can 
be extracted from the writings of Grover Maxwell (1976, 318–25; 1978, 
395–98) and possibly Bertrand Russell (1948, 229–31; 1959, 25–27), main-
tains that phenomenal qualities are intrinsic properties of the subject’s 
neural processes, while the qualities of neural processes posited by current 
neurophysiology — intensity, frequency, and duration of electro chemical 
neural discharges — are structural properties. On this view, when I see 
something red, whether an afterimage or a ripe cherry, I am directly aware 
of an intrinsic quality — redness — of some entity in my neural system; and 
when you see something red, you are directly aware of an intrinsic quali-
ty of some entity in your neural system. I cannot perceive the redness in 
your neural system. If I open your skull and look inside at your brain, I 
will see gray matter, and the grayness is an intrinsic quality in my neu-
ral system. By analogy I can infer that if you look at my brain you will 
see gray matter. But if I try to observe the color you see by using some 
instrument such as a PET or fMRI instrument to scan your brain, I will 
fail because such instruments reveal only structural properties of physical 
entities, not intrinsic properties such as redness and grayness. Although 
color patterns are usually the outputs of such devices, they are merely a 
convenient way of representing neurophysiological properties such as heat 
or blood fl ow, which in turn indicate neural activity. And according to the 
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view at issue, these colors are properties of the brains of the person using 
the  instrument.

At times Maxwell suggests that the properties treated by science are in-
evitably structural, and that in consequence the science of neuro physiology 
will never reveal or even satisfactorily conceptualize the intrinsic neuro-
physical qualities of redness and painfulness. At other times his sugges-
tion is that an entirely novel neurophysiology, unlike anything we have 
at present, will be required. In either case, his fundamental claim is the 
same: current neurophysiology does not enable a scientist to directly ob-
serve phenomenal qualities in the neural systems of subjects or even to hy-
pothesize their existence with its limited theoretical resources, but this fact 
is no objection to the view that phenomenal qualities are intrinsic physical 
properties of neural systems, since the subject and only the subject can, 
through introspection, directly observe such qualities.

Although Maxwell’s view is intended to be physicalist, with both intrin-
sic and extrinsic properties classifi ed as types of physical properties, it is 
diffi cult to distinguish from the view called property dualism — a dualism 
between mental and physical properties or manifestations of a single neu-
tral type of substance. It is not parallelistic dualism, in which every men-
tal phenomenon has a distinct neural correlate that can be discovered by 
the standard psychophysiology envisaged by Fechner and practiced today 
by psychophysiologists. Instead, it is a dualism in which both mental and 
physical events are at the same theoretical level, in a single system of caus-
al relationships whose complete discovery must await the development of 
a futuristic neuroscience, perhaps forever. One problem in the view is that 
attempts to explicate the vague distinction between intrinsic and structural 
properties in a way that makes it correspond to that between phenomenal 
and other physical properties have not been successful. That an afterimage 
has a blue center with a red surround is a relational, and hence structural, 
property of the afterimage; but it is also a phenomenal property.

The reply to the objection from Leibniz’s law recommended here is 
none of those considered above. It is, rather, that the indiscernibility of 
identicals is not a law that can be used to reject proposed identities such 
as the psychophysical and macrophysical - microphysical identities we have 
been considering. If it had been so employed, then many scientifi cally ac-
cepted identities of these types would never have been accepted. For ex-
ample, according to current theory, a drop of water is identical with an enor-
mous collection of molecules of H2O separated by relatively vast amounts 
of empty space. But the pretheoretic understanding was that water is a 
spatially continuous substance, whereas a collection of entities with space 
between them is not, and so by Leibniz’s law could not on that understand-
ing be identical with a drop of water. We now have a strong inclination to 
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insist that a drop of water does have space between its parts — between its 
molecules — and so is discontinuous, merely appearing to unaided percep-
tion to be continuous. But this contention assumes that the drop of water 
is identical with a collection of H2O molecules, thus begging the question 
that the application of Leibniz’s law is supposed to resolve. If the law had 
been applied to water prior to any proposal of an atomic theory of matter, 
the outcome would have been that water is not identical with a collection 
of H2O molecules or any other particles, on the ground that water is spa-
tially continuous and such a collection is not. Now that the atomic theory 
of matter and the theory that water is H2O have been accepted, and we 
have attributed the properties of a collection of H2O molecules to water, 
we fi nd — unsurprisingly — that Leibniz’s law is satisfi ed.

Proponents of the law may reply that Leibniz’s law is not intended to 
apply to identities between an entity and its components. But then the law 
cannot be used to argue that an aching pain is not neural excitation on the 
ground that none of the excitations in the collection with which the pain is 
identifi ed has the aching property.14

Proponents of Leibniz’s law often reinterpret identifi cations, such as that 
between a piece of gold and a collection of atoms, by employing Locke’s 
distinction between primary and secondary qualities as follows: In the 
strict, “primary quality” sense, yellow is not a physical property either of 
atoms of gold or of a collection of these, but rather a property of sensations 
produced in perceivers by light waves refl ected from physical surfaces 
characterized by primary qualities; and the term “yellow” is applied to the 
physical surfaces in a derivative, “secondary quality” sense.

This interpretation ultimately sacrifi ces the very identity it aims to pre-
serve. Obviously it can be applied to the macro properties of taste, odor, 
and felt heat, and it is easily extended to hardness and weight (as opposed 
to impenetrability and mass). Less obviously, the interpretation can be ex-
tended to most properties traditionally regarded as primary, such as spatial 
continuity, shape, and so on. As we noted, collections of atoms are not spa-
tially continuous. (And what could be meant by saying that an individual 
atom is spatially continuous is unclear.) A lump of gold has shape; but the 
collection of its atoms does not, at least not in the sense of shape as the 
boundary of a spatially continuous object. When the claim of secondary, 
nonphysical character for properties is in this manner nonselectively ap-
plied and extended, every macro property of gold, and fi nally macro gold 
itself, is found to be nonphysical and hence not in any sense identical with 
physical atoms and their properties.15

The appropriate conclusion is that Leibniz’s law cannot be employed to 
accept or reject empirical identities. Although, as our examples show, the 
law cannot be employed to determine whether microphysical - macrophysical 
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identifi cations are in principle acceptable, it can be and is used to determine 
whether a particular identifi cation of the sort is acceptable. For example, 
the successful identifi cation of a sample of water with a collection of H2O
molecules must explain why water is transparent and visibly continuous 
by specifying microproperties of collections of H2O molecules that cor-
respond to the two macroproperties. Leibniz’s law thus serves a regulative 
principle for proposed macro - microphysical identifi cations. It serves the 
same function for proposed specifi c psychophysical identifi cations. But it 
cannot be employed to determine whether psychophysical identifi cations 
are in general and in principle acceptable.

The conclusion that Leibniz’s law cannot be employed to accept or re-
ject empirical identities removes a major problem for the physicalist. Just 
as it removes the objection from Leibniz’s law to identifying samples of 
water with collections of H2O molecules, it removes the objection from 
that law to identifying qualities of pains and percepts with properties of 
neural excitation. The result thus also removes a loop in the “world knot”16

that includes the mind - body problem. However, a serious problem remains 
as to what should be identifi ed with what.

It seems obvious that my red, round afterimage should be identifi ed 
with excitation in that part of the visual cortex that subserves conscious 
perception, there being no external entity with which to identify it. The 
red color of the ripe cherry I see could be identifi ed with the “red” band of 
wavelengths refl ected from the surface of the object (the band centered on 
wavelengths of approximately 700 nanometers) and its roundness identi-
fi ed with the shape of the surface — were it not for an objection that derives 
from the classical argument from illusion. It is possible to have a percept of 
a ripe cherry that is intrinsically indistinguishable from a red, round after-
image, that is, indistinguishable on the basis of momentary perception.17

Consequently, it seems that the redness and roundness of my percept of a 
ripe cherry should be identifi ed with excitation in my visual cortex like that 
with which my red, round afterimage is identifi ed, and that the two cases 
should be distinguished by the causes of the percepts. The cortical excita-
tion that is my percept of a cherry is caused by refl ected light in the “red” 
wavelength band. The cortical excitation that is my red, round afterimage 
is caused by refl ected light in a band complementary to the “red,” which 
when intense or prolonged produces an aftereffect in the retinal receptors 
like the effect of “red” light that is then transmitted to the visual cortex 
and there produces the neural excitation that constitutes a red percept.

These identifi cations will appeal to scientists of perception and scientifi -
cally oriented philosophers of perception, especially those who have thor-
oughly considered the alternatives. But even they may share the uneasi-
ness of many philosophers with the identifi cation of perceived redness and 
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roundness of external objects with qualities of sensations, which seems to 
violate common sense. Surely — as I say in correct English — it is the ripe 
cherry in my hand that is red and round, not my sensation of the cherry, 
whether the sensation is identifi ed with neural excitation or not. The odd-
ity of saying otherwise may be muted by the Lockean suggestion that the 
redness of the cherry is the capacity of its surface structure to refl ect light 
waves that produce red sensations in normal human perceivers. But the 
oddity is not thus removed, as the need to refer to “normal” and “human” 
perceivers shows. The same surface structure might produce green sen-
sations in an abnormal human, or in a bee. Furthermore, the roundness 
of the cherry also must be identifi ed with its capacity to produce round 
sensations in normal human perceivers, and so on for all its other perceiv-
able properties, thus divesting the cherry of most of the properties that 
characterize the macroscopic cherry of common human perception and 
common sense.

We fi nd, then, that although it may remove a loop from the world knot, 
repealing Leibniz’s law does not completely untie the knot. It is to be 
hoped that the repeal constitutes progress and not — as often happens with 
stubborn knots — the creation of new loops by removal of an old one.

Objection from Kripke’s Law
What is here called Kripke’s law is a version of the law of the necessity of 
identity, the law that genuine identity statements are necessarily true if true 
and necessarily false if false. In its traditional, pre - Kripkean form, the ob-
jection from this law to the mind - body identity thesis takes a simple form. 
Statements that identify mental and bodily processes are not necessarily 
true; hence, either they are false (necessarily) or they are not genuine iden-
tity statements. For example, the statement that my earache is P - excitation 
in my somatosensory cortex is not necessarily true. Such excitation could 
have occurred without my earache or without any pain in me at all. And 
my pain could have occurred together with P - excitation in my hippocam-
pus and none in my somatosensory cortex or with Q - excitation in one of 
these organs, or without excitation in any part of my neural system. Hence, 
if the statement expresses an identity, then it is false. If it expresses a mere 
correlation between earache and P - excitation, it may be true, since state-
ments of mere correlation are contingently true, true as a matter of contin-
gent fact.

This objection is usually accompanied by a conceivability premise to 
buttress the contention that mind - body identities are not necessary. Using 
the previous example, this would consist in pointing out that we can con-
ceive that P - excitation occurs without my earache occurring and that my 
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earache occurs without P - excitation or any neural excitation occurring. 
Therefore (the argument goes), the statement that my earache is identical 
with P - excitation in my hippocampus is not necessarily true, and hence is 
either false necessarily or is not a genuine identity statement. Thus but-
tressed, the objection is a neurophysiologically embellished instance of 
Descartes’s argument in the second of his Meditations that mind and body 
are distinct. He could conceive that the mind exists without the body and 
so concluded that mind and body are distinct.

Twentieth - century identity theorists such as Feigl and Smart were of 
course familiar with the objection, but they rejected it on the ground that 
in addition to necessary identities there are contingent identities that rest 
on empirical evidence and that true mind - body identities are in the latter 
class. Feigl likened statements such as “My earache is P - excitation” to “The 
morning star is the evening star,” and Smart likened “My orange after image 
is a brain process” to “Lightning is an electric discharge in air,” both of 
which appear to rest on empirical evidence and to be contingent. Then, in 
a series of lectures in 1970, fi rst published in 1972,18 Kripke re formulated 
the objection from the necessity of identity in a way that seemed to invali-
date the Feigl/Smart defense of the identity thesis. Here in three steps is 
my construction of his reformulation.

Step 1. Identity theorists have failed to realize that necessary statements 
can and do sometimes rest on empirical evidence, and that statements 
such as “Water is H2O” and “Pain is neural excitation” are among these. 
If I have learned that the number 10100+1 is a prime number by program-
ming my computer to calculate all number products less than or equal to 
10100+1, and it determines that the only such product is (10100+1) ⋅1, then I 
have come to know that the number is prime through the empirical evi-
dence of my computer’s calculation. And yet the statement “10100+1 is a 
prime number” has been determined to be necessarily true. Statements 
such as “Water is H2O” and “Pain is neural excitation” are also statements 
that rest on empirical evidence, evidence that may include the output of an 
instrument or calculating device.19

Step 2. Identity theorists have also failed to understand that contingent 
identity statements must be distinguished from necessary identity state-
ments and that mind - body identity statements such as “Pain is neural excita-
tion” are among the latter. In a necessary identity statement, both terms 
fl anking the identity sign are rigid designators. A rigid designator is a term 
whose referent has been fi xed in a causal and/or referential act of dubbing 
so that it refers to that object at every possible world in which the object 
exists. There are two main types of rigid designators: names of individual 
persons and things and names of kinds.
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“Cicero” and “Tully” are examples of the former type. These are names 
by which the man was known in his capacities as, respectively, powerful 
orator and Roman statesman. Since the names are rigid, the statement 
“Cicero is Tully” is true at every possible world, necessarily true. Another 
familiar example: “Hesperus” and “Phosphorus” are names that were given 
respectively to the evening star and morning star (so - called) before any-
one realized that they designate a single heavenly body, the planet Venus. 
(As does Kripke, we ignore the complication that Venus is not a star.) 
Each name, being rigid, designates that body at every possible world. 
Consequently, “Hesperus is (identical with) Phosphorus” is true at every 
possible world, necessarily true. “The morning star” and “the evening star” 
are examples of nonrigid designators. At one possible world “the morning 
star” and “the evening star” designate distinct objects, the fi rst following 
the actual - world orbit of Venus in the morning, the second following it in 
the evening. At yet another possible world, both objects follow the Venus 
orbit, but one pops into existence as the other pops out at the appropriate 
times in the morning and the evening. At both worlds, “The morning star is 
the evening star” is false, and so is “Hesperus is the morning star.” These 
identity statements are therefore contingent and true at the actual world.

Examples of the second type of rigid designator are “water” and “H2O,” 
the former a name of a natural kind, the latter a name of a theoretical kind, 
as they are often called. “Water,” through its evolution from synonyms in 
prior languages and its cultural transmission in English, is the name given 
to the transparent, tasteless substance that in liquid form falls in rain and 
fl ows and waves in streams, lakes, and oceans of Earth. “H2O” is the name 
scientists gave to the kind of molecule that consists of one oxygen atom 
and two hydrogen atoms, as they made the theoretical discovery that the 
substance consisting of such molecules is identical with water. Because 
“water” and “H2O” are rigid designators, “Water is (identical with) H2O” 
is either necessarily true or necessarily false. Consequently, when scien-
tists discovered that it is true, they discovered that it is necessarily true. 
The discovery was made through the acquisition of empirical evidence, for 
example, evidence that water is transformed into hydrogen gas and oxygen 
gas through electrolysis. But as was seen in step 1, necessarily true state-
ments can, and some do, rest on empirical evidence.

Similar examples of necessarily true macro - microphysical identity 
statements are “Heat is molecular motion” and “Gold is the element with 
atomic number 79.” An example that provides a better analogy for psycho-
physical, mind - body identity statements is “Lightning is electricity” or 
“Lightning is an electric discharge.” Here too the fl anking terms “light-
ning” and “electricity” and “electric discharge” are rigid designators, and 
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so the statements are either necessarily true or necessarily false. And here 
too they have been empirically discovered by scientists to be necessari-
ly true.

Step 3. Had they understood the logic and epistemology of identity out-
lined in steps 1 and 2, the identity theorists would have realized that state-
ments of the mind - body identity thesis such as “Pain is C - fi ber neural excita-
tion” also contain fl anking terms that rigidly designate names of kinds and 
consequently are necessarily true or necessarily false. They would then 
surely have seen the force of Descartes’s objection to physicalism, which is 
that such statements are possibly false and consequently necessarily false. 
For it seems possible (is conceivable)20 that I am in pain when there is no 
C - fi ber neural excitation in my body but only A - fi ber neural excitation. It 
even seems possible that I am in pain when there is no neural excitation 
of any kind in my body or anywhere else in the universe.21 “Pain is neural 
excitation” is therefore not necessarily true and consequently is necessarily 
false, false in every possible world, including our actual world. Extensions 
of this argument establish that pain is not identical with any type of bodily 
or physical process, and parallel arguments show that percepts, images, 
thoughts, and all other mental entities are not identical with neural excita-
tion or with any bodily or physical process.

Kripke’s theory of the logic and epistemology of identity is fl awed in 
my opinion, but its apparently seamless character makes it diffi cult to de-
termine where the fl aws lie, whether in the epistemology or the logic or 
the linguistics. To focus the task I will point out two inconsistencies (or at 
least asymmetries) in Kripke’s application of his theory to the identities 
under consideration, and then try to identify their source. Both inconsis-
tencies are exhibited in Kripke’s fi nding that “Pain is neural excitation” is 
false (necessarily) but that “Water is H2O” is true (necessarily).

The fi rst inconsistency lies in Kripke’s recognition that “Pain is neural 
excitation” is possibly (conceivably) false and his failure to recognize that 
“Water is H2O” is also possibly (conceivably) false.22 The fi rst possibility is 
suffi ciently apparent, and it entails that on Kripke’s theory “Pain is neural 
excitation” is possibly false, hence necessarily false and thus not true. As 
for the second possibility, we may suppose that at some period in ancient 
Greek or Mesopotamian science the prevailing hypothesis was that water 
is composed of tiny, transparent, gelatinous globules and at some earlier 
period was that water is composed only of water — a cup of it composed 
of smaller volumes, and those volumes of still smaller volumes, and so on 
ad infi nitum. Whatever the history, either hypothesis is today still possibly 
(conceivably) true. Such possibilities show that on Kripke’s theory “Water is 
H2O” is possibly false, hence necessarily false and thus not true. But Kripke 
maintains that science has established the statement to be true.
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The second inconsistency lies in Kripke’s willingness to accept empiri-
cal evidence for the truth of “Water is H2O” and his unwillingness to ac-
cept similar evidence for the truth of “Pain is neural excitation.” Among 
the evidence for the former identity is the confi rmation of its prediction 
that electrolysis of water produces hydrogen gas and oxygen gas. Among 
the evidence for the latter is the confi rmation of its prediction that anesthe-
sia of specifi c neural systems eliminates pain. The evidence for the pain -
 neural excitation identity is perhaps not as strong as that for the water - H2O
identity, but it is surely strong enough to consider the identity probable. 
This second inconsistency is connected with the fi rst. Kripke is dis inclined 
to accept empirical evidence that pain is neural excitation because of his 
intuition that the statement is possibly false and hence necessarily false. 
But if empirical evidence can override the intuition that “Water is H2O” 
is possibly false and hence necessarily false, then it can override the intui-
tion that “Pain is neural excitation” is possibly false and hence necessari-
ly false.

These inconsistencies indicate that something is wrong with Kripke’s 
theory, in particular with his test for nonidentity or its application. The 
test is obviously unreliable when applied in the obvious way to established 
empirical identities of the fi rst type, those whose fl anking terms are both 
names of physical continuants, such as “Hesperus is Phosphorus.” As we 
have seen, it is easy to imagine that this statement is false, for example, 
by supposing that both bodies follow the orbit of Venus and one pops into 
existence as the other pops out. The test thus indicates that Hesperus is 
not identical with Phosphorus, which we know to be false and hence the 
wrong result. It is also unreliable when applied to identities of the sec-
ond type, whose fl anking terms are both names of kinds of things or sub-
stances. Again, as we have seen, it is easy to suppose that water is trans-
parent gelatinous globules, and ancient scientists may have so supposed. 
The test thus indicates that water is not H2O, which again we know to be 
the wrong result.

In an attempt to discover the fl aw, let us examine the underlying logic 
of the test. It employs the following general version of the central axiom of 
Kripke’s theory of identity:

(*) If (1) “A is identical with B” is true (at our actual world) and (2) “A” 
and “B” are rigid designators (each designating the same entity at every 
possible world in which it exists), then (3) “A is identical with B” is true at 
every possible world.

Kripke’s application of this axiom proceeds as follows: Statement (3) is 
correctly found to be false by conceiving (thinking possible) a world in 
which “A is identical with B” is false. It is then inferred — correctly by 
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basic propositional logic — that (1) and (2) are not both true. Finally, it is 
assumed that (2) is true, from which and previous results it follows that 
(1) — the identity hypothesis — is false. One fallacy in this reasoning lies in 
its assumption that (2) — “A” and “B” are both rigid designators — is true.

In applying the test to the pain - neural excitation case, Kripke correctly 
notes that (3) is false, that “Pain is identical with neural excitation” is not 
true at every possible world, and using (*) he correctly infers that (1) and 
(2) are not both true. But then he assumes that statement (2) — “pain” and 
“neural excitation” are rigid designators — is true. The fallacy in so doing 
is not obvious to someone like Kripke, who believes that statement (1) —
 “Pain is neural excitation” is true — has not been scientifi cally established. 
So he concludes that (1) is the false conjunct. If his conclusion were sound, 
it would be sound in every instance of the test’s application; but obviously 
it is not sound in instances where (1) has been independently established 
to be true.

In the Hesperus - Phosphorus case it is clear that statement (2) — “Hesperus” 
and “Phosphorus” are rigid designators — cannot be assumed true without 
begging the question of statement (1) — “Hesperus is Phosphorus” is true, 
a question long ago settled in the affi rmative by astronomers. For since 
“Hesperus is Phosphorus” is false at some possible worlds, i.e., (3) is false, 
and (1) and (2) cannot both be true; and since (1) is known to be true, 
the false conjunct must be (2) instead of (1). Accordingly, “Hesperus” and 
“Phosphorus” cannot both be rigid designators. Since they obviously have 
the same linguistic status, neither is a rigid designator as it functions in 
Kripke’s test. The term “Hesperus” functions in the test as the description 
“the bright star that appears in the western sky on clear evenings” and 
“Phosphorus” functions as the description “the bright star that appears in 
the eastern sky on clear mornings.” If they did not so function, if they 
functioned merely as “this” and “that” with no attached descriptive content 
even in thought, the test would not be possible. For the conceptual mate-
rials required to imagine (describe) a possible world in which the named 
objects are clearly not identical and thus show that (3) is false would be un-
available. And if the descriptions were somehow “rigidifi ed,” then it would 
not be possible to employ them — as we have — to imagine both a possible 
world in which their referents are identical (the actual world, for example) 
and a possible world in which their referents are not identical (for example, 
the world in which their distinct referents occupy the Venus orbit at appro-
priately different times). If two such distinct worlds are thus designatable, 
the designators employed cannot be rigid in Kripke’s sense.

To apply Kripke’s test in the water - H2O case, “water” is substituted for 
“A” and “H2O” for “B” in axiom (*). Our critique takes the same form as in 
the Hesperus - Phosphorus case. Assumption (2) — that “water” and “H2O” 
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are both rigid designators — begs the question of whether water is identical 
with H2O, a question already settled in the affi rmative by physical science. 
Since “Water is identical with H2O” is false in some of the possible worlds 
imagined earlier, either “Water is identical with H2O” is false or “water” 
and “H2O” are not both rigid designators. Science has established that 
“Water is identical with H2O” is true; consequently, “water” and “H2O” 
are not both rigid designators. Perhaps “H2O,” being the name of a theo-
retically constructed entity, designates that entity in every possible world 
by stipulation. But “water” is not a term of this sort. When I imagine water 
composed of transparent gelatinous globules or composed of smaller and 
smaller bits of water, I conceptualize water as “the transparent, odorless 
liquid found in streams, lakes, and oceans of earth,” thus in effect using 
the term “water” as an abbreviation of the quoted defi nite description that 
expresses my conception. This description is not rigid: it describes H2O in 
the actual world and gelatinous globules in a possible nonactual world.23

In examples such as the two above, where a physical identity statement 
has been scientifi cally established to be true, the application of Kripke’s 
test for nonidentity can lead only to the conclusion that the terms fl anking 
the identity sign are not both rigid designators. If, as seems clear, physi-
cal identity statements that have not been established to be true are of the 
same type as one of our two examples, Kripke’s test cannot be applied to 
such a statement without begging both the question of whether the state-
ment is true and the question of whether its fl anking terms are rigid desig-
nators. For the statement may, like those in our two cases, be true although 
conceivably false, in which case its fl anking terms cannot both be rigid 
designators. There is disagreement as to whether psychophysical identity 
statements such as “Pain is neural excitation,” whose truth is controversial, 
are of the same type as one of our examples (the second). If, as I maintain, 
they are of the same type, the application of Kripke’s test to psychophysi-
cal identity statements likewise begs the questions of their truth and the 
rigidity of their fl anking terms. The test is therefore useless when applied 
to empirical identity statements of every type, since it cannot show that 
they are empirically false.

This result is unsurprising, since Kripke designed the test for applica-
tion to logical identity statements, incorrectly assuming that all identity 
statements are logical. Even for this application the test is generally useless 
if understood to involve ascertaining that the statement in question is false 
in some possible (conceivable) world. To determine that “59 × 37 = 2173” 
is false, we do not consider whether it is false in some possible world. We 
do the multiplication. The distinction between empirical and logical iden-
tity statements is described in the next section.
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The Resolution: Empirical versus Logical Identity

Logically possible worlds are worlds whose descriptions are consistent 
with the laws and generalizations of logic and pure mathematics. Empiri-
cally possible worlds are worlds whose descriptions are in addition con-
sistent with the laws and generalizations of empirical science and those of 
enlightened common sense. Empirically necessary statements are true (or 
false as the case may be) only in every empirically possible world. Logi-
cally necessary statements are true (or false as the case may be) in every 
logically possible world. Empirically rigid designators denote the same 
entity in every empirically possible world. Empirical identity statements 
with empirically rigid fl anking designators, such as “Water is H2O,” are 
empirically necessary. Logically rigid designators denote the same entity 
in every logically possible world. Logical identity statements with logically 
rigid designators, such as “2 + 3 = 5,” are logically necessary. The set of 
empirically possible worlds is a proper (partial) subset of the set of logically 
possible worlds. Consequently, an empirical identity statement — such as 
“Water is H2O” — that is true in all empirically pos sible worlds and thus 
empirically necessarily true is false in some logically possible worlds and 
thus not logically necessarily true.

In empirical identity statements such as “Water is H2O,” at least one 
of the fl anking terms is not logically rigid. Consequently Kripke’s (logi-
cal) possibility test cannot be applied to such statements. My hypothesis is 
that logically rigid designators (names that denote the same entity in every 
logically possible world) and logically necessary identities (identities true 
[or false] in every logically possible world) are found not in our ordinary 
or scientifi c empirical languages, but only in (a) artifi cial and theoretical 
languages in which designators are stipulated to be rigid and (b) the lan-
guages of pure mathematics, set theory, and logic, where designators are 
rigid either by virtue of designating themselves, so to speak (the nominal-
ist view), or by virtue of designating abstract entities (the Platonist view).

We can now turn to the promised explanation and resolution of the con-
fl ict philosophers of psychology undergo in their inclination to subscribe 
both to dualism and to physicalism. On the one hand, we are inclined to-
ward physicalism by the mountain of direct and indirect evidence for cor-
relations between psychological processes and neural excitation, and by 
the apparent lack of any better reason to regard these correlations as mere 
correlations instead of identities than we have so to regard correlations 
such as that between a sample of water and a collection of H2O molecules. 
On the other hand, we are inclined toward dualism by the objection from 
Leibniz’s law that percepts and pains cannot be identical with neural exci-
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tations because they have different properties, and by the objection from 
Kripke’s law that such psychophysical identities are not necessarily true 
and hence are false necessarily.

The resolution of the confl ict was prefi gured in our fundamental re-
plies to the two objections. The fundamental reply to the objection from 
Leibniz’s law is that psychophysical (as well as physical) identity state-
ments involve a sense or type of identity that is not governed by Leibniz’s 
law. For, as was argued above, if the psychophysical and physical identity 
statements accepted in science were so governed, most of the latter would 
have to be evaluated as false. Since a drop of water has the property of 
continuity and a collection of molecules does not, the statement that the 
drop is a collection of molecules of H2O would be false if it were governed 
by Leibniz’s law. It is a true statement; therefore, it is not governed by 
Leibniz’s law. If physical identities are not governed by Leibniz’s law, then 
neither are psychophysical identities.

Precisely stated, the objection from Kripke’s law is that identity state-
ments whose identity sign is doubly fl anked by rigid designators are nec-
essary: necessarily true or necessarily false; and since psychophysical 
identities fl anked by rigid designators are not necessarily true, they are 
false (necessarily). The fundamental reply is that psychophysical as well 
as physical identity statements involve a type of identity not governed by 
Kripke’s law. Some philosophers have called it “contingent identity” to 
distinguish it from the necessary identity governed by Kripke’s law, but 
this terminology, as we shall see, is potentially misleading. Just as there is 
a type of identity that is not governed by Leibniz’s law of the in discernibili-
ty of identicals, there is a type that is not governed by Kripke’s law of 
the necessity of identity. These two types combine in a single type that is 
naturally called empirical identity to contrast it with the logical identity
governed by Leibniz’s law and Kripke’s law.

The ultimate resolution of confl icting inclinations toward dualism and 
physicalism requires distinguishing between logical and empirical iden-
tity, realizing that they have different contexts of application, and restrict-
ing the concept of logical identity to logical (pure logical, pure mathemati-
cal, set theoretical, etc.) contexts and the concept of empirical identity to 
empirical (physical, biological, psychological, etc.) contexts. Pure mathe-
matical and set theoretical statements, among others, employ logical iden-
tity and satisfy both Kripke’s and Leibniz’s laws. For example, the state-
ment “2 + 3 = 5” is logically necessarily true, true at all logically possible 
worlds; and the identifi ed numbers have all their properties in common. 
The sum of 2 and 3 is not divisible without remainder by 2 and neither 
is 5; the sum is the square root of 25 and so is 5; and so on. Physical and 
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 psychophysical identity statements, of which we have supplied many ex-
amples, employ empirical identity and do not satisfy either Kripke’s law 
or Leibniz’s law. But when we contemplate them, we wrongly assume that 
they too involve logical identity and apply the two laws. My red after image 
is neural excitation in my visual cortex? How can that be, since the one is 
red and the other is not, and since the neural excitation could occur with-
out the afterimage occurring?

Those who, with Kripke, hold there is only one type of identity, gov-
erned by Leibniz’s law and/or Kripke’s law, will complain that my “empiri-
cal identity” is in reality mere correlation with an inappropriate, tenden-
tious name. They will argue that to say that A is identical with B is to say 
that ‘A’ and ‘B’ denote a single thing, a single thing in every possible world 
if the meanings (denotations) of ‘A’ and ‘B’ do not change from world to 
world. Consequently, if A and B do not have the same properties, then they 
are not identical but are at best merely correlated; and if ‘A’ and ‘B’ denote 
distinct things in other possible worlds, then their meanings (denotations) 
are not rigid. This objection begs the question of whether there are two 
types of identity. It merely defi nes logical identity and derives Leibniz’s 
law and Kripke’s law from the defi nition.24

Of course, we can call the identity I dubbed “empirical identity,” which 
is governed neither by Kripke’s law nor Leibniz’s law, by some other suit-
able name; but “correlation” and “constant correlation” are not suitable. 
One reason is that these names apply to cases in which the correlated enti-
ties have distinct locations and/or distinct times, and cases in which one of 
the entities is the cause of the other. Neither of these features is a feature of 
the relation between a sample of water and the collection of H2O molecules 
with which it is identifi ed, nor are they features of the relation between a 
visual percept and the cortical neural excitation with which neuropsycholo-
gists identify it. Water exists in the same place and at the same time as the 
collection of its molecules, and water is neither a cause nor an effect of the 
collection of molecules. Similarly, my visual percept exists in the same 
place (although not thus introspected) and at the same time as the cortical 
neural excitation with which it is identifi ed, and is therefore neither a cause 
nor an effect of the cortical neural excitation.

An additional reason for distinguishing empirical identity from constant 
correlation is that the relation is necessary, albeit empirically necessary 
and not logically necessary. It is for this reason that calling it “contingent 
identity” is misleading. To say that water is identical with H2O entails that 
water is correlated with H2O in all relevant empirically possible worlds, 
in all worlds that satisfy the true laws of any relevant empirical science —
 physics, chemistry, and so on. To say that mammalian pain is neural exci-
tation in the animal’s somatosensory cortex entails that pain is correlated 
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with neural excitation in the somatosensory cortex of every mammal in 
all empirically possible worlds, all worlds that satisfy the true laws of any 
relevant empirical science — physics, chemistry, biology, neurophysiology, 
psychology, and so on.

Physical necessity is a type of empirical necessity. Consider a very 
small body at the surface of a very large spherical body with a radius of 
6.37 × 106 meters and a mass of 5.98 × 1024 kg (Earth, for example), both 
so distant from other bodies that only the gravitational attraction between 
the two need be taken into account. It is physically necessary that the fi rst 
body accelerates toward the center of the second at very nearly the rate 
of 9.8 meters per second. That is to say, it is true in all physically possible 
worlds, as these are defi ned by the law of gravitation, which governs at 
this macrophysical level. But it is not logically necessary, not true in all 
logically possible worlds, whether “logically possible” is taken to mean 
“logically consistent” or to mean “conceivable.” For there is a logically 
consistent, conceivable world in which a body on the surface of the one de-
scribed above accelerates at some different rate or in the opposite direction 
or not at all, gravitational force in that case being different or absent. For 
example, if “A lump of gold is a collection of atoms with atomic weight 
79” is necessary, it is physically necessary, not logically necessary. For 
there is a logically consistent, conceivable world in which lumps of gold —
 the yellow, malleable metal from which we make rings and money — have 
atoms of some atomic weight other than 79, and one in which they are not 
composed of such atoms or of atoms of any kind.

There is no better name for the relation at issue than “empirical iden-
tity,” a name that classifi es it as an identity but distinguishes it from the 
“logical identity” governed by Leibniz’s and Kripke’s laws. It is useful to 
compare empirical identity with equality in length of rods, both being (like 
logical identity) an equivalence relation.25 A is equal in length to B if and 
only if the length of A is identical to the length of B. Here A and B may be 
logically identical or logically distinct. On my analysis, A is empirically 
identical with B if and only if the spatiotemporal location of A completely 
coincides with that of B. Here too A and B may be logically identical or 
logically distinct. Where A is my afterimage and B is the correlated exci-
tation in my visual cortex, A and B satisfy neither Leibniz’s nor Kripke’s 
laws (as we have seen) and hence are logically distinct; nonetheless they 
are empirically identical. In the case where A and B are logically identical, 
empirical and logical identity coincide.

It may be objected that identity is by defi nition the relation that an entity 
can have only to itself, and that since my so - called empirical identity is not 
such a relation, it is not identity. But this begs the fundamental question 
at issue, the question of whether there is another type of identity distinct 
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from logical identity. Furthermore, there is a sense of “itself” in which em-
pirical identity is a relation of an object to itself (see note 14).

My analysis of empirical identity is analogous to the twentieth - century 
modal version of Hume’s analysis of causation as a type of constant spatio-
temporal conjunction. The modal version of his analysis adds the condi-
tion that the conjunction is empirically necessary, present in all empiri-
cally possible worlds.26 The resemblance is not accidental. My analysis is 
offered in the spirit of logical empiricism, the empiricism of Hume, Mill, 
Carnap, Feigl, Smart, and Quine, which tries to remove logical necessity 
from the empirical world and locate it in the logico - linguistic systems with 
which we conceptualize that world. Where (as here) the term “correlation” 
is employed neutrally, as implying neither identity nor nonidentity, empiri-
cal identity can be succinctly characterized as spatiotemporally equated 
empirically necessary correlation.

There is an obvious objection to this analysis — an application of the 
general objection from Leibniz’s law — to which at least a brief reply is 
required. The objection is that although bodily sensations (pains, for ex-
ample) and some percepts (afterimages, for example) are located in a sub-
jective sensory space, they do not have physical spatial locations, at least 
not the locations of the neural processes in the central nervous system with 
which they are identifi ed by neurophysiologists; and such mental entities 
as desires, fears, memories, thoughts, etc., do not have even subjective lo-
cation. In reply, fi rst consider thoughts and similar mental processes. They 
do not have an introspectible location, subjective or physical, and there is 
no biological reason for them to have one. But the fact that they have no 
introspectible location is not evidence that they have no bodily location. 
Although it initially seems otherwise, a similar analysis applies to percepts 
and bodily sensations. They too have no introspectible location. Some are 
sensations of located items, real or hallucinated, and the introspection — a 
sort of duplicate but conscious sensation — is of the perceived location of 
the item, not the location of the sensation. For example, when I introspect 
the pain of a pinprick in my fi nger, I introspect the location of what appar-
ently causes the pain, not the location of the pain itself, and often not the 
location of what really causes the pain. Again, the fact that sensations have 
no introspectible location is no evidence that they have no location.27

Coda

A tenacious dualist will refuse to concede, offering the following reason. 
“I grant — at least for the sake of argument — that you have neutralized all 
the empirical objections and all the logical objections to dualism. But you 
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have not shown why we should accept physicalism rather than dualism. 
You hold that only empirical evidence is relevant, and you have granted 
that all present and probably all future evidence will not decide between 
the theory that mental phenomena are identical with physical phenomena 
and the theory that mental phenomena are merely correlated with physical 
 phenomena.”

My reply is that we should accept physicalism because dualism leaves 
the relationship between mental and physical phenomena unclear, undecid-
able, and unexplainable. Why is my afterimage correlated with excitation 
in my visual cortex? Does the neural excitation cause the pain (epiphe-
nomenalism)? Does the pain cause the neural excitation (interactionism)? 
Do the pain and the correlated neural excitation have a common cause, 
and if so what is it (god perhaps)? These questions have been debated for 
hundreds of years and they seem unanswerable. They vanish on the identi-
ty theory and leave nothing in their wake. Why is my afterimage identical 
with excitation in my visual cortex? Why is lightning an electric discharge 
in air? Why is water H2O? The only possible answer is, as the evidence 
shows, “It just is,” which shows that the question has no answer and hence 
is illegitimate.

As indicated in the introduction, I have some uncertainty about the 
precise character of the resolution I have proposed. Here is a version that 
currently seems to qualify as pluralist. The distinction between logical 
identity and empirical identity resolves the perennial confl ict between du-
alism and physicalism by revealing what is correct and what is incorrect in 
each position. Dualism is correct that mind and body are not identical in 
the logical sense, but it fails to realize that in the empirical sense mind and 
body are identical. Physicalism is correct that mind and body are identical 
in the empirical sense, but it fails to realize that in the logical sense mind 
and body are not identical. The distinction between logical identity and 
empirical identity also explains the ambivalence of philosophers of psy-
chology about the relation between mind and body. When inclined toward 
physicalism we implicitly defi ne it in terms of empirical identity, as the 
view that psychological and physical phenomena are empirically identical, 
which is true. When inclined toward dualism, we implicitly defi ne physi-
calism in terms of logical identity, as the view that psychological phe-
nomena and physical phenomena are logically identical, which is false.

This resolution is pluralist in at least the respect that it distinguishes 
two equally legitimate senses of identity and their appropriate fi elds of ap-
plication: logical identity for pure logic and pure mathematics, empirical 
identity for the empirical sciences. Whether it is pluralist in any stronger 
respect is unclear to me. My main uncertainty is whether dualism is cor-
rect in its contention that in some sense mind and body are distinct. As we 
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have seen, the empirical evidence suggests that they are not distinct in the 
empirical sense of identity. And if the concept of logical identity is — as I 
suspect — not only not intended to apply to empirical entities, but is thus 
inapplicable, then mind and body cannot correctly be said to be distinct or 
to be identical in the logical sense.28

Notes

This chapter is dedicated to the memory of Paul E. Meehl (1921–2003). He was a founding 
member of the Minnesota Center for Philosophy of Science and he participated in activi-
ties of the Center until a few months before his death. His work on my topic, together with 
that of Feigl, Maxwell, and Gunderson is in the Minnesota tradition of attempts to solve 
the mind - body problem with a non eliminative, scientifi c mind - body identity  theory. 
He had the conference version of the paper read to him — his vision having become 
impaired — and in a private communication expressed his general agreement and made 
what he called, in characteristically understated fashion, some “minor points.” These pro-
voked several signifi cant improvements in the section on empirical confi rmation.

1. In contexts such as the one noted, the term “identity” is employed as an abbrevia-
tion for “identity statement” with no implication as to truth or falsity of the statement. The 
terms “correlated” and “correlation” will be employed neutrally, implying neither identity 
nor nonidentity and applying both to items that are identical and to items that are not 
identical but merely correlated.

The theory of mind - body identity — identity theory, briefl y — is the theory that all 
things and properties are physical and some among them are mental or phenomenal as 
well. The term “physicalism” is ambiguous in the literature, sometimes used to include 
the identity theory, as in this essay, sometimes used to exclude it. In its latter use the 
term refers to “eliminative materialism” (often simply called “materialism”), the theo-
ry that everything is material and that mental and phenomenal terms, such as “painful,” 
“red,” “hot,” etc., should be replaced by scientifi c terms of physics, chemistry, biology, 
and neuroscience. The identity theory does not replace or eliminate mental and phenome-
nal terms, but identifi es their referents with those of scientifi c physical terms. The term 
“monism” is used in our context to denote the mind - body identity theory, although both 
eliminative materialism and idealism (the theory that everything is mental) are monistic 
in admitting only one type of thing.

2. In his fi rst footnote Smart cites U. T. Place’s essay of two years earlier, “Is Con-
sciousness a Brain Process?” (1956), as the precursor to his own. He adds that his own 
essay is “meant also to supplement” Feigl’s (1958).

3. Apparently Carnap regarded the mind - body problem as a pseudo problem whose 
genuine counterpart is resolved by a linguistic decision infl uenced by empirical evidence, 
and Feigl regarded the problem as genuine but one that could not be resolved without 
philosophical interpretation in addition to empirical evidence. Whether their positions 
ultimately differ, and if so how, are diffi cult questions.

4. Empirical identities hold on empirical (concrete) entities such as pains and neural 
excitations or samples of water and collections of H2O molecules. Logical identities hold 
on logical (abstract) entities such as 5 and 2+3, or the complement of the intersection of 
two sets and the union of their complements, or a proposition and its double negation. My 
distinction between empirical and logical identity does not correspond to that between 
contingent and necessary identity (which Smart employed) if, as I maintain, identities 
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such as “Water is H2O” are empirically necessary. It corresponds to the distinction be-
tween synthetic and analytic identity (which Feigl mainly employed) only if logicism —
 the view that logical truths are reducible to analytic truths — is true. The distinction ap-
parently corresponds exactly to that between a posteriori and a priori identities.

 5. The terminology obscures the fact that both methods are experimental in the 
sense that both require observation of a correlation between the phenomena that are in-
ferred to be identical. It also obscures the fact that both methods are theoretical in the 
sense that some background theory is almost always tacitly employed in making the infer-
ence. In experimental confi rmation this theory is usually acquired through normal learn-
ing and so is part of common sense, but it is perhaps sometimes innate. For example, 
the perhaps innate theory that identicals exhibit perceptual continuity is tacitly employed 
in inferring that the greenish gray glob is a swarm of bees. In theoretical confi rmation 
the background theory is usually part of specialized science. Theoretical confi rmation 
is often called “hypothetico - inferential” or “abductive” confi rmation. No elegant pair of 
labels for the two methods that is suggestive without being misleading comes to mind.

 6. Place makes this point in a memorable passage: “A closer introspective scrutiny 
will never reveal the passage of nerve impulses over a thousand synapses in the way that 
a closer scrutiny of a cloud will reveal a mass of tiny particles in suspension. The opera-
tions required to verify statements about consciousness and statements about brain pro-
cesses are fundamentally different” (1956, 47). The same point is the focus of an essay by 
Gunderson (1970).

 7. Gunderson (1970, 1974) examines differences in the ways we confi rm statements 
about our own mental processes and statements about the mental processes of others, 
differences that can seem to be an argument for dualism but in fact reveal only a profound 
“asymmetry” between our access to mental processes in ourselves and our access to such 
processes in others, an epistemological rather than an ontological dualism. However, the 
main source of the asymmetry does not seem to be the difference between self and other 
but rather the difference between introspection and other methods of observing mental 
processes. This difference is illustrated in confi rming one’s own perceptions by intro-
spection and confi rming one’s own (even unconscious) perceptions with an instrument 
such as an fMRI (functional magnetic resonance imaging) device.

 8. The familiar terminology is again potentially misleading. Probably all confi rma-
tion of identities is indirect in the sense that the observations employed involve (possibly 
unconscious) interpretation, and the correlation of these observations involves (possibly 
unconscious) inference.

 9. This difference between physical and psychophysical identities is related to, but 
not supportive of, a classical objection to the identifi cation of mental phenomena and 
physical phenomena, namely, that physical phenomena have physical location and mental 
phenomena do not. My characterization does not imply that mental phenomena do not 
have physical location. It implies only that the location of a mental phenomenon cannot 
be determined to be identical or nonidentical with that of a physical phenomenon by ob-
servational or quasi - observational methods — such as introspection — that are employed to 
detect the presence of the phenomenon. See the fi nal section of this chapter for a reply to 
the classical objection.

10. Physical identities such as “Lightning is an electric discharge in air” and psycho-
physical identities such as “Pain is neural excitation in the somatosensory cortex” are 
sometimes contrasted with identities such as “That greenish gray glob is a swarm of bees” 
by referring to the former as theoretical identities and the latter as observational identi-
ties. This nomenclature is misleading, since theories are employed in confi rming identi-
ties of both types. When I see the object as a greenish gray glob and then as a swarm of 
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bees, I unconsciously employ the theory that when a temporal sequence of perceptions 
of increasingly “grainy” objects in the same position in my fi eld of vision is interspersed 
between the two perceptions they are of the same object, a theory that is either innate or 
was acquired in infancy. Consequently, it seems that I can simply, immediately see that 
the object under the one description is the object under the other. In reality an intuitive 
theory of continuity is mediating an unconscious inference from their converging visual 
appearances that the one object is the other. For a relevant treatment of observation see 
Savage 1992.

11. Thus employed, the fMRI scanner would be a realization of an instrument vague-
ly imagined and called an “autocerebroscope” by Feigl (1958, 456). Meehl (1966) imag-
ined the fi rst detailed realization, in which simultaneous introspection of the percept and 
observation of its neural correlate is apparently achieved by programming the instrument 
to display an R (for “red”) or a G (for “green”) when the neural excitation produced by the 
perceived object is that normally produced by light waves refl ected from surfaces that the 
subject sees to be, respectively, red or green.

12. The process of fusion is complicated. See Haber and Hershenson (1980, 232–40, 
247–52) for a description of the process.

13. Feigl (1967) says that “the step from parallelism to the identity view is essentially 
a matter of philosophical interpretation” and that “the principle of parsimony as it is em-
ployed in the sciences contributes only one reason in favor of monism” (94). A few pages 
later, he says that “between the parallelism and the identity doctrines . . . there are no 
[empirically testable differences]” and that the issue is in that respect “similar . . . to such 
‘metaphysical’ issues as realism versus phenomenalism. . . . These issues unlike disputes 
regarding scientifi c theories cannot be decided by empirical test [but are rather] a subject 
matter for logical analysis” (96–97). See Carnap 1963 (882–86) for a complementary 
view of the issue.

Smart says: “There is no conceivable experiment that could decide between mate-
rialism [the brain - process theory] and epiphenomenalism [dualism]. . . . If it be agreed 
that there are no cogent philosophical arguments which force us into accepting dualism, 
and if the brain - process theory and dualism are equally consistent with the facts, then the 
principles of parsimony and simplicity seem to me to decide overwhelmingly in favor of 
the brain process theory” (1959, 165–66).

14. Arguments that Leibniz’s law cannot be rejected without contradiction are fre-
quently advanced, all apparently begging the question at issue. Here is a representative 
example: “For some property P, it is alleged [by those who reject Leibniz’s law] that a has 
P, while b lacks P. Yet a and b are the same entity. A single entity is thus alleged both to 
have P and not have P, which is contradictory.” (For another example, see Kim 2006, 101.) 
This argument relies on the following suppressed subargument: “Since a is identical with 
b and a has P, b has P,” which is an application of Leibniz’s law, the very law in question. 
The argument’s persuasiveness is due in large measure to its use of the phrase “a single 
entity,” which is ambiguous. The phrase must be understood in terms of identity — a and b
are a single entity if and only a is identical with b. But according to the view here, we have 
a choice between logical identity governed by Leibniz’s law and empirical identity not so 
governed, and only the latter is appropriate for such cases as the identity of a sample of 
water with a collection of H2O molecules.

15. For a brief indication of how the claim can thus be extended, see Savage 2001, 
especially pages 130–32. For a full explanation see Savage 1970, chapter 10.

16. Schopenhauer’s term — Weltknoten — is adopted by Feigl (1967, 6), who charac-
terizes the problem broadly as “a cluster of intricate puzzles — some scientifi c, some epis-
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temological, some semantical, and some pragmatic [to which are related] sensitive and 
controversial issues regarding teleology, purpose, intentionality, and free will.” The loops 
in the knot most relevant to the present chapter are puzzles regarding psycho - physical 
(mind - body) identities and macrophysical - microphysical identities, which I discuss next.

17. A case of this type was experienced by the author when the fl ash of a camera at a 
child’s birthday party produced in his visual fi eld a round, purple afterimage that he ini-
tially mistook for a purple balloon fl oating among others of the same and different colors 
in the room.

18. In 1980 a revised version with an important preface and some useful addenda 
was published. References are to this version.

19. This example — without a specifi c number — is from Kripke (1980, 35), where it 
is used to show that an a priori statement, that is, one that can be known without using 
experience, can at the same time be a posteriori, one that can be known through experi-
ence alone. The example can also be used to argue, as Kripke does on page 36 using Gold-
bach’s conjecture, that a necessary statement can at the same time be a posteriori, and it 
is simpler so to use it. However, with either example the argument is ineffective. A person 
who comes to know that a number is (or is not) prime through a computer’s calculations 
is directly using experience of the computer’s result and reliability and indirectly using 
its calculation, the latter of which is not experiential. The epistemic process involved is 
analogous to using the calculations of another person to establish a mathematical truth. 
Knowledge thus obtained is based not solely on experience but also on the non experiential 
knowledge of the informant.

Kripke holds that identity statements such as “H2O is water” and “Pain is neural 
excitation” are logically necessarily true (true in all logically possible worlds) and at the 
same time a posteriori — knowable when true through experience. The passage in question 
is in part an attempt to buttress his view by providing an example of a statement of this 
type that is not an identity statement. I doubt that any such example exists. On the view 
presented here, “H2O is water” and “Pain is neural excitation” are indeed a posteriori and 
necessarily true, but they are empirically necessarily true.

20. Where Kripke says “seems possible” or “is possible,” others use the more fa-
miliar “is conceivable.” Since something’s “seeming possible” must be based on some 
epistemic activity of reasoning, intuiting, conceiving, imagining, etc., it is tempting to 
employ one of the epistemic terms. In lieu of a theory of the relevant epistemic activity, 
the unanalyzed familiar terminology of “conceiving” will often be employed here.

21. The fi rst of these possibilities is supposed to show that mind - body type identity —
 the identifi cation of types of mental entity with types of physical entity — is false. The 
second possibility is supposed to show that even mind - body token identity — the identifi -
cation of an individual of whatever mental type with an individual of whatever physical 
type — is false. Kripke’s argument from his law applies to identifi cations of both kinds, as 
he points out in note 73, page 144.

22. Kripke (142ff.) attempts to explain away the apparent inconsistency as follows: 
“When we think we imagine heat without molecular motion we are in reality imagining 
the sensation of heat (which was used to fi x the reference of ‘heat’) without heat. That we 
imagine heat without molecular motion is a conceptual illusion. But when we imagine 
pain without neural excitation, it cannot be that we are in reality imagining the sensation 
of pain without pain. For the sensation of pain is not distinct from the pain. It is therefore 
no illusion that we imagine pain without neural excitation.”

This explanation is unsuccessful. By imagining heat as a subtle, invisible fl uid I 
imagine heat as not identical with molecular motion and at the same time distinguish 
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heat from the sensation of heat. By imagining water as nonparticulate, composed only 
of smaller and smaller volumes of water ad infi nitum, I imagine water as not identical 
with H2O while distinguishing water from the sensation of water. That the explanation is 
unsuccessful is unsurprising. For it is offered to explain how, given that heat is necessari-
ly identical with molecular motion and hence not possibly not identical with molecular 
motion, it can seem possible that heat is not identical with molecular motion. Then it is 
shown that a similar explanation cannot be provided for how it can seem possible that 
pain is not neural excitation. The class of permissable explanations is thus artifi cally and 
question - beggingly limited to those that can show only how an identity can seem to be 
possibly false when it is necessarily true, excluding those that show how an identity can 
seem to be possibly false when true empirically.

23. Kripke’s view is that “water” is not an abbreviation of a defi nite description, but 
rather a name for a kind of substance whose superfi cial, inessential properties are trans-
parency, liquidity, and so on, and whose essence is now known to be H2O. The essence or 
essential nature of a kind of substance is that property or set of properties without which 
the substance could not be what it is. The essence of “water” was unknown when the 
word fi rst came into use. Nonetheless, the use of the word in the presence of its inessential 
properties — transparency, liquidity, and so on — “fi xed” H2O as the reference of “water” 
even before the essence was known. We now know that there is no possible world in which 
water is gelatinous globules or anything other than H2O.

This essentialist view entails Kripke’s theory that identities such as “Water is H2O”
are necessarily true if true, and so it inherits all objections to that theory. An independent 
objection is that the view incorrectly assumes that the reference of a denoting expres-
sion is not completely determined by the linguistic intentions and practices of the speaker 
or by the linguistic community of the user(s). Ancient scientists and the other speakers 
in their communities did not know or believe that water is H2O — never having heard of 
H2O — and therefore could not have been using their synonym for “water” to refer to H2O. 
They intended it to refer to and used it to refer to the transparent, odorless liquid found in 
streams, lakes, and oceans of earth. And the reference of the term was “fi xed” by what 
they intended and used the term to refer to, not by its being uttered in the presence of H2O. 
Even if the substances to which they applied the term had been gelatinous globules, its 
reference would have been the same.

Even if this objection is set aside, the essentialist view does not support, and indeed 
undercuts, Kripke’s argument that pain is not neural excitation. For he admits that our 
knowledge of the essences of empirical kinds such as water and pain is empirical, and 
pain is an empirical kind. Empirical science has discovered that water is H2O. Whether it 
has also discovered that pain is neural excitation is controversial, at least among philoso-
phers. But it is clear that science has not discovered pain to possess some essence other 
than neural excitation. Therefore, Kripke cannot argue from any such discovery that pain 
is not neural excitation, and, as I have shown, his possibility test does not provide any 
support for this conclusion. It is diffi cult to see how the test could provide such support, 
the test being a priori and the conclusion empirical and thus apparently capable only of 
a posteriori support.

24. Deeper circularities are also involved. The suggested defi nition of identity is 
metalinguistic, which in formal terms reads as follows: a is identical with b if and only 
if (1) ‘a’ and ‘b’ are rigid and unambiguous designators, and (2) there is an object x such 
that ‘a’ denotes x and ‘b’ denotes x. The notions of rigidity and lack of ambiguity in clause 
(1) cannot be defi ned except by means of the notion of identity. An unambiguous designa-
tor is by defi nition one that denotes one and only one object (every denoted entity being 
identical with the one) in any world in which it denotes something. A rigid designator is 
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by defi nition one that denotes the same identical object in every world in which it denotes 
something. In clause (2) the scope of the existential quantifi er in the defi niens must be 
understood as requiring that in every interpretation (model) of the sentence the object 
assigned to the fi rst occurrence of ‘x’ is identical with the object assigned to the second 
occurrence of ‘x.’ These circularities prevent the metalinguistic defi nition from uniquely 
specifying logical identity. For if, as claimed here, there is another type of identity —
 empirical identity — and the italicized phrases explaining the terms of the defi nition are 
taken to refer to that type, then the defi nition becomes a defi nition of empirical identity.

As regards defi nitions in the object language, Kripke’s is of course not a candidate 
since it is metalinguistic, essentially the metalinguistic one just considered. Apparently 
the only candidate is the one that employs Leibniz’s law: (x)(y)(x = y if and only if (F)(Fx 
if and only if Fy), where ‘F’ is a variable ranging over properties. But it is less a defi nition 
than a characterization, and apparently cannot be derived from any defi nition or deeper 
principle that is not circular. As a result, although it qualifi es as a characterization of logi-
cal identity, the claim that it characterizes the only legitimate concept of identity cannot 
be justifi ed.

25. An equivalence relation is symmetrical, refl exive, and transitive. In symbols, 
relation R is an equivalence relation if and only if (x)(y)(xRy and yRx), (x)(xRx), and 
(x)(y)(z)(if xRy and yRz then xRz).

26. Feigl (1967, 97) must have some such analogy in mind if, as it seems, he com-
pares the difference between parallelism and the identity theory with the difference be-
tween Hume’s analysis of causation and the modal version of Hume’s analysis.

27. For the cognitivist analysis of sensation and perception that underlies this reply, 
see Savage 1989.

28. This chapter contains two distinct replies to Kripke’s argument against mind-
body identities. The fi rst reply accepts his central axiom (*) (page 151) and his meta-
linguistic defi nition of empirical identity and maintains that (2) is the false conjunct of 
the antecedent because at least one of ‘A’ and ‘B’ functions as a defi nite description and 
so is not logically rigid. The second, later reply rejects his metalinguistic defi nition and 
proposes that “A is empirically identical with B” means that A and B have the same spatio-
temporal location. Under this defi nition the central axiom becomes false. Even assuming 
that “water” and “H2O” are logically rigid designators, “Water has the spatiotemporal 
location of H2O” is true at the actual world and false at a possible world in which water 
has the spatiotemporal location of gelatinous globules, or at a world in which H2O does 
not exist.

The second reply seems preferable. It avoids limiting the rigidity of empirical desig-
nators to empirically possible worlds, a limitation that seems ad hoc. And it does not ac-
cept the metalinguistic defi nition of identity, a defi nition that is implicitly circular. It also 
provides a unifi ed reply to the objections from Leibniz’s law and Kripke’s law. Although 
a drop of water has the spatiotemporal location of a drop of H2O and is therefore identical 
with H2O, water is continuous and H2O is not. And there are possible (conceivable) worlds 
in which a drop of water is a drop of gelatinous globules. A corresponding analysis ap-
plies to the identifi cation of pain with neural excitation.
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8
Explanations of the Evolution of Sex: 

A Plurality of Local Mechanisms

Sex represents a pointed challenge to evolutionary theory. On the one 
hand, sexual reproduction is ubiquitous and abundant; on the other hand, 
it is incredibly expensive. Imagine two organisms, identical except for the 
fact that organism A reproduces asexually and organism B reproduces 
sexually. Organism A will pass its entire complement of genes on to its 
daughters while organism B passes on only 50 percent. From an evolution-
ary perspective sex has a twofold cost. This means that for a sexual popu-
lation to resist invasion by an asexual clone, or for sexual and asexual re-
production to exist concurrently, or for sexual reproduction to evolve from 
asexual reproduction, there must be some benefi t to reproducing sexually 
that overcomes this cost (Maynard Smith 1978; Williams 1975). Since it is 
not only obvious that sex exists but also that it is common, biologists since 
Darwin have been searching for this benefi t and have come up with over 
twenty kinds of explanations for the evolution of sex (Kondrashov 1993).1

Supporters of most of these explanations hold a traditional, monistic view. 
They work under the assumption that these explanations are in competi-
tion with one another and that one will eventually prevail over the others. 
But a growing number of scientists are willing to consider a plurality of 
explanations for this phenomenon.

In previous work I have defi ned explanatory pluralism as the state of af-
fairs in which more than one explanation is required to account for a phe-
nomenon. According to explanatory pluralism, some of our best scientifi c 
accounts of the world are incomplete, and accounts that explain one aspect 
can obscure other aspects of the same phenomenon. Explanatory pluralism 
can be contrasted with explanatory monism, which assumes that there is a 
single best possible account for every phenomenon. Explanatory monism 
is consistent with the scientifi c monism described by Kellert, Longino, and 
Waters in the introduction to this volume. They describe scientifi c monism 
as the view that “the ultimate aim of a science is to establish a single, com-
plete, and comprehensive account of the natural world.” Scientifi c monism 
assumes that, in principle, the world can be explained by such an account 
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and that there are, or can be, methods that can yield such an explanation. 
Further, according to scientifi c monism, methods and theories ought to be 
evaluated on the basis of their ability to provide such an account.

Kellert, Longino, and Waters defi ne modest pluralists as those who ac-
knowledge a plurality of accounts, but treat that plurality as resolvable. 
Modest pluralism is a state of affairs in which multiple explanations of a 
phenomenon are tolerated because it is expected that they will eventually 
resolve into monism. Some accept modest pluralism because the world is 
patchy, and a phenomenon may require different explanations in different 
patches. This case slides into monism because it is assumed that there is 
a single best explanation relative to a particular patch, and a conjunction 
of these explanations may account for the phenomenon in its entirety. I 
consider cases in which multiple explanations can be subsumed under a 
single explanatory framework as cases of modest pluralism because the 
conjunction of these explanations can be viewed as a complicated case of 
monism. I argue that the evolution of sex is best explained not by monism 
or by modest pluralism, but by explanatory pluralism. Explanation of the 
evolution of sexual reproduction requires multiple accounts, which can-
not be integrated with one another without loss of content or explanatory 
 information.

Three Explanations for the Evolution of Sex

Sexual reproduction can be broadly defi ned as including any reproductive 
systems and life cycles that involve an exchange of DNA. More specifi -
cally, sex is often defi ned as those life cycles that include the formation 
of eggs and sperm involving a process called meiosis, and the subsequent 
joining of those gametes during fertilization. The Red Queen explana-
tion (RQ) takes its name from the queen in the story Through the Looking 
Glass, who points out that in her country one had to run as fast as one could 
just to stay in the same place. The RQ argues that sex is benefi cial because 
it allows sexually reproducing organisms to stay adapted to a continually 
changing biotic environment (Hamilton 1980; Lively 1987, 1989). In par-
ticular, this explanation depends on coevolution between host organisms 
and the parasites that attack those hosts. Parasites evolve rapidly and can 
adapt to overcome host resistance during the lifetime of a host organism. 
When hosts reproduce sexually, they create genetically variable offspring. 
Such offspring are identical to neither parent. Sexually reproducing par-
ents can produce rare offspring with parasite resistance mechanisms to 
which parasite populations are not already adapted. This explanation pos-
tulates a time lag oscillation between hosts and parasites in which negative 
frequency - dependent selection protects organisms that carry genes for sexu-
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al reproduction. The RQ explanation is powerful because coevolution has 
been shown to occur between hosts and parasites, and parasite infection 
is an omnipresent selective force. This explanation provides some under-
standing of the ecological distribution of sex; sexual reproduction is more 
commonly found in environments in which parasite pressure is stronger. 
The weaknesses of the RQ are twofold. First, modeling has shown that the 
effect of the parasite on host fi tness must be very high in order to induce an 
arms race between parasite and host populations. Second, the RQ selects 
for rarity among diversity. This diversity could be provided by subpopula-
tions of clones as well as sexually produced offspring. Since these clones 
would not have to pay the cost of sex, oscillating clonal populations could 
drive the sexual population extinct (Dybdahl and Lively 1995a, 1995b).

Muller’s Ratchet (MR) describes an asexual population’s inability to re-
cover genotypes that have been corrupted by deleterious mutation (Muller 
1932, 1964). The portion of a population carrying the least number of mu-
tations is called the least - loaded line. Chance events will lead to the extinc-
tion of the least - loaded line, either because the members of that line will 
acquire mutations or fail to reproduce. When this happens in an asexu-
al population, the least - loaded line is lost forever because each individual 
passes on an exact copy of its DNA to its offspring. With the loss of the 
least - loaded line, the equilibrium number of mutations in that population 
goes up. The ratchet has advanced a notch and the process begins again. 
In this manner mutations accumulate and eventually lead to the extinc-
tion of the asexual population. In a sexual population, the least - loaded line 
can be recovered when individuals with different mutations mate. Because 
each individual only passes half of its genetic material to its offspring, it 
is possible to produce an offspring that has fewer mutations than either 
parent, and the least - loaded line can be re - created. Muller’s Ratchet is 
a long - term group selection mechanism and has been used to explain 
why there are very few ancient asexual species. This model works best 
in small populations of organisms with large genomes and a high rate of 
mildly deleterious mutations. The drawbacks of this explanation are that 
(1) this mechanism functions too slowly to provide a short - term advantage 
to sexual reproduction; (2) it doesn’t take obligate sexual reproduction to 
halt the ratchet, sex every few generations will do; and (3) the mechanism 
is sensitive to the form of selection against mutations. If there are strong 
interactions between mutations, the ratchet may slow down or even halt. 
Even given these caveats, MR is an important explanation of sexual re-
production. Biologist Graham Bell writes, “As a general rule, . . . no germ 
line can persist for geologically substantial periods of time in the absence 
of cross - fertilization” (1988, 158).

According to the DNA Repair explanation, the benefi t of sex is due to the 
ability of sexual organisms to repair genome damage (Dougherty 1955). 
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Bernstein (1983), Bernstein, Hopf, and Michod (1988), and Bernstein, 
Byerly, Hopf, and Michod (1985a, 1985b) explain the evolution of sexual 
reproduction in terms of the function of the molecular mechanisms of meio-
sis. They considered the structure and biochemistry of the reactions that 
take place during meiosis, and the regulation of those reactions, and found 
that meiosis is very good at, and appears to be well designed for, repairing 
double - strand DNA damage.2 Supporters of this view (Bernstein, Byerly, 
et al. 1985a; Michod 1995; Michod and Long 1995; Long and Michod 
1995) argue that the explanations of both the origins and the maintenance 
of sex are “based on a selective advantage arising from recombinational 
repair of genetic damage.” This repair process allows organisms to pro-
duce a greater number of genetically intact gametes and hence a greater 
number of viable offspring.

DNA damage is not a mutation but rather an alteration of the structure 
of a DNA molecule. This sort of damage occurs frequently and, if not 
repaired, results in the loss of genetic information, which can be harm-
ful or lethal to an individual’s gametes and offspring. During meiosis the 
homologous chromosomes of diploid organisms are brought into intimate 
association with one another.3 While they are close together, one chromo-
some can copy information from the other and use it to patch damaged 
areas and recover lost information.

In this explanation, the force of the argument is found at molecular 
and cellular levels of biological organization in the elucidation of the bio-
chemical steps of the cellular process of meiosis. It is a very different type 
of explanation from the other two described because it gains its strength 
not from population genetic modeling, but from a structural account of the 
biochemical steps that actually occur during meiosis. Other researchers 
are beginning to look at the evolution of sexual reproduction from a mo-
lecular level. Redfi eld (1999) forcefully argues that population geneticists 
ignore cytological and molecular function at their own peril.4

This chapter does not depend on the continued acceptance of these 
three explanations. The point is that they are all well - supported theories 
and that by attending to a plurality of theories researchers can consider the 
ways that theories confl ict and interact. This is proving to be a fruitful ap-
proach to an old and diffi cult problem for evolutionary biology.

Pluralistic Approaches to the Evolution of Sex

While many biologists hope for a single answer to the problem of sex and 
conduct research under the assumption that these different theories are in 
competition with one another, there is a growing group of scientists who 
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either happily or unhappily are starting to see a pluralistic approach as their 
best option. One researcher in the fi eld writes:

I do not like this possibility [of pluralism] because such a beautiful phe-
nomenon as sex deserves a nice, simple explanation and messy interactions 
of very different processes would spoil the story. Of course, this does not 
mean that such interactions are not, nevertheless, essential. (Kondrashov 
1999, 1031)

I will review three pluralistic approaches to the evolution of sex. These 
approaches involve different combinations of explanations, and their sup-
porters have different reasons for endorsing pluralism.

Bell
Graham Bell (1988) argues that we need three explanations for the evolu-
tion of sex: DNA Repair, Muller’s Ratchet, and something like the RQ.5

Bell makes the obvious point that it is important to keep the germ line of a 
population in good working order, and since this system will naturally de-
grade, it must have a repair mechanism. There are two sorts of repair sys-
tems. One of these is endogenous repair, a conservative process in which 
a self - correcting system scrutinizes and repairs itself. This is the sort of 
DNA repair that Bernstein, Byerly, Hopf, and Michod argue is crucial in 
the evolution of sex. A second sort of repair system is exogenous repair, in 
which the repair mechanism and its instructions are outside of the system 
being repaired. This sort of repair mechanism only works in replicating 
systems because it entails a functional test of the adequacy of the offspring 
produced. The functional test is natural selection. Bell argues that endoge-
nous repair cannot be perfect because the repair mechanism is itself vul-
nerable to corruption; hence, there is also a need for an exogenous repair 
mechanism.

Also, there are two sorts of genetic error: DNA damage, which both 
DNA repair mechanisms can detect and remedy, and mutation, which en-
dogenous repair mechanisms cannot detect and which are inherited by an 
individual’s offspring. The fi rst of these explains the role of meiosis but 
does not address outcrossing. The second of these mechanisms requires 
outcrossing to function. Mutations are accumulated in an asexual popu-
lation via Muller’s Ratchet. According to this explanation, the accumu-
lation of mutations in an asexual population will lead to their extinction 
in the long run due to this group selection process, while sexual popu-
lations, with the ability to re - create the least - loaded line, will maintain 
their viability. The taxonomic distribution of asexuality supports this ar-
gument. Bell writes, “The taxonomically isolated position of most groups 
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of  obligately parthenogenic [asexual] animals suggests that they are the 
short - lived offshoots of sexual stocks” (1988, 172). Even though the MR 
hypothesis explains the taxonomic distribution of sex, Bell believes that 
we still need to account for its ecological distribution. As a result Bell ar-
gues for something like the Red Queen hypothesis.

Bell is interesting because he argues that a complete account of sex will 
require explanations for three different aspects of sexual reproduction: en-
dogenous DNA repair, which explains sex in terms of how the bio chemical 
steps of meiosis ensure the health of an organism’s gamete’s DNA and 
apply to organisms that undergo meiosis as well as exogenous protection 
of the repair mechanism itself; Muller’s Ratchet, which explains the pres-
ence of sex and the absence of taxonomically ancient asexual reproduction 
in terms of a group selection argument; and explanations such as the Red 
Queen, which explain the ecological correlates of sex and apply in many 
but not all ecological circumstances.

West, Lively, and Read
Howard and Lively (1994) and West, Lively, and Read (1999) note that al-
though the existing explanations for the evolution of sex all describe some 
benefi t that a sexual organism enjoys relative to an asexual organism, this 
benefi t is rarely large enough to counteract the twofold cost of sex. In order 
to increase the benefi t described by an explanation to the magic number 
“2,” scientists are forced to impose strict and sometimes unrealistic re-
strictions on their models. In light of this, West et al. propose that if mod-
els don’t formally contradict one another, then rather than searching for 
predictions that distinguish among them, we ought to look for ways that 
we can combine them and hence combine the benefi t they attribute to sex.

They combine the RQ and the MR (Howard and Lively 1994).6 Recall 
that the Red Queen requires very severe fi tness consequences of parasite 
infestation and that the presence of multiple clones can erode the benefi ts 
of sex. The main drawback of the MR is that it needs small populations to 
work fast enough to provide a short - term benefi t for sex.

When the RQ and the MR interact, they cover each other’s weak nesses 
(Howard and Lively 1994; West, Lively, and Read 1999). Computer simu-
lations show that this interaction of mechanisms can provide a suffi cient 
benefi t to explain sexual reproduction. The RQ drives the asexual clones 
through periods of decreased population numbers, during which time 
the clonal population is small enough for the MR to function reasonably 
quickly. The MR removes the asexual clones that would drive the sexual 
population extinct if the RQ alone were operating. The RQ also explains 
the ecological correlates of sex, which the mutation - based explanation 
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cannot. In addition, the presence of mutations may make the effects of 
para site infestation more severe; individuals carrying many mutations 
may be considerably sicker as a result of parasites or disease. West et al. 
propose pluralism because these synergistic interactions between the RQ 
and MR make it a better account of sex than either mechanism alone.

Fehr
I have argued that scientists need to employ multiple explanations to ac-
count for the evolution of sex because it is a complex phenomenon com-
posed of imperfectly overlapping and interacting parts, or domains of phe-
nomena (Fehr 2001a, 2001b). One particular and familiar grouping of the 
parts of sex includes the production of eggs and sperm, which importantly 
includes meiosis, and the mixing of these meiotically produced gametes 
during outcrossing, or cross - fertilization. Meiosis and outcrossing go hand 
in hand. But even though there is a functional unity to meiosis and out-
crossing, they have contingent evolutionary histories that aren’t neces-
sarily connected and currently aren’t actually connected in many extant 
 organisms.

Currently the DNA Repair explanation can be used to account for meio-
sis and the RQ can be used to account for outcrossing. Sex in some do-
mains will be explained by a constellation of explanations that includes the 
RQ and not DNA Repair, in other domains by a constellation that includes 
DNA Repair and not the RQ, and in yet others by a constellation that in-
cludes both or, for that matter, neither. The fact that sex can be divided 
into different domains that imperfectly overlap and require different ex-
planations is constitutive of explanatory pluralism. In a later section of this 
chapter I take this argument a step further and consider the case of a single 
domain in which each of the members undergoes meiosis and outcrossing 
and that requires more than one explanation. I argue that this doesn’t slide 
into a monistic view. First, I turn to a more general account of various 
challenges to pluralism.

Challenges to Pluralism: The Problem of Conjunction

Common challenges from the monist view include criticisms that plural-
ism simply represents ambiguity in the characterization of the phenome-
non being explained or ambiguity in the explanation - seeking question 
being asked. These are possible reasons why more than one explanation 
may be proffered for a phenomenon. It is appropriate to address these is-
sues, and in some cases it may turn out that pluralism is a temporary  result 
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of ambiguity. But it is not appropriate to assume that ambiguity is the 
sole cause of pluralism. In previous work, I rule out these exact two pos-
sibilities with regard to pluralism in the case of the evolution of sex (Fehr 
2001a, 2001b).

A monist may also argue that pluralism is the result of the immatu-
rity of the investigation of the phenomenon in question. From this point of 
view, accepting a pluralistic account with respect to a domain of phenome-
na is a cop - out; ceasing an investigation before a plurality of explanations 
has been resolved by the formulation of a single correct story is forfeiting 
a game that, in time, may well be won. But again, this is a case that time 
and not philosophical assumptions should rule on. It is important to note 
that problems of immaturity and ambiguity are not limited to situations 
in which pluralism exists. An ambiguous question in an immature area of 
investigation could very well lead to a single account of a phenomenon.

A crucial worry that a monist may have with pluralism is what I call 
the problem of conjunction. A monist may argue that if we were just more 
careful in our description of pluralistic accounts we would fi nd that they 
represent single, complicated causal stories rather than a number of distinct 
positions. In other words, all pluralism is of the modest type and hence 
leads to monism. According to this perspective, the existence or acceptance 
of multiple explanations need not entail pluralism, but rather may repre-
sent a single complex explanation. Say that phenomenon X is accounted 
for by explanations A, B, and C. If A, B, and C do not confl ict with one an-
other, they may represent a single unifi ed, albeit complicated, story. Sandra 
Mitchell’s account of pluralism presses this point (Mitchell 1992, 2002). 
She argues that there may be several abstract models that one needs to em-
ploy to account for different idealizations of a complicated evolutionary 
phenomenon, but at the concrete level, each phenomenon is the result of a 
single causal history. Hence she concludes that there can be pluralism at the 
abstract but not the concrete level. According to Mitchell, the explanation of 
a phenomenon at the concrete level must be the conjunction of the events in 
that phenomenon’s causal history that led to its existence.

With this position in mind, one needs to demonstrate that the explana-
tions involved in a pluralistic account are importantly distinct and that it 
would be a mistake to construe them as parts of a single unifi ed story. To 
clarify what makes one explanation importantly distinct from another, one 
must turn to the epistemic context in which the various explanations were 
developed and continue to function. I argue that the accounts of the evolu-
tionary maintenance of sex are explanatory when considered in a particu-
lar epistemological context and that unifying the explanations of sex under 
a single framework obscures these differences in context. It is not only that 
contextual information is lost in the combination of these explanations, 
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which in itself is a reason to consider these explanations as being distinct 
from one another. But it is this local contextual information that allows 
researchers to make a description of a mechanism an explanation.

If one were to push a position such as Mitchell’s, there is one possible 
(although I will argue ineffective) unifying framework that comes to mind, 
which is that all of the explanations considered are mechanistic. Although 
Mitchell’s approach is mechanistic (it entails the conjunction of a series 
of explanations of an event’s causal history), mechanism as a unifying 
framework is not limited to this sort of historical argument. Mechanism 
could provide a conceptual unity to a plurality of explanations, meaning 
that an account is eligible as an explanation insofar as it is mechanistic. 
An argument along these lines would postulate that if multiple explana-
tions count as explanatory in light of the same criteria, then there would be 
good grounds for considering those explanations as a group of conjuncts 
that slides into monism. Not only does mechanism not provide this unify-
ing framework, a close analysis of the mechanisms involved in these ex-
planations provides grounds for holding that the evolution of sex is a case 
of explanatory pluralism.

Mechanism

What is a mechanism? Salmon (1989, 1994) has provided much of our 
current philosophical ideas and intuitions concerning mechanism in rela-
tion to his causal mechanical view of explanation. Salmon defi nes causal 
mechanisms as “the underlying microstructures of what [researchers] en-
deavor to explain” (1989, 184). Explanation involves describing the causal 
structure that supports a phenomenon or describing the causal history of a 
phenomenon. Salmon points out that individuating these processes may be 
problematic and argues that the determination of whether a complex pro-
cess is a single process or is an aggregate of processes is a pragmatic mat-
ter. In Salmon’s view, an explanation is an idealization of a causal mecha-
nism; the determination of just what aspects are idealized will depend on 
the context of particular scientifi c investigations. Salmon’s conception of a 
mechanism relies on an account of causation as a process in which a con-
served quantity is transmitted through an interaction of world lines. His 
approach has been criticized because the concept of a conserved quantity 
applies uneasily to the life sciences. But the characterization of causation 
as a process and his point that explanations can idealize different aspects 
of a causal history are useful.

Machamer, Darden, and Craver (2000) point out that although the con-
cept of mechanism is often used in science and philosophy of science, it 
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has not been explored as thoroughly as it deserves. They defi ne “mecha-
nism” as follows: “Mechanisms are entities and activities organized such 
that they are productive of regular changes from start or set - up to fi nish or 
termination conditions” (2000, 3).

According to their view, activities produce changes in entities, moving 
from set - up conditions to termination conditions. This defi nition does not 
specify the level of organization of the entities or activities. The phrase 
“regular changes” refers to the fact that mechanisms run from begin-
ning to end in a typical fashion. Complete descriptions of mechanisms 
exhibit productive continuity without gaps from the setup to termination. 
Productive continuities are what make the connections between stages in-
telligible (Machamer, Darden, and Craver 2002, 3).

Mechanisms can be multilevel, and different disciplines “bottom out” 
at different levels of organization. Machamer, Darden, and Craver argue 
that the point of describing a mechanism is to make a phenomenon intel-
ligible. In their view, a description of a mechanism accomplishes this by 
including entities and activities that are “accepted as relatively fundamental 
or taken to be unproblematic for the purposes of a given scientist, research 
group or fi eld” (2002, 13). They point out that the explanatory privilege 
of particular bottom - out activities, and the concept of intelligibility itself, 
may well be “historically constituted and disciplinarily relative” (22). This 
concept of mechanism, as entities regularly going through activities, is not 
hobbled by worries about causation and is also open to a pluralist analysis 
because mechanisms can occur at different levels of organization or even 
be multilevel; researchers determine the set - up and termination conditions 
and mechanisms can bottom out at different levels.

Both Salmon’s more narrow approach and Machamer et al.’s wider ap-
proach allow for signifi cant leeway in the individuation of mechanisms. 
For Salmon, explanations are idealizations of parts of causal processes; 
the choice of which part of the causal process to idealize is local and con-
text dependent. Machamer et al. state that mechanisms render phenome-
na intelligible by showing how they are produced using the fundamental 
entities (and the activities that these entities undergo) of a particular disci-
pline; what is fundamental will differ among disciplines. Also, Machamer 
et al.’s point that the choice of set - up and termination conditions is a prag-
matic matter is copacetic with Salmon’s point that different aspects of the 
world can be idealized in the description of a mechanism.

Within a causal mechanical framework of explanation, for an account 
to be explanatory, it must be mechanistic. Within these views of mecha-
nism it is apparent that for a mechanism to function as an explanation 
there are several factors that need to be made explicit. This list of factors 
includes but may not be limited to the following: background conditions 
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that allow researchers to recognize or discover a mechanism, the features 
of the world idealized in a description of a mechanism, the set - up and ter-
mination conditions of the mechanism, and the bottom - out entities and 
activities that make the phenomenon being explained intelligible. I turn to 
an examination of the epistemological contexts of the explanations of sex 
to investigate the mechanisms involved and analyze the role that these fac-
tors play in making these mechanisms explanatorily satisfactory.

Explanatory Contexts of Explanations of Sex

Helen Longino (2002) has developed links between pluralism and local 
epistemologies by arguing that differences in intellectual context can gen-
erate different explanations for a phenomenon. She lists various assump-
tions made in epistemological communities that create the intellectual 
architecture on which explanations hang. These include substantive as-
sumptions about what the world is constituted of and the processes in the 
world that need to be explained, as well as methodological assumptions 
about how knowledge is created. Further, there are assumptions about the 
form of knowledge that involve the epistemic virtues that a community 
embraces. The characterization of such a local epistemology includes these 
methods and standards of a community and the sort of knowledge a com-
munity is seeking, the justifi cation for the methods that are used, as well 
as pragmatic and professional reasons for these epistemological choices. 
Each of the three explanations of sex was developed in a different, local 
epistemological context. A closer look at these contexts will show that it 
is not just the fact that these explanations are mechanistic that make them 
explanatory, but rather that they are particular types of mechanisms.

Red Queen
The RQ explanation was developed in the fi elds of population genetics 
and evolutionary ecology. It is used to explain the short - term evolution-
ary benefi t of sexual reproduction. There are three complicated selection 
mechanisms at play in the Red Queen explanation. These accounts of se-
lection mechanisms are idealized models of selection at the level of the 
biological individual. Evolution by natural selection at the individual level 
involves the change in gene frequencies in a population from one genera-
tion to the next. This change is explained by the fi tness of individuals of 
a particular type in that population. As a result, the set - up conditions for 
the mechanisms involved in the Red Queen explanation are the fi tness of 
sexually reproducing individuals of a particular type, and the termination 
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 conditions are the fi tness of the offspring that those individuals produce. 
These mechanisms span a single generation. The three mechanisms are 
hitchhiking, coevolution, and negative frequency - dependent selection. 
These mechanisms were developed over a long period of time in popula-
tion genetics and have been honed until they became part of the standard 
arsenal of the population geneticist.

The RQ involves a hitchhiking model of selection (Maynard Smith and 
Haigh 1974) because an organism receives no direct benefi t from being 
sexual. The genes associated with sex allow for the production of novel 
and rare genotypes that can resist parasites. It is this parasite resistance 
that is directly selected. Sex genes are hitchhikers; they tend to spread in 
a population because they become linked with genes that are associated 
with parasite resistance. Hitchhiking mechanisms are extremely impor-
tant for explaining evolutionary change where there doesn’t appear to be 
direct selection and for explaining lack of evolutionary change in cases 
where one would expect to fi nd strong selection pressure.

The RQ, with its evolutionary interactions between host and parasite 
populations, is also part of a larger series of explanations based on co-
evolutionary models. Coevolution has been defi ned as an interaction in 
which “two or more lineages . . . evolve specifi cally and reciprocally in 
response to each other” (Futuyma 1986, 483). This type of mechanism 
has been used not only to explain evolutionary interactions between hosts 
and parasites, but also interactions between predators and prey (Stenseth 
and Maynard Smith 1984), herbivores and target plant species (Ehrlich and 
Raven 1964), and interactions among species that compete for a resource, 
the most famous example of this being the adaptive radiation of fi nches on 
the Galápagos Islands (Lack 1947).

Finally, the RQ is a case of negative frequency - dependent selection
(Futuyma 1986). The fi tness of a particular host genotype is not absolute. 
It depends on the frequency of that type in its population. The benefi t de-
pends not on having a particular genotype, but on having a rare genotype. 
Frequency - dependent selection has been employed to explain such phe-
nomena as mate choice (Ehrman 1967) and prey choice (Clark 1962). Co-
evolution, negative frequency - dependent selection, and hitchhiking models 
of selection are all types of mechanisms that are so generally recognized 
within population genetics and evolutionary theory that they are listed and 
defi ned in standard textbooks. Even though the RQ explanation of sex was 
a novel explanation produced in the 1980s, the different mechanisms that 
it employs were all commonplace in the discipline before it was developed.

There are three types of evidence that have been used to support the RQ 
view. The majority of the support comes from theoretical evidence gener-
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ated by computer - modeling techniques. Practical diffi culties make the RQ 
very diffi cult to test empirically. Recently, researchers have developed a 
body of comparative and correlative evidence (for example, Lively 1987), 
as well as evidence based on experimental manipulations (such as Lively 
1989). This explanation does a good job of explaining the ecological cor-
relates of sexual reproduction. We tend to fi nd sex in old stable habitats in 
which it is presumed that there would be a strong parasite presence.

Muller’s Ratchet
Muller’s Ratchet is also a population genetic mechanism. It is based on 
idealized models of selection at the level of the group. This is a long -
 term explanation because it relies on the generation time of populations 
or groups rather than the generation time of individuals. As a result, the 
set - up condition involves the birth of a new lineage, and the termination 
condition is the extinction of that lineage and the production of daughter 
lineages. Asexual populations that can’t re - create the least - loaded line will 
accumulate mutations that will eventually lead to their extinction.7 The 
loss of the least - loaded line is due to processes that have been modeled in 
many other circumstances (Futuyma 1986). The chance loss of the least -
 loaded line is due to a random walk process, in other words, genetic drift. 
The evidence for this explanation is based on computer models that are 
used to predict the mutation rates, population size, and genome size needed 
for this mechanism to obtain. This model does a good job of explaining 
the taxonomic distribution of sexual reproduction: ancient extant asexual 
organisms are extremely rare.

DNA Repair
The DNA Repair explanation for sex was developed in the fi elds of mo-
lecular, cellular, and evolutionary biology. Supporters of this explanation 
argue that selection occurs at the level of the biological individual because 
producing healthy gametes confers an obvious fi tness advantage. But the 
force of this account does not lie with the evolutionary story. This explana-
tion is powerful because it offers an idealized model of how the cellular 
steps of meiosis repair damaged DNA. In this explanation the set - up con-
dition is the beginning of meiosis, and the termination condition is the end of 
meiosis. DNA repair occurs at the intermediate stages of this mechanism. 
The time scale of this mechanism is very short. Whereas the RQ explana-
tion, with its reliance on a hitchhiking mechanism, describes an indirect 
benefi t of sex, the DNA Repair explanation offers a direct bene fi t to sexual 
reproduction. The evidence for this explanatory mechanism  consists of a 
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 detailed elucidation of the mechanism of meiosis, as well as experimental 
studies in which either DNA damage is induced or the repair systems in 
meiosis are inhibited.

Factors Dependent on Epistemological Context
In review, it is not surprising that the epistemological or explanatory con-
text of these different explanations of sex vary given that they were devel-
oped in different biological subdisciplines. These mechanisms act at dif-
ferent levels of selection: the RQ and DNA Repair are cases of individual 
selection while MR is a group - selection explanation. These different ex-
planations are used to account for different aspects of sexual reproduction. 
RQ focuses on explaining outcrossing, it demonstrates how a sexual popu-
lation could resist invasion by an asexual clone, and it best accounts for the 
ecological correlates of sexual reproduction. DNA Repair accounts for the 
presence of meiosis. MR accounts for the taxonomic distribution of sex.

These explanations all rely on different kinds of mechanisms. The RQ 
and MR use types of mechanisms that are well accepted in the biological 
subdisciplines in which they originated. These explanations are novel and 
important, even though they rely on mechanism types that were previously 
developed and are frequently used to address a variety of problems within 
their disciplines of origin. The DNA Repair view receives its explanatory 
power from an engineering - type mechanism that works at a low level of 
biological organization, while the explanatory power of the other two lies 
with evolutionary stories that take place at the individual and population 
levels. The mechanisms all have different set - up and termination condi-
tions. The time scale of these mechanisms ranges widely: DNA Repair 
spans a molecular process, the Red Queen spans a generation in a popula-
tion, and Muller’s Ratchet spans the life of an entire population.

These explanations refer to different kinds of evolutionary benefi ts of 
sex. The RQ focuses on the short - term, indirect benefi t of sex. MR relies 
on a long - term, indirect benefi t, and the DNA Repair view relies on a short -
 term, direct benefi t. Finally, these different explanations are supported by 
very different kinds of evidence. MR is primarily supported by theoreti-
cal evidence provided by population genetic models. RQ was originally 
supported by population genetic models, but more recently has been sup-
ported by ecological studies that are both correlational and manipulative. 
DNA Repair is supported by studies that document and describe the repair 
mechanism as well as experimental manipulations of that mechanism. 
All of these factors constitute the epistemological context of these three 
 explanations.

Returning to Longino’s characterization of local epistemologies, these 
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explanations assume different views about the composition of the world. 
They account for different aspects of sex. The Red Queen accounts for 
outcrossing, and the DNA Repair for meiosis. The group of organisms that 
undergoes outcrossing is not identical to the group of organisms that un-
dergoes meiosis. If one is focusing on outcrossing, sex is defi ned in terms 
of outcrossing; if one is focusing on meiosis, sex is defi ned in terms of 
meio sis. If one is sorting sexual organisms from asexual organisms, the 
joints at which the world can be carved differ depending on which frame-
work one is using to defi ne sex.

In the various epistemic contexts the explanations focus on different pro-
cesses. They differ in terms of the level at which selection is occurring, and 
they also differ because selection is the target process for two of the mecha-
nisms but a molecular mechanism is the target process of the DNA Repair. 
The methods used to test these hypotheses also differ. MR, because of the 
time scale, is limited to computer - simulation and correlational studies. The 
RQ, although primarily tested in simulation and correlational studies, is be-
ginning to be tested empirically. The evidence for the DNA Repair view is 
primarily descriptive, although there are some manipulative tests.

The supporters of these explanations are all seeking causal knowledge, 
but this knowledge is motivated by different factors. The MR and RQ views 
are motivated by taxonomical and ecological distributions of sex respec-
tively, while the DNA Repair view focuses on descriptive knowledge of the 
repair process. The epistemic contexts of these explanations are clearly 
different. This in itself is interesting because the explanations are all aimed 
at the same phenomenon, sex. Since these contexts are different, combin-
ing the RQ, MR, and DNA Repair views into a single explanation would 
require abstracting the various explanations from their unique contexts.

Returning to the Pluralistic Accounts

The three pluralistic accounts of sex make salient different variables along 
which the contexts of these explanations differ. Bell’s view reveals the need 
to explain different aspects of sex. West, Lively, and Read’s account high-
lights different selection processes. My account brings to light different 
kinds of mechanisms acting at different levels of biological organization.

Bell
Bell offers an early account of pluralism that is revolutionary because he 
does not assume that the explanations involved must compete with one 
another. He makes it clear that a complete explanation of sex will need to 
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account for several different aspects of sexual reproduction, including the 
fact that there are practically no ancient asexual species, as well as the fact 
that sex is more common in particular kinds of habitats. MR and the RQ 
account for these aspects of sex. Another aspect of sex that Bell contends is 
of central importance is the maintenance of the integrity of the germ line. 
He argues that something like the DNA Repair explanation is important 
for ensuring that the DNA passed from one generation to the next remains 
constant and that a selective mechanism is crucial for the maintenance 
of the DNA repair apparatus. Bell’s account focuses on these explanatory 
needs and not on the nuts and bolts of the interactions among the actual 
explanations. Bell seems to be proposing a modest form of pluralism in 
which there is a one - to - one correspondence between an explanation and 
the aspect of sex that needs to be explained.

West, Lively, and Read
West et al.’s pluralistic account makes salient the interaction of mecha-
nisms that occur at different levels of selection. From a biological perspec-
tive, this account is highly pluralistic. From a philosophical perspective, 
this account seems to be a case of modest pluralism that has already slid 
into monism. These two mechanisms, which act at different levels of se-
lection, have been conjoined in a single model. This particular moment in 
the history of biology is fascinating because West et al., in combining the 
RQ and MR mechanisms, propose a signifi cant change in the epistemic 
context of these investigations of the evolution of sex.

Before West et al. developed their pluralistic account, MR was con-
sidered to be inherently problematic because of the time scale on which it 
acts. This form of group selection stretches over the time it takes for popu-
lations to come into being and go extinct. Individual selection stretches 
over the generation time of a biological individual. Given the twofold cost 
of sex, individual selection would likely drive sexual populations to asexu-
ality before the sexual population could reap the group selection benefi ts 
provided by the MR.

Further, although mathematical models have been used to investigate 
the effects of opposing group and individual selective pressures, at a more 
concrete level the vastly different time scales of these two levels of selec-
tion make it diffi cult to focus on both processes simultaneously. In fact, 
one of the weaknesses of various models of group selection is that the tem-
poral scope of the process makes it extremely diffi cult to investigate em-
pirically. That is why the evidence for MR is based on computer models 
and comparative taxonomic studies while the evidence for the RQ view is 
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more open to the possibility of empirical studies. These empirical studies 
have become increasingly predominant.

The change in context that West et al.’s pluralism effected involves con-
ceiving of a circumstance in which the temporal scope of different lev-
els of selection converge. The action of the RQ forces invading asexual 
clones to cyclically go through population bottlenecks in which the size 
of the asexual populations are very small. MR can act quickly in small 
populations, forcing them to have shorter generation times. In combina-
tion, these two models act on a more similar time scale than they would 
act alone. In terms of Machamer, Darden, and Craver’s work on mecha-
nism, before West et al.’s synthesis the context in which these mechanisms 
were explana tory involved individuating them in such a way that the set - up 
and termination conditions existed on such different time scales that they 
couldn’t practically be combined. In the new context the set - up and ter-
mination conditions of these mechanisms exist on a similar time scale and 
hence can be combined.

This change in context is highlighted by the fact that West et al. explic-
itly state that their new pluralistic approach requires a change in the meth-
odological approaches and epistemic values of the scientifi c community. 
This pluralistic view, because of its complexity, is very diffi cult to test or 
falsify and defi nitely does not exhibit the traditional virtue of simplicity. 
West, Lively, and Read call for the replacement of falsifi ability and sim-
plicity with realism. Their model, with its intricacy, has a better chance 
of capturing the complexities of the system being investigated than other 
simpler, monistic, and more easily falsifi able models. They also point out 
that this change in values will result in a change in methods. They argue 
that researchers should stop focusing on developing predictions that will 
distinguish among these models and instead should focus on parameter 
estimation, which would allow them to investigate the strength of the vari-
ous explanations involved in a pluralistic analysis.

Fehr
My account of pluralism makes salient explanations of sex focusing on dif-
ferent levels of biological organization. I point out that sex is a mechanism 
that is composed of partially overlapping biological kinds (Fehr 2001a).
One of these kinds includes instances of meiosis, a molecular and cellular 
mechanism, and the other includes instances of outcrossing, an individual -
 level mechanism. These kinds are distributed differently among different 
species; in other words, there is a huge variety in extant mating systems —
 some of which self - fertilize with meiotically produced gametes, some of 
which cross - fertilize with gametes that are not produced by meiosis, as well 
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as the mating system that is most familiar to us that combines outcrossing 
and meiosis. These kinds can also be distributed differently in the same 
species, or even in the same biological individual; there are many species 
that have mixed mating systems. For example, in the common morning 
glory, an individual plant will have some seeds that are the result of out-
crossing and some seeds that are the result of self - fertilization.

If the two mechanisms that I refer to are required to explain sex in a 
single biological individual, why is this not a case of modest pluralism that 
suffers from the conjunction problem? Why is this not a case of Mitchell’s 
monism at the concrete level? There are two reasons why the RQ and DNA 
Repair views cannot be combined under a single framework even when 
they both act in a single individual. First, these mechanisms are explana-
tory because they are based on accepted kinds of mechanisms in their 
epistemological contexts. Second, although these mechanisms act in an in-
dividual, they are explanatory in terms of abstracting from the individual, 
and this abstraction is different in the explanatory contexts of the RQ and 
the DNA Repair views.

There are three reasons why the RQ and the DNA Repair accounts are 
explanatory not simply because they are mechanistic but because they are 
examples of kinds of mechanisms accepted as explanatory in their respec-
tive epistemological contexts. First, each account is not accepted as ex-
planatory in the context of the other account. It is not that those who hold 
the DNA Repair view consider the RQ to be a bad explanation; it is not ac-
cepted as a possible explanation, and vice versa. Population genetic critics 
of the DNA Repair view believe that at best this view could be an expla-
nation for the origins of meiosis or diploidy, but that it is not an explana-
tion for the maintenance of sexual reproduction (Maynard Smith 1987). 
Notice that this criticism relies on the assumption that sex is defi ned not in 
terms of meiosis but rather in terms of outcrossing. Supporters of the DNA 
Repair account point out that the RQ account relies on genetic variation. 
They argue that their analysis of meiosis shows that its function is to repair 
DNA, not to create genetic variation. Supporters of this view do not com-
ment on the various modes of outcrossing. If mechanism was the criterion 
for determining what accounts get to be candidates for explanations, then 
both of these explanations ought to be considered explanatory, or at least 
as possible explanations, in the other discipline. This is not the case.

Second, these explanations are examples of the kinds of mechanisms 
that are well accepted in their respective epistemic contexts. Hitchhiking, 
coevolution, and frequency - dependent selection all have a long history in 
population genetics, are well respected, and have a record of explanatory 
success. These accepted kinds of mechanisms were brought to bear on the 
problems of sex in the particular constellation of mechanisms called the 
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RQ approach. The DNA Repair view is not based on previously existing 
theories in the way that the RQ view is. But it does represent an accepted 
way of generating knowledge in cellular and molecular biology. Much of 
the work of these disciplines is based on generating descriptive knowledge 
of the sequential biochemical reactions that take place in the cell and in 
looking at the conditions necessary for these sequential processes to work. 
The DNA Repair hypothesis is based on generating a similar knowledge 
of meiosis and then using that knowledge to hypothesize about the func-
tion of this process. The DNA Repair explanation brings approaches and 
methods that are well accepted in its epistemic context to bear on meio-
sis. These methods generated an engineering - type mechanism, which is a 
common kind of mechanism in that context.

Third, in terms of Machamer, Darden, and Craver’s characterization of 
mechanism, these explanations bottom out at different levels of organization. 
In other words, the fundamental processes that make the phenomenon in-
telligible are different: the DNA Repair explanation relies on biochemical 
processes, and the RQ relies on selection processes. These explanations 
not only count as explanations, but also are recognized as explanations be-
cause they are examples of particular kinds of mechanisms acceptable in 
their different explanatory contexts. Decontextualizing these mechanisms 
by uniting them under a single explanatory framework forces one to ignore 
the factors that made them satisfactory explanations in the fi rst place. My 
account of the evolution of sex represents a case of explanatory pluralism 
because in order for the mechanisms involved to function as explanations 
they need to be considered as a part of different explanatory contexts.

Another reason why the RQ and DNA Repair view cannot be combined 
under a single framework, even when they both act in a single individual, 
is because they employ different kinds of abstractions. These accounts are 
explanatory in terms abstracted from the individual, and this abstraction 
is different in the explanatory contexts of the RQ and the DNA Repair 
views. The RQ and DNA Repair explanations are both mechanisms, and 
both offer reasons why sex is selected for in the face of the twofold cost 
of sex. Obviously, because they focus on different defi nitions of sex, one 
is abstracting from meiosis and the other is abstracting from outcrossing. 
Even more important, these explanations make different sorts of abstrac-
tions in the construction of the idealized models that they employ. John 
Dupré (1993, 116, 133), in his arguments against reductionism, points out 
that reductionism fails because accounts at different levels of organiza-
tion rely on different kinds of abstract individuals. A similar point about 
abstraction can be made here. The DNA Repair view, in its reliance on the 
structure and function of meiosis, abstracts away the individual idiosyn-
crasies of instances of meiosis to describe an idealized cellular process. 
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It involves the creation of an abstract cellular model of meiosis. The Red 
Queen explanation abstracts away idiosyncratic environmental, genetic, 
and other information to create idealized ecological and population mod-
els. In these models there is an abstract host and an abstract parasite. In 
this abstraction, the instances of meiosis and the abstract cellular model of 
meiosis disappear.

Further, the DNA Repair model removes individual variation in its de-
scription of a molecular process, but the RQ model relies on variation with-
in a population. The RQ view involves idealizations of populations that 
have a particular structure. This structure is represented by frequencies of 
hosts with different forms of parasite resistance and frequencies of para-
sites with different ways of overcoming these resistance mechanisms. The 
abstraction in the DNA Repair explanation involves abstracting away the 
variation found in instances of meiosis, and the RQ model involves high-
lighting variation within the populations. The population and ecological 
factors needed to model the RQ explanation disappear in the abstraction 
necessary to model the DNA Repair mechanism. The instances of meiosis 
and the abstract model of meiosis disappear in the creation of RQ models. 
DNA Repair and the RQ represent explanatory pluralism and should not 
be subsumed under a single unifying framework because the abstractions 
involved in the formation of one explanatory model obscure the aspect of 
sex accounted for by the other explanatory model and vice versa. A critic, 
such as Mitchell, who supports monism at the concrete level may point out 
that this part of my analysis turns on a discussion of idealized models. But 
even in the most concrete cases, for example, when the RQ account is ap-
plied to a particular extant population, these abstractions are still present 
in the explanation.

The modest pluralist model proposed by West, Lively, and Read could 
take over the role of the RQ model in my analysis of the evolution of sex. 
West et al.’s model offers an explanation for outcrossing, but does not ac-
count for the cellular and molecular aspects of sexual reproduction. This 
is not a weakness of their explanation; they are merely focusing on one as-
pect of sexual reproduction. Both Bell and I argue that there are other as-
pects of sex that need to be accounted for, and hence we add repair mecha-
nisms to our analyses.

Conclusion

In my pluralistic account of sex, there are two reasons why, even within 
a single species, or in some cases within an individual, the different ex-
planations of sex cannot be unifi ed under a single framework and hence 
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represent a case of explanatory pluralism. First, the mechanisms involved 
function as explanations within different epistemological frameworks. 
Outside of those frameworks the explanations are not satisfactory. Also, 
the mechanisms that are acceptable types of accounts differ between these 
epistemic frameworks. Further, these mechanisms make sex intelligible 
by referring to different kinds of processes that exist at different levels of 
organization. Second, in these frameworks, different aspects of sex are ab-
stracted in the construction of explanatory models. In these abstractions, 
the aspect of sex that is accounted for by one model obscures the aspect of 
sex accounted for by the other model and vice versa.

If one endorses explanatory monism, the current plurality of explana-
tions for the evolution of sex represents a serious problem. But explanatory 
monism is an inappropriate standard for evaluating this science because 
the evolution of sex represents a case in which the nature of the phenome-
non does not support a single unifi ed account. This should not be surpris-
ing since the evolution of sex is complex and involves processes acting at 
different levels of organization. These different processes are investigated 
from different disciplinary perspectives that involve methods well suited to 
generating local accounts of parts of the phenomenon. Although I believe 
that the choice between monism and pluralism ought to be conducted on 
a case - by - case basis with reference to the particular part of the world and 
science in question, I think that we ought not to be surprised to fi nd ex-
planatory pluralism with respect to other cases of evolutionary phenomena 
involving processes that act at multiple levels of organization.

Notes

Many thanks to Travis Butler, Ondrea Fehr, Margaret Holmgren, Helen Longino, Peter 
Vranas, Ken Waters, Mark Wunderlick, and the contributors to this volume. This material 
is based on work supported by National Science Foundation Grant 0450821.

1. Bell (1982) also provides a useful classifi cation of the various evolutionary expla-
nations for sex.

2. Double - strand damage is damage to both strands as opposed to just one of the 
strands of a DNA molecule.

3. Diploid organisms are those organisms that have two copies of every chromosome 
and these two copies are called homologues.

4. Several criticisms have been raised against this explanation, primarily from with-
in population genetics (Charlesworth 1989; Kondrashov 1993; Maynard Smith 1988) but 
many of these objections have been answered by Bernstein, Hopf, and Michod (1988). In 
my opinion the persistence of these objections, given Bernstein, Byerly, et al.’s responses, 
represents the Balkanization of different biological subdisciplines and itself is worth fur-
ther study.

5. Bell has supported the Tangled Bank hypothesis, which postulates that sex is bene-
fi cial in complex, spatially heterogeneous environments. The Red Queen can also explain 
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the ecological correlates of sex and is more widely accepted. For the sake of simplicity I 
do not describe the Tangled Bank explanation.

6. West, Lively, and Read include yet another explanation, a mutational deterministic 
hypothesis, in their account of sex that I omit from this analysis for the sake of simplicity.

7. There are two taxonomic groups that appear to be old and are asexual, the bdelloid 
rotifers and the chaetonotus gastrotrichs.
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9
A Pluralist Interpretation 
of Gene - Centered Biology

Genes are at the center of research throughout many of the biological sci-
ences, especially the sciences aimed at explaining what is happening with-
in organisms. I call this “gene - centrism.” The common interpretation of 
gene - centrism, advanced not just by popular writers but also by many scien-
tifi c leaders, is that genes take center stage because biologists have learned 
that genes direct all the important developmental and metabolic processes 
in living systems. It is often reported that genes provide the information, 
the master plan or the blueprint, for the development of individual organ-
isms. The reason biologists are (and should be) preoccupied with genes, 
according to this interpretation, is because biologists know that once they 
learn what all the individual genes of an organism do, they will understand 
everything essential about what is going on within the  organism.

Gene - centrism has attracted a lot of criticism in the philosophical com-
munity. Criticisms are often based on the premise that development is 
brought about by, and living systems are sustained by, dynamic interac-
tions among many kinds of elements. Privileging genes is allegedly in-
appropriate because focusing attention on genes (and on DNA) obscures 
the dynamics of the developmental systems of which they are only parts.1

Developmental systems include DNA, and also RNA, enzymes, lipids, 
cell membranes, and ecological environments. This kind of critique has 
attracted a lot of attention among philosophers of biology, and some are 
actively advancing an alternative proposed by Susan Oyama called DST 
(developmental systems theory). Although it is unclear what proportion of 
practicing biologists are seriously entertaining DST (or what proportion 
are even aware of it), a good proportion of philosophers of biology are sup-
portive, or at least sympathetic.

The view among philosophers on the DST wagon seems to be that gene -
 centrism rests on fundamentally fl awed concepts and a seriously mistak-
en global theory about the way organisms function.2 It is diffi cult to read 
philosophical critiques of gene - centrism without thinking that biologists’ 
obsession with genes will impede the advance of scientifi c knowledge and 
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lead to harmful social policies if it is not defeated and superceded by DST 
(or a close analogue).

It is not clear that gene - centrism (or DNA - centrism) impedes the ad-
vance of science. In fact, the strategy of focusing research on genes has 
led to many advances in biologists’ investigations of a wide variety of 
phenomena, ranging from the early stages of embryological development 
to the variation of traits in populations. It seems to me that philosophers 
should be interested in understanding the nature of this research, not dis-
missing it on the basis of abstract theoretical arguments. I think this is par-
ticularly important because misunderstandings of this scientifi c research 
are leading society toward mistaken views and harmful policies. On the 
issue of harmful policies based on gene - centrism, I agree with the critics. 
But I am not convinced that the problem stems from the practice of plac-
ing genes and DNA at the center of biological research. I think it is appro-
priate, for instance, that much of the research into the workings of yeast, 
nematodes, and fruit fl ies centers on genes and DNA. The problem stems 
not so much from preoccupation with genes and DNA, but from the com-
mon interpretation of this preoccupation. I will argue that this interpreta-
tion is mistaken and that the roots of this misinterpretation go back to our 
basic assumptions about the nature of scientifi c knowledge.

Two common assumptions about scientifi c knowledge impede the under-
standing of gene - centrism. The fi rst, what I call scientifi c monism, includes 
the idea that a successful science ought to provide a single, comprehensive 
account or theory of whatever part of the world it is intended to cover. The 
second, perhaps more common among philosophers than others, is that 
successful sciences are ultimately based on such comprehensive theories 
and that the activities of scientists are organized around the attempt to 
validate and fi ll out the grand theory on which their science is allegedly 
based. Together, these assumptions lead advocates of gene - centrism to 
infer that because gene - centric science is successful, it must be based on a 
comprehensive explanatory theory that identifi es the essentials behind the 
processes being investigated. These epistemological assumptions lead crit-
ics, on the other hand, who recognize that gene - centric science obscures a 
lot of essentials, to infer that because gene - centric science does not provide 
a comprehensive account of everything relevant to complicated phenome-
na, such as the development of fruit fl ies, that it must not be a good science 
of complicated phenomena. The aims of this paper are (1) to argue that the 
dangers associated with gene - centrism stem from a bad interpretation of 
gene - centrism and (2) to introduce and defend a pluralist interpretation of 
gene - centered science.

I begin my argument in the next section by examining the DST critique 
to make salient the underlying epistemological assumption of monism. I 
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go on to briefl y describe the common misinterpretation of gene - centrism, 
which is advanced by leading scientists as well as critics of gene - centrism. 
I introduce a new interpretation of gene - centrism based on the epistemo-
logical idea that a body of scientifi c knowledge should be understood as 
one of a potential plurality of viable approaches for investigating and ex-
plaining a domain, which raises an important question. If gene - centrism 
is viewed as one of a potential plurality of approaches, and if the gene -
 centered approach fails to provide a comprehensive account of complicated 
biological processes, then why does it dominate biologists’ attention? An 
important part of the answer is that a scientifi c approach can be organized 
around a central investigative strategy rather than a grand theory. Gene -
 centrism dominates because it is organized around an investigative strate-
gy with broad investigative reach. I argue that genes are central to the in-
vestigation of a broad range of biological processes not because they fi gure 
into a comprehensive theory covering the processes being investigated, but 
because they provide a useful entry point for investigating and modeling 
those processes. I conclude by suggesting dangers posed by gene - centrism 
are largely due to the mistaken ideal, accepted by gene - centrists as well as 
their foes, that successful science must offer a comprehensive and global 
theory of the phenomena being investigated.

The DST Critique and Monism

Susan Oyama has provided much of the basis and inspiration for philoso-
phers who criticize gene - centrism and advance DST as an alternative, and 
it will be helpful to examine possible connections between her views and 
monism. It turns out that she is more of a pluralist than many of her philo-
sophical followers, but I will argue that her criticism ultimately relies on 
a demand for a comprehensive and all - inclusive theory or framework, a 
demand linked to monism. Since my target is the common misinterpreta-
tion of gene - centric biology and not DST per se, I will not try to offer a 
general description of the elusive DST alternative (Oyama, Griffi ths, and 
Gray 2001 offers an introductory account). Instead, I will examine one of 
the themes at the heart of the DST critique, the idea that dichotomizing be-
tween inside forces and outside forces — for example, between nature and 
nurture, between genes and environment, or between internal constraints 
and natural selection — somehow misses the point: “I submit that these 
quarrels over causal responsibility miss the point” (Oyama 2000, 99).

Oyama suggests that the only way to resolve sterile debates about causal 
responsibility is to withdraw such distinctions. She writes:
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No one claims that genes alone are suffi cient for development, or denies 
that environments, organic and inorganic, microscopic and macroscopic, 
internal and external, change over organismic and generational time. What 
is missing from most accounts is the synthetic processes of ontogenetic 
construction. Inheritance is not atomistic but systemic and interactive. It is 
not limited to genes, or even to germ cells, but also includes developmen-
tally relevant aspects of the surround — and “surround” may be narrowly or 
broadly defi ned, depending on the scope of the analysis. Inheritance can 
be identifi ed with “nature” only if it embraces all contributors to that na-
ture, and nature does not reside in genes or anywhere else until it emerges 
in the phenotype - in - transition. Nature is thus not properly contrasted with 
nurture in the fi rst place; it is the product of a continual process of nurture. 
(Oyama 2000, 71–72)

First, let me note that I agree with much of what is stated here. I will not 
take issue with what Oyama or her sympathizers in the philosophical 
community say about what is happening within biological systems. My 
disagreement concerns tacit epistemic premises about the nature of scien-
tifi c knowledge.

Biological research, much of it gene - centered, has indeed shown that 
inheritance is systematic and involves the interaction of genes, accessory 
molecules, cellular structures, and the surround. Furthermore, Oyama has 
a valid point about those who would want to identify nature with genes and 
nurture with environment (also see Keller 2001). What I want to empha-
size is that this argument does not show, and apparently does not purport 
to show,3 that genes cannot be “properly contrasted” with environment in 
certain contexts.4 The context here includes the part of the world scientists 
are modeling as well as their goals in modeling that part of the world. An 
experiment described in an introductory genetics text can be used to illus-
trate a context in which drawing a distinction between genes and environ-
ment (or between genetic and environmental variables) makes sense.

Suzuki, Griffi ths, and Lewontin (1981) describe an experiment intended 
to illustrate the concept of norm of reaction. Clones from different plants of 
the same species (Achilillea millefolium) were planted, one clone from each 
plant, at an elevation of 30 meters above sea level, a second clone from each 
plant in the foothills at 1,400 meters, and a third clone from each plant in 
the mountains at 3,050 meters. The results for clones from seven different 
plants are shown in Figure 9.1. The authors use these results to demonstrate 
the point that one cannot use the relative heights of the different clones at 
one elevation to predict the relative heights at another  elevation. One geno-
type results in greater height at the lowest  elevation, another genotype at 
the medium elevation, and a third at the highest  elevation.



Figure 9.1. Parental plant (source of cuttings). Norms of reaction to elevation for 
seven different Achillea plants (seven different genotypes). A cutting from each plant 
was grown at low, medium, and high elevations (Carnegie Institute of Washington). 
From An Introduction to Genetic Analysis, ed. David T. Suzuki, Anthony J. F. Griffi ths, 
and Richard C. Lewontin, 2d ed. (New York: W. H. Freeman and Company, 1981), 
Figure 1-8, page 18; reprinted with permission from W. H. Freeman and Company. 

High elevation

Medium elevation

Low elevation

Parental plant (source of cuttings)
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Distinguishing between genes and environment makes sense in this 
situation with respect to the goal of identifying what factors are causally 
relevant to the difference in plant height in particular sets of plants. Con-
sider fi rst the set of different clones grown at the low elevation. What dif-
ferences caused the actual differences in height among this set? In this 
case, the differences are in the genes. Differences in the genotypes, not 
differences in the environment, apparently cause some plants to be taller 
than others.5 Consider next the set of three clones from plant 4 that were 
planted at the three different elevations. What differences caused the 
differences in height among this set? The differences in this set weren’t 
caused by differences in genes; environmental differences caused some 
plants to grow taller than others. What about the case involving all twenty -
 one plants? What differences caused the differences in height among this 
set? The answer is both differences in the genes and differences in the en-
vironments of these twenty - one plants. There is nothing “improper” about 
distinguishing between genes and environments in this context. The sci-
ence of classical genetics didn’t account for the appearance of character-
istics in later generations, it accounted for the appearance of differences
in characteristics. Genes and environment, or, to be more precise, genetic 
and environmental variables, can be properly contrasted when the aim is 
to investigate the causes of differences within a particular set of individu-
als in a particular range of environmental conditions. Oyama acknowl-
edges this point.

Two caveats are in order. First, to say that the differences in height 
among the three plants in the fi rst set were caused by differences in genes 
is not to say that the height of any particular plant is determined by the 
genes and not by the environment. Height is a characteristic constructed in 
a process of interaction among many causal elements including elements in 
the DNA, elements in the cytoplasm, and elements in the organism’s envi-
ronment. Given what biologists have learned about development, it simply 
wouldn’t make sense to say that the reason an individual plant is a certain 
height is because of its genes and not because of its environment. An indi-
vidual plant is the height it is because of genes and environment (as well as 
other factors internal to the organism but not part of its genetic makeup). 
However, differences in height between individuals are sometimes caused 
by differences in their genes, sometimes by differences elsewhere, and 
sometimes because of differences in both. Much has been written about 
attempts to measure the relative contributions of gene differences, envi-
ronmental differences, and other differences to differences in particular 
traits. I will not go further into these issues here, but simply maintain that 
the distinction on which this apportionment rests is  coherent, provided it 
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is carried out with respect to a specifi ed set of individuals in their actual 
 environment(s).

The issue of whether or how such results of apportionment studies can 
be used to make inferences about future individuals raises a host of trou-
bling issues. This brings me to the second caveat. Having evidence that 
genotypic differences caused the differences in height among the seven 
individuals at the low elevation does not imply that changes in environ-
mental factors couldn’t also affect height. In fact, if the plants were grown 
in a different environment, the heights of plants with different genotypes 
might be the same (as they are for plants of genotypes 13 and 6 in the 
high - elevation environment) or the relative heights might be reversed (as 
they are for plants of genotypes 4 and 9 at the low and medium elevations). 
The evidence that genes made the difference applies only to a fi xed range 
of genotypes and in a particular kind of environment. This is obvious in 
the example, which of course was chosen to make this point clear.6 This is 
much less obvious in the context of human genetics, where evidence that 
trait differences are caused by genetic differences is too often assumed to 
mean that our only means to control the trait is by changing the genes, not 
modifying the environment. This assumption is seriously mistaken. It may 
well be that an environmental difference not tested for, even a minor envi-
ronmental difference, could make a tremendous difference in traits.

Establishing the fact that the difference that produced a difference in 
one group was genetic (or environmental) does not show that possible dif-
ferences in environments (or genes) could not easily eliminate the differ-
ence or reverse it.

Although my causal analysis of the apportionment of causation between 
genes and environment may seem to contradict blatantly the views of phi-
losophers who advance DST - type critiques, it is perfectly consistent with 
Richard Lewontin’s criticisms of ANOVA. In fact, Lewontin is a coauthor 
of the textbook I used to substantiate my analysis (Suzuki, Griffi ths, and 
Lewontin 1981). And provided the caveats are kept in mind, it is also in 
line with Oyama’s account of this kind of reasoning (2000, 107–8). It may 
appear that Oyama’s position is that dichotomizing between insides and 
outsides and apportioning causal responsibility between the two is con-
ceptually fl awed. But her real position seems to be that dichotomizing be-
tween insides and outsides and apportioning causal responsibility in some
ways and contexts are fl awed in the fi rst place (e.g., nature and nurture), 
but are not fl awed in the case of dichotomizing between genes and envi-
ronment in the context I have described.7

Oyama’s criticism of gene - centrism, then, does not rest on a universal 
argument that gene - centrism is conceptually muddled or that there is no 
proper way to draw the dichotomizing contrasts that geneticists frequently 
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invoke. Her position seems consistent (perhaps she would say this is an un-
derstatement) with one of the central ideas I want to advance in this paper, 
that science is a pluralistic enterprise, that there is no single “fi rst place.” 
Scientists have a variety of interests and a distinction might be properly 
drawn with respect to some interests and not with respect to others. This is 
not just an issue of different conceptual frameworks applying to different 
parts of the world. Rather, for one and the same causal system, different 
interests will lead scientists to properly draw different distinctions and dif-
ferent causal conclusions that need not be integrated with one another.

Oyama introduces her account of the nature - nurture dichotomy as 
 follows:

An important question in developmental studies, if not the important ques-
tion, pertains to the ontogenetic origin of organismic form and function, 
including the form of the mind. Traditionally, answers have either focused 
on a set of basic structures supposed to be transmitted in the genetic mate-
rial, or else on the contingencies of individual experience. Thus, nature -
 nurture battles are ostensibly about the allocation of causal responsibility
for development either to the genes or to the environment. The motivat-
ing concern, however, often appears to be with the notion of limits, rather 
than actual details of causation. What people fi nally seem to be speculating 
about is the limits on possible phenotypic variation and change. (2000, 99; 
emphasis in original)

When Oyama writes “the important question,” she seems to be entertain-
ing the possibility that studying development might come down to answer-
ing one fundamental kind of question. I doubt that there is a single impor-
tant question, a single interest to which all other interests in development 
will be subsumed. When Oyama writes “the motivating concern,” she 
seems to mean “the” with respect to the nature/nurture controversy. If so, 
then she makes a plausible point that drawing the nature/nurture divide 
might not be helpful for those with the interests of determining limits.8

But I suspect philosophers reading such passages are prone to overlook the 
possibility that there are important interests in science that are well served 
by distinguishing between genes and environment and by putting genes in 
the forefront of scientifi c study.

Philosophers are particularly susceptible to this kind of oversight be-
cause analyses in philosophy often proceed by trying to identify the point, 
or the question, or the fi rst place. I want to claim that with respect to areas 
of scientifi c inquiry such as developmental genetics there is no essential 
point, no single motivating question, and no fi rst place. Philosophers of 
biology should abandon the quest for the essentials and conduct our philo-
sophical study by identifying a possible plurality of particular interests 
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and determining to what extent the concepts, theories, and methods might 
serve those interests. This pluralistic endeavor can help identify what in-
terests a particular approach to science will serve and what interests it will 
not serve. An important question for the pluralist is, what epistemic inter-
ests might practicing scientists have for distinguishing genes (and DNA) 
and centering much of their research on these elements?

The Widespread Misinterpretation of Gene - Centrism

The popular myths about why genes are at the center of biologists’ at-
tention are closely associated with a misinterpretation of gene - centrism. 
The common interpretation is often advanced in newspapers and maga-
zines. For example, in a newspaper article from the New York Times titled 
“Reading the Book of Life: A Historical Quest,” genes are characterized as 
follows: “Genes: These sections of DNA instruct the cell to make proteins 
which perform all the body’s essential tasks, like digestion, and determine 
physical features, like eye color” (June 27, 2000, A21). Such popular state-
ments are as common as they are erroneous. Genes don’t issue instructions 
to make proteins, and genes don’t, as far as geneticists know, “determine” 
physical features like eye color. Differences in genes can cause differences 
in eye color in organisms with uniform genetic backgrounds living in simi-
lar environments. But differences in environments were also shown by 
geneticists to cause differences in eye color. Hence, it is at best mislead-
ing to state that genes “determine” eye color. One might as well say that 
environmental factors determine physical features like eye color and that 
transcription factors instruct cells to make proteins that perform all the 
body’s essential tasks.

This misinterpretation can be found in the writings of scientifi c lead-
ers as well: “Over the next ten years, as a consequence of the advance of 
our biological knowledge, we will arrive at new understandings. We will 
understand deeply how we are assembled, dictated by our genetic infor-
mation” (Gilbert 1992, 96). A problem with using information metaphors 
like “direct” or “dictate” is that they make it diffi cult to be clear that the 
processes being investigated and modeled with the gene - centric (or DNA -
 centric) approach are highly interactive. Gilbert tries to address this issue 
by remarking, “genetic information does not dictate everything about us. 
We are not slaves of that information” (96). But it is diffi cult to draw pre-
cise distinctions with vague concepts of information. It is better to inter-
pret gene - centrism in terms of the concepts of causality than concepts of 
information. It is more informative to say that gene differences can cause 
phenotypic differences in certain contexts than to say genes contain the 



PLURALIST INTERPRETATION OF GENE - CENTERED BIOLOGY  199

information for phenotypic differences.9 I will sketch an interpretation of 
gene - centrism that does not rest on the information metaphors.

Toward a Pluralist Interpretation of Gene - Centrism

My interpretation of gene - centrism, that is, my interpretation of the wide-
spread practice of placing genes at the center of scientifi c attention, chal-
lenges two epistemological assumptions underlying the common mis-
interpretation of gene - centrism. According to the misinterpretation, genes 
are at the center of attention because biologists have established a theory 
that shows genes are the fundamental causal agents determining the de-
velopmental and metabolic processes within organisms. This misinter-
pretation implies that practicing the science involves answering questions 
about development and function by fi lling out this theory, and that this is 
accomplished by identifying the role the genetic determinants play in the 
particular biological process under investigation.

The fi rst epistemological assumption is that coherent bodies of scien-
tifi c knowledge are organized around central theories and inquiry involves 
fi lling out the theory. I believe gene - centrism is better understood as a 
scientifi c approach for investigation, manipulation, and modeling than as 
a theory or framework for comprehensive explanations. The second as-
sumption is that the aim of science is to establish a single, integrated sci-
entifi c theory or approach, at least for any given domain of phenomena. 
I will argue that gene - centrism should be interpreted from the tempered 
perspective of the pluralist stance, which holds open the possibility that 
causal factors emphasized in one adequate scientifi c theory or approach 
are not necessarily more “fundamental” than causal factors left in the 
background. Pluralism is open to the possibility that there could be a mul-
tiplicity of adequate theories or approaches, each of which emphasizes a 
different set of causal factors. Furthermore, according to this view, there is 
no reason to think that there must be a neutral perspective (or framework 
or language) in which all important causal factors can be integrated to 
yield a single, unifi ed account of a complicated natural system.

Gene - centrism can be understood as a general scientifi c approach
for investigating and modeling a broad range of biological processes. As 
such, it includes practical knowledge about various procedures, descrip-
tive knowledge about the makeup and causal regularities of model organ-
isms, and evaluative knowledge assessing the utility of procedures, mate-
rials, and ideas for further research. The functioning of this knowledge is 
structured not just by patterns of explanatory reasoning, but also by strate-
gies for investigation (see Waters 2004a for a detailed illustration of what 
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constitutes a scientifi c approach). Understanding gene - centrism as an ap-
proach centered on a set of open - ended strategies for investigating a broad 
range of biological phenomena, rather than as an explanatory enterprise 
centered on fi lling out the details of a central theory, makes it possible to 
entertain the idea that genes are at the center of attention because of their 
investigative utility, not because of their alleged explanatory power.

Oyama sometimes treats gene - centrism as a concrete approach for in-
vestigating biological phenomena, as she does in the following concilia-
tory passage:

There is still a place for the “provisional single - mindedness” mentioned 
in chapter 3, the tactical decision to focus on one level for a particular 
purpose. It is important to recognize that such an approach temporarily 
de limits the context for the investigation; eventually the questions and fi nd-
ings must be recontextualized. There is, after all, no research that does not 
limit the scope of entities and variables studied. (2000, 4)

Oyama is open to the idea that it is appropriate for scientists to empha-
size some causal elements at the cost of obscuring others. But this passage 
raises an important issue: why must questions and fi ndings from an ap-
proach that emphasizes a subset of causal elements be recontextualized? 
The demand for recontextualization presumes that the goal is to integrate 
the knowledge gained from single - minded approaches into a comprehen-
sive, grand theory that includes all causal elements. This is monism.

Oyama is a pluralist of sorts. She acknowledges the possibility that 
single - mindedness, that is, the adoption of approaches that obscure some 
features of a process in order to make other features salient, is a perma-
nent, inherent feature of science. This leaves her open to the possibility 
that the best science can offer with respect to experimentation, even in the 
long run, is a plurality of investigative approaches, each of which makes 
it possible to investigate certain aspects of the phenomena, but none of 
which makes it possible to investigate all aspects of interest at once. I push 
pluralism further. Pluralists should be open to the possibility that there 
could be a plurality of ways to “recontextualize” the results of a single -
 minded approach and the possibility that different approaches will yield 
various explanations that cannot be integrated into a single, comprehen-
sive explanatory framework. Perhaps there will never be a grand theo-
ry of development that integrates all the causal factors of interest into a 
single, useful perspective. The demand that the questions and fi ndings of 
the gene - centric approach be recontextualized, presumably to DST, is a 
demand of monism.

Gene - centrism, if understood in terms of pluralism, does not presuppose 
grand claims about the causal primacy of genes (or DNA). Gene - centrism 
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is consistent with the possibility that alternative approaches might yield via-
ble explanatory models that emphasized causal elements obscured by the 
gene - centered approach. For example, with respect to human behavior, the 
gene - centered approach is but one of a number of viable approaches, some 
of which put genes into the background in order to make environmental 
elements more salient (see Longino, chapter 6 in this volume). In some 
other cases, viable alternatives have not been developed. For example, in-
vestigation into early development of model organisms such as C. elegans
is dominated by gene - centered research. If it is bad policy to place so many 
investigative resources into the gene - centered (or DNA - centered) research, 
it is because more resources should be devoted to investigating aspects of 
the phenomena (or potential technologies) obscured by gene - centrism.10

Interpreting gene - centrism as one of a plurality of possible approaches 
leaves open the possibility that genes are the center of attention not so much 
because of their explanatory value, but because of their investigative utility. 
I will argue that this is indeed the case, that genes provide a unique entry 
point for investigating and modeling a broad range of biological  processes.

What Are Genes? What Do Genes Do? 
Why Are They Central to Research?

Critics sometimes argue that there are no such things as genes, that “gene” 
doesn’t pick out anything special, or that genes are whatever biologists 
want to call a gene (e.g., Burian 1986; Kitcher 1992; and Fogle 2000). 
Hence, I need to begin by clarifying how biologists conceive of genes be-
fore explaining why genes are central to biological research. Although 
“gene” is used differently by different biologists, and even by the same 
biologists in different situations, contemporary reasoning involving genes 
nevertheless often presumes one or another of three models. One model 
of the gene is classical and dates back to the Morgan school of genetics. 
Another is molecular and is integrated with contemporary understanding 
of the system of reactions that leads from DNA to the synthesis of RNA 
molecules and polypeptides. A third model, which I will not discuss here, 
involves conceiving molecular genes in terms of evolution.11

Centering on Classically Conceived Genes
The classical concept (or model) of the gene is typically applied by con-
temporary investigators when they lack a molecular specifi cation of a 
gene (or in contexts where gross phenotypic differences are of practical 
importance). Classical genes are identifi ed by their phenotypic effects in 
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 particular contexts, not by their molecular makeup. When contemporary 
biologists refer to a gene associated with a gross phenotypic characteristic 
(e.g., purple eye color), they typically are referring to the element of DNA, 
the difference in which is causing the phenotypic difference (e.g., in eye 
color) among individuals in a particular population under particular envi-
ronmental conditions.12 It is important to emphasize that this does not nec-
essarily mean that the function of the gene is to produce eye color or that 
the gene is “directing” the production of eye color. The phrase “gene for” 
is misleading when used with respect to the classical model. Classically 
identifi ed genes are usually named after one of the quirks caused when 
mutations interfere with their typical range of functioning, not after 
their functions. The more careful writings by classical geneticists (e.g., 
Sturtevant in his doctoral dissertation) make clear that producing purple 
eyes was not the function of the purple allele, and producing red eyes was 
not the function of its wild - type alternate.

Although gene concepts can be traced back further, what I’m calling the 
classical model is grounded in the classical genetics of the Morgan school. 
Asking why the Morgan school put genes at the center of their research 
is instructive. One might think genes were central because they helped 
classical geneticists explain a broad range of phenomena. But this answer 
is not satisfactory because even though genes fi gured into explanations of 
inheritance patterns, they did not fi gure into explanations of anything else 
of signifi cance (e.g., development). Another answer is that although genes 
didn’t account for much in concrete explanations, geneticists had a grand 
theory, and according to that theory genes played a determining role. The 
answer that genes had tremendous explanatory potential (rather than cur-
rent explanatory power) is more plausible, but it is still not convincing. 
After all, classical geneticists had no idea what genes did. They were con-
vinced genes were important (hence the plausibility), but they did not have 
anything amounting to a theory about what genes did, which the following 
speculation on the part of Morgan makes clear:

Suppose, for instance, to take perhaps an extreme case, all the genes are 
instrumental in producing each organ of the body. This may only mean 
that they all produce chemical substances essential for the normal course 
of development. If now one gene is changed so that it produces some sub-
stance different from that which it produced before, the end - result may be 
affected, and if the change affects one organ predominantly it may appear 
that one gene alone has produced this effect. In a strictly causal sense this 
is true, but the effect is produced in conjunction with all the other genes. 
(Morgan 1926, 306)
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What epistemic interests did classical genetics have for distinguishing 
genes and centering much of their research on these elements? It wasn’t 
because they had a grand theory of development and wanted to fi ll out the 
details. The Morgan school didn’t have a grand theory at all. At best they 
had the vague idea that organs are developed through the culmination of 
a long series of processes, and genes somehow act on the steps along the 
way. But this was just a vague idea. They did have a more precise explana-
tory theory (transmission theory), but the theory was narrow and could do 
little more than explain patterns of inheritance in carefully orchestrated 
experiments performed on a few model organisms. Then why was so much 
of their research centered on genes?

Genes not only seemed to be involved in a wide range of processes, but 
differences in genes caused differences in a wide range of processes. Even 
if genes turned out to be minor players, the tight causal connection be-
tween gene differences and differences in basic biological processes (under 
controlled conditions) offered a means for manipulating those processes. 
And, as every physiologist knows, one way to learn about how a biologi-
cal system works is to manipulate the underlying elements and processes. 
Classical geneticists advanced a strategy, called the genetic approach, for 
using genes to study biological processes (Waters 2004a). The strategy in-
volved identifying gene mutations that interfered with processes of interest 
and then using the techniques of genetics to manipulate those processes. 
This strategy was successfully applied to learn a great deal about chro-
mosomal mechanics; it was far less successful at shedding light on other 
biological processes. Nevertheless, geneticists hoped that the manipulation 
of genes would shed light on other biological processes as well (e.g., gene 
action, mutation, speciation, etc.).

To summarize the historical case: the gene concept of classical genetics 
did not specify what genes are made of or what genes do. Rather, it re-
lated differences in genes to differences in phenotypes in certain contexts. 
The causal relation between gene differences and phenotypic differences 
in these contexts nevertheless enabled biologists to explain various inheri-
tance patterns. More important, it provided them with an entry point for 
studying chromosomal mechanics, for mapping genes, and for investigat-
ing a wide range of biological processes. The reason classical genes were 
central to research was because identifying genes provided a basis for con-
ducting research into these biological processes. It was the investigative 
reach, not the explanatory scope that motivated biologists to put genes at 
the center of so many investigations.

Although biologists now have a gene model that identifi es what genes 
are made of and what they do (see the next section), the classical model 
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of the gene still plays an important role in biological research. There are 
many, many investigative contexts in which genes are identifi ed by the 
phenotypic effects brought about by differences in genes or regulatory re-
gions. When newspaper headlines announce that biologists have discov-
ered a gene for X, the underlying research often involves the identifi cation 
of classical genes via phenotypic effects (and hence the terminology “gene 
for X” is often used in a very misleading way). The genetic approach, 
which can be employed without knowing the specifi c molecular identity of 
the gene, has remained an important strategy for studying biological pro-
cesses. In fact, this approach was utilized in tandem with the physical ap-
proaches of biochemistry to investigate the mechanisms of a wide range of 
important biological processes, including the syntheses of DNA and RNA. 
For our purposes, it is important to keep in mind that this research is not 
dependent on the monistic presumption that genes are more fundamental 
than other causal elements participating in these mechanisms. Rather, it is 
based on the strategic idea that it is often easier to investigate mechanisms 
by manipulating genes than by manipulating the other elements.

Centering on Genes Conceived at the Molecular Level
Reconceiving genes at the molecular level provided the conceptual basis 
for developing powerful new methods of investigation. Biologists have 
managed to reverse the approach of classical genetics. Instead of starting 
with phenotypic differences and trying to work their way back to gene 
differences, biologists can now start with genes, and interfere with gene 
function directly to bring about phenotypic differences.13 But the funda-
mental strategy of genetics remains the same: utilize the handle provided 
by genes to manipulate and investigate basic biological processes. It is 
largely in the context of implementing this strategy that molecular genes 
take center stage in the study of what goes on in model organisms such as 
yeast, worms, and fruit fl ies.

I will argue that the legitimacy of putting molecular genes at the center 
of biological research does not depend on the idea that genes or DNA have 
a greater causal role in the overall development of an organism than do 
other elements. In fact, it is not clear what it would mean to say that genes 
and DNA have a greater causal role. According to the popular interpre-
tation, it means that genes contain the “information,” provide the “blue-
print,” or “direct” the processes. But the information metaphors are vague, 
and it is not clear how they could be made more precise or translated into 
the terminology of causation. What can be made clear is that genes have 
a distinctive causal role and that this role provides biologists with an epis-
temological entry for investigating a wide range of basic processes within 
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organisms, including developmental processes. I will support this claim by 
explaining how genes are conceived at the molecular level and clarifying 
the distinctive causal role that genes play. I will then show that although 
this role justifi es privileging genes in only a relatively narrow range of 
explanatory contexts, it nevertheless warrants centering attention on genes 
in a wide variety of investigative situations. This challenges the monistic 
assumption that centering so much attention on genes would be justifi ed 
only if genes are depicted as the fundamental causal agents in the single, 
comprehensive theory representing the development and functioning of 
organisms.

The molecular concept (or model) of genes includes a specifi cation of 
what genes are made of and what genes do (i.e., what roles they play). 
Molecular genes are segments of DNA that determine linear sequences 
in molecules produced through a special chain of processes.14 The chain 
of processes, which I call DNA expression, can produce a succession of 
products with linear structures: RNA, processed RNA, and polypeptides. 
The fi rst molecule produced in DNA expression is RNA (unprocessed and 
unedited). RNA is made up of a string of nucleotides. A portion of DNA, 
also consisting of a linear sequence of nucleotides, serves as a template for 
the synthesis of RNA. This synthesis results in the production of an RNA 
molecule whose linear sequence of nucleotides corresponds to the linear 
sequence of nucleotides in the DNA segment.15 Many different segments 
of DNA serve as templates, and hence a variety of RNA molecules is pro-
duced. The linear structure of any particular RNA molecule corresponds 
to the linear structure of the DNA segment that served as the template in 
the production of that particular RNA molecule. This DNA segment is the 
gene for the RNA molecule. Hence, for any particular unprocessed RNA 
molecule among a set of unprocessed RNA molecules with different linear 
structures, we can say that its linear structure was causally determined
by the DNA segment, that is, the gene, because it is the difference in the 
nucleotide sequences in genes that caused the differences in linear struc-
tures among the unprocessed RNA molecules. This is true even though 
the gene was only one of many players (and a passive player at that) in the 
production of the RNA molecule.

The expression of DNA segments often involves additional processes. 
Many RNA molecules serve as templates in the synthesis of poly peptides.16

The linear sequence of amino acids in a polypeptide is determined by the 
linear sequence of nucleotides in the RNA template in the same sense 
in which the linear sequence of nucleotides in the RNA template is de-
termined by the linear sequence of nucleotides in genes. Hence, DNA 
segments can be said to determine the linear sequence of amino acids 
in the syntheses of different polypeptides. These segments are genes for 
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 polypeptides. It is worth stressing that these segments, the genes for poly-
peptides, play a distinctive determining role because the differences in 
the linear structures among different polypeptides synthesized in a cell or 
cell structure result for the most part from actual differences in the linear 
structures of genes (DNA segments), not from differences in the many 
other causal agents essential for the synthesis of the polypeptide. (I will 
discuss complications relevant to the for the most part qualifi er later in 
this section, but I will note that this qualifi er does not need to be added for 
the case of genes for RNA or polypeptides in prokaryotes or for the case of 
genes for unprocessed RNA in eukaryotes.)

Readers might wonder why I am willing to say that molecular genes 
“determine” linear structures when I deny that classical genes determine 
the phenotypic traits with which they are associated. I have argued that 
the classical genes are not truly genes for, that phrases such as “gene for 
purple eye color” are misleading. But I claim that molecular genes truly 
are genes for. Why? My reasoning is related to the reasoning about the 
Achillea millefolium experiment discussed earlier. In the case of the height 
of Achillea millefolium plants, I concluded that causal claims could be 
made about sets of plants, but not about individual plants. We can say geno-
typic differences cause phenotypic differences in height among plants in 
a set, but we cannot say that a genotype causes height in the case of an 
individual plant. Likewise, we can say molecular genes determine linear 
structure in the context where different molecular genes are playing causal 
roles in the syntheses of molecules with different linear structures, but we 
cannot say that genes cause the linear structure of a single molecule. If 
polypeptide synthesis had occurred only once in the history of the uni-
verse, there would be no reason to say that DNA played a distinctive role in 
determining the structure of the single polypeptide. One could say tRNA 
played just as distinctive a role in determining the structure. Likewise, if, 
contrary to the actual situation in living cells, every molecule synthesized 
via DNA expression had the same linear structure, then biologists could 
not reasonably claim that DNA played a distinctive role in determining 
that structure. It is only in the context where molecules of different linear 
structures are synthesized that singling out the causal role of particular 
elements makes any sense. And the reason for singling out genes is that 
they are difference makers.

DNA expression can be extremely complicated. In multicellular organ-
isms, differences in the linear structures among polypeptides and pro-
cessed RNA in different tissues and at different stages of development are 
often determined, not just by differences in genes, but also by differences 
in other causal elements (such as splicing agents). Hence, the distinctive 
determining role of genes is not always unique with respect to determining 
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differences in processed RNAs and polypeptides synthesized in different 
tissues and at different developmental stages. Other entities also play the 
role of difference maker. But biologists still believe the determining role 
of genes is unique with respect to differences among linear structures of 
unprocessed RNA molecules. It is important to keep in mind that the com-
plications mentioned here place limits on the explanatory power of genes 
and DNA, but they do not affect the conclusion I draw about why molecu-
lar genes are at the center of attention in so much biological research.

The complications of RNA processing do not render the molecular gene 
concept problematic. The gene concept has appeared hopelessly sloppy 
to many philosophers of biology (Rosenberg 1985; Burian 1986; Kitcher 
1992) and at least a few biologists (Portin 1993; Fogle 2000). But appear-
ances are deceptive. The gene concept is incredibly versatile, and once 
a context is fully specifi ed, its application is remarkably precise (Waters 
2000). Consider, for example, the complications of RNA splicing. In eu-
karyotes, portions of RNA molecules (called introns) are frequently re-
moved, and the remaining sections (exons) are reconnected before the 
molecules are employed as templates in polypeptide synthesis. In such 
cases, precision can be achieved by distinguishing the gene for the un-
processed RNA molecule from the gene for the polypeptide. The gene for 
the unprocessed RNA molecule includes the parts of the DNA segment 
corresponding to introns as well as parts corresponding to exons. The gene 
for the polypeptide does not include the sections of DNA corresponding 
to the introns (the regions spliced out of the RNA molecule before poly-
peptide synthesis). Molecular biologists call genes of the latter kind “split 
genes” because the sequence of DNA nucleotides corresponding to the 
sequence of amino acids in the polypeptide is interrupted by nucleotides 
that correspond to introns. The gene concept is versatile because it can be 
applied to identify genes for linear sequences at different stages of DNA 
expression. The concept is precise because once the linear sequence, the 
molecule, and the relevant stage of DNA expression are specifi ed, the mo-
lecular identity of the relevant gene is fi xed. Alternative splicing does not 
render the concept imprecise because the concept can be used to distin-
guish a molecular gene for one spliced product from the molecular genes 
for alternatively spliced products.

Biologists’ attention is often directed toward genes because genes are the 
difference makers. Most causal agents required for DNA expression are uni-
form in a particular cell or cell structure at a given time. A difference in 
one of the many other causal elements (e.g., a functional difference in one 
of the tRNA molecules) would result in changing all the polypeptides syn-
thesized in the cell or cell structure, not just in changing a subset. Hence, 
differences among the polypeptides synthesized in a particular cell or cell 
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structure for the most part result from differences in genes. Exceptions 
involve cases of differential RNA splicing and editing. When differential 
RNA splicing occurs within the same cell structure at the same time, then 
differences in the linear sequences among these polypeptides, that is, the 
polypeptides resulting from differential processing of the same kind of 
unprocessed RNA, could be said to be caused by differences in splicing 
factors rather than differences in DNA.17 It would still technically be true 
that different split genes were involved. Nevertheless, it is perfectly rea-
sonable to say about such cases that the splicing factors, as well as molecu-
lar genes, play a distinctive causal role in determining differences in the 
linear structure of the polypeptides in the cell. Hence, the distinctive role 
for genes is not always and necessarily unique.

Molecular genes are central to biological investigation for the same rea-
son classically identifi ed genes are central: they provide handles for ma-
nipulating biological processes. Molecular genes are actual and potential 
difference makers. By manipulating molecular genes, scientists can tinker 
with a wide variety of biological processes ranging from gene regulation to 
pathways for neutralizing toxins. Bernard investigated the functioning of 
the milieu intérieur by manipulating nerves of the sympathetic system. In 
similar fashion, biologists studying development in C. elegans or memory 
in Aplysia or mice aim to understand how these processes work by ma-
nipulating genes. Investigators need not assume that genes are the central 
causal agents in these processes. But experimenters can manipulate the 
agents that are central by manipulating genes. For example, systems biolo-
gists are investigating metabolic pathways that involve recurrent patterns 
of interaction. The immediate causal agents in these pathways are metabo-
lites, not genes or DNA. An important strategy for learning about the pat-
terns is to manipulate metabolites by interfering with underlying genes. 
The strategy does not depend on the idea that genes direct metabolism or 
any grand theory of systems biology. It is based on the strategic premise 
underlying the genetic approach: one can investigate biological processes 
by manipulating genes.

Gene - centered sciences are changing. Now regulatory molecules have 
joined genes at the center of attention. It is important to note that things 
also stay the same; regulatory molecules are at the center of attention in 
part for the same reason genes are. In addition to explaining differences, 
regulatory molecules also provide molecular biologists with a means to 
manipulate basic biological processes within organisms. And how do bi-
ologists manipulate regulatory molecules? Often, by manipulating genes. 
To learn about a network of genes, biologists alter genes (or the activity 
of genes) that determine linear sequences in regulatory molecules that af-
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fect the functioning of these molecules, which in turn affects the function 
of the genes these molecules regulate. It appears that as attention turns 
to higher - level processes, genes will still provide an important means for 
investigation. The staying power of gene - centrism stems not from the al-
leged power to explain all processes of interest directly in terms of genes 
and gene regulation, but in its incredible utility for investigating biological 
 processes.

There are, of course, a number of molecular biologists who claim more. 
They believe that identifying the cascades of reactions emanating from 
gene transcription will explain the processes of development, metabolism, 
life cycles, environmental response, and so on. Some geneticists talk as 
if once they understand the causal role of every individual gene they will 
understand everything that happens within the organism. Some systems 
biologists talk as if once they understand all the networks of genetic regu-
lation they will understand the fundamental basis for all life processes. 
Proponents of DST are right to criticize such explanatory claims. There is 
more to life than the regulated synthesis of linear molecules. But DST pro-
vides the wrong diagnosis and remedy. Scientists should not avoid gene -
 centered investigations on the grounds that gene - based explanations tend 
to obscure important causal elements. It is not the gene - centric approach 
but the interpretation of gene centrism, and the underlying epistemological 
assumptions, that should be discarded.

We should be skeptical about any claim, whether made by gene - centrists 
or by proponents of DST, to the effect that a single kind of account or per-
spective will provide a comprehensive framework for understanding every-
thing of importance in a process as complicated as development. But this 
implies that we should also not dismiss an approach because it leaves out 
of its forefront elements that are causally important. Gene - centrism does 
obscure, its explanatory power is limited, but it nevertheless explains a lot 
about the synthesis of DNA, RNA, and polypeptides. According to this 
explanation, genes play the causal role of difference makers.18 Because 
genes have this distinctive role, they can bring about differences in a very 
broad range of biological processes at different levels of organization. 
And although this distinctive causal role does not give genes the explana-
tory power often attributed to them, it does make genes important tools 
for scientifi c investigation. Pluralism, and the idea that science is orga-
nized around the activity of pursuing investigative strategies rather than 
fi lling out grand theories, provides an epistemological basis for interpret-
ing gene - centrism and understanding why an approach with limited ex-
planatory scope can nevertheless have such a dominant role in scientifi c 
 practice.
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Conclusion

Gene - centrism is not mistaken in the fi rst place. Its viability does not rest 
on the naive view that genes are the fundamental causal determinants of 
everything that happens within organisms. When people talk as if gene -
 centered biology is premised on this view, they are misinterpreting the 
science. This misinterpretation is plausible because of mistaken epistemo-
logical views, widespread even among philosophers of science, about the 
nature and structure of scientifi c knowledge.

Philosophers of science have stressed one kind of epistemic interest to 
the practical exclusion of all other interests, and that is the interest that 
should be explained. My interpretation of gene - centrism is based on the 
idea that there is another epistemic interest, the interest to investigate, 
which often plays a more fundamental role in shaping a science. I have 
argued that it is this kind of interest that accounts for the dominance of 
gene - centrism throughout so many of the biological sciences. Placing 
genes at the center of attention has served a variety of investigative in-
terests of many biologists starting with the Morgan school’s investigation 
of meiosis and continuing through today’s investigations of processes of 
development and metabolism, and phenomena of life cycles and environ-
mental adaptability.

My interpretation of gene - centrism is thoroughly pluralistic. It does not 
assume that centering attention on genes is the only approach for investi-
gating biological phenomena such as development or even that the fi ndings 
of different investigative methods must be recontextualized into a grand 
genic - centric theory (or any theory for that matter). So much scientifi c 
attention is centered on genes because genes provide a useful entry for 
investigating a very broad variety of biological phenomena. The kind of 
grand theory associated with gene - centrism (e.g., that genes are the funda-
mental determinants of development) helps scientists garner resources to 
pursue their research (e.g., it creates excitement that helps attract funding), 
but the research can be defended while remaining totally agnostic about 
whether the gene - centric theory, or any single theory or theoretical per-
spective, could possibly explain the variety of developmental phenomena 
of potential interest.

Readers might complain that I’ve been too generous to Morgan and 
subsequent gene - centrists. After all, Morgan was not tolerant of diversity. 
The passage quoted from Morgan’s Theory of the Gene (1926) indicates 
that although he admitted to knowing nothing about what individual genes 
did, he nevertheless assumed that it was the interaction of genes, not the 
interaction of genes and other stuff, that produced the phenotypic effects. 
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And the Morgan school is well known to have staunchly objected to alter-
native ideas about inheritance, such as cytoplasmic inheritance. But that 
doesn’t mean we, as philosophers or historians, shouldn’t adopt the plural-
ist stance when we try to understand the strengths and the limitations of 
their science. Likewise, I think we should be pluralists when we interpret 
contemporary gene - centered science (or for that matter, DST). There is 
room in contemporary science for multiple approaches (provided that a 
case can be made for each).19 Some think the danger is not getting the right 
comprehensive picture of development. I think the danger is thinking that 
the right picture exists and that if a picture doesn’t get it all in or get every-
thing right, then it should be rejected. This ideal leads critics to overlook 
the possibility that centering research on genes (and DNA) is a viable ap-
proach for contemporary science, but more important, it leads advocates 
of gene - centrism to deny its limitations.

Notes

I thank participants in the “Workshop on Scientifi c Pluralism” organized by the Minneso-
ta Center for Philosophy of Science in 2002 for offering valuable feedback on a draft of this 
paper. Susan Oyama kindly provided comments on an earlier draft and pointed out that 
she is not the kind of monist I erroneously claimed her to be. Evelyn Keller read a draft of 
this paper and offered detailed and helpful suggestions. Of course I did not follow all the 
advice I received, and any remaining shortcomings of the essay should be attributed to 
me. The workshop was supported by NSF grant 0125682, and the fi nal stages of my work 
on this paper by NSF grant 0323591.

1. As biologists are learning more about the nature of regulation, the issue is quickly 
becoming one of “DNA - centrism” in many gene - centric sciences, including develop-
ment. The arguments discussed in this chapter apply to both gene - centrism and DNA -
 centrism.

2. Examples of the kind of philosophical critiques I have in mind include Griffi ths 
and Knight 1998, Moss 2003, and Robert 2004. Robert advances a grand theory of devel-
opment different from DST, but his account of what’s wrong with gene - centrism is in line 
with criticisms offered by DSTers.

3. Oyama pointed this out to me (personal communication) when I mistakenly 
claimed otherwise in a draft of this paper.

4. The main issue I’m dealing with here concerns how biologists distinguish genes 
(or DNA) from the cellular environment of genes. But some of the examples I discuss 
involve distinguishing genes plus nongenetic elements from elements in the organism’s 
environment. The term “environment” is ambiguous, and failure to notice this ambiguity 
has obscured the pluralistic nature of evolutionary biology (see Waters 1991, 2005). But 
I don’t believe that ambiguity is the problem here. I avoid the nature/nurture terminology 
because, as Keller (2001) persuasively argues, there is much more to nature than genes 
and DNA.

5. One might object that, given the procedure of cloning in this example (cutting the 
original plant into pieces), the difference might be caused by random cytoplasmic factors, 
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not genetic factors. This is true. But it doesn’t show that the distinction between genes and 
environment is mistaken in this case. It just shows that the conclusion is mistaken. The 
difference would be caused not by differences in the genes (or in the organisms’ environ-
ment), but rather by differences in nongenetic factors within the organisms.

 6. The authors also provide an example in which the genotype - phenotype relation 
is qualitatively robust among the range of environments examined (see Suzuki, Griffi ths, 
and Lewontin 1981, 16, 19).

 7. There seems to be a tension in Oyama’s views on this point. At times it appears 
that Oyama is offering a categorical argument against dichotomizing in general, but her 
acknowledgment of the coherence of the kind of reasoning I have detailed here indicates 
that she does not take her argument to be decisive against dichotomizing in general.

 8. Plausible, but by no means decisive. It might be that drawing a contrast between 
genetics and environment can help scientists shed light on possible limits. For instance, 
it might show that certain limits do not exist. Genetic analysis might lead to knowledge 
about underlying mechanisms (of which genes take part) that can be infl uenced by ma-
nipulating environmental factors.

 9. Some biologists prefer information talk to gene talk (e.g., James Shapiro) and are 
trying to construct an account of development in terms of information rather than genes. 
As a pluralist, I would not rule out the future viability of such approaches, but the insight-
ful arguments of Oyama and others in the DST movement have convinced me that those 
who wish to model development in terms of information will require a new account of 
information.

10. As I will explain in the next section, the investigative reach of the gene - centered 
(DNA - centered) approach is applied to investigate all sorts of biological processes in 
which genes are peripherally involved. Hence, although gene - centered explanatory mod-
els obscure important elements, the investigative strategies centered on genes obscure 
much less.

11. The target is moving. In 1994, I claimed there were two important concepts or 
models of the gene, in 2000 I said there were at least two important concepts. Now I be-
lieve there are at least three. Identifying genes shared by organisms of different species 
has become part of the regular practice of molecular biology. The underlying gene con-
cept is molecular, but different from the one that I call the molecular concept of the gene. 
One might think of the classical concept as being “top down” (gene identity determined 
from phenotypic differences; causal chains traced backward toward DNA), the molecular 
concept as “bottom up” (gene identity determined by molecular level activity; causal re-
lationships traced toward higher - level processes), and the third concept as “comparative” 
(gene identity determined by similarity of molecular structure and molecular - level ac-
tivity across different species; causal relationships traced toward higher - level processes). 
The latter sense is evolutionary in that biologists believe that DNA sequences from differ-
ent species are the same gene because they descended from a common ancestral gene.

12. When the molecular makeup of the difference and gene are discovered, and the 
situation is reconceived in terms of the molecular gene concept (which I discuss later), 
the conceptual situation can become more complicated. Sometimes, geneticists learn that 
the difference used to identify the classical gene is caused by a difference in a bit of 
DNA that regulates a molecular gene and that the regulatory region is located outside the 
molecular gene. So, for example, many genes identifi ed classically by the Morgan work-
ers were identifi ed via mutations caused by p - element insertions upstream from the mo-
lecular gene. Pluralists need not be troubled by the facts that (1) the different conceptual 
models divide the chromosome differently, and (2) there is no useful way to combine the 
divisions into a single, integrated account.
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13. This is sometimes achieved by changing the gene, sometimes by interfering with the 
regulation of the gene, sometimes by introducing elements that eliminate gene  transcripts.

14. I believe my analysis gives a clear account of the reasoning of molecular biolo-
gists, but perhaps I should be credited with adding rigor that is not implicit in their think-
ing (or at least their use of language). Paul Griffi ths and Karola Stotz are conducting 
poll - based research into this kind of question in their Representing Genes project. My 
fundamental goal is to provide an account of how gene - centered sciences ought to be 
understood in order to appreciate their epistemic virtues and limitations (with respect 
to epistemic ideals such as truth, explanatory power, investigative utility, etc.). Whether 
biologists understand their science in this way is an open question that might be pursued 
through historical analysis, ethnographic investigation, or poll - based research. Depending 
on the results of such research, it might be necessary to say genes ought to be conceived 
according to my analysis. I explore these meta - issues in Waters 2004b.

15. A careful reading of advanced textbooks of molecular biology shows that the 
process is understood in causal terms, without essential appeal to notions of information.

16. Again, I will not go into the details of the synthesis, but examination of advanced 
texts reveals that the process of polypeptide synthesis is also understood in causal terms, 
without essential appeal to notions of information. In this case, the linear sequences of 
nucleotides serve as templates via the intervention of tRNA molecules.

17. As Evelyn Keller and Karola Stotz emphasize, recent research is shedding ad-
ditional light on the signifi cance of RNA processing and editing. It has already become 
evident that differential splicing of RNA is an important factor causing differences in 
linear sequences of polypeptides across different tissues and developmental stages. Such 
processes can be important for differences within one and the same cell in the same stage 
of development.

18. One might object to my claim that genes are the primary difference makers. If we 
trace the reactions back a few steps, we will see there are lots of difference makers. For 
example, there are hosts of regulatory molecules that determine which segments of DNA 
are active and which are not. So these molecules also have a distinctive causal role. But it 
is a different causal role. And besides, these agents are at the center of attention in gene -
 centered biology as well.

19. An implication of this essay is that DST cannot be justifi ed on the basis of a 
simple disjunctive syllogism (either gene - centrism or DST, or not gene - centrism therefore 
DST). It needs to be advanced on its merits as an approach for practicing science.
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10
Disciplinary Pluralism 

for Science Studies

Borrowed Knowledge and Scientifi c Pluralism

This essay is part of a larger project which examines the phenomenon of 
“borrowed knowledge.” It is within the context of this larger project that 
I seek to outline and defend a pluralistic approach within science studies. 
What do I mean by borrowed knowledge? Consider, for example, that the 
intense scientifi c interest in nonlinear dynamics (popularly known as chaos 
theory) has inspired a number of attempts to draw broad implications for 
areas usually considered far removed from the physical sciences. In ad-
dition to some relatively uncontroversial applications of chaos theory to 
economics, we fi nd endeavors to unearth strange attractors in postmodern 
literature, and to resolve longstanding legal or even theological quandaries 
by appeal to nonlinear dynamics. Some of these attempts merit serious at-
tention, some are harmless speculation, and some are simply misleading.

Two brief examples should serve to illustrate what is meant by bor-
rowed knowledge. In the fi eld of legal theory, Glenn Harlan Reynolds has 
called on chaos theory to steer between conservative legal scholars and 
the radical proponents of critical legal studies. Where the former seek to 
understand the law in terms of exact predictions, the latter view the legal 
system as an indeterminate arena of random power plays. Reynolds sug-
gests that by examining the patterns of decisions made by the Supreme 
Court in terms of chaos theory, we can fi nd a way beyond both rigidity 
and nihilism: “Despite this unpredictability, the actions of the Supreme 
Court are not random. Just as there is structure within chaos, so there is 
pattern of sorts within the actions of the Court — pattern that itself refl ects 
recursion and sensitivity to initial conditions, and that exists on both large 
and small scales” (1991, 114). Elsewhere, I detail how in this instance bor-
rowed knowledge serves as a valuable antidote to previous importations 
from the natural sciences (Kellert 2001).

A less happy example comes from the fi eld of literary theory, where 
Alexander Argyros has sought to use chaos theory to uphold the aesthetic 
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superiority of traditional narrative, among other things. He proposes that 
“the most robust and complex things in the universe, including human be-
ings and their theories, works of art, and social structures, are best under-
stood . . . as chaotic systems” (1991, 6). Because he speculates that cha-
otic systems lead to increased complexity, and complexity yields progress, 
Argyros feels confi dent that chaos theory can ground evaluative claims 
about both social and textual organization. Yet the borrowing here, be-
sides making inaccurate claims about a preference for complexity within 
chaotic systems, relies on poorly developed analogies between physical 
systems and texts (see Kellert 1996 for a fuller discussion).

The phenomenon of people taking chaos theory and using it in other 
disciplines raises a number of questions, including: Why do people borrow 
knowledge, and how do they go about it? What do they hope to accomplish 
by borrowing knowledge, and what do they actually accomplish? When 
does it work well, and when does it work badly? In addressing these ques-
tions, I contend that approaches from a multiplicity of disciplines provide 
useful and legitimate means for understanding and evaluating the phe-
nomenon of borrowing. By turns, we may have to ask questions about the 
social structures of academic work, about the way language works, about 
the nature of questions about values. Rather than going about addressing 
these questions, my task here is to articulate and defend a methodological 
approach toward answering such questions, an approach characterized by 
disciplinary pluralism.

Confusion may arise because my object of study, borrowing, is itself a 
phenomenon that takes place within other peoples’ research process. So 
when we ask, “How does borrowing take place?” and “When does it work 
well?” we are undertaking a methodological inquiry. But I am not ask-
ing those questions here; they are the primary subject matter of my larger 
project. In other words, here we will be asking not about borrowing but 
rather about how to go about answering questions about borrowing.

Disciplinary pluralism invites the use of techniques from multiple disci-
plines to understand the subject matter of an investigation. These tech-
niques might be used by one investigator, by one team of researchers, or by 
a number of individuals or teams. The “division of cognitive labor” often 
provides a valuable research strategy, so particular investigators or teams 
might each pursue their own disciplinary approach. These disciplines may 
combine, cooperate, compete, or remain aloof from one another — a genu-
ine pluralism does not require any particular form of interaction between 
disciplinary approaches. In fact, a fully pluralistic approach will admit the 
possibility that for some questions the number of disciplinary approaches 
required is equal to exactly one. To borrow a technical term, we might 
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label a nonimperialist monodisciplinary approach, which remained open 
to the possibility of other disciplines being relevant, as a degenerate case 
of disciplinary pluralism (on this point, see also Nozick 1981, 644).

The argument for disciplinary pluralism in science studies draws much 
inspiration from pluralistic positions within the sciences themselves, in-
cluding the positions outlined in this volume. One view of these scien-
tifi c pluralisms would characterize them as rejecting the following two 
 assumptions:

Monistic Assumption 1: All theories (or all models, or all causal factors, 
or all experimental approaches, or all interpretive frameworks for mathe-
matical formalisms) should be able to be joined into one comprehensive 
account (or approach, or framework).

Monistic Assumption 2: Any theory (or model, etc.) that is incomplete or 
partial is defi cient, and needs to be made part of a more comprehensive ac-
count (or approach, or etc.).

Scientifi c pluralism, according to this formulation, suggests that many of 
our best knowledge - making practices have shown us that we ought not to 
accept these two monistic assumptions. Rather, we should proceed with 
our inquiry in such a way as to leave open the question as to whether com-
prehensiveness is achievable or desirable. In slogan form, pluralism claims, 
“Comprehensiveness is not a cognitive ideal, nor a cognitive virtue.” But 
pluralists need not take the extra step toward claiming that comprehen-
siveness is a cognitive vice. Hankering after unifi cation may sometimes 
lead some researchers in a helpful or progressive direction, and sometimes 
it may not. But such a methodological monism certainly does not qualify as 
a motivational necessity for practicing science, and it should be left behind 
in our efforts to understand the practice of science as well.

What Is a Discipline?

In this discussion, I will be using a relatively broad sense of what counts as 
a discipline, following William Bechtel’s overview of how disciplines can 
be identifi ed and distinguished: by their objects of study (domains, phe-
nomena, model systems), by their cognitive features and tools (problems, 
theories, techniques), or by their social structure (turf, professional orga-
nizations, genealogies of training, journals) (1987, 297). Using this broad 
framework, we can see that other characterizations of disciplines focus 
on one or more of these three criteria. Darden and Maull (1977, 44) and 
Joseph Kockelmans (1979, 127) consider objects of study and cognitive 
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tools but exclude considerations of social structure. Moti Nissani, on the 
other hand, defi nes a discipline almost entirely in terms of social structure 
as “any comparatively self - contained and isolated domain of human expe-
rience which possesses its own community of experts” (1997, 203). While 
Stephen Toulmin includes all three features of a discipline, he reserves 
the term for those systematic endeavors with a clear agreement on central 
problems and ways to solve them, characterizing atomic physics and law 
as disciplines but excluding philosophy (1972, 145). I will be talking about 
disciplines in a broader sense in which they are knowledge - producing 
enterprises with some shared problems, some overlapping cognitive tools, 
and some shared social structure. But I consider philosophy and sociology 
disciplines, and there is certainly no set of shared techniques that all phi-
losophers, for example, share. Consider a Heideggerian philosopher such 
as Edward Casey (1997) and an analytic philosopher of science such as 
John Earman (1989) discussing space, for example. There is very little that 
they have in common in terms of style of argumentation or overlapping 
 references.

In some sense, then, pluralism needs no defense and requires no one to 
advocate for it. The current state of knowledge production in most disci-
plines is in fact rife with a diversity of methods and marked by opportun-
ism. In fi elds such as science studies, as in area studies or women’s studies, 
multidisciplinarity is already fi rmly emplaced. But while disciplines may 
be fl uid and multiple in practice, this is far from their professed ideology. 
All too often we operate with a picture of unbridgeable differences in ob-
jects of study or technique, and we conceive of interdisciplinary interaction 
as the cooperation of these essentially isolated endeavors. This defense of 
disciplinary pluralism will therefore need to focus on the question of the 
relationship between disciplinary methods of inquiry. Disciplinary plural-
ism along the dimension of social structure will not be the focus of this 
discussion — I will not seek to defend the multiplicity of academic depart-
ments, journals, or degree - granting programs, for instance. Neither will I 
seek to defend a pluralism along the dimension of domains of study — the 
ontological question of whether different fi elds have irreducibly different 
objects of inquiry will have to be left aside. Of course, we may have meta-
physical inclinations that guide us to consider some disciplines inappropri-
ate for some subject matters. Many will consider theological inquiry to 
be unnecessary in botany, while others will confi dently assert that num-
ber theory calls for exactly one disciplinary approach. But the question 
of which discipline or disciplines are appropriate ought not be settled by 
prior metaphysical intuitions about the intrinsic nature of the subject mat-
ter. The question of which disciplines to use is an empirical, contingent 
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matter, where our ontological convictions play the role of starting points 
rather than defi nitive conclusions.

Disciplinary Pluralism as a Variety of Interdisciplinarity

In articulating and defending pluralism with regard to disciplinary ap-
proaches, it will be helpful to clarify the distinctions between interdisci-
plinary efforts narrowly conceived and the broad range of activities that 
are called interdisciplinary. A variety of terminology fi nds use here, but 
most of it aligns in a way that helps us make a few useful distinctions. 
First, there are interdisciplinary efforts in the narrow sense of making a 
new discipline between two existing ones, perhaps leaving the two original 
disciplines unchanged. In the sciences, Darden and Maull call such new 
disciplines as biophysiology “interfi eld theories” (1977). Multidisciplinary 
work, such as that found in area studies, involves the juxtaposition of two 
or more disciplines; the different perspectives of the different disciplines are 
cumulative but not highly interactive, so there is little mutual change, com-
bination, or integration. The term “cross - disciplinary” provides the most 
apt term for  the borrowing of knowledge from one fi eld in order to assist 
the endeavors of another discipline. Finally, transdisciplinary approaches 
are more comprehensive, looking for unity in an overarching synthesis in 
the grand and sweeping manner of Marxism, systems theory, sociobiolo-
gy, and so on (see Klein 1990 and Kockelmans 1979).

Klein highlights a contrast between what she calls the instrumental 
and the synoptic views of interdisciplinarity. The former view considers 
interdisciplinary efforts as a practical matter for solving problems and is 
likely to be satisfi ed with multidisciplinary approaches, while the latter is 
motivated by a philosophical commitment to coherence and unifi cation 
and longs for transdisciplinary synthesis (1990, 42). Klein goes so far as 
to say that “all interdisciplinary activities are rooted in the ideas of unity 
and synthesis, evoking a common epistemology of convergence” (11). 
But pluralism about disciplinary approaches rejects any presumption that 
the synoptic view is exclusively correct. Pluralism does not reject trans-
disciplinary efforts out of hand, but rather refuses to assume that unity is 
always possible or synthesis always useful. Pluralism about disciplinary 
approaches does not presume that all disciplines are commensurable and 
ultimately unifi able, but neither does it presume that each discipline is nec-
essarily isolated and incommensurable with all others. Genuine pluralism 
would hold that for any two disciplines, it is a contingent matter and an 
open question whether or not they can or should be united or cross bred. 
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Such questions must be answered on a case - by - case basis, and the answers 
depend on the usefulness of interdisciplinary efforts for addressing the 
problem at hand. For some problems, a multidisciplinary approach of co-
operation but not integration is the best. For other problems, the creation 
of a new discipline that combines two or more others may give rise to a 
useful approach. And in still other situations, what is most helpful is the 
unifi cation of a number of disciplines that are then subsumed in a trans-
disciplinary synthesis. But pluralists hold that there is no good reason to 
presume that isolation, cooperation, crossbreeding, or synthesis is good in 
all cases.

A preliminary case for disciplinary pluralism in the examination of 
borrowed knowledge could begin by sketching some general advantages 
to an interdisciplinary approach. As Bechtel points out, sometimes there is 
a fruitful interchange between practitioners of disciplines who realize that 
they have interpreted the same phenomenon in radically different ways 
(1987, 299). In fact, Moti Nissani has cataloged a long list of advantages of 
interdisciplinarity, which includes bringing about creative breakthroughs, 
correcting disciplinary oversights and blind spots, addressing topics that 
fall through the cracks because they do not fi t into any established dis-
cipline, and addressing complex, practical, real world problems that re-
quire us to move beyond the tunnel vision of experts (1997, 204–8). A 
book - length survey of theories of interdisciplinarity by Julie Thompson 
Klein concludes: “[C]utting across all these theories is one recurring idea. 
Interdisciplinarity is a means of solving problems and answering ques-
tions that cannot be satisfactorily addressed using single methods or ap-
proaches” (1990, 196).

Such general praise for interdisciplinary approaches is all well and 
good, but I would like to focus on the need for interdisciplinarity in inves-
tigating scientifi c knowledge, that is, within the fi eld of science studies. 
And here we fi nd a welter of recent declarations that in order to understand 
scientifi c knowledge we must use more than one disciplinary approach. 
The argument often proceeds from the point that science is an activity of 
great complexity; as Ronald Giere puts it, “[Science is] at least as complex 
as the reality it investigates. This great complexity implies, I think, that it 
is impossible to obtain an adequate overall picture of science from any one 
disciplinary perspective. Different perspectives highlight different aspects 
while ignoring others” (1999, 28). Two of these different aspects are the 
sociological feature of competing interests and the epistemological feature 
of experimental data. Giere conceives of these as complementary factors 
in accounts of scientifi c theory choice: “In some cases experimental data 
may strongly infl uence theory choice; in other cases political commit-
ments or professional interests might be dominant. Most cases are mixed” 
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(61). Giere advocates a multidisciplinary approach, saying that different 
perspectives in science studies need to be integrated and their practitioners 
should collaborate (63). But there are different ways of integrating per-
spectives, and we need to be clear that what is called for is not always the 
creation of new, hybrid disciplines or grand unifi ed theories.

Alison Wylie has spoken of a growing consensus that “each of the ex-
isting science studies disciplines is inherently limited, taken on its own. 
Indeed, given the complex and multidimensional nature of scientifi c 
enterprises — a feature of science that is inescapable when you attend to 
its details — it is simply implausible that the sciences could be effectively 
understood in strictly philosophical, or sociological, or historical terms” 
(1994, 394). And the point fi nds support from the chemist Henry Bauer 
(1990, 113), the philosopher David Stump (1992, 458–59), and the soci-
ologist Andrew Pickering (cited in Wylie 1994). Despite this impressive 
consensus, one may still ask, why does complexity require interdisciplin-
arity? After all, chaos theory itself has shown us that complicated behav-
ior may be the result of a simple underlying dynamic. But the complexity 
of science lies not only in its behavior — its “output” of successive theories, 
for instance — but also in the multiplicity of factors at work in its dynam-
ic processes and in the multiplicity of questions that can be asked about 
them. I will return to this question later, in the course of articulating an 
image of multidisciplinary science studies that goes beyond the concep-
tion of multiple perspectives.

If we should use more than one disciplinary approach in investigating 
scientifi c knowledge, how much more important will it be if we broaden 
our scope to include a consideration of how scientifi c knowledge is used 
in other fi elds! For example, when legal scholar Glenn Harlan Reynolds 
(1991) claims that the pattern of decisions by the U.S. Supreme Court 
should be thought of as a strange attractor, we may ask a number of dif-
ferent questions. We may want to know why he has chosen to borrow con-
cepts from chaos theory, or what effect his argument has on his audience, 
or what implications this argument would have for the practice of law. We 
may even want to know whether and in what respect the pattern of Court 
decisions is in fact like a strange attractor. To answer these questions, we 
will need the resources of such disciplines or subdisciplines as the rheto-
ric of inquiry, the sociology of knowledge, the philosophy of law, and the 
psychology of metaphor. These different approaches interact and inform 
one another, but cannot be integrated into one general scheme for the ex-
amination of borrowing. Part of the reason they are nonintegrable is that 
different approaches to the phenomenon of borrowing constitute different 
objects of study: legal scholarship is a practice that generates knowledge, 
but it is also a discourse that generates money, power, prestige, and policy 
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recommendations. I will return to the issue of the incompatibility of disci-
plinary approaches when I develop a new image for interdisciplinarity.

Despite the arguments I have given here, some people dissent from an en-
thusiastic endorsement of interdisciplinarity, and I will address two con-
cerns that arise from the use of multiple approaches. First, interdiscipli-
narity can become indiscriminate or exclusive when it becomes an end 
in itself. This danger is raised by Bechtel (1987, 298) as well as Bengt 
Hansson (1999, 340) and Bauer (1990, 113). It is important to recognize 
that fruitful connections between disciplines depend on the existence of 
methods of inquiry developed within particular disciplinary contexts. So 
interdisciplinarity can be problematic if it is all that we do and is seen as 
more important than the pursuit of any particular discipline. But this is not 
a position I advocate. Pluralism in disciplinary approaches means to recog-
nize and affi rm the use of multiple approaches when they are appropriate. 
But sometimes a single approach is called for, and more is not necessarily 
better. As David Stump counsels, as with science, we should test our meth-
ods and see which ones work. Some will probably be unproductive for 
some purposes. Different disciplines have different perspectives to offer 
and may all be useful at different times for different purposes (1992, 459).

A second concern comes from an opposite direction, which is the dan-
ger of dilettantism, a point raised by Nissani (1997, 212) and Bauer (1990, 
113), among others. After all, there is a reason why serious fi elds of in-
quiry are called disciplines — their practice requires time, dedication, and, 
indeed, discipline. The demands of rigorous and specialized scholarship 
make it exceedingly diffi cult to engage responsibly with more than one dis-
cipline. Dabblers may easily be misled by superfi cial resemblances when 
they are not acquainted with the technical details wherein so much of the 
real effort lies. In response to this concern, I would say, examine particular 
instances of interdisciplinarity work. Are they superfi cial dabbling? Look 
and see. Perhaps interdisciplinary efforts have a greater percentage of super-
fi ciality, but I have found no systematic or even anecdotal evidence of this. 
Surely narrow monodisciplinary efforts are not free from the risk of super-
fi ciality. There is nothing about interdisciplinarity that necessitates a lack 
of seriousness. The diffi culty of becoming conversant with more than one 
fi eld can be outweighed by the new insights that can be gained.

If we step back for a moment, we can see a parallel to a general point 
of this project. Interdisciplinarity is neither always good nor always bad. 
It is neither automatically an end in itself, worth pursuing in all cases to 
the exclusion of disciplinary effort, nor is it always simple superfi cial dilet-
tantism. It can be useful or useless, as the case may be. This is true at the 
meta level of how to go about examining borrowing, but it is also true at 
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the level of borrowing itself. “Dilettante” is merely a term of abuse for bad 
scholarship that deviates from accepted turf boundaries. Bad scholarhip is 
the problem; interdisciplinarity itself carries no special risk. Or rather, if 
it does carry a special risk, this is just because the existing structures for 
rigorous criticism of interdisciplinary work are presently weaker. And it is 
precisely this weakness that my project seeks to remedy, by creating some 
tools for the rigorous critique of cross - disciplinary work.

Disciplinary Pluralism as Cross - Training

Debates about interdisciplinarity often use metaphorical imagery, so it will 
serve us well to examine some of these metaphors and seek one that helps 
to highlight a pluralistic approach. Metaphors matter for more than just 
explicating or illustrating a point because they highlight or conceal par-
ticular features that are important. To clarify how disciplinary pluralism 
contrasts with other accounts of interdisciplinarity, I will utilize the meta-
phor of cross - training in sports. The idea behind cross - training is that one 
can improve one’s performance in a chosen sport by practicing other ac-
tivities. In the eighties it was not unheard of for wide receivers to take bal-
let lessons to learn grace and agility. Kareem Abdul - Jabbar is said to have 
taken up karate to improve his performance at basketball, and ice skater 
Elvis Stojko is reported to have studied kung fu to improve his speed and 
balance. Hockey players may practice gymnastics to improve agility, and 
swimmers may study yoga to improve concentration. Different sports help 
us develop different skills, and an exclusive focus on one sport may even 
become counterproductive. There may be a number of different sports that 
would contribute to one’s goals, although one does not have to practice 
every sport, and cross - training does not necessarily work for everyone.

The contrast between the image of cross - training and other metaphors 
for interdisciplinarity will help to articulate the nature of disciplinary plu-
ralism. The other metaphorical images to be considered will be nations, 
tiles, and languages. Julie Thompson Klein, in her comprehensive survey 
of metaphors for disciplinary relationships, points out that the dominant 
image is drawn from geopolitics, with disciplines conceived of as nations. 
Hence, we fi nd much talk of boundaries, borders, and frontiers; turf, terri-
tory, and no - man’s - land; expeditions, trade, and migration; balkanization, 
protectionism, and autonomy; and nationalism, tribalism, ethnocentrism, 
and imperialism (1990, 77; see also Gieryn 1999). She also mentions the 
images of fi sh scales, honeycombs, and perspective slices of a solid, and 
these are what I will refer to as “tiles” — disciplines conceived of as sepa rate 
pieces of knowledge that map onto contiguous parts of the world (1990, 
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81–82). We can also fi nd other images such as rivalries between siblings, 
systems with feedback, markets with competition and entrepreneurs, and 
organisms with hybrid vigor, cross - fertilization, and symbiosis, but I will 
have less to say about these (1990, 80). Instead, I will deal with the meta-
phor of disciplines as languages, each describing the world differently.

Looking fi rst at disciplines as nations, Donald T. Campbell provides 
an early example of this image when he identifi es the “ethnocentrism of 
disciplines” as “the symptoms of tribalism or nationalism or ingroup par-
tisanship in the internal and external relations of university departments, 
national scientifi c organizations, and academic disciplines” (1969, 328). A 
pluralist can make sense of the nation metaphor by saying that certain ques-
tions, like adjustments in income tax rates, are matters of internal politics 
to be dealt with within one sovereign nation. Such a situation would corre-
spond to the fact that monodisciplinary approaches are sometimes appro-
priate. Other matters require international cooperation, as when there is a 
lake that straddles a border. Still other matters may require the forging of 
alliances or the creation of transnational bodies such as the UN, and there 
are even some people who call for dissolving all nations into bodies such 
as the EU or a world government. These situations correspond to varying 
forms of cross - , multi - , and transdisciplinary endeavors, each appropri-
ate for different types of inquiry.1 However, the nation metaphor paints a 
very static picture, seeing disciplines as organized in space rather than as 
ongoing human activities. Because of our contemporary geopolitical con-
ception of the nation - state, the image of disciplines as nations highlights 
the characterization of disciplines in terms of competing social structures 
(turf) and, to some extent, their objects of study (domains). But this meta-
phor diverts attention away from the aspect of disciplines as collections of 
cognitive tools for active investigation, while the image of cross - training 
avoids this limitation.

We can fi nd the image of disciplines as tiles in Ronald Giere’s argument 
for multiple disciplinary perspectives in science studies, where he says, 
“the only adequate overall picture will be collages of pictures from various 
perspectives” (1999, 28). Speaking of disciplinary approaches as “perspec-
tives” or “views” conjures the image of a preexisting object with several 
aspects. Different disciplines may examine different aspects, or they may 
examine one and the same aspect from different directions. Sociology will 
look at funding patterns and networks of training, for instance, but rheto-
ric will not. Yet this defense of multidisciplinarity works best for situations 
where a number of independent and clearly demarcated causal factors are 
at work, with each perspective identifying one factor. Certainly the “tiles” 
may overlap in some areas, or have porous boundaries, but the conceptions 
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of partial perspectives or contributing factors promise an easy compatibili ty. 
In more tangled situations, multiple perspectives may be necessary, but the 
views provided may not all fi t together or lie fl at, as discussed by Longino 
(chapter 6 in this volume). It is not clear that we can parcel things out 
 tidily, for example, attributing 60 percent of an episode of theory change 
to the evidence and 40 percent to social interests. Again, the tiling image 
of multiple visual perspectives limits us to a static picture, while the met-
aphor of cross - training encourages us to think of active endeavors that 
may not be able to be practiced simultaneously. You cannot do yoga while 
swimming (at least, not for long), and it is similarly diffi cult to maintain a 
sociologist’s methodological relativism while engaging in epistemological 
evaluation. Rhetoric and epistemology both look at arguments, but engage 
with them in very different ways. Different explanatory factors fail to line 
up neatly here, in a manner akin to the account given by Fehr (chapter 8 
in this volume). Also note that the metaphor of cross - training is not es-
pecially well suited for those who might view the goal of science studies 
as the construction of a comprehensive representation of science. While 
perfectly happy with the way this particular image moves us away from a 
monistic account of science, genuine pluralists will nonetheless welcome a 
plurality of metaphors and a plurality of conceptions of the goal of science 
 studies.

Campbell’s image of comprehensive knowledge involves a fi sh - scale 
pattern: “a continuous texture of narrow specialties which overlap with 
other narrow specialties. Due to the ethnocentrism of disciplines, what we 
get instead is a redundant piling up of highly similar specialties, leaving 
interdisciplinary gaps” (1969, 328). This description evokes an ideal image 
of slightly overlapping shapes, tiling the terrain much more effectively 
than our current situation where clusters of highly overlapping fi elds leave 
broad spaces between clusters. But such an image suggests that each piece 
of the world has one discipline (or at most a small number of disciplines) 
appropriate for studying it. Here we fi nd a very weak form of pluralism, 
which says that for any particular phenomenon there is one discipline that 
works best for it, or else some combination of disciplines each of which 
precisely accounts for some distinct parcel of the phenomenon. A thorough-
going disciplinary pluralism goes deeper and suggests that sometimes the 
perspectives don’t fi t nicely together on the same plane: they overlap or 
confl ict or cannot both be held at the same time, and yet you need both of 
them. This disciplinary pluralism shares much in common with the philo-
sophical pluralism advocated by Robert Nozick, which allows for a mul-
tiplicity of admissible views. The multiplicity does not entail relativism, 
however, because not all views are admissible, and the admissible views 
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can be ranked on their merits: “Yet the fi rst ranked view is not completely 
adequate all by itself; what it omits or distorts or puts out of focus cannot 
be added compatibly, but must be brought out and highlighted by another 
incompatible view, itself (even more) inadequate alone” (1981, 22).

The third image to consider is that of disciplines as languages. Bauer 
uses this metaphor to point out that just as languages have different gram-
mars and not merely different vocabularies, disciplines not only deal with 
different facts but have different ways of doing things (1990, 112). So this 
image, unlike that of disciplines as nations or tiles, draws attention to dis-
ciplines as modes of human activity, especially if we view a language as 
a tool and not merely a collection of vocabulary and grammar. Bauer sug-
gests that some languages are good for some purposes and not others, and 
uses this point to argue for the need for multidisciplinary approaches in 
science studies (113). Now perhaps some languages are especially suited 
to certain tasks — for instance, some claim that the ability to easily coin 
new terms by concatenation facilitates philosophizing in German. But a 
number of mismatches detract from the usefulness of the language meta-
phor for conceiving of interdisciplinarity. It is not clear that there are 
many situations in which one needs to know a number of different lan-
guages in order to solve a problem or express an idea. And Bauer himself 
raises other diffi culties: what could “interlingual” speaking possibly be? 
While we lend words, we shouldn’t mix grammars. And while dialects 
(sub disciplines) grow up to become new languages, deliberately created 
“transdisciplinary” artifi cial languages fail (114).

Yet we should not dismiss the metaphor of disciplines as languages too 
quickly, because some interesting research on cross - disciplinary work has 
made use of the notion of pidgins. Peter Galison describes the way physi-
cists and mathematicians with different specialties created a pidgin lan-
guage to enable them to communicate about the Monte Carlo procedure.2

Eventually, the pidgin became a full - fl edged creole, a language of its own 
(1996, 152–53). Steve Fuller describes the different ways of conceiving of 
the relationships between disciplines in linguistic terms: bi lingualism (cor-
responding to Kuhnian incommensurability) is discrete and holistic, requir-
ing one to switch back and forth rather than translate. On the other hand, 
there are trade languages that can break down barriers (1996, 171). The 
image of languages helps us avoid static spatial pictures of inter disciplinary 
relationships and provides a valuable metaphor for the creation of new in-
termediate disciplines. But the sports metaphor not only highlights activi-
ty but helps illustrate the fruitful interactions between different activities. 
While we sometimes borrow words, we rarely fi nd it helpful to use several 
languages to try to say the same thing.
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Challenges to Disciplinary Pluralism

Pluralism as cross - training is opposed both to the notion that there is one 
true, best sport for everyone and to the notion that each sport is intrinsically 
separate and has nothing to do with any other. These two points of view 
also fi nd expression in the idiom of the metaphor of languages as the ideal 
of a single universal, adamic, perfect language and the view of absolute 
untranslatability. In the idiom of nations, these positions go by the famil-
iar names of imperialism and isolationism, and if we consider tiles, they 
would correspond to the views that one tile is enough for the whole uni-
verse and that each tile is strictly separate from its neighbors with no over-
lap or vagueness at the boundary. While the metaphor of cross - training 
provides a salutary image for displaying the virtues of disciplinary plural-
ism, the language of sport unfortunately lacks convenient terms for the 
vices corresponding to imperialism and isolationism. But we can certainly 
imagine fanatical gymnasts insisting that their sport is the foundation of 
all others and subsumes them, or separatist golfers insisting on a pure and 
single - minded devotion to their game.

Dealing with them in turn, we fi rst confront the view that one dis-
cipline is ultimately suffi cient for all forms of inquiry. Here we fi nd an 
extreme form of reductionism, or what Nancy Cartwright calls funda-
mentalism (1999, 25). Despite the occasional real successes of reduction-
ist ap proaches, interactions between disciplines encompass a much greater 
variety than simply reduction to one ultimate unifying fi eld of inquiry. 
Darden and Maull point this out in science (1977, 60) and Giere insists that 
in science studies no single theoretical account can be adequate (1999, 63). 
And yet the sociologist Andrew Pickering talks about the “collapse” of 
all disciplines into an antidisciplinary synthesis for science studies (1994, 
416). Oddly enough, imperialist transdisciplinary talk can come either 
from the direction of universalizing reductionism or from advocates of 
radical social constructivism.

Just because the disciplines are historically contingent, multiple, frac-
tured, and blurry does not make them unreal or mean that they all ought to 
collapse all their domains and methods into one. Although I noted above 
that all disciplinary research contains an element of openness, opportun-
ism, and even plurality, nonetheless rough distinctions between objects 
of study and techniques of inquiry apply. Even if the socially construct-
ed boundaries between academic departments were to wither away, why 
should we think that one kind of training, method, or approach will always 
suffi ce? In philosophy, translating things into fi rst - order logic sometimes 
works, but surely it will not solve every problem we face. Pluralism rejects 
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both universalizing reductionism and bland totalizing collapse into one 
undifferentiated endeavor.

I conclude by indicating some of the connections between challenges 
to disciplinary pluralism and other topics in the philosophy of science and 
in science studies. Opponents of disciplinary imperialism who wish to de-
fend the contingent integrity of disciplines face the opposite temptation of 
falling into isolationism — the view that each discipline is utterly separate. 
Those who want to be good at football, this view claims, have nothing 
to gain from pursuing boxing or ballet. In contrast to this view, plural-
ism holds out the notion of mutually helpful cooperation. And we see this 
clearly when Giere says that science studies “must draw on knowledge 
from many disciplines, including some of the sciences it studies” (1999, 
29). The name for this kind of view in philosophical endeavors is natu-
ralism, specifi cally the kind of normative naturalism suggested by Larry 
Laudan, Ronald Giere, and Harold Brown.3 Challenges to naturalism are 
among the main challenges to a pluralistic approach in philosophy — an 
approach holding out the possibility of fruitful interactions between the 
various disciplines that examine scientifi c knowledge. Another challenge, 
related to the issues surrounding naturalism, is the purported distinction 
between the context of discovery and the context of justifi cation. This 
distinction would seek to isolate epistemology from empirical disciplines 
such as history and sociology by drawing a sharp line between descriptive 
and normative questions and insisting that these endeavors are not only 
different, but separate. Against all those who would claim that each disci-
pline is like a self - contained athletic endeavor, or that any one discipline is 
like a fundamental, all - encompassing sport, disciplinary pluralism mod-
estly insists that sometimes, at least, there is more than one way to train.

Notes

Many thanks to Michael Reynolds, Helen Longino, and Terry Kent for reading earlier 
drafts of this material and offering helpful suggestions. Thanks to Geoffrey Gorham for 
his very helpful response during the Minnesota Center for the Philosophy of Science 
“Workshop on Scientifi c Pluralism” in 2002, which led to several important clarifi ca-
tions. Special thanks to Sara Mack, both for crucial encouragement and for suggesting the 
metaphor of cross - training.

1. The analogue to interfi eld theories, i.e., the creation of a new nation between two 
existing ones without changing the original two, is a mismatch for this image.

2. A technique for estimating the solution to an intractable problem by simulating a 
number of trials with random numbers.

3. It is important to note that the naturalism spoken of here should not be confused with 
overreaching claims that all phenomena can be fully accounted for by the natural sciences. 
That view, another kind of imperialism, ought to be called not naturalism but scientism.
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