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Preface

Spectroscopy of highly charged ions is of enormous interest due to its key role
in testing quantum electrodynamics (QED), in strong fields and to possible
tests on parity nonconservation (PNC), both of which are discussed in this
volume. However, highly charged ions also play crucial roles in the physics
of hot plasmas, for example, those produced in tokamak fusion devices and
in inertial confinement fusion experiments. Much of the diagnostics of matter
under such extreme environments relies heavily on spectroscopy and the
availability of atomic data. The field of x-ray astronomy hinges almost entirely
on the use of spectral lines from highly charged ions to provide information
from distant astrophysical plasmas and objects.

Given these fundamental interests and the current rapid developments in
fusion and x-ray astronomy, it is clear that the spectroscopy of highly charged
ions is a very rich area of research with strong and important connections with
many important subfields of physics, for example, nuclear physics. The need
for high-quality atomic data is as important now as it has ever been.

Hence we feel that the idea behind this book is very timely. The aim of this
book was to bring together a number of the techniques and ideas needed for
highly charged ion spectroscopy research.

The book is organized in two parts. Part I brings together techniques of
light/ion sources, spectrometers, and detectors and includes also a chapter
on coincidence techniques. This part ends with a discussion on how atomic
properties change along an isoelectronic sequence. Part II is devoted to inves-
tigations of atomic structure and to applications and also to some of the
theoretical ideas where precise studies of highly charged ion spectroscopy
can be of fundamental significance, for example, QED and PNC.

Yaming Zou
Roger Hutton
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1
Light Sources for Atomic Spectroscopy

Jorge Reyna Almandos and Roger Hutton
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1.1 Introduction

The development of appropriate sources for the excitation of atomic spectra is
an essential task in atomic spectroscopy. For a long time, classic sources such
as electrode-less discharges, arcs, and sparks were used by spectroscopists
in the study of the spectra of elements with low ionization degrees. This last
source was also used in studies of intermediate and highly ionized atoms,
and some examples can be found in the works reported by Sugar et al. [1],
Kaufman et al. [2], Churilov et al. [3,4], and Ryabtsev et al. [5]. Such sources
basically consist of two electrodes connected to a capacitor which is charged
to a high voltage until electric breakdown take place. The differing degrees
of ionization produced by this kind of source can be handled by varying the
inductance in the circuit. In some cases, by placing an insulator between the
electrodes, the spark will be able to slide along the surface of the insulator.

3



4 Handbook for Highly Charged Ion Spectroscopic Research

This allows better or more controlled operation, but it does not unfortunately
lead to higher stages of ionization [6].

Many studies have been made to develop new spectral sources that permit
researchers to obtain new and better data. In this chapter, we will describe
some of the different kinds of gas discharge and plasma sources used in atomic
spectroscopy, such as hollow cathodes, theta pinch discharges, and capillary
and pulsed discharges, which have different applications in the study of plas-
mas, the development of lasers for the vacuum ultraviolet and X region, the
interpretation of spectra from space, the modeling of stellar atmospheres, and
to test atomic theoretical models.

1.2 Hollow Cathode

This class of spectroscopic light source is a gaseous discharge, such as a glow
discharge, where gases and vapors can be excited at pressures of a few Torr.
If the cathode is made hollow (Figure 1.1), when the discharge pressure is
reduced, the negative glow fills the hollow cathode (HC).

The material of the cathode, or any metal lining it, is vaporized by bom-
bardment of the gas and excited by electron collisions. In many cases, noble
gases, or mixtures of them, are used as carrier gases to obtain changes in the
sputtering and the excitation. In this form the cathode material and the filling
gas can be studied by changing the current, voltage, and the gas pressure. An
important advantage of this discharge is that the electric field in the emission
region is very low and consequently the Stark shift and broadening of the
spectral lines are small. Another advantage can be obtained by cooling one
extreme of the HC in order to reduce the Doppler widths of the lines.

0

Brass Titanium Glass Rubber

1 2 3 4 5
cm

FIGURE 1.1
Cross-section of the HC lamp.
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The discharge in the cathode is very stable and may run for hours without
any noticeable changes in intensity, an essential feature for Fourier trans-
form spectroscopy, for example. Operating currents usually fall in the region
0.1–2 A, and other discharge conditions are 100–500 V and pressure ranging
between 0.05 and 4 Torr, depending on the cathode material and the car-
rier gas. With these parameters, it is possible to obtain the first degrees of
ionization of the cathode material and carrier gas.

Typical dimensions of the HC are in the order of 50 mm length and 10 mm
internal diameter.

A symmetric HC discharge tube was also developed where the symmetric
design implies that the discharge tube has two anodes (Figure 1.2).

Many works have been made to study different spectra with this kind of
discharge making a good use of the above-mentioned advantages, and some
examples can be found in the works reported by Valero [7] and Persson [8].
It is also an ideal light source to work in Fourier transform spectroscopy
and in recent years was extensively applied to study the spectra of ions of
astrophysical interest [9–13].

Pulsed HC discharges have been used to study the spectrum and term
system of some elements by discharging a capacitor through the HC. An
example of this is the work on Fe II by Johansson et al. [14].

Glass insulator

Anode Cathode

Water

Gas

Anode

Silica window

FIGURE 1.2
Cross-section of the double-sided HC lamp.
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Studies related with recombination lasers [15] made use of flowing HC
discharge, where a fast gas flow can be used to expand the already super-
cooled negative glow plasma outside the ionization region, thereby creating
a recombining plasma without energetic electrons.

1.3 Pinch Discharges

Due to the efforts made to obtain high density and temperatures of plasmas
toward controlled thermonuclear fusion, different kinds of plasma devices
were developed which have found subsequent use in the study of the spectra
of intermediate and highly ionized atoms.

Light sources using pinch discharges, such as zeta and theta-pinch, were
applied to study the spectra of highly charged ions (HCIs) in order to improve
the knowledge of the level structure and transitions, including the so-called
forbidden lines (for instance, magnetic dipole transitions) that are useful for
determining ion densities, ion temperatures, or other plasma characteristics.

In the theta-pinch device, a capacitor bank charged from a high-voltage
power supply is discharged over a gas-filled cylindrical tube through an exter-
nal coil around it. The compression from the generated magnetic field (pinch
effect) heats the plasma producing ionization/excitation to several ionization
degrees. The ionization stage reached depends on the delivered energy into
the tube.

An example of this kind of machine to obtain intermediate and highly
ionized spectra is the 2 kJ theta-pinch used by Pettersson [16] to study the
spectrum of O III. This device was also used to study the spectra of Ne III
[17] and Kr III to Kr VIII [18,19]. In this equipment, which has some differ-
ences compared to a previous one built in Uppsala by Bockasten et al. [20]
to study N IV, N V, O V, O VI, and Ne VIII spectra, the total capacitance was
7.7μF and the total inductance was 76 nH. The maximum current at 10 kV
discharge voltage was 100 kA, and the period of the damped oscillation was
4.8μs. The glass tube inside the coil was made of Pyrex and the diameter of
the coil was 7 cm with a length of 40 cm. The coil surrounding the discharge
tube was connected between the upper and lower plates. A schematic of the
discharge circuit is shown in Figure 1.3.

The spark gap used was pressurized with air at about 6 kPa cm−2 and the
pressure of the filling gas was varied between 1 and 32 mTorr. The gas was
preionized using a radio frequency (r.f.) discharge. The repetition rate of the
theta-pinch discharge was about 15 per minute at a capacitor bank of 10 kV.

A similar theta pinch was built in Campinas, Brazil, to study noble gas
spectra [21–24]. In this case, the internal diameter of the Pyrex tube was 8 cm,
the length was 100 cm, the total capacitance was 7.5μF, and the operation
energy was between 1.5 and 3.4 kJ. The calculated electron temperature was
30–200 eV and the density was in the region of 1015 cm−3.
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Insulation

Spark gap Copper

Condensor Bank

+ + +
Coil
50 nH

+

–

8 μF

Plates

FIGURE 1.3
Schematic of the discharge circuit.

A40 kJ theta pinch [25], where the electron temperature was 200–300 eV and
the density was 1016–1017 cm−3, was used to study high ionization degrees in
Ar, Co, and Ni.

A 30 kJ theta pinch was used to excite argon ion spectra from Ar V to Ar
X [26]. Xe VII and Xe VIII spectra were studied by Roberts et al. [27] and
Knystautas et al. [28] using a 50 kJ theta pinch with electron temperature at
or around 100 eV and electron density of 5 × 1015 cm−3.

Other pinch devices were developed which have found use in the spec-
troscopy of highly ionized atoms. Some examples are the toroidal plasma
device ZETA which was used to study transitions in noble gases [29,30], the
gas-liner pinch with electron density 1018 cm−3, and electron temperature of
7 eV, used to study Stark broadening of Ar IV lines [31] and also employed
for Stark broadening measurements of multiply ionized species [32–34].

1.4 Capillary Discharges

Capillary discharges as sources to study highly ionized spectra of noble gases
have been used by Schonheit [35] and Léveque et al. [36] to study the Ar
IV to Ar VIII emission spectra. Also the generation of soft x-ray and XUV
radiation in capillary plasmas was analyzed several years ago by Bogen et al.
[37]. Electron–ion recombination processes have been indicated as playing an
important role in achieving population inversion in these systems, and the
possibility to obtaining soft x-ray amplification in a capillary discharge has
motivated several experimental studies [38,39].

As an example of these devices [40], pure Ar gas, or a mixture of Ar and H2,
was injected into a capillary channel 4 mm in diameter and 12 cm tube length.
The capacitor was charged by a seven-stage 700 kV Marx generator, and the
capillary tube was excited by discharging the capacitor. The capillary is in
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the axis of a 3 nF circular parallel plate capacitor containing ethylene glycol
as dielectric. The current pulses used had an amplitude of ∼40 kA and a half
period of 60 ns. The gas pressure was on the order of 700 mTorr. With these
parameters, line amplification at 46.9 nm was observed with a population
inversion suitable for lasing.

A modified device using a fast capillary discharge with inductive storage
was also used for lasing effects investigations by Antsiferov et al. [41] and
Ryabtsev et al. [42]. In this experimental device, high current rates could be
reached with much lower voltages.

Studies on xenon emission spectra in the EUV region originating from Xe
IX, Xe X, Xe XI, and Xe XII ions using capillary discharge plasmas were made
by Klosner and Silfvast [43] in a 6-mm long 1-mm diameter capillary channel,
where the pressure of the gas was varied from 0.05 to 1 Torr and the gas was
excited by two 0.25-μF capacitors charged at voltages to ∼5 kV. The estimated
peak electron temperature was ∼50 eV.

The influence of the prepulse current on the 46.9-nm Ne-like Ar laser
emission using a capillary discharge was recently reported by Tan et al. [44].

1.5 Other Kind of High Current Discharges

The pulsed laser-tube-like source (without end mirrors) was extensively used
by the Group at La Plata in the study of Ne, Ar, Kr, and Xe spectra in inter-
mediate and high degrees of ionization [45–55], related with the interest of
spectroscopic data from rare gases due to application in astrophysics, laser
physics, fusion diagnostic, and so on.

The light source consisted of a Pyrex tube ending in quartz windows with
an internal diameter from 3 to 6 mm and distance between electrodes varies
from 20 to 120 cm approximately. The electrodes are made of tungsten cov-
ered with indium. At one side of the tube, there is an inlet connected via a
pressure reduction system to the bottles of noble gases. The pressure range is
varied between 1 and 300 mTorr approximately. Gas excitation is produced by
discharging through the tube a bank of low-inductance capacitors between
1 and 280 nF, charged up to 20 kV.

The typical current observed by using a Rogowsky coil shows a damped
sinusoidal period of 1.2μs, having peak values between 1 and 4 kA.
A schematic of the electronic circuit is shown in Figure 1.4. To obtain bet-
ter stability in the discharge, the triggered spark gap shown in Figure 1.4 was
replaced by a coaxial hydrogen thyratron [52].

When this light source is adapted to study spectra in the VUV region,
one end of the tube is connected to a vacuum spectrograph through a nylon
flange adaptor. The other end has a window for observing the discharge and
alignment of the tube [56].
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40–200 kΩ

20 kV
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pulse
trigger To the

spectrograph

20–280 nF

10 kΩ

FIGURE 1.4
Schematic of the electronic circuit.

As an example, when the tube has 3 mm internal diameter and 80 cm length,
a xenon gas pressure of 45 mTorr, a capacitor of 30 nF giving a current with
maximum up to 2 kA, and a pulse swinging period of 1.2μs, the electron
density is estimated to be 1016 cm−3 and the electron temperature is in the
order of 1 eV [57,58]. These parameters correspond to low xenon ionization
degrees, but the electron temperature can reach about one order of magnitude
higher when Xe IX ions are produced in this kind of source.

1.6 Advances in Light Source Techniques

1.6.1 Beam Foil Spectroscopy

A major development in light source for atomic spectroscopy occurred in the
early 1960s when both Bashkin [59] and Kay [60] reported light from ion beams
that had passed through thin carbon foils. This was the birth of what was to
be found close to a revolution in the study of HCIs, the so-called technique of
beam foil spectroscopy (BFS). A schematic diagram of an experimental setup
for BFS is shown in Figure 1.5.

Basically an ion beam, from an accelerator, is sent through a thin foil, usu-
ally of carbon, where the ions are ionized/excited. The degree of ionization
depends on the velocity of the ions and the thickness of the foil. A major factor
in determining the importance of this technique in the studies of atomic struc-
ture is that the beam velocity is almost always in the region of a few mm/ps for
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FIGURE 1.5
Schematic setup for a typical BFS experiment. (Courtesy of Elmar Träbert.)

very HCIs to mm/ns for lower charge states. As a matter of fortuosity, atomic
lifetimes are very often in the picosecond range for HCIs and in the nanosec-
ond range for less HCIs. This means that if the beam were viewed through
a perpendicular slit, in particular, the entrance slit of a monochromator, then
the decay of excited levels would occur over easy-to-measure distances. Mea-
surement of atomic lifetimes using BFS will be covered in Chapter 10, and so
will not be discussed here (see also a recent review [61]). BFS obviously played
a crucial role in lifetime measurements, as basically there was no technique
previously available, and all lifetime data, for anything other than neutral or
possible single charged ions, came from theoretical calculations. However,
BFS also played an important role in spectroscopy of HCIs. BFS had one
property that was both its greatest advantage (for spectroscopy) and great-
est disadvantage (for lifetime measurements). That is, that all atomic energy
levels appear to be populated by the beam-foil excitation method. For spec-
troscopy, this property meant that full spectral analyses could be carried out.
However, for lifetime work, this leads to severe problems due to level repop-
ulation through cascades. The population of all levels was put to good use in
spectroscopic terms in, for example, a study of ground-state quantum electro-
dynamics (QED) for He-like O via a measurement of the ionization potential.
The problems caused by cascading were solved by a technique known as
ANDC (arbitrary normalized decay curves) which was an idea by Curtis
et al. [62] and implemented in a computer code (CANDY) by Engström [63].
One of the most interesting results from lifetime work taking into account
cascade repopulation was for the resonance transitions in Na-like ions [64].
Here, a systematic discrepancy was found between cascade-corrected mea-
surements and all calculated lifetime values at that time from any of the
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available computer codes. This was soon found to be due to the fact that
it was not good enough to treat the 2p6 shell is totally closed. Once the shell
was “opened,” that is, core polarization was included in the calculation, an
agreement with the experimental results was obtained [65].

1.6.1.1 Electron Cyclotron Resonance Ion Source-Based Spectroscopy

Electron cyclotron resonance (ECR) ion sources were pioneered in the mid-
1970s and early 1980s by Geller, Bliman, and coworkers in France. In fact, the
construction of the first ECR ion source dedicated to atomic physics research
was initiated already back in 1976. The basic idea behind ECR ion sources is
that in a minimum B-type magnetic field, electrons can be made to absorb
energy from a microwave field. This absorption of energy goes to kinetic
energy, and the hot electrons can then ionize atoms inside the magnetic bottle.
It is, however, interesting to try to imagine where the first free electron comes
from. Such ion sources are not capable of producing extreme HCIs as in the
case of EBITs but they can produce a much larger number of ions.

The ECR plasma can be used as a light source and is indeed used this way by
a group in Paris [66]; such a work was first done by Jean Jacques Bonnet and
Samuel Bliman already in the late 1970s. However, most of the spectroscopic
uses of ECRs have been with extracted ion beams. As examples of typical
beams from a modern (commercial) ECR ion source beams of Ar8+, extracted
at an energy of around 10 keV/q, can reach many hundreds of mAs.

A very interesting method for using ECR beams for spectroscopy comes
from the process of electron transfer in slow ion–atom collisions. Initial work
on such spectroscopy was reported by Bliman in the mid-1980s [67]. In the
case of Ar8+, for example, collisions at 10 keV/q (i.e., 80 keV) are considered
as slow on the atomic scale. In this respect, slow means that the velocity of
the ion is slow compared to the velocity of the electrons in the atomic tar-
get. The main process in such collisions is that a number of electrons can be
transferred from the target atom to the ion. If the target atoms are hydrogen
or helium, then only one or two electrons can be transferred if the gas pres-
sure is kept low enough to ensure single collision conditions. The term “single
collision conditions” needs some explanation, it is not a fixed target pressure
but depends on the cross-section of the process involved. In other words, the
pressure should be chosen such that the process with the largest cross-section
has the condition of occurring under single collision conditions (that the ion
makes one collision while getting across the gaseous target). Given single col-
lision conditions and electron capture as the dominant process, rather simple
spectra can be obtained. In the example here, Ar8+ on He, then only Ar7+ and
Ar6+ can result. Ar7+ is Na-like and a well-known spectrum, making this an
ideal way to study the spectrum of Mg-like Ar (Ar6+). This method of spec-
troscopy was well demonstrated for a slightly more complex spectrum, that of
the 3d9 4s2 2D levels of Cu-like Kr [68]. Lines from these levels were considered
of importance in x-ray laser development. In the work of Hutton et al. [68],
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a discussion of line widths, and so on, was taken up and it would appear
that such spectroscopy should be of wide interest. However, the reality is that
this method of generating spectra never really fulfilled its promise. Having
said that, a number of interesting results came from ECR-based spectroscopy,
although these results were not the intention of the experiments at the time.
In the mid-1980s, there were many discussions with respect to the nature
of double-electron capture from helium targets [69]. Two processes were dis-
cussed. One was a sequential capture, that is, first one electron was transferred
and then the other. This was expected to lead to fairly symmetric states, such
as 1s24l4l′ for O6+ on He. However, it was clear that some of the lines in
the Auger spectrum were the result of populating highly asymmetric states,
such as 1s23lnl′ when Ne could be quite large, and this process was known
as correlated capture. It was later understood that before making the distinc-
tion between correlated and uncorrelated capture, a good understanding of
configuration interacting between the 4l4l′ and 3lnl′ states was needed.

For some value of n, there would be almost energy degeneracy between
4l4l′ and 3lnl′ states and large configuration mixing could occur. Different
approaches to couple the Auger spectra with the X-VUV spectra needed fur-
ther theoretical atomic structure calculations to support the configuration
interaction and mixing. The fluorescence yield for each level made it possible
to relate the main Auger decay to the weak radiative decays of these dou-
bly excited states. Such effects were also seen in optical spectra produced by
HCIs traversing a microcapillary target [70]. Hence one was forced to con-
sider strong electron correlation effects for HCIs which were often neglected.
A spectacular result of such correlation was demonstrated in experiments by
Schuch et al. [71], where a beam of very highly charged ions, albeit from an
EBIT, was impinged on a metal target. There was a surge in that experimen-
tal direction after the release of the first results in Physical Review Letter [72]
introducing the concept of “hollow atoms.”

1.6.1.2 Laser-Produced Plasma Spectroscopy

As discussed in Chapter 9, laser-produced plasmas have played a key role in
the development of the spectroscopy of HCIs. By firing a high-power laser
onto a solid target, very hot and dense plasmas could be obtained. The high
plasma density leads to a very bright spectra and these sources seemed an
idea for the spectroscopy of HCIs. Two drawbacks in this method were later
identified and these along with the high costs of large laser facilities have led
to a lull in such spectroscopic efforts. One drawback is that the plasma con-
sisted of many charge states leading to problems with satellite lines. Another
problem was found in the calibration of such spectra. As the ions in the
plasma are moving quite fast and at different velocities for different charge
states, it was found to be difficult to get good calibrations for high accu-
racy wavelength measurements. With the advent of electron beam ion traps,
which produce HCIs in a more controlled manner and also at much lower
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temperatures, there seems little interest in laser-produced plasmas for pure
spectroscopy. Laser-produced plasmas have found other uses, for example,
in inertial confinement fusion, and such things are discussed in Chapter 12.
Here spectroscopy mainly plays the role of a diagnostic tool although some
very interesting effects on atomic structure in very dense plasmas have been
observed.

1.6.1.3 Tokamak Spectroscopy

Tokamaks are of course not developed as spectroscopic light sources but as
devices for producing nuclear fusion and related studies; however, they have
provided some interesting spectroscopic data over the years. Chapter 11 will
describe the use of atomic data in the diagnostics of fusion plasmas, so here
we will just mention a few examples of tokamaks being used as spectro-
scopic light sources. A recent review of the use of tokamaks to provide new
spectroscopic data can be found in [73]. Clearly, one of the milestones of
tokamak-based spectroscopy was the observation of forbidden lines from
HCIs by Suckewer and Hinnov [74]. Forbidden lines had been known long
before these observations, mainly from astrophysical spectroscopy, but they
were difficult to observe under laboratory conditions. The unique environ-
ment of high temperature and low density did not exist in many laboratory
light sources until quite recently. This topic is better covered in Chapter 9.

1.6.1.4 Electron Beam Ion Traps

The first spectra from an electron beam ion trap (EBIT) were reported more
than 20 years ago. Since then, EBITs have come to dominate the study of
spectroscopy of HCIs. This subject will be dealt with in detail in Chapter 2,
so only some highlights will be mentioned here. A useful reference to EBIT-
based spectroscopy is the proceedings from the conference “20 Years of EBIT
Spectroscopy,” which was held in Berkeley in 2006 [75]. Among the highlights
of first observations and very high accuracy measurements using EBITs that
should be mentioned are: (a) the first M3 decay [76], (b) the first observation of
magnetic sensitive lines [77], (c) resolution of Zeeman line splitting for highly
ionized argon [78], (d) very precise lifetime measurements for HCIs [79], and
(e) spectroscopy of very highly charged ions. These five categories will be
discussed in a little detail in the following.

(1) Before the introduction of EBITs as a light source for studies of HCI
spectroscopy, the idea of observing such an exotic object as an M3 transition
would probably have been laughed at. Indeed, the first observation of such
a transition, in Ni-like uranium, without doubt, took some thinking about
before it was possible to identify such a line. Relatively new additions to the
range of spectrometers/detectors available at EBITs are the microcalorimeters
at the EBITs in Livermore (Livermore micro) and NIST (NIST micro). Using
an EBIT/calorimeter combination, not only is it possible to observe the M3
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decay in Ni-like Xe, but it is also possible to measure the 3d94s 3D3 level lifetime
[80]. Ni-like ions are very interesting as all levels belonging to the first excited
configuration are forbidden to decay via E1 transitions (see Figure 1.6).

A measurement of the 3D3 lifetime in Ni-like Xe performed in [80] gave a
lifetime result which disagreed with the then currently available theoretical
results. There followed new calculations increasing the amount of electron
correlation, but there was no convergence to the experimental lifetimes [80].
This discrepancy was later found to be due to the hyperfine interaction mixing
the 3D3 level with the 3D2 (and also the 1D2) level [81]. This result showed that
the lifetime of the 3D3 level did not have a unique value for ions with a nuclear
spin. The ideas presented in [81] were very quickly confirmed by using pure
Xe isotopes (132Xe and 129Xe) in separate experiments [82].

(2) Figure 1.7 shows a spectrum recorded at the Livermore Electron Beam
Ion Trap, EBIT, of the spectral region containing lines from the decay of the
2p53s 3Pj lines of Ne-like argon [77].

The line from the 2p6 1S0 – 2p53s 3P0, marked as B in Figure 1.7, is strictly
forbidden to decay via a one photon transition in the absence of a nuclear
spin. However, the external magnetic field present in the EBIT light source
opens up an extra decay channel, the so-called Zeeman-induced transition.
The (2p5

1/23s)j=0 level will be mixed with the (2p5
1/23s)j=1 level by the magnetic

field and hence the 3P0 level will have an open E1 decay channel. It turns out
that the decay rate associated with this Zeeman-induced transition scales as
the square of the magnetic field. The ratio of this line intensity to that of a close
by, in terms of wavelength, allowed line then shows a monotonic increase as a
function of the magnetic field strength. The work so far on magnetic sensitive
lines has been done using an EBIT light source which generally operates with a
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This shows the magnetically induced line, B, for the strictly forbidden 2p61S0 − 2p53s3P0 transition
in Ne-like Ar.

magnetic field around 3 T, which is very relevant to the situation at tokamaks.
Unfortunately, this interesting effect has so far only been seen for Ne-like
Ar [77]; however, the effect should exist for all Ne-like ions and the relative
strength of the magnetic-induced line depends on energy level separations
and the competition from the M1 decay of the 3P0 level to the 3P1 level of
the same 2p53s term. However, other cases where an appreciable effect may
be expected and perhaps elements of other sequences such as Ar-like ions
deserve study. In Ar-like ions, the 3p53d 3P0 is the lowest excited level and
hence there are no competing decay channels.

(3) Perhaps the highest resolution spectroscopy done on HCIs has been
done in the visible spectral region on Ar13+, B-like Ar, where Zeeman splitting
for the 1s22s22p 2P1/2 – 2P3/2 M1 ground-state transitions was observed [78].
We must remember that all EBITs operate with a magnetic field, usually on
the order of a few Tesla, and this has its consequences, another of such will be
discussed later. It is very rare that an ionic system is confined to a region with
such a well-defined magnetic field as in an EBIT. Magnetic field accuracies in
the trap region of an EBIT are generally precise on the 10−4 T level.

Figure 1.8 shows the Zeeman components of the 2P1/2 – 2P3/2 ground-state
M1 transition in B-like argon [78].

(4) Way back in the 1940s when Edlén first understood the origin of a number
of unidentified spectral lines in spectra of the solar corona as being forbidden
transitions in HCIs, it was not possible to observe such lines in laboratory light
sources. It is relatively easy to observe forbidden transitions in HCIs using an
EBIT and even to measure the lifetime of the upper energy level. As discussed
in Chapter 2, in an EBIT a cloud of HCIs is generated through successive
electron impact collisions with atoms in the interaction region of the drift tube
assembly. The charge state distribution is determined mainly by the energy of
the electron beam. The ions are trapped along the beam direction by applying
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This shows the Zeeman components of the 2P1/2 − 2P3/2 ground state M1 transition in B-like
Argon. (From Draganic et al., Phys. Rev. Lett. 91, 183001, 2003. With permission.)

suitable voltages to the drift tubes. Radial trapping is done in the first instance
by the space charge of the electron beam. To measure atomic lifetimes using
an EBIT, the charge state of interest is first created by using a well-chosen
electron beam energy. The electron beam is then switched off, and photons
from the transition of interest are recorded as a function of time after switching
off the beam. One thing of importance here is that the lifetime of the upper
level should be compared to the time required to switch off the electron beam
and also short compared to the time taken for the ions to move away from
the trapping volume. There is a secondary trapping mechanism, the so-called
magnetic trap mode where the EBIT behaves in a way similar to a Penning
trap (PB mag trap mode [83]). If the lifetime under investigation fits into this
category, then it appears that very accurate measurements can be made. There
are of course a number of systematic effects that can be investigated but final
lifetimes with error bars of the order 0.1% can be obtained. As an example, the
M1 decay rate of the 3s23p 2P3/2 upper level of the 2P ground term in Al-like
Fe has been measured to be 16.726(−0.010/+0.020) ms [79]. The decay of this
particular level gives rise to the famous corona green line.

(5) In the past, a routine method for studying spectroscopy of HCIs was
through laser-produced plasmas. However, in a work on Na-like spectroscopy
using laser-produced plasmas at a number of laser centers, an interesting
trend was found when comparing observed and calculated energy levels was
found [84]. This problem is illustrated in Figure 1.9 [85].

There is a clear divergence in the difference (Energyobs − Energycacl) for the
3s1/2 – 3p3/2 transition energy in Na-like ions when comparing results from
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The difference (Energyobs – Energycacl) for the 3s1/2 − 3p3/2 transition energy in Na-like ions. (The
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laser-produced plasmas and other experimental techniques, in particular,
with EBIT results. This divergence could lead to very difficult problems
for theoretical development. The measurement marked EBIT-II was done
in Livermore in 1991 [86] and cast doubt on the reliability of the results
from laser-produced plasmas. Since then, the 1991 EBIT results have been
corroborated by an accelerator-based experiment (BFS) for Na-like Pb at
the GSI UNILAC [87] and a higher Z EBIT result for Na-like U, also from
Livermore [88]. A similar situation, that is, a divergence between EBIT results
and those from laser-produced plasma, has also been observed for Cu-like
ions. One point that comes to mind, and shows another of the advantages
EBITs offer to atomic spectroscopy, is that it is very much easier to introduce
calibration lines into EBIT spectra. Spectral calibration lines can be obtained
by a number of methods, including: (i) by making use of the fact that the ions
in an EBIT move relatively slowly and hence by using an external (fixed) spec-
tral lamp, such as an argon lamp or an HC, or (ii) introducing a calibration
element into the EBIT. Both these methods have been used with great success
in past EBIT experiments.

1.6.1.5 Astrophysical Plasmas

The first wavelengths associated with forbidden transitions were measured
using solar corona spectra way back in 1869. Of course, it was not understood
at that time that these wavelengths corresponded to forbidden transitions.
The origin of these wavelengths remained a mystery until the mid-1940s when
these were identified as forbidden transitions in HCIs of calcium, iron, nickel,
and so on [89]. We usually think about atomic spectroscopy as a means of
providing data for astrophysical plasma diagnostics, however, just as in the
case of tokamaks mentioned a few sections previously, there are exceptions.
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A more recent example of where an astrophysical plasma was used to provide
atomic data is the work of Brage et al. [90]. In that work, a planetary nebula
(NGC3918) is used as a light source to provide a measure of the hyperfine-
induced decay rate of the 2s2p 3P0 decay in Be-like N. This turns out to be one of
the longest lifetimes ever measured. More details on the use of astrophysical
plasmas as light sources for atomic spectroscopy, especially in comparison of
spectra with laboratory light sources, are given in Chapter 9.
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2.1 Introduction

The history of spectroscopic studies of highly charged ions (HCIs) goes back
to the 1930s. At that time, HCIs were produced using vacuum spark tech-
niques. With such techniques, the charge state distribution was rather broad
and not easy to control, but the precise spectroscopic studies of vacuum spark
led to the first identification of HCIs in astrophysical plasma, for example,
highly charged Fe in the solar corona [1]. These are very important studies as
they dispelled the ideas concerning the elements coronium and nebulium and
revealed the corona temperature to be several millions of degrees instead of
several thousands of degrees believed at the time. Since then, many techniques
for producing HCIs have been developed, among which the most successful
one was the beam-foil (BF) method. The BF technique was developed inde-
pendently by Bashkin [2] and Kay [3] and pioneered by several groups. In this
technique, an ion beam from an accelerator passes through a thin foil (usually
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a carbon foil), where the ions are stripped and excited. Higher incident ion
beam energies will lead to higher average charge state distributions of the
ions passing through the foil. Other techniques, such as various spark forms
(sliding, vacuum, etc.) and laser-produced plasmas, have also made impor-
tant contributions to the knowledge of HCI spectra and structure. In recent
years, the interest for HCIs has been growing due to the efforts to produce con-
trollable fusion power. HCIs from wall materials would degrade the fusion
plasma operation, as the photon radiation of the HCIs exhausts large amounts
of the energy of the plasma, and the radiation power increases rapidly with
increasing atomic number of the HCIs. On the other hand, the photons emit-
ted from the HCIs provide valuable diagnostics of the plasma temperature,
plasma density, and plasma movement. Being both a blessing and a menace
for the success of controlled fusion experiments, detailed knowledge of the
HCIs involved in fusion plasmas is imperative. Laser plasma spectra often
suffer from many charge states, satellite line contamination, and Doppler shift
and broadening. BF spectroscopy of HCIs requires access to large accelerator
facilities and hence expensive.

A more convenient and cheaper method to produce HCIs in a controlled
manner was suggested by Plumlee [4] in the 1950s. He suggested using an
electron beam to create HCIs, at the same time to trap them. The creation
process being that of electron impact ionization, whereas the trapping would
be provided by the space charge field of the electron beam. Although this
seems to be a rather straightforward idea, the practical application of this to
produce the first electron beam ion source (EBIS) took more than 10 years
[5]. Then in 1986, the first electron beam ion trap (EBIT) was developed at
the Lawrence Livermore National Laboratory (LLNL) based on the currently
available EBISs at that time, along with some further improvements by Marrs
et al. [6]. The original design of the LLNL EBIT allowed operation up to elec-
tron beam energy of around 40 keV. However, it was consequently redesigned
to operate at much higher electron beam energies (up to 200 keV) in 1993. The
power of this technique was demonstrated in 1994 when bare uranium was
detected in the LLNL EBIT via radiative recombination (RR). This experi-
ment was done with the electron beam energy set at 198 keV [7]. After the
groundbreaking developments at LLNL, EBITs have been set up in Oxford
[8], NIST [9], Tokyo [10], Berlin [11], Freiburg [12] (since relocated to Heidel-
berg), Dresden [13], Shanghai [14], Vancouver [15], Stockholm [16], Belfast
[17], and Darmstadt [18].

Before the development of EBITs, HCIs of charge state above 30 only were
available from large accelerators and hence not convenient for easy access
and study. As was shown in LLNL, EBITs can produce almost any charge
state of any element and capable of acting both as HCI light sources and
ion sources. As HCI ion sources, EBITs can provide low-velocity ions with
much higher charge states compared with electron cyclotron resonance ion
sources and with much lower cost compared with high-energy accelerators.
As HCI light sources, they can basically provide light from emission states
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of any charge state of any element in the periodic table. Because the HCIs
produced in an EBIT are moving at much lower velocities compared to those
produced in heavy ion accelerators, the spectra suffer much less from Doppler
shifts and spectral line broadening. These are very good characteristics for
precise spectroscopic research. And because of the flexibility in producing
various ions with EBITs, such devices are very powerful tools for studies along
isoelectronic and isonuclear-charge sequences aimed to reveal the underlying
physics behind many physical properties. In an EBIT, tenuous plasmas can be
formed from basically any element, as long as the element can be injected into
the trap region. The way an EBIT works gifts it with the property of a tunable
and almost mono-energy electron beam. The range the tunable electron beam
energy can cover spans from a few hundreds of eV to few hundreds of keV.
This property makes it possible to use EBITs, especially when combined with
spectroscopic techniques, for detailed studies of processes in hot plasmas,
that is, disentanglement studies of the various processes in hot plasmas and
to assist plasma diagnostics for temperature, density, electromagnetic field,
and ion motion.

2.2 Electron Beam Ion Trap

As is well known for two-particle collisions, only when the mass of one part-
ner is negligible compared to the other, can the kinetic energy of the lighter
partner be transferred efficiently to its heavier partners’ internal energy. On
the other hand, in collisions between two particles of comparable mass, a
large part of the kinetic energy must remain as “center of mass motion” so as
to make both energy and momentum conservation rules happy. In the later
case, the efficiency of energy transfer is much lower, hence, colliders in which
zero center of mass motion is obtained were invented to overcome this prob-
lem. Fortunately, in the case of EBIT, the collisions belong to the former case,
that is, light electrons and heavy atoms/ions, and hence the energy transfer
efficiency is very high.

The core of an EBIT is an area where ions are trapped and undergo succes-
sive collisions with electrons, with ions, and with neutral atoms or molecules
of the residual gas. This was transplanted from EBIS devices [5], which were
the first successful application of Plumlee’s idea [4]. The main structure of an
EBIS is shown in Figure 2.1. The principal features of an EBIS are: an electron
gun to produce the electron beam; a (superconducting) magnetic solenoid
to produce a (strong) magnetic field for compressing the electron beam to a
higher current density; a cryogenic system to maintain the superconduction
(if a superconducting magnetic solenoid is employed) and to produce the
needed ultrahigh vacuum in the trap region; drift tubes to produce a poten-
tial well for axial trapping of the ions and to supply the high voltage (relative
to the cathode of the electron gun) required to accelerate the electron beam to
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FIGURE 2.1
The main parts of an EBIS.

the needed high energy; the electron beam to provide radial trapping of ions
and at the same time to collide with atoms and ions to successively strip their
electrons and to excite them; an electron collector to collect the electrons after
they have finished their job; and an ion extraction assembly to remove the
HCIs from the trap region, to inject them into an accelerator, or to introduce
them to a collision chamber for other collision experiments. An EBIS is mainly
used as an ion source, and the ion intensity is the major concern. Hence a long
drift tube assembly (around 1 m) is most commonly chosen in EBIS design, as
the number of trapped ions and consequently extracted ions increases with
increasing drift tube length. Unfortunately, at the same time, the long drift
tube introduces plasma instability inside the trap region. These instabilities
in some sense prohibit getting very high charge states of the trapped ions.
Marrs et al., in developing their EBIT, shrank the trap region to only a few
centimeters, which made evaporation cooling more efficient and so effectively
solved the problem of plasma instabilities, hence removed many of the obsta-
cles hindering the production of extremely high charge states. On top of this,
they used a pair of superconducting Helmholtz coils instead of a solenoid to
produce a both high and uniform magnetic field inside the trap region. This
construction immediately made it possible to directly view the trap region
of the EBIT through observation ports on the central drift tube using various
diagnostic devises. This made EBIT not only an excellent source for HCIs, but
also an excellent light source. A sketch of the main parts of an EBIT is shown
in Figure 2.2.

2.2.1 Electron Gun

One of the most important parts in an EBIT is an electron gun. In many EBITs,
spherical concave cathode Pierce-type guns are used. Normally, it contains
a spherically concave cathode, a focus electrode, an anode, an exit electrode
(also called second anode), and bucking coils. The electric field between the
cathode and the anode extracts the electrons by providing them a longitudinal
velocity. The focus electrode is to correct the fringing effect of this field. The
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FIGURE 2.2
A sketch of the main parts of an EBIT.

exit electrode is to further adjust the electron beam for better quality. The main
part of the electron gun is usually shielded by soft iron from the main magnetic
field of the EBIT, and the bucking coils are to further offset the magnetic
field at the cathode, so as to get a more easily controllable electron beam. An
example is shown in the left-hand side lower inset in Figure 2.2, which is a
sketch of the electron gun employed at the Shanghai EBIT. In the Shanghai
EBIT, the cathode is a standard series barium tungsten dispenser cathode with
Sc coating, from HeatWave Labs, Inc. (http://www.cathode.com). It works
at 950–1200◦C to overcome the working function of the cathode surface for
emitting electrons. The perveance of the electron gun in the Shanghai EBIT is
around 0.45 A/V3/2.

2.2.2 Drift Tube Assembly

The electron beam emitted by the gun is then accelerated by the high voltage
between the drift tub assembly and the cathode. When the electrons arrive
into the central drift tube region, they gain the kinetic energy required for
specific tasks. The drift tube assembly in an EBIT normally contains three
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sections, as shown in Figure 2.2. In some cases, when EBIT and EBIS are
combined, it could contain many sections. Bias voltages are applied on the
two end sections, making them more positive relative to the central one, so a
potential well is formed along the axis to trap positively charged ions. Radial
trapping of the ions is done by the electron beam space charge combined
with the axial strong magnetic field which will be described in Section 2.2.3.
So when an EBIT is working, positively charged ions are trapped in the central
drift tube, along the electron beam.

Normally the size of the ion cloud, also called the EBIT plasma, is lower
than 100μm in diameter and few centimeters long.

2.2.3 Helmholtz Coils

The electron beam current density from an electron gun in an EBIT is usually
around a few amperes per cm2. However, it turns out that this is not enough as
all the reaction rates of ion electron collisions are proportional to the current
density instead of current only. So the electron beam is compressed by a strong
magnetic field provided by a pair of Helmholtz coils. A strong compression,
leading to an increase in the current density of three orders of magnitude
(in the central drift tube region), can be achieved by using superconducting
Helmholtz coils. The coils have to be designed carefully in order to get both a
strong and uniform magnetic field in the center of the central drift tube. The
magnetic field strength in that region is usually a few Tesla. As an example,
in the Shanghai EBIT, the Helmholtz coils are made from Cu:SC = 1:1 super-
conducting wire from Oxford Instruments. The wires are fixed with a special
technique to protect against displacement through quenching of the magnetic
field. The highest field strength at the Shanghai EBIT could reach 5.5 T. The
uniformity of the field along the electron beam is around 10−4 within the cen-
ter trap region. The superconducting coils are immersed in a liquid helium
vessel which is shielded by two cryogenic screens, at 20 and 80 K, respectively,
refrigerated by a CVI CGR-511 2-stage refrigerator, to reduce the consumption
of liquid helium.

2.2.4 Electron Collector and Ion or Atom/Molecule Injection

The electron collector in an EBIT collects the electrons after they pass the drift
tubes. Some EBITs also equipped with ion extraction assemblies to extract ions
for collision studies, for retrapping, and so on. The left-hand side upper inset
in Figure 2.2 shows the structure of the electron collector in the Shanghai EBIT.
It contains a beam position monitor system, focusing and defocusing coils,
depressor electrodes, collecting electrodes, and extraction electrode (for ion
injection and extraction). The whole collector is magnetically shielded. The
beam monitor is to monitor the electron beam position, to ensure it is traveling
along the central axis of the EBIT system. The focusing coil is to make sure
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the electron beam can properly enter the collector assembly, the defocusing
coil is to help spread the electron beam onto the collecting electrode, and the
depressor electrode is to prevent second electrons (eject from the collector
caused by the electron beam hitting it) coming back to the drift tube region.
Gas injection, Knudson cell, metal vapor vacuum arc (MEVVA) ion source,
and sometimes laser ion source are used to inject atoms, molecules, or low-
charge ions into an EBIT. Low-charge ions are usually produced by MEVVAor
laser ion sources and introduced through the electron collector to the central
drift tube region, while neutral species are introduced through observation
ports on the central drift tube. After atoms or molecules are introduced into
the EBIT, which become positively charged ions as soon as they are hit by the
electron beam, and subsequently get trapped in the central drift tube. In the
Shanghai EBIT, there are eight observation ports on the central drift tube
to facilitate beam diagnostics, gas injection, and spectroscopy from visible
through VUV up to the hard x-ray region.

A more realistic drawing of the Shanghai EBIT is shown in Figure 2.3. For
high-energy EBITs, usually the electron collector and the electron gun are sit-
ting on a same high (negative)-voltage platform to reduce the electric power
consumption and hence to reduce the heat production. The drift tube assem-
bly is sitting on a separate high (positive)-voltage platform. The capability of
the high voltage difference between these two platforms roughly decides the
upper limit of the electron beam energy of an EBIT.

Let us now consider the requirements on the electron beam energy of an
EBIT. In principle, as long as the energy gained by the electrons, through
acceleration on their way from the electron gun cathode to the central drift
tube, exceeds the binding energy of the electron to be striped from an ion
(or atom), the ion (or atom) can be further ionized. In an atom or ion, inner
electrons are bound more tightly by the nuclear charge, and so need more
energy to get ionized. The innermost shell is called K-shell (principal number
n = 1) in which only up to two electrons can coexist. The neighboring outer
shell is the L-shell (n = 2), in which up to eight electrons can exist and are
less tightly bound. Then from inside to outside, there are M, N, O, . . . shells.
Along an isoelectronic sequence, electrons in the same shell are bound tighter
for heavier ions (with higher atomic number Z). So, with a higher energy
electron beam, the shell accessible for ionization gets deeper (in other words,
closer to the nucleus) or heavier ions along a given isoelectronic sequence can
be ionized. For example, when the electron beam energy exceeds the binding
energy of the only electron in a hydrogen atom, 13.6 eV, the H atom can be
ionized to become a bare nucleus. However, for a hydrogen-like uranium ion,
the ground-state binding energy of the electron is 131.82 keV. Only when the
electron beam energy exceeds 131.82 keV, does it become possible for bare U
to appear. However, it does not mean that with an electron beam energy of
132 keV, the trap will be full of bare U ions. Even with much higher energy,
say around 200 keV, only a few bare U were observed in the Livermore Super
EBIT. The reasons will be discussed in Section 2.3.
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A drawing of the Shanghai EBIT.

2.3 The Ions Trapped in an EBIT

When ions are trapped inside the central drift tube region of an EBIT, they
undergo various collisions with electrons, with ions, and with residual gas
atoms (or molecules). During collisions with electrons, they can be ionized
by direct and indirect ionizations, excited by direct and indirect excitations,
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and can capture electrons through resonant and nonresonant recombinations.
Ionization and excitation are similar processes; in the former case, electrons
are excited to continuous states, whereas in the later case to bound states.
Ionization contributes to increase the ion charge, while excitation does not.
However, recombination always lowers the ion charge. Although (cryogenic)
EBITs are run under very high vacuum, residual gas never totally disappears.
Collisions of the trapped ions with the residual gas atoms (or molecules) will
lead to charge exchange (CX), that is, the ions capture some loosely bound
electrons from the atoms (molecules). The CX cross-sections of HCIs are rather
large and hence very efficient in lowering the charge states. Even for modest
charge state, like Ar16+, the CX cross-section is about five orders of magnitude
higher than the electron impact ionization cross-section at around threshold.
The charge state distribution in the trap is determined by the competition of
the above-mentioned processes. To get very high charge states, high electron
beam energy is necessary, and at the same time it is important to suppress
CX processes by keeping the EBIT under a vacuum as high as possible. On
the other hand, to increase the electron beam density, so as to increase the
ionization rate, will also help.

During collisions with energetic electrons, ions are continuously heated.
When the ions obtain sufficient kinetic energy to overcome the trapping poten-
tial, they will escape from the trap. The characteristic time for this process
depends on the depth of the trap, the electron beam energy and density, ion
species, and so on. The kinetic energy transferred from the electron beam
to the ions will be redistributed among the ions through ion–ion collisions.
The characteristic time for the redistribution is on the order of millisecond.
Based on this, evaporative cooling is realized to keep the trapped ions longer
before they get hot enough to escape. The trapping potential, which equals
to the trapping voltage multiplied by the ion charge, is different for differ-
ent charged ions. Higher charged ions are trapped more tightly, even with
the same bias on the drift tubes. Although higher charge states have higher
heating rates from the collisions with the energetic electron beam, they also
have higher collision rates with other ions to redistribute the obtained kinetic
energy. In a short while, lower charged ions will get enough kinetic energy
and escape from the trap carrying away the “heat” they acquired. If lower
charged ions are continuously supplied, they can continuously obtain “heat”
from higher charged ions and take the “heat” away. In this way, the trap can
be cooled down, and the higher charged ions can then accumulate “heat”
much slower and so stay inside the trap longer. This is the principle of evapo-
rative cooling. To realize this, light element atoms (molecules) are introduced
into the trap continuously, as soon as they collide with the electron beam and
become ionized, and they can cool the higher charged ions inside the trap in
the way described above. By virtue of this technique, it is possible to keep
HCIs trapped in an EBIT for a few hours.

A detailed understanding of the factors determining charge state distribu-
tions, ion temperatures, and so on in an EBIT device is very important in



30 Handbook for Highly Charged Ion Spectroscopic Research

planning and understanding experiments. Adjusting operating parameters
such as electron beam energy, electron beam current, magnetic field strength,
axial trapping potential, injection density, and so on can be facilitated by such
an understanding. This requires considerable knowledge of the physical pro-
cesses taking place in the trap region of an EBIT. Taking into account the
processes of electron impact ionization, dielectronic recombination (DR), RR,
ion–atom collisions involving multiple CX (up to four-electron transfer), and
ion escape caused by too high kinetic energy, the rate equation controlling the
evolution of the ion density of a specific charge state in an EBIT trap can be
expressed as [19]

dni

dt
= Rion

i−1→ini−1 − Rion
i→i+1ni + RDR

i+1→ini+1 − RDR
i→i−1ni + RRR

i+1→ini+1

− RRR
i→i−1ni +

4∑

j=1

RCX
i+j→ini+j −

4∑

j=1

RCX
i→i−jni − Raxesc

i ni

− Rresc
i ni + Rsource

i , (2.1)

where Rion
i→j is the effective ionization rate from charge state qi to qj, RDR

i→j the
effective DR rate, RRR

i→j the effective RR rate, RCX
i→j the effective CX rate, Raxesc

i and
Rresc

i are, respectively, the axial and radial escape rates, and Rsource
i the source

rate caused by CX between ions with continually injected neutral atoms (of
the same element species) given by

Rsource
i =

⎧
⎨

⎩

z∑
j=i

njRcx
j→j−i, i ≤ 4,

0, i > 4.
(2.2)

The effective rate for electron impact ionization is determined by the electron
impact ionization cross-section σion

i→i+1, the geometrical electron ion overlap
factor f (e, i), and the electron beam density je/e,

Rion
i→i+1 = je

e
σion

i→i+1f (e, i). (2.3)

A semiempirical formula [20] can be employed to evaluate the ionization
cross-section from charge state qi to qi+1:

σion
i→i+1 =

∑

j

aijζj

EeIj
ln

Ee

Ij

{
1 − bij exp

(
−cij

[
Ee

Ij
− 1

])}
. (2.4)

In which Ee is the electron beam energy, ζj the number of electrons in the jth
subshell, Ij the binding energy, and aij, bij, cij are constants. The parameters aij =
4.5 × 10−14 cm2 eV2, bij = 0, and cij = 0 will lead to reasonably good results for
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ion charge states above 3, but two or three times underestimation is expected
for lower charge states [21]. The electron beam energy in EBIT is usually high
enough so that relativistic correction is needed σrion

i→i+1 = ξσion
i→i+1 [22]:

ξ =
(
τ + 2
ε + 2

)(
ε + 1
τ + 1

)2 (
(τ + ε)(ε + 2)(τ + 1)2

ε(ε + 2)(τ + 1)2 + τ(τ + 2)

)3/2

. (2.5)

Here ε and τ are the electron beam energy and target binding energy,
respectively, in units of the electron rest mass.

DR is a resonant process. In this process, a free electron is captured by an
ion, and at the same time a bound electron in the ion is promoted, forming a
multiply excited intermediate state situated above the autoionization thresh-
old. The process is finally completed by stabilization through emitting one or
more photons, so as to reduce the ion energy to below its ionization limit. DR
processes are generally labeled using an inverse Auger process notation. For
instance, a process in which an electron is captured, whereas a bound electron
is excited from the K-shell, results in an autoionization state in which one of
the two active electrons is in the L-shell, and the other in an n shell (n can be
L, M, N, O, etc.). This process is labeled as KLn DR. DR process only happens
when the excess energy in capturing the free electron matches the excitation
energy for promoting the bound electron in the ion. In an EBIT, the electron
beam energy is almost monochromatic with a small spread, and hence reso-
nant processes, such as DR, can be neglected basically. Such processes must
be considered specifically at the resonance energies.

In contrast, RR is a nonresonant process that can occur at any electron
energy. In this process, a free electron is captured by an ion, and the excess
energy is released by photon emission. The excess energy equals the sum of
the kinetic energy of the free electron and the ionization energy of the final
state of RR. The effective rate of this process in an EBIT plasma which can be
written as

RRR
i→i−1 = je

e
σRR

i→i−1 f (e, i) (2.6)

and the RR cross-section σRR can be described by a semiempirical formula
given by Kim and Pratt [23]:

σRR
i→i−1 = 8π

3
√

3
αλ2

eχ ln
[

1 + χ

2(nv)
2
eff

]
, (2.7)

in which α is the fine structure constant, λe electron Compton wavelength,

χ = 2Z2
effIH

Ee
, (2.8)

Zeff = 1
2
(Z + qi), (2.9)
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and

(nv)eff = nv + (1 − Wnv) − 0.3, (2.10)

where Z is the atomic number, nv the principal quantum number of the valence
shell of the recombined electron, and Wnv the number ratio of the unoccupied
states over the total states of the valence shell.

In all of the above-mentioned processes involving electron ion collisions,
the electron beam and ion cloud over lap factor f (e, i) is a matter that needs to
be noticed. Very often it is assumed to be 1, which means that the ion cloud
and electron beam are 100% overlapped. But it is not true. Assume a radial
Boltzmann distribution for the ion cloud of charge state qi:

ni(r) = ni(0) exp
(−eqiϕ(r)

kTi

)
(2.11)

and a Gaussian shape for the electron beam radial distribution:

ne(r) = ne(0) exp
(

− r2

r2
e

ln 2
)

, (2.12)

ni(0) and ne(0) denote the densities of the ion cloud and of the electron beam
along the central axis, respectively, and the potential function

ϕ(r) = ϕe(r) + ϕi(r) (2.13)

accounts for radial trapping by both the electron beam space charge and radial
screening from ions closer to the beam center. Ignoring small variation along
the Z-axis, the overlap factor between the electron beam and ion cloud can
then be expressed as

f (e, i) =
∫rdt

0 2πL dr
∫rdt

0 2πr2L dr ne(0)exp(−r2 ln 2/r2
e)ni(0)exp(−eqiϕ(r)i/kTi)∫rdt

0 2πLr1 dr1ne(0) exp(−r2
1 ln 2/r2

e)
∫rdt

0 2πLr2 dr2ni(0)

× exp(−eqiϕ(r2)i/kTi)

,

(2.14)

where L and rdt are the length and radius of the drift tube, respectively.
The electron beam is not involved in the CX process in an EBIT. The effective

rate of the CX process is
RCX

i→i−r = n0σ
CX
i→i−rv̄i, (2.15)

in which n0 is the density of the neutral atoms and v̄i the mean velocity of
the ions with charge qi. In the work done by Selberg et al. [24], semiempirical
scaling rules for transfer of a well-defined number of target electrons from
various target atoms were obtained, and a good agreement with experiments



Electron Beam Ion Traps 33

was seen. According to the scaling rule, the CX cross-section with r electron
transfer, for an ion of charge qi is

σCX
i→i−r = (2.7 × 10−13)qir

I2
1 I2

r

∑N
j=1 (j/I2

j )
, (2.16)

where Ij is the ionization potential (in eV) of the jth electron, N the number
of outer shell electrons, and the cross-section is given in unit of cm2.

As was mentioned above, the ions trapped in an EBIT are heated all the time
by the collisions with the electrons of the electron beam, and then distribute
the heat through collisions with other ions. Actually ion–ion collisions tend
to reduce the thermal difference among the ions. When the ions are thermally
energetic enough, they can overcome the trap potential and escape from the
trap. The escape rate can be described as [25]

Resc
i = −nivi

[
e−ωi

ωi
− √

ωi(erf(ωi) − 1)

]
, (2.17)

ωi = qieVω

kTi
, (2.18)

where Vω is the trap depth and Ti the temperature of the ions of charge state
qi. The total Coulomb collision rate is

vi =
∑

j

veff
ij . (2.19)

The effective collision rate

veff
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qiqje2
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lnΛijf (ri, rj), (2.20)

in which Mi is the mass of the ion qi and lnΛij the ion–ion Coulomb logarithm.
Now the overlap between the qi and qj ion clouds has to be considered. The
overlap factor is then

f (ri, rj) =
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0 2πL dr
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0 2πLr2 dr ni(0) exp(−eqiϕ(r)i/kTi)nj(0)
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. (2.21)

Here ni(0) and nj(0) are the ion densities along the central axis, and ϕ(r)i and
ϕ(r)j are the effective radial potentials experienced by the two ion species.

The ion temperature in an EBIT is determined by electron collision heat-
ing, energy exchange among ions, and ion escape. The rate equation for ion
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temperature evolution is then

d
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The contribution from electron heating [26] is

[
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]heat
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in which the electron–ion Coulomb collision frequency is
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qie2

4πε0me

)2
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where ve is the electron velocity, ε0 the permittivity of free space, qi is the ion
charge state, and lnΛi the electron–ion Coulomb logarithm. The contribution
to the temperature evolution from collisions between the ions of charge states
qi and qj is [25]
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Escaping ions take away energy, which can be expressed [27] for both axial
and radial escape by
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]
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with different potential expressions in ωi for the two escapes. Here vi is the
total Coulomb collision rate described above in Equation 2.19.

Using the above formulas, the time evolution of charge state distribution
and ion temperature of the EBIT plasma can be calculated. The following is
an example of a calculation done for Dy ions in an EBIT trap when the electron
beam energy is 150 keV, the beam current 150 mA, the drift tubes are biased
to produce an axial trap of 300 eV in depth, and under a magnetic field of 3 T.
At time zero (when the trap was just closed), a certain amount of neutral Dy
atoms were sent into the EBIT trap in order to have an initial density of neutral
Dy of NDy = 109 cm−3. For the purpose of seeing how the coolant gas works,
Ne gas was injected continuously to keep a constant density of neutral Ne of
N0 = 104 cm−3 in the EBIT. Figures 2.4 and 2.5 show the time evolution of the
charge state distributions of Dy and Ne ions, respectively. From Figure 2.4,
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The time evolution of the charge state distributions of Dy ions.

we can see that in the early stages, lower charge states are dominate, most
of them grow up with time at the beginning, and consequently decline when
higher charge states start growing up. Equilibrium establishes after the high-
est charge states have appeared. This is quite obvious, as electrons in an ion
are stripped sequentially by the electron beam, and it takes longer to strip
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The time evolution of the charge state distributions of Ne ions.
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away a higher number of electrons and hence to reach the higher charge
states. With the condition described above, equilibrium is established about
30 s after the trap is closed and at the equilibrium, charge state of 65+ is most
favorable, 64+ the second, 66+ is the highest charge state reached and also
the third favorable. We notice that when higher charge states increase, the
lower charge states decrease. This is because there is no more supply of Dy
atoms after time zero. This is not true for the Ne case shown in Figure 2.5.
Although lower charge states also appear earlier than higher charge states in
Figure 2.5, they do not decline with the appearance of the higher charge states.
Instead, they experience a relatively constant period and then increase again
until equilibrium is established. Higher charge states behave in a similar way
but with a time delay. For the higher charge state, more delay is seen. When
equilibrium is reached, all the charge states keep more or less constant with
the time. It is worth to notice that the Ne atoms are injected constantly. The
constant density of Ne ions means that the escape rate of the Ne ions should
balance the injection. For the equilibrium charge state distribution of Ne ions,
the most favorable charge state is 8+, the second and third favorable are 1+
and 2+, respectively, instead of 9+ or 7+. Bare Ne ions exist only as a small
(but not negligible) fraction. Favoritism of the lower charged Ne ions roots
from the constant injection of neutral Ne atoms, which leads constant pro-
duction of fresh low-charged Ne ions. Otherwise, with such a high electron
beam energy, one would expect that bare Ne ions would be the most probable
charge state.

In the time period between 1 and 10 s, there is a dip in the Ne10+ ion density.
During this same time period, the drop off of the middle high-charge state
Dy ions is steeper than the drop off of the less highly charged Dy ions in
the time period earlier. The cooling effects of middle charge state ions to the
higher charge states should take the responsibility for the special behavior
in this time period. After this period, the cooling duty transfers to lower
charge states, mostly the singly charged Ne ions. This can be proven (see
Figure 2.6) by the equilibrium temperature of the Ne1+ of 300 eV, same as the
trapping potential for Ne1+. Figure 2.6 shows the temperature evolution of
both Dy ions and Ne ions. We can see from Figure 2.6 that the equilibrium
temperatures of Neq+ ions or Dyp+ ions are all lower than q times 300 eV or p
times 300 eV.

We can expect that the constant injection of neutral Ne atoms finally con-
tributes as a constant supply of Ne1+ ions, and the constant escape of the Ne1+

ions takes away thermal energy at a constant rate from the EBIT trap, which
would balance the constant heat load from electron beam impact. So we can
expect a constant temperature of the ions inside the EBIT trap when the equi-
librium is reached. This is confirmed also by the results of the simulation
which are shown in Figure 2.6. Although the highly charged Dy ions have
higher temperatures, as shown in Figure 2.6, their trapping potential is also
higher. Thanks to the coolant activities of Ne1+, highly charged Dy ions can
stay inside the EBIT trap for a long time.
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2.4 HCI Spectroscopy at EBITs

When ions are trapped in an EBIT, they undergo numerous collision pro-
cesses with electrons, with ions, and with atoms or molecules. Many of these
processes result in photon emission. By properly adjusting the electron beam
energy, electron beam current, magnetic field strength, and coolant density,
the charge states balance in the EBIT plasma can be controlled. By properly
tuning the electron beam energy, the excitation states of the ions in the EBIT
plasma can also be controlled to some degree. EBIT plasma usually has a
cylindrical shape, 2 cm long, and 70–100μm in diameter being quite typical.
Hence the EBIT plasma is basically a line source, very suitable for grating
and crystal spectrometers for high-resolution spectroscopic studies. A sketch
of the setup for spectroscopic experiments at an EBIT is shown in Figure 2.7.
Spectrometers can either view the EBIT plasma directly or be coupled through
lenses or other focusing elements to the EBIT.

2.4.1 HCI Spectroscopy for Fundamental Physics

As EBIT can basically produce and trap ions of any charge states of any ele-
ments and is an ideal light source for spectroscopic studies of ions along
an isoelectronic sequence. Due to this property, one can access many inter-
esting physical phenomena. An isoelectronic sequence is a sequence of ions
with a similar electronic configuration, for example, along the H sequence,
we have H, He1+, Li2+, Be3+, B4+, . . ., U91+, . . ., and for the He sequence He,
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FIGURE 2.7
A sketch of setup for spectroscopic experiments at an EBIT.

Li1+, Be2+, B3+, . . ., U90+, . . . . The physical processes giving contributions to
the final energy or lifetime of an atomic energy level evolve differently along
an isoelectronic sequence. Hence, the behavior of a physical quantity along
the sequence can often reveal the underlying physics. For example, along the
H sequence, the energy intervals between the main shells are proportional to
the square of the atomic numbers Z, whereas the energy intervals between
subshells inside a main shell are linearly proportional to Z. The spin-orbit
interaction, which arises from relativistic effects, is proportional to the fourth
power of Z and also the Lamb shift, which is a manifestation of quantum
electrodynamic (QED) effects, scales roughly with the fourth power of Z.
Hyperfine structure scales with the third power of Z, and so on. Table 2.1
lists the Z dependence for the probabilities of allowed and forbidden tran-
sitions [28], hyperfine interaction, QED effects, relativistic effects, and parity
violation effects along the H isoelectronic sequence. All the transition rates in
Table 2.1 increase as a function of the atomic number, and most of the forbid-
den transition rates increase faster than those of the allowed transitions (this
of course is embedded in the definition of allowed and forbidden transitions).
Hence, for very-highly charged ions, many forbidden transitions are compa-
rable in rates to allowed transitions or in some cases even exceed the rates
of allowed transitions. Different forbidden transitions are induced by differ-
ent physical effects. Spin forbidden transitions come from mixing of wave
functions of different spin states by the spin-orbit interaction. Parity violation
transitions come from the mixing of different parity wave functions by the
weak interaction arising from the small overlap of electron and nuclear wave
functions. Through spectroscopic studies of various forbidden transitions,
one can test theories of not only atomic physics, but also parity violation,
nuclear structure, and so on. Examples of spectroscopic studies of forbid-
den transitions at EBIT are shown in [29,30]. In the work of [29], magnetic
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TABLE 2.1

The Z-dependence of the Probabilities of Allowed
and Forbidden Transitions, Hyperfine Interaction,
QED Effects, Relativistic Effects and Parity Viola-
tion Effects along the H Isoelectronic Sequence

E1 (Δn = 0) Z

E1 (Δn 	= 0) Z4

M1 (Δn = 0) Z3

M1 (Δn 	= 0) Z6

M1 (within fine structure) Z12

E2 (Δn = 0) Z

E2 (Δn 	= 0) Z6

E2 (within fine structure) Z16

2E1 Z6

E1M1 Z6

Hyperfine splitting Z3

QED effect Z4

ESO Z4

Parity violation Z5

dipole transitions of titanium-like xenon and barium ions were studied. The
transition was 3d4 5D2 − 5D3 within the ground configuration. In their exper-
iments, light emitted from the NIST EBIT was imaged by a pair of lenses to
the entrance slit of an f /3.5 Ebert scanning monochromator, and detected by
a blue sensitive photomultiplier. Their results show poor agreements with
ab initio calculations. In [30], magnetic dipole transitions of highly charged
argon and barium ions were studied using the Oxford EBIT. Light from the
Oxford EBIT was also imaged by a pair of lenses, but onto the entrance slit
of a 1 m focal length, f /10 Monospek plane-grating spectrometer, a charge-
coupled device (CCD) was used as a detector instead of a photomultiplier.
The results for the same transitions of the same ions in [29,30] agree with each
other, with higher accuracies for the later measurements. Discrepancies with
theoretical predictions persist. Hence these measurements highlight the need
for improving calculations for many electron atoms.

QED effects have been stringently tested by ultrahigh precision spec-
troscopy for H atoms. However, higher-order effects start to become influ-
ential for heavier ions, giving significant contribution to the self-energy term
for Z > 40 [31]. With increasing Z, the overlap of electronic and nuclear wave
functions becomes substantial, and the electrostatic distribution of the nucleus
not only affects the eigenvalues of the Dirac equation, but also has implications
for the Lamb shift. This contribution will exceed that from vacuum polariza-
tion for Z > 70 [32] and reach the same order of magnitude as the self-energy
term. These effects can only be studied through experiments using very heavy
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HCIs. There are many good works done on related aspects since the first EBIT
was set up in LLNL, the examples of which are shown in [33–35].

The hyperfine interaction has been mostly studied through its effect on spec-
tral line splitting. For Z > 50 H-like ions however, the ground-state splitting is
already large enough so that transitions among these levels fall into the range
suitable for very high-resolution spectroscopic studies, that is, the visible
region. Precise studies of hyperfine splitting can lead to important knowl-
edge concerning nuclear electric and magnetic distributions. These properties
are very important to not only nuclear physics, but also to a precise under-
standing of QED effects. EBIT is an excellent machine for performing such
studies, as can be seen in [36–38]. In [36], a direct measurement of the sponta-
neous emission due to hyperfine splitting of the ground state of hydrogen-like
165Ho66+ was made, at the Super EBIT in LLNL. They measured the transition
between the F = 4 and F = 3 levels of the 1s 2S1/2 of 165Ho66+ ions. The transi-
tion wavelength is around 5726 Å, in the visible range, so they used a prism
spectrograph instead of a monochromator for higher efficiency, directly view-
ing the EBIT plasma at an electron beam energy of 132 keV and a current of
285 mA. Holmium was introduced into the EBIT via low-charge states Ho
ions produced by an MEVVA source. They employed a CCD to record the
photons after wavelength dispersion by the prism spectrograph. Their work
leads to a renewed nuclear dipole magnetic moment for the 165Ho nuclide.
Using the same apparatus, the same group obtained the nuclear magnetiza-
tion distribution radii of 185Re and 187Re nuclides, by studying the F = 3 to
F = 2 hyperfine transitions in the 1s ground states of the two isotopes [37].
They found that these radii are substantially larger than their nuclear charge
distribution radii.

Also the finite overlap of the wave functions of electrons and the atomic
nucleus couples the states of the inner-shell electrons and nuclear particles,
which can influence the rates of nuclear decays or even induce unexpected
decay channels. A successful example of such a study can be seen in the work
by Jung et al. at GSI [39]. Here the totally forbidden β decay of the neutral
163Dy atom to 163Ho was observed with bare 163Dy ions.

2.4.2 EBIT-Based Spectroscopy in Assisting Plasma Diagnostics

Many laboratory and astrophysical plasmas involve a Maxwell–Boltzmann
energy distribution of electrons colliding with an ensemble of ions. To under-
stand the behavior of plasmas from their emission spectra needs accurate
electron–ion collision rate coefficients, which include cross-sections for vari-
ous processes, such as excitations, ionizations, recombinations, and so on. The
cross-sections are needed in the whole energy range at a certain plasma tem-
peratures. Theoretical calculations need to make approximations in almost
all the cases and may not always lead to accurate results. Experimental stud-
ies using laboratory plasma sources, such as laser plasmas, tokamaks, and θ

pinch devices, often suffer from limited accuracies caused by complications
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such as density effects, radiative transfer, ion abundance, field gradients
and temperature effects, and so on, and the combinations of all these effects
simultaneously.

At LLNL, a special setup was devised to simulate a Maxwell–Boltzmann
electron distribution for clean and optically thin EBIT plasmas, in order to
study collisions between ions of specific charge states with electrons of a
Maxwell–Boltzmann energy distribution [40]. In their work, they developed
a system to sweep the electron beam, in energy and current as a function of
time, to simulate conditions in hot plasma. The current is swept to keep the
electron density constant during the energy sweep, so as to keep the same
effect of the space charge distribution. While the energy sweeping is done by
converting the number distribution to time distribution, for example, for a
higher number fraction at a given energy the time duration in sweeping was
set to a longer value according to a Maxwell–Boltzmann distribution. The
energy sweep covered the majority of the energy range of the electrons at a
given temperature, with a minimum and a maximum energy cut off according
to their EBIT operation conditions. Because EBIT operating parameters can be
easily changed, a wide range of temperatures can be simulated. Ion density
effects are generally unimportant, as the EBIT plasma is usually optically thin.
By measuring the emitted photons at the same time as sweeping electron
beam energy and current, they could automatically integrate the collision
cross-sections with the desired electron energy distribution. The observed
properties of ions in such experiments are directly dependent on the relevant
rate coefficients [40].

The spectroscopy of HCIs, in particular, He-like and Li-like ions, is very
useful for plasma diagnostics. Their spectra show, in addition to the strong res-
onance lines, numerous satellites which are produced by DRs and inner-shell
excitations. Since the intensity ratios between the resonance lines and their
dielectronic satellites depend only on the electron energy distribution, they
are sensitive measures of electron temperature. The intensity ratios between
the resonance lines and their inner-shell excited satellites are proportional
to the relative density of the neighboring charge states. These satellites then
provide information of charge balance and impurity ion transport. From the
experimental point of view, the satellite spectra of He-like ions of medium Z
elements are very attractive, because the separation between the resonance
line and satellites are sufficiently large to allow for clean identifications. At
the same time, the wavelength range of the spectrum is small enough, so
that the sensitivity of the instrument is constant over the entire range. The
measurements of the satellites-to-resonance line ratios are therefore reliable.

In a work done at TEXTOR-94 [41], satellite spectra of He-like Ar from a
discharge with auxiliary heating by neutral-beam injection was measured,
as shown in Figure 2 in [41]. In that work, the intensity ratio of the line q,
from the Li-like 1s22s 2S1/2 − 1s2s2p 2P1/2 transition, over the line w, from the
He-like 1s2 1S0 − 1s2p 1P1 transition, was used to deduce the charge state ratio
of Ar15+/Ar16+, believing that the satellite line q was produced by impact
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excitation of the ground state of Li-like Ar 1s22s 2S1/2. However, the result was
about four times higher than theoretical predictions. A few years later, the
n = 2 − 1 spectral emission pattern of He-like Ar, together with the associated
satellite emissions, was studied using high-resolution x-ray spectroscopy at
the Berlin EBIT [42]. In the work [42], a mono-energetic electron beam was
swept in energy between 1.9 and 3.9 keV (from below the resonance energy for
dielectronic satellites to above the direct excitation threshold for n = 1 − 2),
and spectra were recorded at each electron beam energy. In this way, the
satellites caused by dielectronic resonance are separated from those caused by
direct excitations, as they happen at different electron energies. Their results
showed that the line q could be caused by both direct excitation of the ground-
state Li-like Ar 1s22s 2S1/2 and by DR of the ground-state He-like Ar 1s2 1S0.
This questions the applicability of using the q/w line ratio to deduce the
corresponding charge state ratio, that is, Li-like/He-like, directly.

X-ray emissions from He- and Li-like Ar ions are also used in diagnos-
tics for inertial confinement fusion plasmas. Ar is usually added as a dopant
to the fuel. The electron temperature is deduced from the intensity ratio of
the transitions between n = 3 and 1 levels of H-like and He-like Ar, IHβ/IHeβ,
while the density is derived from Stark broadening of the Kβ line. But the
satellites from Li-like 1s3lnl′ − 1s2nl′ transitions could distort the profile of
the Kβ line. They can cause asymmetry of the line profile and broadening of
the line width. This would mislead the temperature and density interpreta-
tion, if the satellite contributions were not properly taken into account. These
contributions were usually estimated by theoretical models, with only the
n = 2 and 3 satellites being taken into consideration [43,44]. In 1995, the con-
tributions of higher-n satellites to the Kβ line of He-like Ar were measured
[45], using a high-resolution crystal spectrometer to analyze the x-ray emis-
sion of the Ar ions trapped and excited in the LLNL EBIT. The electron beam
energy was swept to hit the KLM, KMM, KMN, and KMO dielectronic reso-
nances, as well as through the excitation threshold of n = 1 − 3. Their results
showed that the resonance strength of n = 4 satellites was larger than that of
n = 3, while the resonance strength of n = 5 was nearly equal to that of n = 3.
This means that the contribution of the satellites from n ≥ 4 was considerably
larger than expected from standard scaling procedure. This result has lead to
reassessment of line profile calculations of the He-like Kβ line used in density
diagnostics in laser fusion.

DR is an important process in high-temperature plasmas. It affects the
charge state balance and energy-level populations as well as the plasma tem-
perature. As mentioned above, resolvable satellite lines caused by DR are
often used for electron temperature determinations, whereas unresolvable
satellite lines disturb the determination of line shape, line intensity, and line
position, consequently corrupting the determination of temperature, density,
and ion movement in plasmas. Therefore, whether the influence of DR being
good or bad to plasmas, it plays an important role. Its occurrence strength
is vital for accurate modeling of high-temperature plasmas. DR studies are
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also important for testing atomic structure and atomic collision theories since
such resonances carry information on QED, relativistic effects, electron corre-
lations, and so on. There are many experiments done at EBITs for DR studies,
including resonance strengths and resonance energies of various ion species.
Examples are shown in [46–55]. In the work [53–55], resonance strengths and
energies were studied for KLL DR of He-like up to O-like Xe ions at Shanghai
EBIT. A schematic drawing of the experimental setup is shown in Figure 2.8.

In these experiments, the electron beam was compressed to a diameter (full-
width at half-maximum) of 70μm, under a magnetic field of 2–3 T. The energy
of the electron beam was scanned through the KLL resonances, in the range
19.5–23.8 keV. During the experiments, Xe gas was continuously injected and
the x-rays from the ion cloud in the EBIT were detected by a high-purity Ge
detector in a direction perpendicular to the electron beam. By recording the
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Schematic drawing of the experimental setup used in studying DR.
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x-ray spectrum at each step of electron beam energy, two-dimensional spectra
were obtained. An example is shown in Figure 2.9. This kind of spectrum is
also called scatter plot, with the x-axis for electron beam energy, y-axis for
photon energy (vice versa), and color shade depicts the intensity. The bright
sports in Figure 2.9 show the events of KLL DR processes of He-like, Li-like,
. . . to O-like Xe ions. The rather uniform events in the inclined lines are from
RR processes to the Xe ions, from the up most inclined line to lower, they are
RR to n = 2, 3, 4, . . . . It is not difficult to understand that the photon energy
gets lower and the energy spread gets narrower for RR to higher n orbitals (n
is the principal quantum number), and the energy interval between the RR
to the neighboring orbitals also gets smaller for higher n, because the photon
energy from an RR equals the kinetic energy of the free electron recombined,
plus the ionization energy of the final state of the corresponding RR process.
Projecting the events in a scatter plot onto its photon energy axis will lead to
a photon emission spectrum, whereas projecting to the electron energy axis
will lead to a spectrum of excitation function. By properly analyzing these
spectra, the relevant DR strengths and energies can be obtained.

In the experiments in [53,54], the electron beam energy was scanned very
slowly, in the so-called steady-state mode. This way, the EBIT plasma can reach
equilibrium at each step of electron beam energy. This is good for resonance
energy measurements, as EBIT is a complicated system, and an RC delay is
not avoidable. The steady-state measurements [54], with the help of the high-
precision high-stability high-voltage deviders developed in [56], lead to very
high precisions of the DR resonance energy determinations, at an average
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An x-ray scatter plot of Xe ions in the electron beam energy range 20–22.4 keV.
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of 0.03%. But in the steady-state mode, one has less control over the charge
states of the ions in the EBIT plasma. In fact, the charge state balance changes
when scanning through a DR resonance in the steady-state mode, as the ions
have enough time to recombine in a significant number. This fact makes the
data analysis extremely complicated and introduces more uncertainties in
deducing the DR strengths. A typical uncertainty in DR strengths determina-
tion of the middle high Z ions, using a steady-state mode as shown in [53]
is around 20%. To improve the precision in DR strength determination, work
[55] used a fast scan technique. The timing scheme employed in [55] started
with 4 s charge breeding time (cooking time) at the electron beam energy
of 23.0 keV, to obtain the desired charge state distribution (see Figure 2.10).
The beam energy was then ramped linearly down through the KLL DR res-
onances to 19.8 keV and back up in 25 ms. The beam energy was then kept
at 23.0 keV for another 75 ms before the next ramping in order to maintain
the charge state distribution. After 80 ramping-maintaining circles, the trap
was dumped to prevent accumulation of other heavy ions, such as tungsten
and barium, which could be sputtered from the cathode of the electron
gun and make their way into the trap. The trap was then refilled with fresh
ions and another cooking-ramping-maintaining circle was started. The x-ray
energy, electron beam energy, and the time were all recorded simultaneously,
event by event. In this way, the charge state distribution basically remained
constant during the measurements, only 1.5% change for the highest reso-
nance (the worst case) according to the estimation in [55]. This work lead
to an average precision of 9% in the DR strength determination, improved
obviously from the results in [53].

In the past few decades, EBITs have been producing definite values of elec-
tron impact excitation, ionization, and resonance excitation cross-sections,
as well as dielectronic resonance strengths. Some results have demonstrated
shortcomings of theoretical data. For example, systematic measurements of
n = 3 to 1 line emission from He-like ions at the LLNLEBIT [57] showed signif-
icant disagreement between the measured and the calculated ratios of the 1s3p
3P1 − 1s2 1S0 intercombination and the 1s3p 1P1 − 1s2 1S0 resonance lines for low
and medium Z ions. In [56], systematic disagreement was also reported for the
measured and the calculated ratios of the 2p53d 3D1 − 2p6 1S0 intercombination

4.0 s 25 ms 75 ms

T = 12.0 s

23.0 keV

19.8 keV

FIGURE 2.10
The timing scheme for fast scan in the DR strength measurements in [55].
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and 2p53d 1P1 − 2p6 1S0 resonance lines in the Ne isoelectronic sequence. On
top of these, EBIT spectroscopy has been used for disentangling the emissions
from tokamak plasmas, as shown in [58].

EBIT spectroscopy is a useful tool for producing accurate data to test theo-
ries of fundamental physics, for disentangling plasma processes and assisting
plasma diagnostics.
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3.1 Introduction

The term “spectrometer” refers to any energy-resolving instrument; however,
in this chapter we will concentrate on photon energy-resolving instruments
or, to be more specific, wavelength-dispersive instruments. The basic theme
of this chapter concerns techniques for the study of highly charged ions
(HCIs), and one aspect of this should be their spectra. Spectra from HCIs
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can cover very large ranges in photon energy, or wavelength, that is, from
over 100 keV photons for H-like resonance lines in very-highly charged ions
to less than 1 eV photons for hyperfine transitions. For example, the 1s hyper-
fine splitting gives a transition at 3858.2260 ± 0.30 Å (3.2 eV) in 203Tl80+ [1],
whereas the 1s to 2p resonance transitions have energies more than 90 keV
(simple Z scaling). Another example is provided by transitions in highly
ionized iron. The resonance transitions in He-like iron, Fe XXV (from n = 2
to n = 1), occur in the x-ray region, at 1.85 Å, or 6.7 keV. These lines have
been observed in solar flares and in tokamaks [2]. In Al-like Fe XIV, there
is a forbidden M1 transition within the 3s23p2P ground term, a strong line
in the solar corona, at 5303 Å. Already in 1945, Edlén [3] had identified 23
such corona lines, in highly charged Ar, Ca, Fe, and Ni, with wavelengths
ranging from 3328 to 10,797 Å. The unit Å is not an official SI unit but is
named after the Swedish physicist Ångström and is equal to 10−10 m, that is,
0.1 nm.

Excited energy levels in an HCI, Aq+, decay by electronic transitions, result-
ing in the emission of electromagnetic radiation. However, nonradiative
transitions to the ground state, or to some excited state in the next ion A(q+1)+

by electron emission, are sometimes also energetically possible. To determine
excitation energies and energy differences in ions, both photon and electron
spectroscopies are therefore applicable. In this chapter, the emphasis is placed,
as said above, on photon spectroscopy of multiply ionized atoms. This is often
called classical spectroscopy, which may sound a bit old-fashioned. However,
it can often be the only possible way for experimental studies of spectra and
structures of HCIs, for instance, when investigating solar and stellar spectra
or hot thermonuclear fusion plasmas.

As the energy, and so the wavelength, region covers a very large range,
a variety of spectrographs and spectrometers will be needed. For instance,
in He-like boron, B IV, 141 spectral lines have been observed between 43
and 4813 Å [4]. In a famous and pioneering paper, Edlén and Swings [5]
studied the Fe III spectrum between 500 and 6500 Å and observed 1500
spectral lines in this region. They classified all these lines which resulted
in 320 new energy levels for Fe III, which are of great importance in
astrophysics.

It will be seen in the following that a number of optical techniques will
be needed to cover such large ranges in photon energies. Basically, three
wavelength regions can be defined where different techniques must be used.
They are (i) from infrared down to about 1850 Å, (ii) 1850 Å down to around
10 Å, and (iii) below 10 Å. Each of these regions and their peculiarities will be
discussed below.

Before discussing the three regions defined above, a few general remarks
about photon spectrometers and other instruments used in photon spec-
troscopy are called for.
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3.2 General about Spectroscopic Instruments

The group of the so-called classical spectroscopic instruments can be divided
between those with prisms and those with gratings. Of these, the latter are
dominant, especially when HCIs are being studied because of their limited
useful wavelength region for prism-based instruments. There are also sev-
eral types of interferometers, often used in the so-called Fourier transform
spectroscopy. Such instruments are very important for accurate atomic and
molecular studies, but so far have seen limited applications in the case of
multiply ionized atoms.

For the instruments to be discussed here, we can distinguish some special
chief outlines. In a typical spectrometer, the light to be studied enters the
instrument through an entrance slit in the focal plane of a spherical mirror or
grating. In the case of the mirror, the divergent bundle of light will be made
parallel by the collimator lens or spherical mirror and sent to a grating as
dispersing element and then to a focusing mirror which forms an image of
the entrance slit in the focal plane. The rays leave the grating with angles
which depend on the wavelengths, and hence the position of the image of the
entrance slit is a function x(λ) of the wavelength.

Photographic emulsion was the dominating detector for spectroscopic
instruments for many years. It has several good properties thanks to which
it can still be used. Among the good properties are the integrating capability,
the two-dimensional registration with high resolution, storage of the signal
directly in the detector with high information density, and practically unlim-
ited storage time. The data storage capacity of a photographic plate should
not be mocked. Twenty years ago, or so, data were recorded on 9 in. floppy
discs but who can read such things now! Among the disadvantages, the most
serious one is the highly nonlinear response to light intensity. Moreover, the
sensitivity is lower than that for photoelectrical detection and the emulsions
are not generally sensitive to single-photon events. This method of photon
detection misses any time variation of the light intensity, and photographic
emulsion can thus be described as a detector of illumination. Photographic
plates have been almost exclusively replaced by either micro-channel plates
(MCPs), detectors (see Chapter 6), or charge-coupled device (CCD)-based
detectors (see Chapter 5).

There are several designations and names for spectroscopic instruments
which are sometimes used without any accurate distinction. A spectrograph
usually means an instrument with a photographic plate in the spectral image
plane, sometimes recording a large range of wavelengths simultaneously.
Nowadays, photographic plates are often replaced by electronic array detec-
tors as mentioned in the previous paragraph. The term “monochromator”
means that a single-exit slit is used to select a spectral line or a narrow
spectral band. We can also have a scanning monochromator, by rotating the
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disperser (for instance, a grating) which can thus also be called as a scanning
spectrometer.

Spectroscopic instruments for different wavelength ranges are constructed
according to different principles. Thus, spectrographs for photographic
registration can only be used for wavelengths below 11,000 Å. Furthermore,
because of reduced reflectivity, at low angles of incidence, for all materials and
for wavelengths shorter than 1000–1500 Å (see Figure 3.1), reflections should
usually be minimal, that is, only one. Below 300 Å, one really must apply
grazing incidence methods for this single reflection as the reflectivity for all
materials increases with the incidence angle. Readers may demonstrate this
to themselves using the XOP software [6]. XOP is a freely downloadable set of
software which performs the calculation of the reflectivity of many materials
as a function of incidence angle, photon energy, surface roughness, and so on.
Because of transmission problems, it is also necessary to eliminate air (and
thus measure in vacuum) when radiation below 2000 Å is observed, that is,
the vacuum UV region. Figure 3.2 shows an example calculated using XOP.
It is for the reflection of 1000 Å photons from a gold surface as a function of
angle (given in milliradians) and measured from the surface (i.e., not from
the normal). The surface is assumed to be perfectly smooth, but roughness
can be dealt with by the software.

Reflectivity of coatings
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FIGURE 3.1
Reflectivity for a number of common mirror coatings as a function of wavelength (μm) at normal
incidence, that is, light incident along (or close to the normal of the optical component). (Courtesy
of McPherson Inc., Massachusetts, USA [7].)
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FIGURE 3.2
Reflection of 1000 Å photons from a gold surface as a function of angle (given in milliradians)
and measured from the surface (i.e., not from the normal). The surface is assumed to be perfectly
smooth in this case.

Not only does the wavelength region influence the construction of a spec-
troscopic instrument, but also the width of the region in which one would
like to work with a certain instrument. Those who want to study the hyper-
fine structure of a certain spectral line will often select a laser spectroscopic
method. For term analysis, where many spectral lines are needed, a variety
of instruments may be required. Out of interest, the region below 1850 Å and
down to around 100 Å is often called the vacuum ultraviolet region. There are
three underlying reasons for this change at around 1850 Å: (i) the absorption
of quartz, (ii) the absorption of oxygen, and (iii) more of historic interest, the
absorption of the gelatin in standard photographic plates.

3.3 Diffraction Gratings

With the exception of interferometers, almost all spectroscopic instruments
use reflective gratings as the dispersive element. However, the first grat-
ings to be produced were of the transmission type and were constructed
by the American astronomer D. Rittenhouse in 1785. Rittenhouse (1732–
1796) was viewing a distant light source through a fine silk handkerchief.
He then made up a square of parallel hairs and found that red light was bent
more than blue light. In the early nineteenth century, the German physicist
Joseph von Fraunhofer (1787–1826) discovered the dark lines in the Sun’s
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spectrum, now known as Fraunhofer lines. He was also the first scientist
to extensively use diffraction gratings, which he himself made on glass or
metal surfaces. It is considered that his work set the stage for the develop-
ment of spectroscopy. Somewhat more modern diffraction gratings were first
developed by the American physicist Henry A. Rowland (1848–1901). He also
invented the concave grating, which could replace prisms and plane gratings
and revolutionized spectrum analysis. Around 1882, he managed to construct
a machine which could engrave as many as 20,000 lines/in. (785 lines/mm)
for diffraction gratings. He then ruled on spherical concave surfaces, thus
eliminating the need for additional lenses and mirrors in spectrometers and
used them to develop exact spectrometry. Later developments were made at
the Massachusetts Institute of Technology (MIT) and also by the company
Bausch and Lomb and others [8].

From 1965, a new technique of grating production has been developed. This
is the holographic method, which produces gratings by recording interference
fringes on photosensitive materials. This procedure results in the grove spac-
ing being absolutely constant, and the gratings are therefore free of ghosts.
The efficiency is, however, lower than that of ruled gratings.

From the mid-1980s, a new form of diffraction grating became available, the
so-called aberration-corrected flat-field grating. These were originally pro-
duced by Hamamatsu using a mechanical ruling device but more recently
have been manufactured using holographic techniques, for example, those
produced by Jobin Yvon [9]. Note that Yvon, along with a number of other
companies, provided excellent online guides and details of grating design,
use, and technology.

3.4 Spectrometer Slits

Before discussing the effect of slits on the performance of a spectroscopic
instrument, it is interesting to think about why spectral features are most
often lines.

A line is called a line just because it is the line-shaped image of the line-
shaped slit in the focal plane of the spectrometer. And that is how it looked
on a photographic plate. It is interesting to notice how things change with
time. For some time, and in almost all “modern” instruments, a spectral line
was just the photon or light intensity distribution as a function of wave-
length. But currently, most instruments use CCDs or other imaging detectors,
so now the lines look like lines again, in the original sense. One can also ask
whether other shapes for the entrance aperture could be used. Newton used a
circular opening in his first prism experiment, but as soon as one thinks of try-
ing to separate spectral features, like, for example, Fraunhofer did, then you
need the smallest possible extension of the input aperture in the dispersion
direction. But it does not matter if the aperture is wide in the perpendicular
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direction. Avery small dot would be difficult to see directly with the eye in the
early instruments and also later when photographic plates began to be used.
However, circular apertures are fine for use in combination with CCD detec-
tors, except now lines become spots. The use of circular apertures has great
implications, for example, in the design of echelle-based spectrometers (see
Section 3.7.2).

3.5 Entrance Slit

Whether a spectrometer has two slits or one is depending on whether it is
designed to be a monochromator or a spectrograph. In either case, the width
of the slit (or slits) plays an important role in defining the characteristics of the
instrument. The most obvious function is that the entrance slit will limit the
amount of light, not only intensity but more importantly angular direction,
entering the spectrometer.

The width of the entrance slit may also be the defining factor for the resolu-
tion of the spectrometer. Basically, the optics in a spectrometer is designed to
image the entrance slit, usually in a one-to-one manner on the spectral image
plane. If the width of the slit is smaller than the diffraction limited image
of the optics, then the slit does not define the resolution and the resolution
will be diffraction-limited. If the width of the entrance slit is greater than the
diffraction-limited image, then the resolution is defined by the width of the
entrance slit.

The instrument profile of a spectrograph is given by the convolution of the
slit function and the diffraction profile defined by the aperture of the disper-
sive element (grating). In the case of a monochromator, the instrument profile
must include the exit slit function as part of the convolution. Although the
role of exit slits has been greatly reduced in recent years, due to the increasing
use of multichannel detection techniques, it is still useful to look at the role of
an exit slit. One of the roles of an exit slit is to limit the amount of light falling
onto the detector, in the case of single-channel detection. A little argument
will show that the optimal width of the exit slit is exactly the same width as
the entrance slit.

First consider the case where diffraction can be ignored and look at the
influence of the entrance and exit slits. If we assume that the entrance slit has
a width a1 and luminance (see below for a definition) B, then we can describe
the slit as a rectangle. We can also assume that the exit slit can be defined by a
width a2 and a transmission = 1 over the slit width and 0 outside. If we ignore
diffraction and aberration, then the convolution can be seen as a scanning of
the exit slit over the entrance slit. Hence the flow of light onto a detector will be
proportional to the total area presented by the two slits and this area changes
during the scanning (convolution). There are two situations to consider: (i)
the entrance slit is narrower than the exit slit, and (ii) the entrance slit is the
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broadest. However, the optimal appears when a1 = a2 and where the slits lead
to a triangular instrument profile.

Luminance describes the amount of light that passes through or is emitted
from a particular area, and falls within a given solid angle. It is an invariant in
geometrical optics, that is, if a light bundle is hard focused, then it will appear
as though the spot is brighter, but the solid angle will also be larger, so the lumi-
nance in constant (except for absorption at lenses, etc.). This is an important
concept in optics and is similar to the idea of emittance in ion beam optics.

3.6 Aberrations

No discussion of spectrometers would be complete without a mention of aber-
rations, as in the end it is often these that limit resolution or light collection.
The easiest way to approach aberration studies for a particular instrument
is through ray tracing. Here free downloadable software such as Zmax or
Shadow can be used. The most common aberrations when discussing spec-
trometers are spherical aberration and astigmatism. Below we will discuss
these aberrations from Seidel theory. The basis of this is to take the next higher-
order approximation to the theory of geometrical optics. Geometrical optics,
or Gaussian theory of image formation, works in the region when the so-
called paraxial rays are considered, that is, sin α = tan α = α. The next order
of approximation is given by letting sin α = α − α3/3! and tan α = α + α3/3!
Doing this allows the construction of a third-order theory of image forma-
tion which takes into account nonparaxial rays. The deviations from perfect
imaging will be the Seidel aberrations, of which spherical aberration and
astigmatism are just two of the terms. There are five Seidel terms, each rep-
resenting a different form of aberration and each term is a complex function
of the position in the object and image planes, the radius of curvature of the
optical element, and also the refractive index (if needed). The five Seidel terms
were first defined and developed in the original article by Seidel in 1856 [10].
Spherical aberration refers to the fact that even light from an infinitely distant
object will not be focused to a point by a spherical mirror. This is caused by
the fact that light rays are reflected with a larger angle by the outer parts of a
mirror compared to those from the inner mirror region.

Like all aberrations, this is best studied using ray-tracing techniques. How-
ever, an interesting measure of the importance of spherical aberration is the
circle of least confusion. Here, a comparison can be made between the size of
the circle of least confusion and the size of the image due to diffraction. This
can be done by comparing the two terms below:

ΔSA = h3/8f 2, which gives the size of the circle of least confusion and
ΔR = λf /2h, which gives the diffraction-limited image size.
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Here, h is the height of the light rays from the optical axis (i.e., the mirror
radius), f the focal length, and λ the wavelength.

As an example, a mirror with f = 3 m and h = 6.5 cm gives ΔSA = 4μm,
whereas a mirror with the same radius but f = 1.5 m has ΔSA = 16μm. For
5000 Å wavelength photons, the values of ΔR are 12.5 and 6μm for the 3
and 1.5 m mirrors, respectively. Hence the spatial resolution of the 3 m mir-
ror is limited by diffraction, whereas for the 1.5 m mirror it is by spherical
aberration.

Another aberration that should be mentioned as of importance to spectrom-
eter is astigmatism. Astigmatism leads to a point object not being imaged as
a point. There will be two positions where the image will be a straight line
and the lines are perpendicular to each other. The distance between the two
focus positions is given by the Seidel theory as hy2, where y is the distance
of the object from the optical axis. This aberration limits the useful height
of spectrometer entrance slits, for example. Seidel theory was developed for
normal, or close to normal incidence. The size of most aberrations increase
as a function of the incidence angle, which is particularly true for astigma-
tism. Grazing incidence spectrometers are very limited in both entrance slit
height and grating width by aberrations. For a full discussion of this, see
the work of Mack et al. [11]. In particular, astigmatism will limit the use-
ful grating size and hence the light collection angle for very high incidence
angles. This has to be weighted against the increase in reflectivity as a func-
tion of incidence angle for wavelengths below 1000–1500 Å when choosing
spectrometer geometry (see Section 3.8). Before leaving this short discussion
on aberrations, we should mention coma. This aberration comes about when
imaging a point that does not lie on the optical axis. The importance of coma
can be judged by the Seidel expression h2y, where h and y are as above. Coma
is particularly irritating in spectroscopic instruments because it will lead to
asymmetric line shapes and all the problems incorporated with this. A full
account of aberrations and their influence on optical systems can be found
in the book by Welford [12]. As mentioned a number of times in this chapter,
the way to estimate the importance of aberrations on the performance of an
optical instrument is through ray-tracing.

3.7 Plane Grating Mounts

In spectrometers that employ plane gratings, the grating only performs the
task of dispersing the light depending on wavelength. Focusing, and so on
is done by auxiliary optical components. Hence wavelength dispersion and
focusing can be optimized independently and this leads to plane grating
spectrometers usually having higher light gathering properties. Plane grating
spectrometers are usually more flexible than instruments using curved grat-
ings as the grating can be changed without changing the optical properties.
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Hence, it is often recommended to use plane grating instruments whenever
it is possible. A number of mountings for plane gratings exist and some will
be discussed below.

3.7.1 Czerny-Turner Mounting

One of the biggest advantages of this mounting is that coma can be totally
eliminated, at least in the meridian plane.

The basic optics of this instrument is quite straightforward and it is rela-
tively easy to understand how coma can be eliminated. The coma introduced
by the collimating mirror, C, is equal and opposite in sign to that introduced
by the focusing mirror, E (see Figure 3.3).

There are other mounts for plane gratings, for example, the Ebert and Eagle
mounting, which can be described in the book by Samson and Ederer [13].

3.7.2 Echelle Mounting

In recent years, echelle gratings have become more popular in the construction
of spectroscopic instruments. The main reasons for this are the developments
in two-dimensional photon detectors such as MCPs and CCD-based detectors.
An echelle grating acts more like an interferometer than a grating and works
in a very high order of diffraction (see Figure 3.4).

Although echelle gratings offer very high wavelength dispersion, they give
rise to very low divergence. Hence the most common way to use echelle
gratings is with a cross-disperser, which can be either a grating or prism.
For work below, the transmission cut-off of quartz at about 1850 Å gratings
must be used. An interesting solution for an echelle cross-disperser geom-
etry was given in 1958 by Harrison [8]. In Section 3.8, we will develop the
idea of the Rowland circle. However, there is a second solution to the imag-
ing properties of concave gratings, the so-called Wadsworth solution. This

A

B
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E

D

G

F

FIGURE 3.3
This shows one of the schemes for using a plane grating, the so-called CzernyTurner mounting.
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FIGURE 3.4
This shows the operation of an echelle grating. GN is the grating normal, FN the face normal,
and d is the groove spacing.

geometry is very suited to work with an echelle grating. As will be shown
in the section below, this solution requires the object to be at an infinite dis-
tance from the grating and the spectrum will be imaged along the direction of
β (diffraction angle) = 0 and on a curved surface given as r′ = R/(1 + cos α),
where R is the radius of curvature of the grating and α the angle of inci-
dence. The mounting of an echelle grating requires parallel light impinging
on the grating from an angle. The reflected and dispersed light will also
be a parallel beam, hence the match with the Wadsworth mounting of the
cross-disperser. The final spectrum will be two-dimensional with the cross-
disperser throwing the different orders from the echelle ideally by just the
height of the entrance slit. An example of such an instrument is described in
the following section.

As we will see in the following section, the development of the focusing
properties of a concave grating led to a number of conditions that must be
fulfilled. One being the grating equation which tells in which direction a given
wavelength will be focused, but not where. The following equation tells where
the light at a given wavelength will be focused:

cos α
(

cos α
r

− 1
R

)
+ cos β

(
cos β

r′ − 1
R

)
= 0,

where r is the object distance, r′ the image distance, and R the radius of
curvature.

One solution is to let the light source be at an infinite distance, that is,
r = ∞, which is the same as using parallel light to fall on the echelle and also
β (the diffraction angle) = 0. The spectrum will then fall on a surface given by
r′ = R/(1 + cos α). This is known as the Wadsworth mounting of a concave
grating.

As an example, we will consider the design of an echelle-based spectrometer
where the wavelength resolution should be around 0.1 Å and the working
range from 1500 to 6000 Å. Also we will consider that the instrument should
be compact for convenience. A further important parameter in the design of
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echelle spectrometers is the height of the object, as this defines how far each
echelle order needs to be “thrown” to get good order sorting. In the example
here, the object was an ion beam of 3 mm in diameter. Hence the entrance
slit was chosen to be 3 mm in height. Using CCD detectors, there is no longer
any reason why a slit is needed and circular apertures can be used. Such an
instrument will be briefly mentioned below but we can mention here that it is
very important to match the spectrometer to the properties of both the light
source and detector. Most likely the optical components are going to be the
cheapest part of any spectrometer.

For example, here 1 m radius of curvature optics are chosen. The line den-
sity of the echelle grating is fixed once the design criteria of the instrument
are specified. It is surprising how little the choice is to the designer in fact.
The free spectral range of an echelle grating is given by λ2/(2d sin θ), where
d is the groove separation and θ the blaze angle. The plate factor, that is, the
number of Å per mm, along an echelle order is λ/R tan θ, where R is the radius
of curvature of the concave grating (and most likely the collimating concave
mirror too). The plate factor is directly related to the required resolution and
the properties of the detector. If we choose, for example, 2 Å/mm at 4000 Å,
then the blaze angle is determined as we specified R = 1 m. The blaze angle
should be 63◦. If we choose the maximum length of the echelle order contains
4000 Å, this determines the echelle line spacing to be around 31 lines/mm.
These parameters are very close to those of some commercially produced
echelle gratings, for example, blaze angle of 63.26◦ and 31.6 lines/mm. The
order sorting concave grating is now basically fixed by the detector dimen-
sions. The instrument was required to work up to 6000 Å, so based on CCD
chip of 25 mm length, we can require the echelle order containing 6000 Åto be,
say 21 mm, in length and a free spectral range of 63 Å. We now require the plate
factor of the order sorter to beλfrs/slit height. This leads to a groove density of
around 1100 lines/mm at 6000 Åand the spectrometer is completely specified.

3.8 Concave Grating Mounts

The geometry of plane grating mountings requires at least three reflections,
collimation, dispersion, and finally focus. Such a spectrometer operating at
short wavelength and at normal incidence, that is, the incident angle being
less than around 10◦, would have very bad efficiency due to the low reflectivity
of all materials for wavelengths shorter than 1000–1500 Å (see Figure 3.1). For
example, 20% of 20% of 20% would be a reflectivity of 0.8%. Hence mountings
of gratings where the number of reflections can be minimized and preferably
only one are highly useful, which shows the importance of concave grating.
For wavelengths below 300 Å, the one “allowed” reflection must be at grazing
incidence as reflectivity increases at higher angles of incidence. Of course,
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there is a price to pay for the increased efficiency and that is the inability
to compensate for aberrations. In particular, astigmatism is high for concave
grating-based spectrometers.

Most mountings of concave gratings are based on the so-called Rowland
circle geometry which will be introduced below.Afull derivation of the results
that will be presented here can be found in the work of Beutler [14].

3.8.1 Rowland Circle

The imaging properties of the concave grating can be understood via the
following arguments. First, we define a co-ordinate system as in Figure 3.5:
A(x, y, 0) is the position of an object in the z = 0 plane and B(x′, y′, 0) is the
position of the image after diffraction by the grating. P(u, w, l) is any point
on the grating surface and O is the centre of the grating. We then set up
equations to describe the optical path from A to B via P. This path length is
then minimized according to Fermats principle and this will lead to a set of
relations defining the imaging properties of the grating:

(AP)2 = (x − ζy)2 + (y − w)2 + (z − l)2,

(BP)2 = (x′ − ζ)2 + (y′ − w)2 + (z′ − l)2.

We then change co-ordinates and use the relation defining the surface of the
grating:

x = r cos α and x′ = r cos β,

y = r sin α and y′ = r′ sin β.

The equation for the grating surface is (ζ − R)2 + w2 + l2 = R2.
The optical path F = AP + PB should then be subject to Fermats principle

and for an image both δF/δw and δF/δl should be zero for all values of w and l.

Concave
grating

z

O

r′

P(u,w,l)

r

A (x,y,0)

B(x′,y′,0)

x (normal to
       grating)

β α

y

FIGURE 3.5
Schematic diagram of optical system.
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However, it is not important in this case that all light paths from A to B are
equal, but that all waves reaching B, from A, are in phase. For a grating, there
is the possibility for different path lengths as there are reflections from very
discrete areas, namely the grating rulings. This can be taken into account by
allowing the light path to change by an integer number of wavelengths as w
(the distance along the grating perpendicular to the grooves) changes by one
grating ruling, that is,

F = AP + PB + wmλ

a
,

where m is the diffraction order, a the grating spacing (1/line density), and λ

the wavelength.
Using the above relations, F can be written as a function of the variables

r, r′, α, β, α′, β′, w, and l.
The last part of the development requires F to be written as an expansion in

various powers of w and l. The terms in the expansion can then be grouped
together and useful relations can be obtained. There are a number of ways to
do such an expansion but the one developed by Beutler in his 1945 paper leads
to the most useful expressions. For a full derivation, the reader is directed to
Beutlers paper.

Here AP = ΣFi and PB = ΣFi′ . The first two terms, that is, i = 1 and 2 will be

F1 = r − w sin α,

F2 = 1
2

w2

(
cos2 α

r
− cos α

r

)
+ higher-order terms,

F′
1 = r′ − w sin β,

F′
2 = 1

2
w2

(
cos2 β

r′ − cos β
r

)
+ higher-order terms.

We can now examine the condition for a focus, that is, look at δF/δw and
δF/δl = 0 for all positions on the grating. Any deviation from zero will
represent aberrations, which, in principle, can be calculated.

The first term gives

F1 = r − w sin α + r′ − w sin β + wmλ

a
.

If
δF
δw

= δF
δl

= 0,

then

− sin α − sin β + mλ

a
= 0.

This is nothing else, but the grating equation.
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In the special case of plane gratings, R = ∞ and also r = r′ = ∞, so the
above equations are always zero and the only relation to think about is the
grating equation and the plane grating cannot introduce any aberrations.

The grating equation tells in which direction an image at a given wavelength
can be expected, but not where the focus will be. The position of the focus
comes from the next order of the expansion.

F2 = 0.5 w2

(
cos2 α

r
− cos α

R
+ cos2 β

r′ − cos β
R

)

+ 0.5 w2

(
sin α

r

(
cos2 α

r
− cos α

R

)
+ sin β

r′

(
cos2 β

r′ − cos β
R

))
.

Now consider the first term and put its derivative w.r.t. w and l equal to 0.
Again δF/δl = 0 by default. Then δF/δw = 0 implies either w = 0 or

cos2 α

r
− cos α

R
+ cos2 β

r′ − cos β
R

= 0,

which leads to

cos α
(

cos α
r

− 1
R

)
+ cos β

(
cos β

r′ − 1
R

)
= 0.

One solution to the above is given by r = R cos α and r′ = R cos β.
If this solution is chosen, then even the higher-order terms in x.8 are zero.

This solution represents a circle with radius R/2 and points on the circle are
given by (r, α) and (r′, β). This is the well-known Rowland circle. There are,
of course, terms that depend on l and cross-terms that depend on both l and
w that do not vanish and lead to aberrations. However, the overall imaging
properties are not.

There is another useful solution to the above imaging equations. A second
solution leads to the Wadsworth mounting as discussed in Section 3.7.2. The
Wadsworth solution requires the light source to be at an infinite distance
from the grating, that is, r = ∞, which can be represented by parallel light
impinging on the grating. The image is then on the grating axis, that is, β = 0.

There are basically two types of spectrometers based on the Rowland circle.
These operate in different wavelength regions, as discussed above, and are
based on either normal or grazing incidence geometry. A discussion of these
two types of instruments follows.

3.9 Normal Incidence Spectrometers

From the formulation above, it is clear that if an entrance slit is positioned on
the Rowland circle, then the spectrum will also be imaged on the Rowland
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circle. The image where the incidence angle equals the diffraction angle is
the zeroth-order image, or mirror reflection (sin α + sin β = nλ/d and n = 0).
This image contains light of all wavelengths and is often the strongest image
produced by the spectrometer and hence a very useful calibration mark.
We will mention this in more detail under the discussion of grating blaze
angles. In principle, any position along the Rowland circle can be chosen for
an entrance slit.

However, as with most optics, aberrations increase for off-axis imaging.
Hence, if the incidence angle is kept small, the spectral image will not be
distorted significantly by aberrations. In a classic design by Paul McPherson,
the incidence angle was chosen to be 7.5◦. Most commercial normal incidence
spectrometers use this angle (or something very close) and unless the gratings
are aberration-corrected, the opening angle is usually limited to less than f /10.
Normal incidence instruments are relatively easy to construct and in the old
days would have an entrance slit and a photographic plate bent to match the
Rowland circle. In principle, a very wide wavelength range can be covered
by a large enough plate, but in practice this would lead to problems with
emulsions having different sensitivities for different wavelength regions.Also
the geometrical size of such instruments can become very large, leading to
problems of stabilities, and so on. The largest normal incidence instrument
was built at the Argonne National Laboratory and had a diameter of 9 m.
This geometry is not very convenient for using photoelectric detectors, such
as photomultipliers, and so on. Hence the scanning design introduced by
McPherson (see Figure 3.6) in 1963 made a huge impact on the usefulness of
the normal incidence mounting.

Several other mountings for concave gratings are possible, as discussed in
the book by Thorn et al. [15].

w

(a) (b)

FIGURE 3.6
(a) shows schematically how by moving and rotating the grating the Rowland circle can be
moved to keep the focus at the exit slit, and (b) shows how this leads to a much more compact
spectrometer.
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Layout of the optics.

3.10 Grazing Incidence Spectrometers

Grazing incidence spectrometers work exactly as one would imagine from
the name, with the incident light falling at a very high (grazing) angle with
respect to the grating. Typically this angle is between 85◦ and 89◦, and the
higher the angle, the better the reflectivity. One can then ask why not always
use grazing incidence? The answer can be found above in the discussion on
aberrations. As an example, we will consider the efficiency of a 1 m normal
incidence spectrometer compared to a 1 m grazing incidence instrument.

Another classic problem with the grazing incidence geometry is clear from
Figure 3.7, in which the angle of the detector to the incoming photons will
also be grazing and lead to reflection off the detector surface. This can be a
problem if, for example, a CCD detector is used in the image plane. A solution
to this problem will be discussed in Section 3.12.2. A second problem associ-
ated more with grazing incidence spectrometers, although in principle it is a
more general problem, is that of curved line shapes in the image plane (see
Figure 3.7). This can, of course, be taken care of using software for any given
spectrometer as the line curvature is known based on the exact geometry of
the instrument.

3.11 What Influences the Efficiency of a Spectrometer?

The overall efficiency of a spectrometer is influenced by a number of
effects/parameters, an example being the reflective properties of the optics.
For wavelengths under 2000 Å, it is advised to minimize the number of reflec-
tions and optimally use only one. As said earlier, this is because the reflective
properties of all materials drop rapidly for shorter wavelengths. The rapid
drop in reflectivity can be combated by using the optic at a high incidence
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angle. An illustration of this is shown in Figure 3.2 (GI-gold) where the reflec-
tivity of gold is plotted as a function of incidence angle for a wavelength of
400 Å. One could then ask “why not always work using grazing incidence
optics?” The answer, as indicated earlier, is that grazing optics suffer from
large aberration properties and hence limit the light collection angles that can
be used (see [11]). Hence it may well be that a normal incidence spectrometer
can be more efficient than a grazing incidence spectrometer ever for quite
short-wavelength light, indeed normal incidence spectrometers have been
used down to around 250 Å.

Afurther influence on the efficiency of a spectrometer is the so-called grating
blaze. Blaze will be explained below, however, if a grating is not blazed most
of the diffracted light ends up in the zeroth-order, that is, the directly reflected
light and hence contains no spectral information. Blaze is therefore defined
as the concentration of a limited region of the spectrum into any order other
than the zero order. Blazed gratings are manufactured to produce maximum
efficiency at designated wavelengths. A grating may, therefore, be described
as “blazed at 250 nm” or “blazed at 1μm,” etc., by appropriate selection of
groove geometry.

The blaze condition is achieved by controlling the groove shape to be right-
angled triangles, as shown in Figure 3.8. The groove profile is most often
calculated for under the Littrow condition for reflection, that is, the input and
output rays propagate along the same axis:

sin α + sin β = nλ
d

.

However when blazed, α = β = ω, where ω is the blaze angle.
Hence, 2 sinω = nλ/d gives the blaze angle.
As a general approximation, for blazed gratings the strength of a signal is

reduced by 50% at two-thirds the blaze wavelength, and 1.8 times the blaze
wavelength.

Groove
normal

Grating
normal

α = β = ω

ω

+ –

FIGURE 3.8
The principle of the grating blaze angle.
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3.11.1 Aside

A major break through in grating design/manufacture occurred in the early
1980s. This was the invention of variable-spacing gratings. Such gratings
could lead to flat-field spectral imaging and combined with the soon-
to-be developed CCD and multichannel plate detectors has led to very
powerful spectrometers of particular interest at synchrotron facilities. This
breakthrough will be described below.

3.12 The Aberration-Corrected Flat-Field Spectrograph

Based on their development of numerically controlled ruling engines, in the
early 1980s, Harada and Kita reported the availability of mechanically ruled
aberration-corrected concave gratings, which are still widely used in vacuum
ultraviolet spectroscopy nowadays.

The discussion below follows the work of Harada et al. from the early 1980s.

3.12.1 Principles of Flat-Field Spectrograph

For any spectrograph, the diffracted light varies with wavelength following
the so-called grating equation:

sin α + sin β = mλ

d
.

If the groove spacing d is constant, for a given wavelength λ and diffraction
order m, the angle of diffraction β is determined only by the angle of incidence
α. If the slit of the spectrograph and the grating is placed on the Rowland circle,
whose diameter is equal to the radius of curvature of the grating surface, then
the diffracted light has to fall on the Rowland circle, as shown in Figure 3.9a.
However, if the groove spacing varies, which is true in mechanically ruled
aberration-corrected concave gratings, the angle of diffraction β now depends
both on the angle of incidence α and the groove spacing d. So the angle of
diffraction β can be regulated through proper ruling of the grooves. Through
proper design of the groove spacing, aberration-corrected concave gratings
can be made, as shown in Figure 3.9b.

3.12.2 Design of Aberration-Corrected Concave Gratings through Fermat’s
Principle

Figure 3.10 shows a typical optical set up of a grazing incidence flat field
spectrometer. As shown in Figure 3.5, the light emitting from A(x, y, 0) is
diffracted at P(u, w, l) and focused at B(x′, y′, 0). The light path function F can
be expessed by

F = 〈AP〉 + 〈PB〉 + nmλ.
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FIGURE 3.9
Concave gratings with (a) invariable and (b) variable line space.

The above equation can be derived following the throught that the light
diffracted at two adjacent grooves is enhanced only when the light path
difference equals mλ. And n is the groove number counted from the center of
the grating.

According to Fermat’s principle, the real light path has to satisfy

∂F
∂w

= 0 and
∂F
∂l

= 0.

In the papers [17,18], the authors used a simpler way to rule the grating, which
in contrast to their 1980 ruling process, in which aside from the groove spacing
they also included the groove tilting angle θ [16]. In the following discussion,
only the groove spacing varies, and the tilting angle is always zero.

The variation of the groove spacing is defined as

σ = σ0

1 + (2b2/R)w + (3b3/R2)w2 + (4b4/R3)w3 + · · · ,

where σ0 is the nominal spacing of the grooves, or the groove spacing at the
center of the grating. Bj (j = 2, 3, 4, . . .) are the ruling parameters.

r = 237 mm
α = 87°

β1 = –83.04°
β2 = –77.07°

200Å

50Å 25.1 mm

Spectral
plane

235 mm
Concave grating

Grating normal

Entrance
slit

O

x

y

r β1

β2
α

FIGURE 3.10
Schematic and design specifications for the flat-field spectrograph using a mechanically ruled
aberration-corrected concave grating: 1200 groves/mm; R = 5649 mm; 50 × 30 mm2 ruled area.
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Combining the above several equations, the light path function as a power
series of w and l can be expressed as

F = r + r′ + wF10 + w2F20 + l2F02 + w3F30 + wl2F12 + w4F40

+ w2l2F22 + l4F04 + T(w5).

In the above equation, every Fij term can be expressed by the term Fij = Cij +
(mλ/σ0)Mij.

For the detailed expression of each term, Cij and Mij, please refer to the
literature [16]. In general, Cij is the term corresponding to the conventional
grating, Mij is the term arising from the varied spacing grooves. F10 is related
to the dispersion of the grating, F20 to the horizontal focal condition, F02 to
astigmatism, F30 to coma-type aberration, and other Fij term to higher-order
aberrations.

To achieve completely stigmatic image focusing, the condition Fij = 0 have
to be satisfied. However, it is impossible to satisfy the stigmatic condition for
the total wavelength range in which the grating is used, so in practical design
one only needs to make the key term of Fij zero or minimum.

We can obtain, for example, for F10 = 0 and F20 = 0,

r′ = rR cos2 β

r[cos α + cos β − 2(sin α + sin β)b2] − R cos2 α
.

When some of the grating and mounting parameters such as σ0, α, r, and the
position of the flat detector surface are predetermined, the above equation
which gives the combination of R and b2 will minimize the deviation between
the horizontal focal curve F20 = 0 and the detector plane within the diffraction
domain of β. Coma and spherical aberrations can be reduced by choice of
proper values of b3 and b4 to minimize the values of F30 and F40, respectively,
within the diffraction domain of β.

Acknowledgment

Many of the ideas presented in this chapter are based on a compendium called
“Spectroscopiska Instrument” written in Swedish by Professor Ulf Litzen,
Lunds Universitet, Reprocentralen, in 1985. We are very grateful for his co-
operation in this current project.

References

1. P. Beierersdorfer et al., Phys Rev. A 64, 032506, 2001.
2. P. Doschek, in Autoionization, edited by A. Temkin. New York: Plenum Press,

1985, pp. 171–256.



70 Handbook for Highly Charged Ion Spectroscopic Research

3. B. Edlén, Mon. Not. R. Astron. Soc. 105, 323, 1945.
4. A. E. Kramida, A. N. Ryabtsev, J. O. Ekberg, I. Kink, S. Mannervik, and I.

Martinson, Phys. Scripta 78, 025302, 2008.
5. B. Edlén and P. Swings, Astrophys. J. 95, 532, 1942.
6. XOP X-ray Software. European Synchrotron Radiation Facility. http://www.esrf.

eu/computing/scientific/xop2.1/
7. McPherson, Inc. http://www.mcphersoninc.com/
8. G. R. Harrison, Proc. Am. Phil. Soc. 102(5), 483–491, 1958.
9. Jobin Yvon. http://www.horiba.com/scientific/products/optics-tutorial/

diffraction-gratings/
10. L. Seidel, Astr. Nach. 1856, 289, 1840.
11. J. E. Mack, J. R. Stehn, and B. Edlén, J. Opt. Soc. Am. 22, 245, 1932.
12. W. Welford, Aberrations of Optical Systems. Taylor & Francis, 1986.
13. J. A. Samson and D. L. Ederer, Vacuum Ultraviolet Spectroscopy II, Vol. 32 in Exper-

imental Methods in the Physical Sciences. San Diego, CA: Academic Press, 1998.
ISBN 0-12-475979-30.

14. H. G. Beutler, J. Opt. Soc. Am. 35, 311 1945.
15. A. Thorn, U. Litzen, and S. Johansson, Spectrophysics, Principles and Applica-

tions. Berlin, Heidelberg, New York: Springer, 1999. ISBN 3-540-65117-9.
16. T. Harada and T. Kita, Appl. Opt. 19(23), 3987, 1980.
17. T. Kita et al., Appl. Opt. 22(4), 512, 1983.
18. T. Harada et al., Appl. Opt. 38(13), 2743, 1999.



4
Crystal Spectrometers

Nobuyuki Nakamura

CONTENTS

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2 Basic Consideration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.2 Basic Structure of a Spectrometer . . . . . . . . . . . . . . . . . . . . . 74
4.2.3 Nature of Crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3 Classification by Crystal Shape . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.1 Flat Crystal Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.2 von Hámos Arrangement . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.3 Johansson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.4 Johann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.5 Spherical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.6 Transmission Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.4 Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.1 Film . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.2 Proportional Counter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.3 Charge-Coupled Device . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.1 Introduction

Since the transition energy as well as the energy level of an atomic system
can be scaled as Z2 and n−2 (where Z denotes the atomic number and n the
principal quantum number) [1], most transitions fall in the x-ray range for
highly charged heavy ions. Figure 4.1 shows examples of the Z dependence
of transition wavelengths. As seen in Figure 4.1, not only Δn 	= 0 transitions,
but also Δn = 0 transitions can fall in the x-ray range for heavy ions. Thus,
x-ray spectroscopy is one of the most important methods in studying highly
charged ions. There are two ways to analyze the energy (wavelength) of an
x-ray photon. One is called the energy-dispersive method by which quantities
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proportional to the photon energy are measured. For example, for semi-
conductor detectors, the number of electron–hole pairs produced in the
semiconductor through the interaction with an x-ray photon is measured.
The resolution E/ΔE of a semiconductor detector is usually limited by the
statistical variability of the number of electron–hole pairs to the order of
102. Another way to analyze the x-ray energy (wavelength) is called the
wavelength-dispersive method in which diffraction by a grating or a crys-
tal is used. Generally, a grating is used for soft x-rays (>50 Å), and a crystal
for hard x-rays (<50 Å). The resolution of the wavelength-dispersive method
with a crystal is typically on the order of 103–104. Recently new types of
energy-dispersive instruments show remarkable development. For example,
the resolution of an x-ray micro-calorimeter [4] reaches the value comparable
to that of the wavelength-dispersive spectrometer. However, the technique
for such a detector is still state of the art so that it is rather difficult to acquire
such detectors without collaborating with groups involved in research and
development of these devices. In addition, the effective size of such a detector
is generally very small (typically less than 1 mm2). Thus, crystal spectrome-
ters are still the most important tools for the high-resolution spectroscopy
of hard x-rays. In this chapter, various types of crystal spectrometers are
described.
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4.2 Basic Consideration

4.2.1 Principle

The principle of a crystal spectrometer is based on the Bragg diffraction, which
is shown in Figure 4.2, where an x-ray with a wavelength λ is incident on
a crystal surface with a lattice constant d. The x-ray is reflected when the
following condition is met:

nλ = 2d sin θ, (4.1)

where θ is the incident angle (measured from the crystal surface) and is also
equal to the reflection angle, and n the order of reflection. On the other hand,
when this equation is not met, the x-ray is not reflected but absorbed in (or
penetrates) the crystal. This is Bragg’s law, which is the most and almost
only important equation for crystal spectrometers. Since d is a constant, the
wavelength can be related directly to the angle θ. If the incident x-rays are in
the form of parallel light, then all of x-rays are incident on the lattice plane
with the same angle so that all of them are reflected if Bragg’s condition is
met (Figure 4.2b). Consequently, none of the x-rays will be reflected if Bragg’s
condition is not met. On the other hand, if the incident x-rays are in the form
of divergent light, such as light diverging from a point, then the incidence
angle is dependent on the position of the crystal where the photon hits so that
only a portion of the x-rays are reflected (Figure 4.2c).

d

d sin θ

θ

θ

(a)

(b) (c)

FIGURE 4.2
Bragg diffraction. (a) Bragg diffraction (principle), (b) diffraction of a parallel light, and (c)
diffraction of a dispersive light.
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4.2.2 Basic Structure of a Spectrometer

A common visible spectrometer consists of (1) an entrance slit, (2) a lens (or a
mirror) for converting the divergent light to a parallel light, (3) a dispersion
element (such as a grating, a prism, etc.), (4) a lens (or a mirror) for focussing
the reflected parallel light onto a exit slit (or the surface of the imaging detec-
tor), and (5) a detector. However, since neither lenses nor mirrors are useful
for x-rays, except in special cases, an x-ray spectrometer consists of a slit, a
crystal, and a detector only. Some spectrometers do not need a slit depending
on the type of crystals or the shape of the source.

Since the transmission of x-rays ranging from 1 to 10 keV in air is low,
the x-ray path in the spectrometer must be vacuum or He atmosphere. For
example, the transmission of a 5 keV x-ray in air is only less than 1% when
the path length is 1 m. Although the transmission increases with the photon
energy, it is still only about 50% even for a 10 keV x-ray. On the other hand,
the transmission in a He atmosphere (with a path length of 1 m) is larger than
90% for x-rays with a photon energy larger than 2 keV.

Both vacuum and He atmosphere spectrometers have advantages and dis-
advantages. For He-based spectrometers, no vacuum vessel is needed as He
can flow through the system during operation. Thus, a lightweight vessel can
be made at a low price because it can be made of, for example, acrylic resins
sealed with adhesive tapes. However, because the x-ray light source is inside
a vacuum chamber, for most cases in spectroscopy of highly charged ions,
the source and the spectrometer must be divided by a window which can
stand the 1 atmospheric pressure difference. Beryllium is usually used as a
window because of its high transmittance for x-rays, but the absorption by
the beryllium window is considerable for photon energies below 3 keV. For
example, the transmission of a 3 keV photon is only about 30% for a 0.3-mm
thick beryllium window. On the other hand, for a vacuum spectrometer, it is
not needed to use such a window in principle. A window is often used also
for a vacuum spectrometer because it is rather difficult to obtain ultra-high
vacuum inside the spectrometer; however, in this case, the window can be
very thin as it does not need to withstand 1 atmosphere pressure difference
and hence the absorption by the window is negligible. One of the disadvan-
tages of a vacuum spectrometer is that it must be constructed from stainless
steel (or titanium), which is heavy and expensive. Another drawback with
vacuum-based spectrometers is that in some designs it is difficult to change
the Bragg angle without breaking the vacuum.

4.2.3 Nature of Crystals

For the ideal case, where the x-rays are reflected from an infinitely thick ideal
crystal and the absorption can be ignored, the incident x-ray is reflected only
when Bragg’s condition is strictly met. For actual reflection, however, since
only the finite number of atoms can contribute to the reflection, the angle
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which can reflect x-rays has a finite width near the Bragg angle θB (e.g., see
References [5,6]). The angular dependence of the reflected light intensity is
called the rocking curve. According to the width of the rocking curve, crystals
can be classified roughly into two types, perfect or mosaic crystals. A perfect
crystal has a sharp curve (δθ ∼ 10′′) with a high peak intensity, whereas a
mosaic crystal has a broad curve (δθ ∼ 10′) with a low peak intensity. Thus, in
general, a perfect crystal is preferred for high-resolution studies. On the other
hand, a mosaic crystal is preferred when the efficiency is important because
its integrated reflectivity is higher than that of a perfect crystal. Typical perfect
crystals are Si (2d = 3.84 Åfor (220) and 6.27 Åfor (111)) and Ge (2d = 4.00 Åfor
(220), 6.53 Å for (111)), whereas a typical mosaic crystal is (pyrolytic) graphite
(2d = 6.71 Å). In a sense, all crystals other than perfect crystal can be classified
as a mosaic crystal, but they have individual differences so that some of them
have properties close to those of a perfect crystal.Alist of the crystals which are
frequently used for x-ray spectroscopy is compiled in the book by Thompson
and Vaughan [7].

One must consider that the reflection efficiency is also depends on the polar-
ization of the incident x-rays. The reflection efficiency ratio of an x-ray linearly
polarized within the dispersion plane to that perpendicular to the dispersion
plane is 0 at θB = 45◦ and is 1 at θB = 0◦ and 90◦. When the angle increases
from θB = 0◦ to 45◦, the ratio monotonically decreases from 1 to 0 although
the curve depends on the crystal. Similarly for θB = 45◦ to 90◦, the ratio mono-
tonically increases from 0 to 1. If θB = 45◦ is used, then the crystal can be used
as a polarizer [8].

4.3 Classification by Crystal Shape

Depending on the application, several shapes of crystals are used. Figure 4.3
shows four typical spectrometers where different crystal shapes are used. The
geometrical optics rays starting from a point source are also shown. As seen
in Figure 4.3, a point source results in a point image on the detector for some
spectrometer configurations, whereas a point source results in a curved image
for other configurations. In general, the former has a high spectral resolution
compared with the latter.

4.3.1 Flat Crystal Spectrometer

The simplest crystal spectrometer is the one utilizing a flat crystal. When
the x-rays of interest are not from a parallel light beam, such spectrom-
eters are usually used with an entrance aperture or a slit. In such cases,
the incident angle depends on the position of the crystal as shown in Fig-
ure 4.2c, and as a result, the wavelength of the incident x-ray is converted
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FIGURE 4.3
Various Bragg spectrometers. (a) Flat crystal spectrometer, (b) Johann spectrometer, (c) Johansson
spectrometer, and (d) von Hámos spectrometer.

into the position on the detector. Thus, usually a position-sensitive detector
is used for flat crystal spectrometers. Since there is no focussing mechanism
(focussing plane) for a flat crystal spectrometer, the arrangement of the ele-
ments has no restrictions, that is, one does not need to align the elements so
precisely. This is the main merit of a flat crystal spectrometer compared to
other spectrometers. In general, spectrometers using a curved crystal need
precise adjustment of the position and the angle of the elements (crystal and
detector) because of its focussing properties. For a flat crystal spectrometer,
the distance between the source and the crystal can be determined indepen-
dently from that between the crystal and the detector in principle. However,
considering the intrinsic focussing property of a crystal, one must make these
two distances the same for high-resolution studies with a high position reso-
lution detector [9]. The dispersion and thus the resolution λ/δλ becomes large
as the total distance L between the source and the detector increases, whereas
the efficiency decreases as L−2. The total efficiency is generally low compared
to that of curved crystal spectrometers although it can be overcome by using
a detector with a large effective size in the direction vertical to the dispersion
plane [10].

Figure 4.4 shows the flat crystal spectrometer used for spectroscopic studies
at the electron beam ion trap (EBIT) in Tokyo [10]. Since the source in an EBIT is
a line with a width of 100-μm or less, it acts as an entrance slit for a dispersive
spectrometer such as a flat crystal spectrometer. Thus, normally no entrance
slit is used when a flat crystal spectrometer is used at an EBIT light source.
For this spectrometer, a position-sensitive proportional counter with a large
effective area is used to overcome the low efficiency of the flat crystal.
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Flat crystal spectrometer at the Tokyo EBIT. (From N. Nakamura, Rev. Sci. Instrum. 71, 4065, 2000.
With permission.)

When a slit-less flat crystal spectrometer is used for spectroscopy with an
EBIT, it is extremely important to fix the position of the source. Thus, the
reference line source should also be produced in the EBIT with the same oper-
ation conditions. This is because different EBIT operational conditions could
lead to a displacement of the electron beam, that is, source position. Tran-
sitions in hydrogen-like light ions are often used as wavelength references
because they are well known both theoretically and experimentally, whereas
several clever methods are applied to obtain absolute wavelengths [11,12].
Since many hours of data accumulation are often needed, the stability
of the system (source position, electronics, etc.) should also be carefully
checked.

4.3.2 von Hámos Arrangement

As described in the previous section, one of the ways to overcome the low effi-
ciency of a crystal spectrometer is to use a detector with a large effective area.
Another way is to bend the crystal in the direction vertical to the dispersion
plane in order to focus the x-rays onto the detector. This type of spectrometer
is called von Hámos [11] and is shown in Figure 4.3b. A crystal with a radius
of curvature R should be placed in such a way that the relation D = R/ sin θB

is established, where D is the distance between the source and the crystal.
The distance between the crystal and the detector should also be D. Thus,
the crystal and the detector must be precisely positioned with respect to the
source, unlike for a flat crystal spectrometer. Owing to the focussing property
in the direction perpendicular to the dispersive plane, it is not needed to use a
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detector with a large height. The detector plane should be placed on the focal
line, which is the axis of curvature of the crystal.

Figure 4.5 shows an example of a von Hámos spectrometer. This instrument
is used for spectroscopic studies with an EBIT in Livermore [13]. Again, the
source in the EBIT acts as an entrance slit. In this case, a position-sensitive
proportional counter with an effective depth is placed perpendicularly to the
reflected x-rays to avoid any oblique x-ray incidence. Such oblique incidence
would worsen the spectral resolution even more than the defocussing effect
introduced by the geometry. By using a similar type of spectrometer but with
an extended path length, the group at the Livermore EBIT has succeeded in
obtaining very high resolution spectra, limited only by the natural line profile
in the case of neon-like cesium [14].

4.3.3 Johansson

As described in Section 4.3.1, for a flat crystal spectrometer, the incident angle
of the x-ray emitted from a point source depends on the position of the crys-
tal. On the other hand, a crystal which is configured such that the incident
angle does not depend on the position is used in a Johansson spectrometer.
A Johansson crystal can be produced by polishing the surface of the crys-
tal with a radius of curvature R after bending it with a radius of curvature
2R. In the Johansson arrangement, the Rowland circle (a focal curve) has a
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radius R and comes in contact with the crystal surface. In this arrangement,
since the x-rays emitted from a point on the Rowland circle have the same
incident angle with respect to the lattice plane, if the incident angle fulfill
Bragg’s condition, all the x-rays are reflected and focused on the symmet-
ric point on the Rowland circle. Thus, if an entrance slit or a point source is
placed on the Rowland circle, then the Johansson spectrometer works as a
monochromator. On the other hand, a slit-less Johansson spectrometer works
as a polychromator for general sources which have a finite size and placed
inside or outside the Rowland circle. The x-rays having the same wave-
length focus on a point on the Rowland circle regardless of the position of
the source.

Johansson-type spectrometers have almost ideal focussing properties, that
is, there is no astigmatism unlike Johann-type spectrometers which are
described in the following section. However, Johansson spectrometers are
not widely used due to the difficulty in the procedure to produce the correct
crystal shape, as described above. In fact, errors in the production process can
easily result in a decline in the imaging properties and the focussing can be
similar or worse than for Johann-type instruments.

4.3.4 Johann

A Johann spectrometer uses a crystal just bent with a radius of curvature
2R. Similar to a Johansson crystal, the Rowland circle has a radius R and
comes in contact with the crystal surface. Since the crystal for a Johann-type
spectrometer is easily prepared and the optical efficiency is quite good, such
spectrometers are widely used. However, the spectral resolution is not as
good as for Johansson-type instruments due to the existence of astigmatism.

One of the merits of the Johann (and also the Johansson) geometry is that the
x-rays of same wavelength will be focused on a point on the Rowland circle
regardless of the position of the source. It means that a Johann spectrometer
does not need an entrance slit, which is well met with plasma sources with a
large volume. This merit is also useful for spectroscopy with an EBIT whose
plasma size is relatively small, because in this case a reference light source
can be positioned outside the EBIT. Figure 4.6 shows the Johann spectrometer
designed at the Oxford EBIT [15]. In this arrangement, the EBIT source is
placed inside the Rowland circle and the reference source can be placed near
the Rowland circle, that is, outside the EBIT. By using this method, absolute
wavelength measurements have been performed [16,17].

4.3.5 Spherical

All the curved crystals introduced above have a radius of curvature in only
one direction. On the other hand, crystals with a radius of curvature in two
directions can also be used as a spectrometer. For example, a spherically bent
crystal is often used. The characteristics in spectral dispersion of a spherically
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Johann spectrometer at the Oxford EBIT. (From M. R. Tarbutt, Spectroscopy of Few-Electron Highly
Charged Ions, Thesis. Oxford: Oxford University, 2000. With permission.)

bent crystal are practically the same with those of a Johann crystal, but it
is possible to observe the spatial distribution as well as the wavelength of
radiation. Figure 4.7 shows an example of a spherically bent crystal, used
for spectroscopy with an EBIT, where the source and the detector are placed
outside the Rowland circle. In this arrangement, the spatial distribution along
the direction which is normal to the dispersive plane can be observed on the
detector. Nakamura et al. [18] measured the ion temperature in the EBIT
plasma by observing the spatial distribution in a harmonic trap potential.

4.3.6 Transmission Spectrometer

As the x-ray energy of interest becomes high, the reflection efficiency
becomes small. Thus, transmission-type spectrometers are often used for
high-resolution spectroscopy for x-ray energies higher than 15 keV. Figure 4.8
shows a transmission-type spectrometer [19] based on the DuMond geome-
try [20]. The principle of a DuMond spectrometer is similar to that of a Johann
spectrometer. However, in the DuMond geometry, a crystal cut perpendicular
to a lattice plane is bent with a radius of curvature 2R. The Rowland circle is
defined as a circle with a radius R in contact with the crystal surface (i.e., the
lattice surface is perpendicular to the arc of the Rowland circle at the contact
position). In an arrangement such as Figure 4.8 where the source is placed
on the Rowland circle, the crystal acts like a monochromator, that is, only
x-rays within a narrow band width can be diffracted, whereas almost all other
x-rays penetrate through the crystal without diffraction. Thus, a detector (no
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need for position sensitivity) is placed beyond the crystal and shielded to
prevent it seeing the directly transmitted photons. Generally, the efficiency of
this type of spectrometer is not so high, even if the transmission itself is high,
because the system must be scanned by moving the crystal and the detector
with respect to the source to obtain the spectrum. Thus, high-resolution spec-
troscopic studies for high-energy x-rays (>20 keV) have not, at least so far,
received much attention.

4.4 Detector

For most crystal spectrometers, the diffracted x-rays are detected with a
position-sensitive detector. The position sensitivity is needed at least along the
direction of the spectral dispersion. In many cases, however, the position sen-
sitivity is needed also in the direction perpendicular to the dispersion plane.
For example, for measuring both the spatial distribution and the wavelength
of radiation simultaneously with a spherically bent crystal, one must use two-
dimensional position-sensitive detectors. Another example is found in the
case of a large detector. As seen in Figure 4.3, diffracted x-rays make a curved
image on the detector when a flat crystal is used. To obtain high-resolution
spectra by correcting the curved image, two-dimensional position-sensitive
detection is needed [10]. Table 4.1 lists typical position-sensitive detec-
tors and some of their properties. In the following sections, three types of
position-sensitive detectors in common use with crystal spectrometers are
described.

4.4.1 Film

When the x-ray flux is high enough, an x-ray film is one of the most sim-
ple and useful detection devices. It utilizes the darkening of photographic
emulsion. The photoelectronic and Compton effects of silver bromide (AgBr)

TABLE 4.1

Position-Sensitive X-ray Detectors

Position

Detector Type Sensitivity E/ΔE Δx (mm) Mode

Proportional counter 1D or 2D ∼10 ∼0.1 Pulse
X-ray film 2D None ∼0.01 Integration
CCD 2D ∼100 ∼0.01 Integration
Imaging plate 2D None ∼0.1 Integration
Arrayed Ge or Si 1D ∼100 ∼1 Pulse
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included in the emulsion are responsible for the darkening effect by x-rays.
The image resolution and the efficiency thus depend on the size of the AgBr
crystals. In general, as the size becomes larger, the resolution becomes worse,
whereas the efficiency becomes better. The characteristics of a film can be
represented by the x-ray exposure dependence of the photographic density.
In the region where the density shows linear dependence on the logarithm
of the exposure, the γ-value is defined as γ = tan α, where α is the slope of
the linear dependence. A higher γ-value allows ones to obtain an image with
higher contrast.

One of the advantages of an x-ray film is the cost. Since it does not need
any precision electronics and it is widely used for medical applications, the
price is much cheaper than other instruments such as a proportional counter
and a charge-coupled device (CCD). On the other hand, one of the disad-
vantages is that it cannot be used for weak flux because the noise level is
rather high. In addition, it is practically impossible to make time-resolved
measurements.

4.4.2 Proportional Counter

It is often needed to detect a single x-ray photon, that is, pulse-counting mode,
especially when the x-ray flux is very weak. One of the most common pulse-
counting devices for the x-ray region is a proportional counter. Aproportional
counter consists of a chamber filled with gas and a thin anode wire going
through the chamber. A positive high voltage is applied to the anode wire
with respect to the chamber so that the electrons produced during the inter-
action of the gas molecules with an incident x-ray photon will be accelerated
toward the wire. The accelerated electrons ionize other gas molecules and
so on forming an electron avalanche and hence the electron number is mul-
tiplied. Due to the fact that the electric field is most intense near the anode
wire, the electron avalanche is confined to this region and many electron–ion
pairs are formed. As the electrons move faster than the molecular ions, they
are absorbed quickly by the wire leaving an ion cloud in the region of the
anode. By detecting the electrons with a charge-sensitive amplifier connected
to the anode wire, single x-ray incident event can be detected. There are sev-
eral methods to use a proportional counter as a position-sensitive detector.
The simplest method is to use a resistive wire for the anode. In this method,
two charge-sensitive amplifiers are connected to both ends of the wire. The
amount of charges delivered to each amplifier is inversely proportional to the
distance between the position where the electron cloud is absorbed and the
end of the wire. Thus, the position X can be obtained from X = QA/(QA + QB),
where QA and QB are the amount of charges delivered to the each end of the
anode wire.

Not only the anode, but also the cathode can be used for position detection.
Figure 4.9 shows an example of a position-sensitive proportional counter
whose cathode is used for position detection. In this counter, a specially made
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cathode called a back-gammon type is used. As seen in Figure 4.9, a back-
gammon cathode has two wedge-shaped electrodes facing each other. The ion
cloud generated near the wire produces induced charges which then spread
out over the cathode electrode. The induced charges are divided between the
two electrodes depending on the position of the ion clouds, that is, the position
of the incident x-ray. By detecting the divided charges QA and QB by charge-
sensitive amplifiers and again by taking the ratio QA/(QA + QB), the position
of the incident x-ray can be obtained. The proportional counter shown in
Figure 4.9 has position sensitivity also for the direction (Y) perpendicular
to the position-sensitive direction (X) measured by the cathode. Here several
anode wires are connected with resistors so that the absorbed electron charges
are divided between the two ends. By taking the ratio of the amount of charges,
the particular wire nearest to the electron avalanche can be determined, that
is, the nearest wire to the incident x-ray. Obviously, the position resolution
for this direction is determined by the interval between the wires.

Other than the back-gammon cathode, several types of cathode are used
for position detection. For example, cathodes based on delay line techniques
have been used [21].
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4.4.3 Charge-Coupled Device

A CCD, which is probably the most popular device for visible light detection,
can also be used as an imaging device in the x-ray range. There are two ways
to detect an x-ray photon with a CCD: one is the indirect method and another
is the direct method. In the indirect method, a scintillator is placed before the
CCD, and the visible photons emitted from the interaction of the incident x-
ray with the scintillator are detected. In the direct method, the incident x-ray
is detected directly with a CCD. The principle for detection of a photon is the
same both for the visible and x-ray ranges; however, several things should
be considered depending on the wavelength range of interest. For visible
light, the electrode and the insulation layer on the silicon substrate are almost
transparent. However, for x-rays, absorption by such layers is so large that
they should be made as thin as possible. For soft x-rays, extreme and vacuum
ultraviolet light, the absorption is rather serious even for thin layers. In such
a case, photons are injected from the opposite side of the electrodes so that
they interact with the silicon substrate directly. This “back-illuminated” CCD
is often used for the VUV to soft x-ray region. For hard x-rays, the absorption
at the electrode is not serious so that a “front-illuminated” CCD can be used.
However, since the transmission in silicon also becomes large, the depletion
layer in which x-ray should be absorbed is made as thick as possible to increase
the detection efficiency.

Similar to a Si detector, the number of electron–hole pairs produced in a CCD
is proportional to the energy of the incident x-ray photon. Thus, each pixel can
act as a energy-dispersive x-ray detector. For this to be meaningful, the photon
count rate, or expose time, should be limited to ensure that no more than one
photon is registered on any pixel. It is reported elsewhere in this volume that
the energy resolution of around 140–150 eV can be obtained (see Figure 5.24).
This energy resolution is often very useful when a CCD is used as the detector
for a crystal spectrometer. In a crystal spectrometer, quasi-monochromatic x-
rays should reach the detector. Thus, by excluding the x-rays with energies
far from those of interest, by pulse height discrimination, the spectrometer
background can be reduced and hence a higher signal-to-noise ratio can be
obtained. Although the proportional counter also has energy resolution, the
resolution is much worth compared with that of a CCD. CCD detectors are
discussed in detail in Chapter 5.

4.5 Summary

Although several new techniques, such as a micro-calorimeter, are being
developed, crystal spectrometers still play a leading role in high-resolution
x-ray spectroscopy. Since it is rather old and well established, one can learn
its basic properties from the existing papers and books. Thus, in this chapter,
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several actual examples of crystal spectrometers used in the spectroscopy of
highly charged ions have been shown. These examples will help one to select
the most suitable spectrometer depending on the purpose and the source
type. In particular, since an EBIT is a special source which is a thin line with
a width of less than 0.1 mm, the arrangement should be carefully considered
to make good use of its characteristics. Good examples are efficient slit-less
spectrometers such as ones shown in Sections 4.3.1 and 4.3.2 where the source
is regarded as the “entrance slit” of the spectrometer.

Generally, the efficiency of wavelength-dispersive spectrometers is not so
high regardless of the wavelength range. For the x-ray range, the fact that
there are neither mirrors nor lenses generally available makes the efficiency
even lower. Thus, further development of highly charged ion sources can
be expected to increase the number of stored ions and hence lead to better
spectroscopic results in future.
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5.1 Introduction

A charge-coupled device, or CCD as it is more commonly known, is a one-
or two-dimensional semiconductor (almost always silicon) detector. A CCD
comprises a number of sensing elements or pixels, arranged in a regular array.
The number of pixels is in the hundreds or thousands for linear (1D) devices
and tens of thousands to millions for area (2D) devices. Pixel sizes vary from
a few microns to a few tens of microns resulting in 2D devices with areas up
to several square centimeters (Figure 5.1).

CCDs have been available for nearly four decades and can be found in
a wide variety of commercial and scientific products and applications. The
history of CCD development from the first production devices at Bell Labora-
tories in 1970 [1] has been well documented in many publications, including
references [2,3]. Although not originally developed as such, their use as
imaging detectors was realized very early on [4]. Since then, extensive CCD
development has resulted in detectors with excellent performance across the
waveband from near-infrared, through visible, ultraviolet, and into the soft
x-ray region.

FIGURE 5.1
Various CCD detectors. (Courtesy of e2v Technologies Plc, Chelmsford, Essex, UK.)
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Although complementary metal-oxide semiconductor (CMOS)-active pixel
sensors are beginning to replace CCDs in a number of different areas (most
notably in consumer products such as digital cameras), CCDs are a mature,
well-understood technology with high performance and a long future in
demanding scientific applications. The following sections present a descrip-
tion of the design and operation of a CCD detector followed by an introduction
to their application in spectroscopic measurements.

5.2 CCD Design

5.2.1 Overview

A CCD is a semiconductor photon detector, usually fabricated from p-type
silicon. It comprises an array (either one- or two-dimensional) of elements
or pixels capable of storing local, photon-generated charge. A typical two-
dimensional CCD will have an image section, possibly a store section, and
a line readout section (Figure 5.2), whereas a one-dimensional device is
essentially just a line readout section.

The charge in the image region can be quickly shifted (by frame transfer)
into the store section. The stored charge is then shifted one row at a time into
the line readout section where each pixel is moved sequentially toward an
output node and measured. In this way, a charge map or image of the whole
CCD can be constructed.

5.2.2 Charge Generation

Charge is generated in the silicon lattice whenever a photon is absorbed due to
the photoelectric effect. In this case, a single electron–hole pair is generated for
each photon absorbed. Silicon has a bandgap energy of ∼1.1 eV corresponding

Output
amplifier

Image
section

Store
section

Line readout section

FIGURE 5.2
Typical CCD arrangement.
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to a wavelength of ∼1.1μm and consequently is transparent to photons with
a wavelength longer than this. Photons with a wavelength shorter than this,
however, have a finite chance of being absorbed.

For higher-energy photons (x-rays), the situation is not quite the same.
Absorption of an x-ray photon (<100 keV), in the silicon lattice of a CCD,
results most probably (∼92% [5]) in the ejection of a photoelectron from the
K-shell of a silicon atom. The photoelectron is created with energy E, which
is given by

E = Ex − Eb, (5.1)

where Ex is the energy of the incident x-ray photon and Eb the silicon K-shell
binding energy, ∼1.85 keV. This reaction will only occur if the incident pho-
ton has energy greater than the binding energy of the K-shell. Lower-energy
photons may interact with the L-shell, M-shell, and so on. The excited silicon
atom may de-excite either by the Auger process or by fluorescent emission of
a photon. In the case of photon emission, the photon will have an energy equal
to the binding energy of the K-shell minus the binding energy of the L-shell,
that is, 1.85 − 0.1 = 1.75 keV. Secondary ionization by the photoelectron and
reabsorption of the fluorescent photon can then occur until there is insuffi-
cient energy remaining to promote electrons from the valence band into the
conduction band. This is a statistical process that results in the creation of an
average number (N) of electron–hole pairs and is given by

N = Ex

ω
, (5.2)

where Ex is the energy of the interacting photon and ω the mean ioniza-
tion energy. Since some of the ionization energy is lost to the crystal lattice
(phonons), ω is somewhat larger than the bandgap energy of silicon and is
found by experiment to be ∼3.65 eV. N is a statistical quantity but since the
creation of electron–hole pairs is not mutually exclusive, the variation is less
than that given by purely random statistics. The usual Poissonian variance is
modified by an empirical quantity known as the Fano factor [5], F (∼0.15 for
silicon [6]) and for N is given by

σ2
N = FN. (5.3)

5.2.3 CCD Structure and Charge Storage

The storage elements of a CCD are essentially metal-oxide semiconductor
(MOS) capacitors. The capacitors comprise a conducting electrode deposited
onto the silicon substrate with a thin insulating layer of silicon dioxide in-
between. Each pixel actually contains a coupled number of MOS capacitors,
commonly two, three (Figure 5.3), or four resulting in the so-called 2-, 3-, or
4-phase device, respectively.
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FIGURE 5.3
Simplified buried channel CCD pixel structure.

Application of a positive voltage to one of the conducting electrodes (gates)
will create a region depleted of holes beneath the electrode. The n+ silicon
layer modifies the shape of the electrostatic potential profile of this depletion
region, creating a “buried channel,” which allows charge collection away
from the surface, where trapping sites would otherwise reduce the charge
collection and transfer efficiency. The electrostatic potential profile, in terms
of variation of electric field with depth in the silicon, can be derived using
Poisson’s equation. Photon charge (or thermal charge; see Section 5.2.5.2)
generated within or close to this depletion region will be captured and held
(or stored)—away from the surface—while the gate potential is applied.

In a 3-phase device, the three electrodes are actually common to one whole
row of CCD pixels. In the horizontal direction, it is the potential applied to
the gate of one of the electrodes which holds the charge in position whilst in the
vertical direction “channel stops” are implanted to prevent migration of the
electrons.∗ The channel stops are heavily doped, electrically inactive, p-type
regions. The dimensions of the electrode groups and the spacing between
the channel stops define the size of a pixel, typically between 10 and 40μm2

(although smaller, larger, and rectangular pixels are possible). This array of
pixels collectively makes up the imaging area of the CCD. Anumber of factors
determine the charge storage capacity, including pixel dimensions and gate
voltage. Typical “full-well” capacities are in the range of 105 to 106 electrons.

5.2.4 CCD Characteristics and Quantum Efficiency

Independent of geometry (pixel size and array dimensions), CCDs are
available in a number of different forms, for example, front-illuminated, back-
illuminated (or back-thinned), and deep depletion (or high resistivity). These
options are related to the material the CCD is made from and the way the CCD
is fabricated. A standard CCD (if there is such a thing) is front-illuminated
and manufactured using low-resistivity (of order 50Ω cm) epitaxial silicon
(∼25μm thick) on a bulk silicon substrate (see Figure 5.4).

∗ See Figure 5.8 for a better understanding.
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FIGURE 5.4
Standard 3-phase front-illuminated CCD (not to scale).

When the gate potential is applied, the epitaxial silicon is typically depleted
to around 5μm. Efficient charge collection only occurs when the charge is
generated in this depletion region. Charge generated in the field-free region
may be lost or spread into neighboring pixels.

When a photon is incident onto a detector, there is a finite chance that the
photon will be absorbed and consequently “detected.” The ratio of incident
photons to photons “detected” is known as quantum efficiency (QE) and in
an ideal case it would be 100%. Detected is placed in quotes in this instance
since a photon may be absorbed but still not be detected at the output of the
CCD (e.g., if the photon is absorbed in the field-free region). Absorption is
limited by two factors—at longer wavelengths, photon capture is limited by
the absorption length of photons in silicon and ultimately by the bandgap
(equivalent to around 1.1μm wavelength). At shorter wavelengths (in the
blue and UV parts of the spectrum), the electrode structures (see Figure 5.5)
start to absorb the photons before they reach the sensitive part of the detector.
However, the standard CCD described above provides good QE when the
incident photons are in the visible waveband (Figure 5.5) with performance
reducing as expected toward the blue (shorter wavelengths).

An alternative CCD structure is available that provides improved perfor-
mance at shorter wavelengths which is the back-thinned or back-illuminated
CCD. A back-thinned CCD has the same structure as a front-illuminated
device and is manufactured in the same way but with some additional steps.
Once the standard structure is complete, the substrate and field-free regions
are removed from the underside of the detector (by mechanical and chemical
means) and then mounted effectively upside down in the package. In this
case, the incident light now falls on the back face of the detector, hence the
names back-thinned and back-illuminated, where there is no electrode struc-
ture in the way to absorb the shorter wavelength light. In this way, much
higher QEs are achieved in the blue as can be seen in Figure 5.5. QEs can also
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FIGURE 5.5
QE curves for front- and back-illuminated CCD detectors (no AR coating).

be improved for both front- and back-illuminated CCD types by the appli-
cation of a suitable antireflection (AR) coating. Silicon has a high refractive
index which results in high surface reflectivity when the detector is oper-
ated in air or vacuum. Approximately 30% of incident light is reflected which
immediately lowers the prospective QE. With appropriate AR coating, the
reflectivity can be reduced to the few percent level across a wideband. In
demanding applications, specific AR coating can be applied to provide high
QE in specific parts of the waveband (e.g., UV).

In the soft x-ray region of the spectrum, photon detection at low ener-
gies (of order <500 eV) is again influenced by the electrode structure (in the
front-illuminated case) and by the depletion depth at higher energies. With
a standard CCD, significant numbers of x-ray photons in the keV range are
not absorbed within the 5μm depletion depth. Consequently, CCDs for direct
x-ray detection are manufactured using high-resistivity epitaxial silicon, since
the depletion depth is related to the resistivity. With epitaxial layers of order
80μm and a resistivity of 4000Ω cm, a depletion depth of 30–40μm can be
achieved with the same electrode potential. This results in much higher QE
figures as can be seen in Figure 5.6.

5.2.5 Charge Transport and Measurement

Charge generation and storage is usually allowed to continue for a certain
“integration” time after which it is desired to measure the charge stored in
each pixel. During integration, generated charge is held in the potential well
of each pixel by maintaining the voltage on the gate of one electrode. If the
voltage on this electrode is reduced to zero and simultaneously the voltage
on an adjacent electrode is raised, the potential well effectively shifts and
consequently the charge stored in it is transferred, or coupled, from beneath
the first electrode to the second.
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FIGURE 5.6
X-ray QE of standard (bottom curve) and deep-depletion CCD (top).

If the groups of three electrodes for each row of CCD pixels are arranged
consecutively as in Figure 5.7 with common electrical connections as shown,
and the potential of electrode 3 is lowered as electrode 1 is raised, the charge
will be transferred from one CCD row to the next. This procedure can be
repeated as many times as it is necessary to move the charge to the end of the
CCD array, where the row of charges is finally shifted into a series of pixels
known as the readout register. Each pixel of the readout register is aligned

CCD
output

Image
clocks

Serial
clocks

Image
section

Readout
register

Channel stop

FIGURE 5.7
Typical CCD array schematic. The store section is omitted for clarity.
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with a single column of the imaging area, and the gate electrodes for these
pixels are arranged in a perpendicular direction to those of the image section.
This allows a single row of CCD pixel charges to be transferred consecutively
toward a charge-sensitive amplifier at the end of the line readout register.

5.2.6 Charge Read Out

Figure 5.8 shows a simple on-chip output charge amplifier and comprises
three sections: the output node, which is essentially a diffused diode, a reset
field effect transistor (FET), and an output FET.

The output node has an associated capacitance onto which the pixel charge
is transferred from the line readout section (see Section 5.2.4). This causes a
change in voltage at the gate of the output FET of

ΔVg = Q
Co

, (5.4)

where Q is the charge transferred and Co the output node capacitance. The
load resistor RL in Figure 5.8 is external to the CCD and is used to bias the
output FET in the linear region of operation. With typical node capacitances
of <0.1 pF and an output FET gain of ∼0.7, a CCD will have a typical output
responsivity of a few μV/electron.

To prevent saturation of the output amplifier, the DC level of the output FET
is normally restored before each pixel charge is transferred onto the output
node. This is achieved by briefly turning on the reset FET. It is often the
case that both the readout register and the output node have charge storage
capacity of two or more times that of the image section pixels. This allows for
addition of the charge packets within single pixels which is known as on-chip
binning. This is discussed in more detail in Section 5.3.4.4.

Output
node

Output
FET

Reset
FET

Vod

Vog

Vid
IR

Line readout
section

RL

FIGURE 5.8
Typical CCD output amplifier.
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5.2.7 Noise Sources

Before looking at methods to read the data from a CCD, it is necessary to
understand the various contributions to the noise on this measurement. The
various noise sources present in a CCD output measurement are either signal-
related (shot noise) or device-related (dark current, charge transfer losses,
reset noise, and output amplifier noise).

5.2.7.1 Signal Shot Noise

Signal shot noise refers to the statistical variation in the average number of
photons from a source arriving at a detector in a fixed time. This is a Poissonian
process with variance given by

σ2
N = N, (5.5)

where N is the average number of photons arriving at the detector in time
t. This is the case when a large number of photons are emitted. In the soft
x-ray region, CCD detectors are capable of single photon detection, and the
signal shot noise as described above is obviously not relevant since the true
number of photons arriving is known (although the Poissonian production of
x-ray photons from the source still applies). In this situation, the signal shot
noise can be interpreted as the statistical variation of charges produced when
an x-ray photon is absorbed in the silicon lattice of the CCD. This process is
described in detail in Section 5.2.2 and results in the generation of N electron–
hole pairs (Equation 5.2) with a variance given by

σ2
N = FEx

ω
, (5.6)

where F is the Fano factor, Ex the energy of the incoming photon, and ω the
mean ionization energy in silicon.

5.2.7.2 Dark Current

Thermal generation of charge, occurring without photo-ionization (hence the
name dark current), occurs when thermal excitation of the silicon lattice pro-
vides enough energy (greater than the bandgap of silicon, ∼1.1 eV) to lift an
electron from the valence band to the conduction band. At room temperature,
dark currents of order 1–2 nA/cm2 are typical, dominated by surface charge
generation. This is equivalent to tens of thousands of electrons per pixel per
second. With a full-well capacity of a few hundred thousand electrons, dark
current will quickly saturate the device if it is not cleared (by clocking out the
CCD). Dark current generation is a Poissonian process with the r.m.s. noise
contribution (σdc) equal to the square root of the number of thermal charges.
With the previously mentioned level of dark current, the noise is substantial,
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of the order of 100–200 electron r.m.s. for the number of charges generated in
1 s. Dark current generation in a buried channel CCD occurs in three areas, the
depletion region, the field-free region, and the silicon–silicon oxide interface,
and can be written as

Id = enixd

2τ
+ eDnn2

i

LnNa
+ esni

2
, (5.7)

where ni is the intrinsic carrier concentration, xd the depletion depth, τ the
effective lifetime of the minority carriers in the depletion region, Dn the diffu-
sion constant, Ln the diffusion length for electrons, s the surface recombination
velocity, and Na the dopant concentration. In Equation 5.7, the first term
is the contribution from the depletion region, the second term is from the
field-free region, whereas the third term is due to the thermal generation of
charges at the silicon–silicon oxide interface. It is the third term which typi-
cally dominates dark current generation and it has a temperature dependence
of the form

exp
(

− Eg

kT

)
, (5.8)

where Eg is the bandgap energy of silicon, k is Boltzmann’s constant, and T
the absolute temperature. Reducing the temperature of the CCD, therefore,
will reduce the level of dark current generation. Operating at −100◦C, a typ-
ical CCD operating temperature for scientific work, dark current will be of
the order of a few electrons per pixel per hour, and makes no significant con-
tribution to the overall noise performance of the CCD. As a rule of thumb,
dark current is approximately halved for every 6–8◦ reduction in operating
temperature.

A variation of CCD design which operates in “inverted mode” is also avail-
able (also known as multiphase pinned devices). As indicated above, the
dominant dark current contribution is from electronic states that exist within
the surface interfaces. In normal operation, the surface region is depleted and
so thermal electrons are able to jump from the valence band into the sur-
face states where they appear as dark current. In inverted mode operation,
the potential across the image (and store) section clock gates is reversed, typi-
cally by raising the substrate voltage and turning off the clock voltage (during
integration only). This has the effect of transferring holes from the p+ channel
stops to the surface states and so greatly reducing thermal charge generation
in this region. An overall reduction in dark current generation of two orders of
magnitude is possible compared to standard devices. There is a disadvantage
with inverted mode devices. Since the clock gate voltage is reduced during
integration, the potential well, where the charge collection in a pixel occurs, is
not created. This is compensated for by introducing an implant into the silicon
beneath the pixel that generates a potential difference allowing charge to be
accumulated. The storage capability (full-well capacity) is severely reduced
when compared to noninverted mode devices.
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5.2.7.3 Charge Transfer Losses

In an ideal CCD, transfer of electrons or charge from one electrode to another
would be a loss-less process, that is, if n electrons are stored under the first
electrode, after the completion of the transfer there would be n electrons under
the second electrode. In a real CCD, however, this is not the case but buried
channel devices come very close to achieving this ideal. Charge transfer effi-
ciency (CTE) is usually of the order of 99.9995% or better for a single transfer.
If the charge loss per transfer is small, then the total charge lost per pixel, Ql,
can be approximated by

Ql ≈ N(1 − CTE)n, (5.9)

where N is the number of transfers and n the number of electrons in the charge
packet. The charge loss is Poissonian and the r.m.s. noise associated with a
read-out charge value is given by

σCT = √
Ql. (5.10)

5.2.7.4 Reset Noise

Resetting the output diode to the reference potential (Section 5.2.6) is subject
to thermal variation, with r.m.s. noise (in volts), and is given by

σreset =
√

kT
Co

, (5.11)

where k is Boltzmann’s constant, T the absolute temperature, and Co the
output node capacitance. At −100◦C, with a typical output node capaci-
tance of 0.1 pF, this is equivalent to ∼100 electron r.m.s. This noise source
is one of the largest contributions to overall cooled CCD read noise. X-ray
spectroscopic performance, where signal charges are of the order of 500–
3000 electrons, would be very poor with this level of noise. Fortunately, the
reset noise can be effectively eliminated using a technique known as corre-
lated double sampling (CDS), where the reset level is sampled and subtracted
from the measured charge level in each pixel. This operation is discussed in
more detail in Section 5.3.5.

5.2.7.5 Transistor Noise

The output FET has two main noise components, flicker or 1/f noise and
Johnson noise. The 1/f noise, so called because it is inversely proportional to
frequency, is thought to be due to trapping and release of signal charge carriers
in the conduction channel. The Johnson noise component arises from the
random thermal motion of the electrons and has a flat band response. Due to
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its temperature dependence, it is also known as thermal noise. Postprocessing
of the CCD output signal is usually employed to reduce the impact of both
1/f and white noise from the transistor.

5.2.7.6 Total Noise

The noise sources discussed above contribute to the total read-noise of the
CCD output signal. Since the noise sources are uncorrelated, the total read-
noise is equal to the quadratic sum of the individual values and is given by

σT = σ2
N + σ2

dc + σ2
CT + σ2

reset. (5.12)

Methods of noise component reduction are discussed in detail in Section 5.3.5.

5.2.8 CCD Performance

The performance of a CCD detector can be expressed in different ways
depending on the measurement being performed. ACCD datasheet will often
give the read-noise of the detector output stage only, assuming that CDS
(or other noise reduction technique) will be applied externally. Typical noise
figures for a scientific device are in the region of a few electron r.m.s. for read-
out speeds of a few tens kilopixels/s to a few megapixels/s. In this case, the
dynamic range of the CCD is often expressed as the full-well capacity divided
by the quoted read-noise.Although this gives some idea of CCD performance,
it is sometimes more instructive to examine the signal-to-noise ratio (SNR).
Figure 5.9 plots the SNR for a CCD with a total read-noise of 10 electron r.m.s.
(after removal of the reset noise).

From the graph, it is clear that for a low-noise CCD, as the signal level
increases, the SNR quickly becomes dominated by the shot noise from the
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FIGURE 5.9
Plot of SNR for a CCD with a total read-noise of 10 electron r.m.s. SNR for signal with just read
noise (RN), signal with just shot noise (SN), and overall SNR (Tot) are plotted.
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signal itself. However, for low-level signals, the read noise can have a detri-
mental effect on the CCD performance. This is often the case when x-ray
signals are being measured and/or when applications are “photon starved.”

5.3 CCD Detector Operation

This section presents the operating requirements and methods of a CCD detec-
tor with a discussion of various output signal processing and noise reduction
techniques.

5.3.1 Introduction

The operation of CCDs, in contrast with many other detectors, requires a large
number of control signals. These include clock signals for the movement of
the charge in various sections of the device and a number of different voltage
sources for correct biasing of the detector. Use in scientific photon counting
applications also requires low noise operation, which in turn requires low-
noise electronics to both drive the CCD and process the output signal and
to remove inherent detector noise. The noise contribution from thermally
generated “dark current” has already been discussed in Section 5.2.5.2 and can
easily swamp the signal that requires measurement. By cooling the detector to
temperatures of the order of −100◦C, it is possible to reduce the dark current
noise to negligible levels and this is now a standard technique in scientific
CCD detector operation. The remainder of this section assumes cooled CCD
conditions as the starting point for achieving low-noise operation.

5.3.2 Detector Operation Overview

Figure 5.10 shows a typical arrangement used for low-noise operation of
a cooled CCD. Electronic circuits provide the bias voltages, and a clock-
sequencing device (often programmable) generates the clocking signals. The
clock signals are then level-shifted to adjust the amplitude necessary for
charge transfer. The CCD output is amplified and then passed through a
signal processor, usually employing a method of CDS, for noise reduction.
Finally, the output signal from the CDS processor is digitized, using an analog-
to-digital converter (ADC) and stored on a computer. The following sections
describe each of these requirements in detail. Specific CCD descriptions are
based upon an e2v 3-phase, frame-transfer CCD. CCDs are also available as
full-frame devices, or with 2- or 4-phase operation. Although not discussed
here in detail, the basic principles are the same and it is a relatively simple
matter to understand the operation of these devices from a description of
3-phase operation.
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FIGURE 5.10
Typical arrangement for low-noise operation-cooled CCD system.

A CCD is a CMOS integrated circuit, comprising a large number of MOS
capacitors and an output amplifier. The capacitor-type structures facilitate
charge storage and transfer, whereas the output amplifier provides charge-
to-voltage conversion. Figure 5.11 shows typical clock and bias voltage
requirements for a 3-phase, frame-transfer CCD.
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FIGURE 5.11
Typical clock and bias voltage requirements for a frame-transfer CCD.
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5.3.3 CCD Biasing

The substrate of a CCD is usually connected to ground or some potential
above this. e2v CCDs typically require a substrate voltage in the range 0–6 V.
All other voltages (clocks and bias) are referenced on-chip to substrate.

5.3.3.1 CCD Output Amplifier

Since the CCD substrate material is n-type, the on-chip output amplifier of a
CCD is typically a p-channel depletion metal-oxide semiconductor field effect
transistor (MOSFET) arranged as a source-follower (Figure 5.12). RL is either
a load resistor or a constant current source and is external to the CCD.

The output transistor needs to be operated in the saturated part of its char-
acteristic for linear operation. A low drain current allows the transistor to
function in “buried-channel” mode with current conduction taking place
away from possible charge trapping sites near the silicon surface. This can
result in greatly reduced low-frequency noise, especially at low tempera-
ture. The low drain current typically means that the transistor is operating in
depletion (a depletion MOSFET is capable of operating in either depletion or
enhancement parts of the characteristic). This in turn means that the output
source tends to sit at a higher potential than the FET gate voltage.

The exact operating point of the output transistor is determined by the gate–
source voltage and the drain current id. These parameters are related by the
transconductance, gm, of the FET as follows:

id = gmvgs = gm(vg − vs), (5.13)

where vg is the gate voltage and vs the source voltage. In practice, the drain
current and gate–source voltage are set with a combination of load resistor
RL and the reset transistor voltage Vrd.

Output
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FET

Reset
FET

Vod

Vog

Vid
IR

Line readout
section

RL

FIGURE 5.12
CCD output amplifier—FET source-follower.
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The output source voltage can be described by

vs = idRL (5.14)

and combining this with Equation 5.13, we obtain a relationship for the output
voltage in terms of the input voltage as follows:

vs = RLgm

1 + RLgm
vg. (5.15)

With a typical load resistor value of 5 kΩ and an FET transconductance of
500μMho, we obtain vs ∼ 0.7vg, that is, a reasonably good “follower.”

The output gate voltage, Vog, is used to bias the end of the serial register
to prevent charge from flowing back under the final electrode. Transfer of
charge Q onto the capacitive (Co) output node causes a voltage change

Δvg = Q
Co

(5.16)

at the gate of the output transistor. The corresponding change in the output
source voltage Δvs can be calculated using Equation 5.15. Typical node capac-
itance is of the order of 0.1 pF, giving output responsivities of 1.6μv/electron
for the simple amplifier discussed. Multiple FET output amplifiers are now
common which provide higher responsivities (of order of a few μV/electron)
and greater noise immunity for the output signal.

5.3.4 CCD Clock Sequencing

In a CCD, the pixels are defined in the horizontal direction by the electrode
structures and in the vertical direction by the channel stops (Figure 5.8). In
a frame-transfer device, this format is used to create an image region and a
store region of pixels (Figure 5.11), where the pixels in any row are linked
by a common electrode structure but divided by the perpendicular channel
stops. At the base of the store region, a line readout section or serial register
is created. The electrodes in this register are arranged at right angles to, and
to coincide with, the pixel structure of the rows in the store region. A single
row of pixels may be transferred from the store region into the serial register
and then clocked, one pixel at a time, into the output node of the CCD. The
operation of a frame-transfer CCD can be divided into three parts: image
integration, frame transfer, and store region read out.

5.3.4.1 Image Integration

Image integration is simply the exposure time of the image section to the
source, prior to transfer of the image section charge into the store section.
Integration usually occurs with a single electrode biased, typically phase 2 in
a 3-phase device.
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5.3.4.2 Frame Transfer

Once the desired integration time is achieved, a frame-transfer operation is
performed to transfer charge from the image section to the store section. The
image section and store section clocks are operated simultaneously in the
order as shown in Figure 5.13. The crossover point typically occurs at 50%
amplitude, with rise times of the order of 500 ns. Once this operation is com-
plete (typically a few tens of ms), integration in the image section can begin
again. Whether imaging optical or x-ray photons, it is usual for the store sec-
tion of the device to be covered with an opaque material to prevent photon
detection during readout corrupting the image. This effectively provides an
electronic shutter.

5.3.4.3 Store Region Read Out

After frame transfer, the charge in the store section is transferred one row
at a time into the serial register by performing a single cycle of the store
section clocks only. The charge in the serial register is then transferred one
pixel at a time onto the output node of the CCD. The clock pattern to perform
this operation is shown in Figure 5.14. While read-out of the store section is
occurring, the image section is available for integrating the next image. With
frame-transfer times of several milliseconds, very high duty cycles can be
achieved for modest integration times.

The rise and fall times of the reset and serial clocks are typically 100 ns. The
crossover point is shown at 50% but can vary with CCD type. In some cases,
100% clock overlap may be required to ensure complete charge transfer.

The read-out of charge from a single row of the store section of the CCD
proceeds as follows:

1. A single cycle of the three store section clocks transfers the charge
from the final row of the store section into the serial register
(Figure 5.13).

2. The output node of the CCD is reset by pulsing the reset clock input
high for typically 150 ns.

Serial clock phase #2 high during frame transfer

Total number of clock cycles = number of CCD rows
Image & store

clock #3

Image & store
clock #2

Image & store
clock #1

~10 μs

FIGURE 5.13
Frame-transfer clock operation.
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FIGURE 5.14
CCD output clock pattern.

3. The CCD output reset level is then available for sampling (see Section
5.3.5).

4. The serial register clocks are cycled. On the falling edge of R3, the
charge is transferred from the end of the serial register onto the output
node of the CCD.

5. The CCD pixel charge level is then available for sampling.
6. Repeat from step 2 for the number of pixels in a row.
7. Repeat from step 1 for the number of rows in the store section.

5.3.4.4 On-Chip Binning

An extremely useful side effect of the clocked nature of CCDs is binning.
This is where the signal from two or more rows (when clocking the store
section or image section) or from two or more pixels in the read-out regis-
ter are combined by cycling the relevant clocks extra times without reading
out the data in between. As an example, two-by-two binning in a frame-
transfer device is achieved by cycling the store clocks twice to transfer two
rows of charge into the read-out register pixels. The read-out register pixels
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are then read out by cycling the register clocks twice before measuring the
signal at the output node. In this way, the CCD appears to be made up of an
array of super pixels, each one two-by-two actual pixels in size. This has a
number of advantages—CCD read-out time is reduced (by approximately a
factor of 4 in this case), since the binning is performed on chip the read-noise
associated with a super pixel is the same as for a single pixel. Binning can
of course be performed in any number of ways, three-by-three or more (if
charge levels permit), row binning in spectroscopic applications (see Section
5.4.1), windowing to avoid reading out unilluminated areas of the CCD image,
and so on. Many CCDs also include a charge drain which allows unwanted
image rows with charge to be disposed of without having to read them out
through the output node. This is typically achieved by activating a bias volt-
age that sinks the charge from any row clocked into the serial register when
activated.

5.3.5 CCD Signal Processing

5.3.5.1 Preamplifier

Since the CCD is typically operated in a vacuum chamber (for cooled oper-
ation), it is usually located some distance from the electronics. Also, the
output signal of a CCD is quite small (∼1–5μV/electron). Consequently, a
pre-amplifier is normally situated as close to the output of the CCD as possible
to reduce the effects of noise pick-up before the output signal is processed.

A typical CCD output transistor noise spectrum is shown in Figure 5.15. At
slow scan read-out rates of 20 kpixels/second, the CCD noise contribution
is <5 electrons r.m.s. With an output responsivity of 1.6μV/electron this is
equivalent to ∼8μV r.m.s. noise at the input of the preamplifier. It is important
in amplifier selection and design that the CCD noise dominates at this point
if low noise operation is to be achieved.
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FIGURE 5.15
Typical CCD output transistor noise spectrum.



CCD Detectors 109

5.3.5.2 Correlated Double Sampling

In slow-scan, low-noise operation, the greatest contribution to the read-noise
from a cooled CCD is generated by uncertainty in the DC level achieved after
resetting the output node of the device (Section 5.3.4.3). This variation, typ-
ically of the order of a few hundred electrons, can be effectively removed
by a technique known as CDS [7,8]. This method involves sampling the
output of the CCD twice for each pixel. First, the CCD output node is reset,
allowed to settle, and then sampled. This value (the reset level) is stored. The
pixel charge is then clocked onto the output node, allowed to settle again and
then sampled. This new level is equal to the charge level plus reset level. If
the previously stored reset level is now subtracted from (correlated with) the
new level, a value for the pixel charge alone is obtained independent of the
variation in the previous reset level. This technique can be performed in vari-
ous ways, either in the analog or the digital domain. Three common methods
are described below.

5.3.5.3 Clamp and Sample

The basic circuit is illustrated in Figure 5.16.
The simplest way to understand the operation of the circuit is to study

signal waveforms at different points. These are illustrated in Figure 5.17. The
CCD output waveform is as described in Section 5.3.4.3, and Figure 5.17 can
be correlated with Figure 5.14 to link the sequences together. Once the reset
level has settled, the clamp switch is momentarily closed (clamp signal) which
clamps the voltage at point C to ground. The clamp is then released, and the
pixel charge clocked onto the CCD output. The change in voltage is transferred
across the capacitor, and the voltage at point C now represents the pixel charge
signal only, since the variation due to the reset level has been removed. The
sample switch is closed, and the charge level is stored on the final capacitor.

The noise performance of the clamp and sample technique is limited by the
need to low-pass filter the CCD output; otherwise, the clamped signal will
be influenced by high-frequency noise. Since the filtering slows the rise and

Output
Sample

Clamp

C
Preamplifier

CCD
output

FIGURE 5.16
Basic clamp and sample circuit.
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FIGURE 5.17
Clamp and sample circuit waveforms.

fall times of the CCD signal, the minimum time between the clamp (reset)
and sample operations is limited, reducing the ability to discriminate against
low-frequency noise.

5.3.5.4 Dual-Slope Integration

There are various schemes using dual-slope integration. A typical arrange-
ment is shown in Figure 5.18.

Again, the operation of the circuit is best illustrated by studying the output
waveform, illustrated in Figure 5.19.

After allowing the reset level to settle, switch A is closed for a time period
t. During this period, the reset level signal is integrated onto the feedback
capacitor of the integrator. Integrator hold is then selected, by opening switch
A(switch B is already open) and the pixel charge clocked onto the output node.
Switch B is now closed, the output of which has a reverse polarity to the output
of switch A, and this “negative” signal integrated with the previously held
reset level, for the same period t. The reversal of polarity between the reset
and charge level integrations produces the desired subtraction (correlation) of
the noisy reset level. Integrator hold is selected again while the output value
is digitized (ADC Strobe) and then switch C is closed to reset the integrator
ready for the next pixel.

The dual-slope integrator generally produces the best noise performance
of the CDS circuits discussed here. The main reason for this is the inherent
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FIGURE 5.18
Dual-slope integrator CDS circuit.

Output

ADC strobe

Integrate reset

Integrate –ve

Integrate +ve

CCD
output

FIGURE 5.19
Dual-slope integrator output waveform.
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FIGURE 5.20
Noise spectrum of dual-slope integrator (t = 10μs).

low-pass filtering of the CCD signal during the integration phases, which
essentially averages the input level over the integration period t (typically
5–20μs). The noise spectrum for a dual-slope integrator with an integration
period of 10μs is shown in Figure 5.20.

If we now correlate this curve with the noise spectrum of the CCD out-
put transistor, a noise spectrum of the sampled CCD signal is obtained
(Figure 5.21). Not only is reset noise eliminated, but also the noise contri-
bution from the CCD output transistor is greatly reduced especially at lower
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FIGURE 5.21
Noise spectrum of CCD signal after dual-slope integration (τ = 10μs).
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frequencies. Noise levels of <10μV r.m.s. are achievable, equivalent to ∼6
electron r.m.s. with a typical node capacitance of 0.1 pF.

5.3.5.5 Digital Double Sampling

In this method, the subtraction is performed in the digital domain. Amplifica-
tion and some form of low-pass filtering are usually applied to the CCD output
signal. The reset level is digitized and then the pixel charge clocked onto the
CCD output node. This new level, representing the variable reset level plus
the pixel charge level, is also digitized and the two values correlated. This
method can be combined with a variation of the dual-slope integration pro-
cess, where the reset and charge levels are integrated and stored (in the analog
domain) separately and then digitized and subtracted in the digital domain.

5.3.5.6 Intermittent Reset and Reset-on-Demand

In low-signal applications (e.g., x-ray spectroscopy), it may not be necessary
to reset the output node of the CCD after every pixel since output node satu-
ration is not going to occur. In this situation, a modified read-out pattern can
be adopted to reduce the read-out time of the image. A typical approach is as
follows:

1. Transfer store section row into the serial register.
2. Reset the CCD output node.
3. Sample the output signal and store it.
4. Transfer the pixel charge onto the output node.
5. Sample the output signal and store it.
6. Correlate output signal with previously stored value.
7. Repeat from step 4 for the number of pixels in a row.
8. Repeat from step 1 for the number of rows in store section.

In this way, the current pixel charge level is determined by subtracting
the output value (reset level + charge n + charge n − 1+ charge n − 2 + · · · )
from the previously stored output value (reset level + charge n − 1+ charge
n − 2 + · · · ). Instead of resetting just once per row, it is of course possible
to monitor the output level and reset the output node when it gets close to
saturation (reset-on-demand).

5.4 CCD Spectroscopy

Spectroscopic applications can be divided into two broad categories,
energy (or wavelength)-dispersive and energy-resolving. In the first case, a
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FIGURE 5.22
Typical dispersive spectroscopy arrangement.

position-sensitive detector (either area or moving) provides the spectroscopic
information at the output of a dispersive element, while in the second case
the intrinsic energy-resolving capability of the detector provides the spec-
troscopic information. In many ways, CCDs are the ideal detector for such
applications. They are available in position-sensitive linear or area arrays,
with spectral response across a wide range of wavelengths and energies. They
are very linear, offer a high SNR, and can even provide background rejection
to improve performance further.

5.4.1 Dispersive Spectroscopy

In dispersive spectroscopy, the inherent position sensitivity of the CCD pro-
vides the ability to measure a wavelength-resolved signal. In a typical set-up,
the CCD is placed at the focus of a dispersing element or system, as shown in
Figure 5.22. This arrangement is applicable across the waveband from IR to
x-rays by using the appropriate dispersion element (in transmission or reflec-
tion) such as grating or monochromators in the IR–UV or a curved crystal in
the x-ray region.

From Figure 5.2, two observations can immediately be made:

1. The source spectrum is dispersed across the CCD columns (x-axis).
2. Each row of the CCD that is illuminated contains a separate but

identical spectrum (y-axis).

In its most basic form, this arrangement allows the spectrum to be captured
simply by reading out the CCD image. The signal from each row can be added
together and then plotted as a histogram of position along the CCD, resulting
in a plot similar to that shown in Figure 5.23.

This is analogous to the results that may be obtained with a photographic
plate located at the focus. However, a CCD offers a number of distinct advan-
tages inherent in its design and operational capabilities. The regular pixel
lattice of the CCD provides an inherent wavelength resolution for a spectrum
dispersed across the array. For example, in a system where the measured
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FIGURE 5.23
Spectral histogram obtained from a CCD image.

dispersed waveband, λr, covers n CCD pixels, the spectral resolution is
given by

Δλ = λr

n
(nm/pixel). (5.17)

Consequently, calibration is a relatively simple matter. The system is illu-
minated by a source with known spectral features. The location of these
features can then be used to determine the waveband across a number of
CCD columns. Substituting these values into Equation 5.17 will then provide
the calibration in nm/pixel. From observation 2 above, it can be seen that the
individual rows of the image can be added together to provide an improve-
ment in the SNR of the resulting spectrum. Since each row can be treated as
a separate measurement, the signal will increase in line with the number of
samples, whereas the noise will increase with the square root of the number of
samples (assuming similar signal levels in each row). Consequently, adding
four rows together will provide a factor of 2 improvement in the SNR. In a
normal CCD image, the noise contributions to the pixel signals in each row
would include both the signal shot noise and the CCD read noise. However,
the inherent binning capability of the CCD (see Section 5.3.4.4) allows any
number of rows to be added together on chip before reading out just a single
row. Not only is this faster than reading out all the rows, but in low-signal
applications where the CCD read noise makes a significant contribution, a
great improvement in the SNR can be obtained over the traditional postimage
row addition method.
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5.4.2 Energy Resolving

In the UV–visible–NIR waveband, each absorbed incident photon creates a
single electron–hole pair (see Section 5.2.2) and so there is no way to dis-
tinguish the wavelength of the incoming photon from the measured signal.
However, as the energy of the photon increases and we move into the x-ray
waveband, each absorbed photon creates an average number of electron–hole
pairs as discussed in Section 5.2.2. For example, an incident photon with an
energy of 1.49 keV will create a charge cloud of around 400 electrons. If the
CCD is operated in such a way that the number of incident x-ray photons
per frame is small, so that there is little chance of pile-up, then x-ray spec-
troscopy can be performed using the CCD’s inherent energy resolution. Each
photon will generate a number of electrons directly proportional to the inci-
dent energy and these electrons will be captured in one or more (adjacent)
pixels. Assuming in the first instance that the charge is captured into single
pixels, then a histogram of CCD signal versus number of pixels will provide
an energy spectrum of the x-ray source (Figure 5.24).

In Figure 5.24, x-rays from an Fe-55 radioactive source (with energies of
5.9 and 6.4 keV) have been used to illuminate a CCD. In the histogram, three
peaks can be seen. These are the two x-ray lines (Kα and Kβ) and on the
left is the “zero energy” peak, that is, all pixels that did not absorb a photon
during integration. This shows how such a system is often calibrated, using
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FIGURE 5.24
CCD histogram of Fe-55 x-rays.
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a radioactive source which emits x-rays at known energies. In this case, the
energy scale corresponds to the signal amplitude measured for each pixel and
it is a simple matter to calculate the energy represented by each histogram bin
since the zero energy point and a fixed energy point are known. The overall
CCD noise (including dark current and other CCD/electronics-related noise
sources) is obtained by measuring the standard deviation of the zero energy
peak in ADC units and converted to eV or electrons r.m.s. (noise equivalent
charge) by using the gain calibration.

5.4.3 Caveats

There are a number of precautions that must be taken when using CCDs to
ensure not only their safe operation, but also that the results are as expected.
CCDs are CMOS integrated circuits and as such are sensitive to damage from
static electricity discharge. Care must be taken when handling devices and
open connectors. CCDs (even those for x-ray detection) by their nature are
very sensitive to visible light. Usually, this is a good thing but it can also be the
cause of problems. Care must be taken to ensure that unwanted light does not
enter the system and corrupt the measurement. Vacuum feed-through con-
nectors with glass-to-metal seals and Penning gage filaments are just two
examples of causes of poor performance in systems that aim for photon
detection capability. In dispersive systems, CCD alignment is also impor-
tant. Although systems can be calibrated, data processing is far easier with
a properly aligned detector. Successful on-chip binning may also not be pos-
sible if the detector is not oriented correctly with the spectrum. As we have
seen, dark current production is a function of temperature. Since the major-
ity of scientific CCD detectors are cooled for operation temperature, stability
is important to avoid variations in dark current accumulated during differ-
ent integration and read-out periods. CCDs are typically controlled to within
±0.5◦C.
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Further Reading

This chapter is only meant as a brief introduction to CCDs, what they are, how they
operate, and why they are useful in spectroscopic applications. The following books
provide a much more detailed study of these extremely useful detectors:

Scientific Charge Coupled Devices by J. R. Janesick, 1st edition, SPIE
Publications, 2001.

Electronic Imaging in Astronomy: Detectors and Instrumentation by
I. S. McLean, 2nd edition, Springer-Praxis, 2008.
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6.1 Introduction

Microchannel plates (MCPs) are the most important detection devices in mod-
ern atomic physics. MCPs are especially suited for detecting various atomic
particle species (including photons) produced in atomic collisions not only
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due to their high quantum efficiency (QE) in the relevant energy range, but
also because of the high temporal and spatial resolution over a fairly large
sensitive surface with high particle throughput. MCPs are ultra-high vac-
uum compatible and fairly insensitive to external magnetic and electric fields,
which makes them easy to use in a typical scattering experiment often involv-
ing electrostatic and/or magnetic guiding fields for charged particles [1].

An MCP detector for single particle detection usually contains a stack of at
least two MCPs and a dedicated “read-out anode” placed on the output side
(see Figure 6.1). Sometimes (i.e., for photon detection) the front MCP surface
is coated or a transmission photo-cathode is placed in front of the MCP stack.

The disadvantage of an MCP-detector comes from the fact that it cannot
directly determine energy or type of the particle. Therefore, a dedicated spec-
trometer setup or filter is required for discriminating or translating energy,
charge, mass, and/or other particle properties into the measurable parameter
position (in two dimensions) and time, that is, time-of-flight (TOF).

Extracting this MCP-inherent “triple-differential” (3d) information is tech-
nically very difficult. Up to date there is no all-purpose read-out concept
retrieving the 3d information with optimal precision on time and position

Photon,
particle

Charge cloud footprint

FIGURE 6.1
Sketch of an MCP detector for single particle counting. The incoming particle triggers an electron
avalanche in the channels of the MCP stack. The charge cloud is extracted toward the read-out
anode. The distance between the anode and the MCP stack and the extraction field determines
the footprint size of the charge cloud on the anode.
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at highest particle throughput. Therefore, many different read-out anode
concepts have been developed over the years, each optimizing only one or a
few of the desirable MCP features, that is, those most relevant for the specific
application, compromising on others. This chapter shall describe the general
function of MCPs and give an overview about the different concepts relevant
to atomic/molecular physics, which is probably the most demanding field
for MCP use.

6.2 Operation of MCPs

6.2.1 The MCP as a Secondary Electron Multiplier

The operation principle of the MCP is the same as of a single secondary
electron multiplier (SEM), for example, the so-called channeltron: the inside
surface of a lead–glass capillary tube with high aspect ratio is chemically
treated to yield a high-emission probability for electrons if hit by an energetic
particle, for example, by a primary electron from a scattering process. An
SEM tube has an electrical resistance of several tens of MΩ to GΩ. If a voltage
of a few 100 V or more is applied, then electrons drifting in the tube will
gain enough energy in the electric field that they can generate one or more
secondary electrons in the tube wall, which will also be accelerated in the field
and hit the wall repeatedly, generating a large electron avalanche. SEMs must
be operated in high vacuum conditions of <10−4 h Pa to avoid continuous
glow discharge, eventually destroying the device.

An MCP is a dense package of millions of individual SEM pores (see
Figure 6.2), stacked side by side with a distance of only a fraction of the pore
diameter, which gives an MCP macroscopically the shape of a thin plate with-
out visible structure by naked eye [2]. MCPs with diameters up to 120 mm or
even more can be purchased. The MCP’s conductive surface layers are used
to bias all pores with the same high voltage. But each pore will “fire” indi-
vidually (locally), when a primary electron starts an avalanche, that is, when
an energetic particle hits the MCP at some pore’s position or next to it on the
MCP front face. The pore size (more precisely: the center-to-center pore dis-
tance) limits the localization of a detected particle (spatial resolution limit).
Nowadays MCPs with pore sizes as small as 2μm are commercially available
although dual-use regulations restrict the availability. Since small pores also
have practical disadvantages especially for large-sized MCPs, a typical pore
size for MCPs used in atomic physics is 12μm with 15μm center-to-center
distance between neighboring pores, yielding a fill factor of 50% or more, the
so-called open-area ratio (OAR). The pores are tilted by an angle of typically
10◦ with respect to the surface normal and thus to the electric field vector.
This limits the electrons’ free propagation path between wall encounters. The
tilt angle also prevents the unwanted “ion feedback” effect: Free ions emitted
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Particle
photon

Secondary electrons

~1 kV

FIGURE 6.2
Operation principle of a MCParray as a dense pack of secondary electron multipliers: an incoming
particle creates a primary electron, gaining enough energy in the field to produce at least one
additional (secondary) electron as it hits the channel wall. This happens several times for each
created electron and eventually an electron avalanche exits the MCP pore as a localized charge
cloud. The cloud is collected on a read-out anode yielding a “footprint” which depends mostly
on distance and electrostatic field between anode and MCP stack.

from the surface wall or generated in the residual gas must be stopped by a
wall encounter before they can gain enough energy in the field to trigger a sec-
ond (delayed) avalanche in the channel. The typical aspect ratio (L/D) of the
pores is between 40:1 and 80:1, resulting in a typical plate thickness of 1 mm.

6.2.2 MCP Gain and Count Rate

While a single SEM tube such as a Channeltron, with its at least 10 times larger
diameter and higher aspect ratio, can generate an electron avalanche of >107

electrons per primary particle at low particle flux, an MCP with straight chan-
nels can only reach a gain of few 105 before field-charge effects and a critical
field gradient in the pores (>1000 V/mm) will limit further gain increase.∗ By

∗ Special MCPs with curved pores and large aspect ratio (e.g., 120:1) can yield a gain >106 also
as a single stack.
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stacking two (chevron stack, V-stack) or three MCPs (Z-stack), a total gain of
up to 108 or even higher can be obtained, especially if spacers between MCPs
in a stack allow a distribution of the charge output into several pores of the
next MCP. High gain values >106 are required to “count” individual particles
by means of a time-correlating electronic signal pickup chain, otherwise the
signal is lost in the electronic noise.

Due to the statistical nature of secondary electron production in the channel
wall the MCP gain for individual particles has a considerable variation. Typ-
ically, the pulse height distribution (PHD) has a full-width at half-maximum
(FWHM) as large as the mean of the gain distribution (see Figure 6.3). There-
fore, it is hardly possible to accurately distinguish, for example, between
single particle hits on the MCP surface and multiple simultaneous hits, or
between particles of different species or those carrying different energies.
Although the mean gain of MCPs varies with these parameters, the gain
variation for a subset of particles with same characteristics can be large as well.

Applied voltage (kV)

Single-stage MCP

Two-stage MCP

G
ai

n

Three-
stage
MCP

108

107
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104

103
0 1.0 2.0 3.0

FIGURE 6.3
Typical gain and PHD for single particle counting with MCP stacks as function of the total bias
and the number of MCPs in the stack. (From Hamamatsu Photonics K.K., MCP Assembly, Technical
Information Manual, 2006. With permission.)
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It is to note, however, that an MCP can only emit a maximum output current
which is, as a rule of thumb, about as high as the so-called strip current: The
strip current is the current across the MCP at a maximum bias voltage applied
(i.e., just below the critical field for discharge) in the absence of particle input.
The high MCP resistance prevents a higher current output because the charge
drain cannot be replenished fast enough. Typical MCP resistance is a few tens
to hundreds of MΩ which allows a maximum current output of 10–100μA.
Therefore, there is a trade-off between the achievable gain and the maximum
count rate. The typical rate limit in single pulse counting mode of MCPs is a
few million particles per second. If an MCP with high strip current is selected
as the rear MCP, higher count rates maintaining high gain may be achieved,
but there is a risk of “thermal runaway” due to the negative thermal coefficient
of MCPs: A high current will heat up the MCP and this temperature rise will
increase the strip current further until the MCP becomes thermally destroyed.

If an MCP is exposed to a rather focused particle flux, local count rate satu-
ration effects can kick in even before the “global” count rate limit is reached:
It takes a single MCP pore several tens of milliseconds to fully recover from
a discharge.

It is to note that these considerations on rate limitations are only valid for
the single particle counting mode of MCPs, that is, if a certain minimum gain
is required. Physically, SEMs and MCPs are current amplifiers. If a certain
flow of charged particles, for example, an electron current, enters the SEM
pore, then an amplified output current will exit until the maximum output of
few 10μA is reached. Even billion electrons per second or more can thus be
“detected” and imaged by an appropriate charge-coupled device (CCD) (see
next section) as long as the gain is kept low. But the low gain at such high fluxes
is not sufficient for registering each electron individually and for attributing
a precise time tag to it, as required in many atomic physics experiments.

Finally, it should be noted that MCPs are fairly immune to moderate elec-
trostatic and magnetic fields. However, fields >0.1 T will affect the gain,
depending on pore diameter and orientation with respect to the field [3].
It is important to note that the effect of even smaller magnetic fields and that
of stray E-fields to the functionality of a read-out anode in an MCP detector
must also be considered (see below).

6.2.3 Quantum Detection Efficiency and Lifetime of MCPs

One of the most important properties of any detector is its QE. Ideally the
QE, expressed as a probability that a particle hitting the detector is registered,
should be near 100%. This is especially desirable if coincidence measurements
between many particles are of interest and the total QE is the product of each
particle’s QE. SEMs in general reach up to 90% QE for specific particles and
energies. But although SEMs can detect a wide spectrum of particles and ener-
gies the QE is not always high [4]. In the case of MCPs, this “optimal” QE is
further reduced by the OAR to about 75%, that is, particles hitting the MCP
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between pores may not create a primary electron triggering an avalanche
because the primary electron can escape the field gradient penetrating from
a nearby pore or gets buried in the bulk material without re-emission of a
secondary electron. However, particles can have a QE near unity (i.e., higher
than the geometrical single particle maximum) if they create on average more
than one primary electron on impact, or a large number of primary elec-
trons per particle is produced by a converter foil (e.g., CsI) in front of the
MCP. It is also possible to mount a biased mesh in front of the MCP, pro-
ducing a field gradient to turn back escaping primary electrons toward the
MCP surface. However, there is a trade-off between mesh transmission for
incoming particles and QE increase. Also the spatial or temporal resolution
may be affected from such QE-increasing measures by rescattering and micro
lens effects.

The QE is also dependent on the incident angle of the particle [5,6]. Highest
QE is typically achieved for particles hitting the MCP at an angle between 10◦

and 20◦ (as in the case of electrons) with respect to the pore orientation which
makes normal incidence to the MCP surface a favorable angle for particle
impact (given the typical pore tilt angle). The reason for a decrease toward
larger angles is that the primary electron produced in a pore has a decent
probability to “escape” without starting an avalanche because it has not been
created deep enough in the pore (in the potential well). On the other hand, if
the incoming particle comes more or less aligned with the pore, then it will
hit the wall at a grazing angle and probably very deep in the pore, which can
reduce the emission probability of a primary electron or shorten the effective
channel length (smaller avalanche). The latter is especially important if a
minimum charge is required for registering the charge cloud at all, that is,
in pulse counting mode. Such “anode loss” can also happen whenever a low
gain and/or broad PHD are combined with high noise background: Small
avalanches cannot be discriminated from the noise.Anode loss is independent
from the QE of the primary electron and must be considered as another factor
which reduces the total detection probability. But if the MCP stack provides a
good PHD over the whole area, then the anode loss is a negligible contribution
to the total detector efficiency, which then becomes equal to the QE of the
primary interaction.

Finally and most importantly, the QE depends strongly on the particle
species and energy. It is very beneficial in atomic physics applications that
a QE > 60% can be obtained for electrons in the energy range between 200 eV
and 2 keV and for light ions or neutral atoms/molecules (<40 amu) between
2 and 100 keV.∗ Slower electrons/ions born on ground potential can be accel-
erated to favorable energies by biasing the MCP front face to +200 or ±2000 V,
respectively. Particles with more than 100 keV (“projectiles”) or electrons
above 2 keV energy will still produce a decent QE. This widely covers the

∗ Neutral meta-stable atoms with negligible kinetic but high potential energy can also trigger
an electron avalanche when autoionizing at the MCP surface.
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particle type and energy range of most interest in atomic physics. Ions with
very high masses (clusters, bio-molecules) need a kinetic energy of 10 keV or
more on impact to achieve a QE of 50% (also obtainable by an adequate MCP
bias). Additional coating (e.g., MgO) on the MCP front surface can further
improve the QE of such ions (and also for electrons).

The situation is less favorable for photon detection. MCPs have zero QE
for photon wavelengths >200 nm and only a few percent to 15% in the VUV
(<200 nm) and x-ray regime [7,8]. Coating of the MCP surface with KBr or CsI
increases the QE up to 30% at VUV energies but these coatings are unstable
in ambient air, which makes such detectors difficult to handle [9].

By the use of sealed detector tubes the optical and near-UV wavelengths
becomes accessible with a QE <20%: A photo-cathode on an optical win-
dow, an MCP stack, and a read-out anode (usually a phosphor screen) are
sealed vacuum-tight as a photomultiplier tube and form a so-called image
intensifier. Nowadays, such devices can also be equipped with a variety of
pulse-counting read-out anodes which turns them into useful tools in atomic
physics as open-face MCP detectors [10].

The life-time of MCPs is usually expressed as the accumulated charge out-
put which an MCP stack can deliver before the gain drops significantly. This
“life-time” charge output of an MCP is about 1 C, which numerically corre-
sponds to 600 billion particles “counted” at a gain of 107. But this number is
misleading not only because in daily lab use the MCP “life” is usually limited
by the occurrence of vacuum or mechanical accidences. The gain drop as a
function of accumulated charge is only low (and consequently the life time
long), when the MCPs have been artificially aged by an elaborate process,
the so-called scrubbing. Scrubbing removes all volatile impurities (i.e., gases)
from the MCP bulk material. This is achieved by exposing the biased MCP
stack to a high and uniform dose of electrons or VUV-light until about 10% of
the targeted 1 C life-time charge output is exhausted. During this scrubbing,
the MCP gain drops by a factor of 10–100. This is not necessarily a problem,
if the MCP bias can later be raised to compensate this gain loss.

Without scrubbing the gain drops 10–100 times more rapidly and the life
time is accordingly lower. Prescrubbing of MCPs before use is not an option
if they are exposed to ambient air because the MCPs will reabsorb gases. The
presence of these gas atoms in the bulk material not only leads to an enhanced
gain, but will also bring back the much faster gain drop characteristics of
nonscrubbed MCP.

Exposing a biased MCP to particles in an experiment produces a “natural”
scrubbing process. If this does not happen uniformly (in case of nonuniform
MCP irradiation), then the MCP will eventually experience an unequal gain
response as a function of position which is a significant problem for many
MCP applications. Eventually an MCP will have to be exchanged because this
affects the local detection efficiency, long before the nominal charge output
life time is reached. In this case, usually only the last MCP in the stack needs
to be replaced.
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There are also other effects than gain fatigue which can limit the life time
of MCP. It turns out, for example, that certain particle species such as Helium
ions with about 2 keV kinetic energy cause a not yet fully understood pre-
mature aging process on the MCP input side. While gain fatigue is mainly
a problem of the second- or third-stage MCP, here the MCP front surface,
that is, the first few 100μm of pore depth seems to be affected, probably by
a sputtering process which alters the chemistry of the emissive layer in the
pores and reduces the electron emission yield.

6.3 Particle Imaging and Timing with MCPs

6.3.1 Particle Imaging

Originally MCPs have been developed to boost the sensitivity of night vision
devices. In a standard night vision scope, a transmission photo-cathode con-
verts photons into electrons. These electrons are accelerated in an electric field
and projected onto a phosphor screen (read-out anode) which emits several
photons per incident electron, thus effectively amplifying the incoming light.
Introducing MCPs between the photo-cathode and the phosphor allows an
increase of the gain so that even single photons hitting the photo-cathode
can be visualized on the phosphor screen. For scientific purposes the human
eye is replaced by a CCD camera or the CCD is coupled to the phosphor by
a fiberglass taper. Since this method is not limited to photomultiplier tubes,
open-face MCP detectors with a phosphor screen can be used to detect parti-
cles in the same way. Since CCD devices are usually not vacuum compatible,
the CCD device is usually placed in air observing the phosphor screen through
a vacuum window.

This well-matured technique allows imaging of atomic particles even at
high fluxes and at low system costs. It is robust, very tolerant to electronic
noise, and can give a high spatial resolution of 1000 × 1000 pixels or more.
However, there are three disadvantages:

(1) The imaging quality is affected by CCD-inherent noise background
(especially problematic at low count rates): Dark (not illuminated)
areas turn “gray” over time.

(2) The dynamic range is low. Bright image areas get saturated and blur
the image (pixel overflow).

(3) Nonuniform gain response across the MCP area will proportionally
affect the imaging and thus requires a choice of premium MCP quality
(“imaging grade” or better).

Although some of these problems can be addressed by cooling and elab-
orated read-out schemes, the most challenging disadvantage is the absence
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of precise time information on the detected particles. Standard CCD cameras
operate at a “frame rate” of typically 50 Hz, such as standard video cameras,
corresponding to a temporal resolution of 20 ms (1/50 Hz). Even high-speed
cameras based on CMOS-technique can only reach a few 1000 frames/s, which
is more than seven orders of magnitude slower than the MCP-inherent tempo-
ral resolution. Therefore, CCD/CMOS cameras are not ideal detection devices
in atomic physics, which often requires identifying individual particles with
high temporal resolution.

By gating the MCP bias or, in case of visible photon detection, gating the
photo-cathode or a grid between photo-cathode and the MCP stack a high
temporal resolution can be achieved. This “stroboscopic” method has a rather
limited application range.

However, it is possible to combine the CCD/CMOS techniques with other
read-out methods and thus accomplish a more general time- and position-
sensitive read-out concept for MCPs will be discussed in one of the next
sections.

Nevertheless, there are a number of applications in atomic physics where
the missing time information and the nonideal imaging characteristics of CCD
devices are not crucial. An example is the technique of velocity imaging of
molecular fragments where even the three-dimensional momentum distri-
bution of molecular break-up can be deconvoluted from its two-dimensional
projection onto an MCP detector with a CCD read-out [11].As long as there is a
symmetry in the break-up pattern, an inverse Abel-transformation can recon-
struct the three-dimensional break-up without the need for a third dimension
information, for example, the TOF.

6.3.2 Timing Measurements with MCP Detectors

Due to their compact pores MCP detectors can provide a better temporal
resolution than other SEM devices like Channeltrons and are therefore often
used in place of SEMs even if spatial resolution capability is not required. A
temporal resolution on the order of a few 10 ps can be obtained with adequate
timing electronics (see below). The temporal resolution is usually defined as
the FWHM of a “time peak,” for example, as experimentally obtained from a
measurement on a process with vanishing temporal width.

Coincident detection of particles or correlating particles to outer trigger
events (e.g., a laser shot) also requires time determination with at least a few
nanoseconds’ precision, a task easily achievable since the MCP pulse duration
is on the order of a nanosecond.

Even if the time information is not at all desired and only the particle
position on the MCP detector is of interest, coincidence operation can very
effectively remove a disturbing background from a measurement. Standard
CCD read-out without additional electronic circuits cannot be used here
unless a millisecond temporal precision is sufficient for the experimental
task.
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Determining the time information of a particle requires an MCP operation
in a single pulse counting mode, bringing on a high gain demand (double
or triple MCP stack) and thus count rate limitations. On the other hand, this
counting mode has advantages since it does not require premium MCP quality
with high gain uniformity across the active area (unless highest temporal
precision is aimed for): As long as each charge cloud from the MCP stack
contains a certain minimum number of electrons above the electronic noise
level equivalent, each particle will be registered as “one” and the temporal
resolution will be equal to or smaller than the typical MCP pulse width.

Picking up the signal and “counting” the particle is achieved by a sim-
ple RC-circuit followed by a fast amplifier and discriminator unit, which
provides a logic signal for a counter and/or time digitizer device (e.g., a time-
to-digital converter (TDC) or a time-to-amplitude converter (TAC) followed
by an analog-to-digital converter (ADC)). A “timing anode” is in its simplest
form—just a metal plate placed behind the MCP stack. For achieving optimal
temporal resolution, impedance-matched cone-shaped anodes are commer-
cially available (no position sensitive anode can be used in this case). But it
is also possible to simply pick up the timing signal off an MCP stack bias
contact. Typically the rear MCP stack contact is used for this, but a pick-up
from MCP front end contact or even from an intermediate MCP bias contact
can work as well (see Figure 6.4). This allows placing a position sensitive
anode behind the MCP stack without compromising much on the achievable
temporal resolution which has been reported to be about 40 ps FWHM [12].

While the signals on a read-out anode have a negative polarity, signals
picked up from an MCP contact are positive (the MCP stack as a whole expe-
riences an electron loss during charge drain) and have several 10 mV mean
pulse height (on 50 Ohm impedance termination) under typical MCP gain
conditions for counting mode.

MCP front bias

MCP back bias

To amplifier,
or terminator

Anode bias

FIGURE 6.4
Pick up of timing signals from an MCP contact or from a timing anode. MCP and anode bias
are supplied via resistors (typically >10 kΩ), preferably placed close to the respective contacts.
Capacitors of few nF are used to decouple the signal for amplification and further electronic
processing or for terminating a signal with proper impedance (to avoid ringing).
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Aspect ratio, number of MCPs in the stack and pore size do not only
determine the maximum gain (i.e., pulse height), but also the pulse width
and thus the achievable temporal resolution [3]. Basically, the thinner the
MCP stack, the smaller is the pulse and the better is the achievable temporal
resolution. Other details like introducing spacers between the MCPs will also
determine pulse shape. But a short avalanche path will generally keep the
longitudinal spread of the charge cloud along the channels small and thus
produce a short-time avalanche. Since small pore diameter usually means
short pores (if the typical aspect ratio is maintained), such small-pore MCPs
not only have the potential for optimal spatial resolution, but also have the
potential for highest temporal resolution if used with adequate follow-up
electronic, for example, fast amplifier, precise timing discriminator, and a
high resolution time digitizer.

The common discriminator type for precise timing is the so-called constant
fraction discriminator (CFD) which can produce a digital output signal which
(in theory) does not jitter as a function of the input pulse height (see Figure
6.5). In practice, CFDs can obtain a temporal precision of 1/100 of the input
signal’s rise time. Since also today’s commercial time digitizing circuits have
a temporal resolution of few 10 ps or even better this high temporal precision
of MCPs can actually be used for highly demanding TOF experiments.

6.3.3 MCP Detectors for Simultaneous Time and Position Read-Out

6.3.3.1 Charge-Coupled Devices

Since phosphor/CCD systems are readily available and the additional pick up
of a timing signal from an MCP contact is technically easy, it is straightforward
to combine these two methods. Unfortunately, this limits the count rate to one
particle per frame (typically <1000 Hz) since otherwise the particle counts
cannot be correlated. Only if the rate is low one can indeed measure position
and time of a particle with highest precisions by means of CCD, especially if a
spot-centroiding method corrects for blur effects and cooling allows virtually
background-free and pin-sharp imaging.

If the desired count rate is higher, then other methods than the classical
CCD approach must be used, which requires replacing the phosphor screen
by an anode structure which is able to electronically pick-up the charge cloud
and encode its footprint position. These “electronic anodes” bring about their
own limitations on spatial resolution and particle throughput which will be
discussed in the following sections.

6.3.3.2 Pixel Anodes

The simplest way of turning an anode for timing read-out into a position-
and time-sensitive anode is subdividing it into many separate anode ele-
ments, each equipped with an individual timing electronics chain for a
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FIGURE 6.5
Operation principle of a CFD for enhanced timing performance. The input signal is divided by resistors into two signals with different pulse heights (the
“CFD-fraction,” here: 0.2). While one of the signals is delayed for a certain time (“CFD delay”), which is a little smaller than the rise time of the signal,
the other becomes inverted. Superimposing these two signals produces a bipolar signal with a zero crossing that does (in theory) not jitter as function of
different pulse heights. Two comparators are used to determine the time of the zero crossing: While the “leading-edge” (L.E.) comparator sets a trigger
level (“CFD threshold”) just above the electronic noise, the “zero-crossing” (Z.C.) comparator has a trigger level (“CFD walk”) near zero, that is, it triggers
in the electronics noise and is only in defined states “high” or “low” while the bipolar signal is present. A logic “AND” gate between the two comparator
outputs serves as the pulse height independent logical timing signal (“CFD output”).
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(a) (b)

FIGURE 6.6
Photographs of the front (a) and back sides (b) of a crossed-strip pixel anode. The diamond-
shaped pads on the front side collect the charge cloud and are interconnected in rows via the
back side, forming an array of parallel tracks for each dimension. Each strip is connected to an
individual timing electronics chain with amplifier, CFD, and time digitizer. (From Werner, U.,
unpublished, Universität Bielefeld, 2008. With permission.)

parallel read-out [13]. Using a so-called pixel anode∗ or multianode would
be the ideal read-out concept for MCP if it had enough pixels to allow for a
high spatial resolution. Ideally, there should be one pixel per MCP pore, or
at least the equivalent of the typical CCD chip resolution (1000 × 1000). To
date, this cannot be achieved due to the corresponding electronic complex-
ity. If n is the number of position bins in one direction, then the number of
necessary electronic channels is n2. In practice, it is already quite difficult to
operate pixel anodes with more than about a 100 electronic channels, which
corresponds to only 10–15 position bins per dimension. The problem is not
only the price of the electronics or the space/power consumption required for
it but also the need for setting the electronic thresholds for each channel indi-
vidually. This is necessary to account for nonperfect MCP gain uniformity and
tolerances in the electronic devices. Furthermore, cross-talk and nonuniform
pixel response make this anode type difficult to use. Providing one individual
vacuum feed-through per pixel poses another serious mechanical challenge.
However, if the demand on spatial resolution is low, a pixel anode is the ideal
tool for applications with high count rates and/or for particle burst (multihit)
detection with high temporal resolution.

A variation of the “true” pixel anode is the use of crossed-strip (crossed-
wire) anode structures (see Figure 6.6) for improving the spatial resolution
without increasing of the number of the electronic channels. One electronic
channel is used for each strip of interconnected pixel elements or each wire

∗ Although CCD cameras also employ pixel structures, those are not considered to be pixel
anodes in this context.



Microchannel-Plate Detectors in Atomic Physics Applications 133

[14–16]. Crossed-strip pixel anodes need only 2n electronic channels. With a
practical upper limit on electronic channels the crossed-strip anode approach
thus allows up to 100 position elements per dimension, that is, 100 × 100
effective image pixels. The disadvantage compared to “true” pixel anodes is
the less parallel read-out: The position measurement of two particles arriving
within the electronic dead-time (typically 10 ns) is ambiguous. However, this
ambiguity can partially be resolved by introducing a third strip array [17].

If multihit tolerance is not required at all, then one can further improve the
ratio of the required electronic channels to the number of effective image pixels
by introducing a binary coding scheme of the strips known from the MAMA
(multianode microarray) detectors [18] used for space telescope instrumenta-
tion and from the CODACON design [19]. By using two separate sets of strips
for each dimension it is not necessary to have one separate electronic channel
for every strip. Several strips can be connected to the same read-out channel
as long as it is ensured that the charge cloud footprint covers two neighbor
strips, for example, one of each set (and for each dimension, see Figure 6.7).
Then the position in each dimension can be determined by correlating those
electronic channels which have “fired.” For a given number n of targeted
effective image pixels per dimension (e.g., 1000) the standard crossed-strip
anode would require 2n electronic channels (2000, respectively). The MAMA
concept reduces the channel number to approximately 4 times the square root
of n (128, respectively).

Still, due to the limited spatial resolution (or loss of multihit ability in case
of the MAMA concept) and the overall detector complexity common to all
pixel anode approaches this technique has not yet reached the stage of an
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FIGURE 6.7
Principle of the MAMA encoding for one dimension. If the charge cloud footprint covers two
neighboring tracks, the electronic channels connected to each horizontal line detect a signal in
coincidence, here: channel 1 and channel C. By this method, only 10 electronic channels can
uniquely encode 24 different position pixels.
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ideal all-purpose read-out concept. Recently, a novel type of pixel anode, the
MEDIPIX/TIMEPIX sensor [20], based on modern semiconductor technology
has been introduced for MCP readout. Although resembling a CCD-device
the MEDIPIX chips feature noise-free single photon/particle counting at GHz
rates with high position resolution and even moderate temporal resolution
(see Section 6.3.4.3).

6.3.3.3 Charge Dividing Anodes

Reducing electronic complexity of pixel anodes can be “bought” by intro-
ducing a more elaborate electronic read-out. While the individual read-out
circuits for pixel anodes simply register the presence of a charge pulse above
a minimum detection threshold, it is also possible to measure the amount of
this charge accurately. A read-out anode can be structured in such a way that
information on the accumulated (relative) charge from the anode elements
encodes the centroid position of the charge cloud footprint on the anode.

The simplest version of such a charge dividing anode is the quadrant anode
[21], which looks like a pixel anode with only four elements (see Figure 6.8).
But whereas pixel anodes are placed close to the MCP stack and require a
small charge cloud footprint (i.e., about as big as the pixel), here, a drift gap

Q1 Q2

Q4Q3

FIGURE 6.8
Sketch of a quadrant anode. If the charge cloud footprint from the MCP is enlarged, so that for all
particle positions on the MCP each of the four quadrants receives a charge share, it is possible to
determine the centroid of the footprint (e.g., the particle position) by measuring and comparing
the relative charge portions on the quadrants.
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between the MCP and the anode is introduced to significantly enlarge the
charge footprint [22] such that each quadrant receives a share. If the charge
on each quadrant is precisely determined for each particle, then it is possible to
compute the centroid of the charge distribution, corresponding to the particle
position on the MCP. Introducing such a centroiding method decouples the
achievable spatial resolution from the size of the anode structures, which is
the limiting factor for pixel anodes. If a centroiding method is employed,
then only the accuracy of the relative charge measurement determines spatial
resolution.

The timing signal is picked up from an MCP contact as was described
before and correlated with the anode signals. Therefore, such an anode con-
cept allows both a high spatial and temporal resolution with a small number
of anode elements and electronic channels (<10). The achievable particle rate
is a function of the charge integrating electronics’ dead-time, that is, much
lower than imposed by a CCD’s frame rate.

The quadrant anode is a very simple structure, but has some disadvantages:
Although its systematic image nonlinearity can be corrected for, the nonlin-
ear charge/position response affects the spatial resolution which becomes
position-dependent, for example, poorer in the outer imaging area. The very
large footprint is also quite susceptible to electrostatic and magnetic fringing
fields.

To overcome these problems, different anode structures have been devel-
oped, for example, the wedge&strip (W&S) anode (see Figure 6.9). Due to its
quasi-repetitive pattern it can operate with footprints of only a few millimeters
size and a linear charge/position correspondence can be achieved [23].

As long as the structures are precisely machined and the charge footprint
size covers several pitches of the structure elements, the spatial resolution is
indeed only limited by the accuracy of the charge measurement. In practice,
the signal-to-noise ratio limit allows about 1000 position bins across the
active anode dimension, which is comparable to the typical spatial resolution
achieved by CCD. The “price” for such a high precision is the use of “slow”
read-out electronics (charge amplifier) with several microseconds integration
time. This limits the achievable count rate to about 100.000 particles per sec-
ond. Beyond that the spatial resolution deteriorates until pile-up effects will
finally make this method unsuitable for even higher rates. All signals from all
particles have to be processed through the same electronics chains, therefore
multihits can not be analyzed at all.

This deadlock between resolution and rate limitations cannot be resolved,
but partially relaxed by introducing more sophisticated anode structures.
Examples are the tera-wedge anode [10] and the vernier anode [24,25], the
latter using nine electrodes shaped in a way that a “coarse” position determi-
nation is refined by “phase” coordinates, which in combination allow a much
more precise position determination. This is equivalent to the Vernier scale
on a caliper rule which can improve length measurement by a factor of 10.
Accordingly, the vernier anode allows imaging with almost 10,000 pixels.
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FIGURE 6.9
Sketch of a 3-jaw wedge&strip (W&S) anode. If the charge cloud covers several (at least two)
pitches of this quasirepetitive structuring of three electrodes (“wedge,” “strip,” and “meander”),
measuring the relative charge portions allows for determining the footprint centroid. The foot-
print can be much smaller compared to the quadrant anode and the charge/position response
over the active area is linear. Unlike in this sketch, a real anode contains 20 to over 50 very nar-
row and precisely machined strips and wedges across the active area. See also [31] for a common
4-jaw W&S design.

6.3.3.4 Spatial Resolution

At this point, it is necessary to define the term spatial resolution more accu-
rately because for different anode concepts different definitions exist which
can differ by a factor 2 at least. For CCD and pixel anodes the number of pixels
or the pixel size are often used for defining the spatial resolution (in relative
or absolute terms).

In optics, especially in astronomy, the image definition is often expressed
as the distance between two point-like objects which are just distinguishable
in their image. It turns out that this corresponds roughly to the FWHM of a
line scan through the image of point-like spots, that is, broadened only by the
nonperfect resolution response.

This is an established spatial resolution definition for MCP read-out anodes
and independent from the concept of pixels. This “FWHM-resolution” is
straightforward to measure with the help of pin-hole masks in front of the
MCP. Alternatively, the edge blur of any shadow mask allows an estimation
of the resolution expressed in FWHM [26].

Sometimes, it is not the FWHM that is used to specify resolution, but the
RMS (root mean square or standard deviation) of a Gaussian fit through a spot
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profile, which is a little less than half (0.43) of the Gauss-fitted FWHM value.
This is also a useful definition because it turns out that structures with size of
the RMS are just “apparent” in the image. Furthermore, for a given CCD or
pixel anode the obtainable optical resolution expressed in RMS corresponds
numerically quite well to its nominal pixel size.

Even for continuous anodes like the W&S the image information encoded
as analog signal heights will at some point undergo a digitization for position
computation and further data treatment. This electronic binning should be
smaller than the RMS resolution value or it must be properly weighted with
other resolution limits, for example, imposed by electronic noise. On the other
hand, a high number of pixels on a chip or of the digitization circuit does not
guarantee an equally precise resolution performance, if noise or blur effects
are present. It is therefore important to specify the “valid” resolution in pixels
or RMS, which takes into account all resolution-limiting effects.

6.3.3.5 The Resistive Anode (Encoder)

A disadvantage of the structured charge dividing anodes is that the structures
need to be machined with micrometer precision. Therefore, the most common
commercially available charge dividing anode uses a different approach: The
charge cloud from the MCP is collected on a continuous layer of certain surface
resistivity (typically 10 kΩ/�). If there are several low-impedance contacts
on such a resistive sheet, then an MCP-induced charge will drain off to all
contacts according to Kirchhoff’s law: The distance to each contact is propor-
tional to the resistance. This concept, the so-called resistive anode encoder
(RAE) thus allows position determination by comparing different charge
portions draining off the contacts. Boundary effects and the presence of the
pickup contacts lead to a nonlinear position/resistance correspondence. But
this can be corrected for by specially shaped anodes with border resistors (see
Figure 6.10) [27] or software. The RAE uses similar read-out electronics like
the W&S anodes with the same dead-lock between resolution and rate.
However, as long as the count rates are moderate and multihit detection
is not required, the RAE or other charge dividing anodes are very pow-
erful alternatives to CCD or pixel anodes and feature high spatial and
temporal resolution, especially for small-sized MCPs of 40 mm or smaller
active area: A high relative spatial resolution (expressed in number of
valid pixels) corresponds to a low absolute spatial resolution (measured in
micrometer).

6.3.3.6 Image Charge Method

In recent years, the method of image charge coupling through an insulator to
a read-out anode [28] was adopted also for MCP detectors: The charge output
from the MCP stack is collected on a resistive layer deposited on a substrate
of few mm thickness made of an insulating material. The sheet resistivity is
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FIGURE 6.10
Sketch of a resistive anode (encoder). If the charge is locally collected on the resistive sheet (only
small footprint required), the amounts of charge measured on the four corner contacts allow
for a determination of the position. The special shape and properly matched border resistors
ensure a linear charge/position response over the active area. With such an anode design, it is
also possible to embed a central hole without affecting the image linearity.

typically 10 MΩ/� and thus about three orders of magnitude higher than
on the RAE. As the charge cloud is collected on this “resistive screen” an
image charge is created on any pickup electrode placed behind the insulating
material (see Figure 6.11) [29,30]. Although the charge cloud footprint on
the resistive screen can be very small, the image charge footprint size at the

Photon

Window with
photo-cathode

MCP stack

Image charge
Ceramic substrate
with resistive screen

Pick up electrtode

FIGURE 6.11
Sketch of an MCP photomultiplier (image intensifier) with resistive screen on ceramic substrate
and reconfigurable read-out electrode (anode) placed outside the sealed tube. Although the
charge cloud footprint can be small, the projection of the image charge on the read-out electrode
mediated by capacitive coupling is broadened. An open-face MCP detector for particle counting
can be built likewise, for example, mounted on a flange with the read-out electrode on the air side.



Microchannel-Plate Detectors in Atomic Physics Applications 139

position of the pickup electrode is enlarged to a few mm as a function of
thickness and permittivity of the insulating substrate, the desired value for
most centroiding anode types (charge dividing and others). This has several
advantages, including:

(1) No drift region between the MCP and the anode for enlarging the
footprint is required and the footprint is not affected by fringing
fields.

(2) Image distortions produced by (secondary electron mediated) charge
redistribution on the anode and a certain noise component due to
quantized charge collection are eliminated.

(3) The pick-up structures connected to sensitive electronics can be
operated at ground potential.

(4) The resistive screen can be used as a mechanical vacuum wall
separating the read-out structure with nearby electronic circuits
from the MCP stack in vacuum, thus saving a number of vacuum
feed-throughs.

Especially the latter is very beneficial for novel single photon counting
multiplier tubes [31,32].

6.3.3.7 Delay-Line Anodes

In order to reduce the rate-limiting electronic dead-time effects a different
anode concept than charge weighting was developed which uses only fast
timing electronics circuits: the delay-line anode. As the name implies, the
delay-line anode employs an electronic delay-line to slow down signal prop-
agation speed across the anode. An example is a crossed-strip anode structure
(as used for pixel anodes) but with the strips interconnected by LC circuits or
by meander-shaped tracks (see Figure 6.12) [33,34]. Each circuit or meander
loop introduces a delay (typical 1 ns) for a traversing signal so that an anode
with 50 mm active area has a single path delay of several 10 ns. Typical strip
distance is 1–2 mm. Other layouts like the serpentine delay-line anode [35]
and the helical wire delay-line (HWDL) anode [36] use meander-tracks on a
substrate or helically wound wires (see also below) which act simultaneously
as pickup and delay-line elements.

In all those designs, the arrival time of signals induced by an MCP charge
avalanche is proportional to the relative signal propagation time toward the
two delay contacts (independently for each dimension). Since only timing
electronics as used for genuine TOF-applications are employed, the dead-
time between detected particles can, in principle, be on the order of the MCP
signal width, that is, <10 ns, which principally allows operating at the highest
achievable MCP count rates and is also fairly suitable for multihit detection.
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FIGURE 6.12
External delay-line elements placed on a crossed-strip anode structure. Only one dimension
is shown. The signal is picked up by the strips and split into two signals traveling along the
delay-line toward the terminals. The delay-line is either formed by an LC-circuit chain or a
meander-shaped track. The delay per pitch not only ensures that the charge portions picked up
by the strips superimpose to a properly shaped single signal which propagates along the delay-
line toward the terminals, but also allows for a decent spatial precision as a function of the delay
per pitch and the given electronic temporal resolution.

It is important to note that the delay-line anode also operates via charge
cloud centroiding with the charge cloud footprint covering several pitches.
Therefore, the pitch distance does not limit the spatial resolution as long
as signal rise time and delay between pitches are fairly matched so that
individual charge signals from each strip are merged into one (broader)
signal propagating along the delay-line chain. The achievable spatial resolu-
tion is thus only limited by the temporal precision in determining the relative
signal arrival times on the anode contacts. Since modern timing electronic cir-
cuits allow a precision of <50 ps, a spatial resolution of typically <50 micron
can be obtained easily, corresponding to 1000 pixels or more for a 50 mm
active anode.

Even for large anode formats of >50 mm a high absolute spatial resolution
can be maintained so that large anodes can have an especially high relative
spatial resolution (many pixels). Since signal damping introduced by LC or
meander-shaped tracks limits the useful anode size, large detectors usually
employ HWDL anode arrays. In case of the HWDL, even the absolute spatial
resolution may improve as the anode size is increased. The HWDL consists
of wire pairs which are continuously wound around a support frame for
both dimensions (like a double-helix, remotely similar to the microscopic
DNA-structure). The wires perform simultaneously as charge collectors and
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as signal propagation (delay-) lines. Adequate wire biasing ensures fairly
equal charge sharing between both dimension’s layers and that one wire of a
pair receives an excess charge relative to the other. Thus, a differential signal
is induced which has very low damping on such a parallel transmission line.
Although the signals travel at speed of light, the loop length ensures a proper
delay per pitch (typically 1 mm) as required for the charge centroiding.

The HWDL is a powerful anode concept for large formats from around
50 mm active diameter [37] to the largest MCP sizes of 120 mm or more.
The disadvantage is the delicate three-dimensional wire structure. But by
using adequate materials commercial HWDL anodes have been demon-
strated to possess sufficient thermal and mechanical robustness against
baking demands and vibration as is found in a typical lab environment.

Since recent developments of commercial high-throughput time digitizing
electronics with low dead-time, the delay-line method became almost the
desired “all-purpose” read-out concept for MCPs in the counting mode:

– Spatial and temporal resolutions are nearly as high as theoretically
achievable at all with MCPs, even for large formats.

– The electronics’ complexity is comparably low and the circuits can
cope with the highest possible particle throughput in counting mode.

– The anode is robust and not very complicated in production.
– Operating several delay-line detectors (DLDs) in coincidence is

straightforward simply by adding more synchronized read-out tim-
ing channels to the digitizing electronics.

The DLD only suffers from the nonparallel read-out scheme [38]. In a multi-
hit experiment with many simultaneously arriving particles, the electronic
chains of the delay-line anode will not yield useful information due to the
small but nonvanishing electronic dead-time.

6.3.4 Multihit Detection with MCP Detectors

6.3.4.1 Pixel Anodes and the Hexanode

Nowadays atomic physics experiments demand not only for the operation
of several detectors in coincidence at maximum rate with high spatial and
temporal resolution, but is often also required to detect burst of particles, the
so-called multi hits. The term multihit has likewise been defined before but it
is necessary to refine this by introducing the terms multiplicity of a multihit,
which is the number of particles in the burst, and pulse pair resolution, which
is the minimum time between two consecutive particles (that a certain anode
concept has to cope with).

For MCP detectors it is not so obvious discriminating a multihit from a
series of “single hits” by definition because this depends on the dead-time
of the electronics and/or of the anode concept. In atomic physics, it became
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common to draw the border line somewhere around a few microseconds
time between particles. This is partially due to the typical range of commercial
“multihit TDCs” opposed to slower analog circuits with a few microseconds’
conversion time per particle, as in the case of charge integrating amplifiers or
TAC/ADCs (which are not considered multihit capable devices). It also turns
out that a few microseconds’ period is the upper limit on pulse-pair resolution
required for detecting ionic fragments from a molecular break-up in a reaction
microscope [1], opposed to the time between “single” (uncorrelated) particles
even at high count rates (which is >1μs).

For read-out anodes using only fast timing circuits (i.e., pixel and delay-
line anode) the electronic dead-time is on the order of 10 ns. Modern multihit
TDCs have a pulse-pair resolution of <10 ns and can collect a large number
of hits per channel in the given range. These numbers determine the practical
multihit limitations of pixel and delay-line anodes.

If the temporal distance between two particles is smaller than the electronic
dead-time, defined by the TDC or the circuits before, one can speak of “qua-
sisimultaneous” particles. If one wants to detect such multihit events, then
it is necessary to have a parallel read-out chain like “true” pixel anodes (one
electronic channel per image pixel) or employ a redundant read-out scheme
(see below). Pixel anodes are ideally suited for multihit detection and are
successfully employed for such applications.

But sometimes the demand for spatial resolution in multihit detection tasks
is too high for using a pixel anode, given the nowadays manageable electronic
complexity. For multihits with low multiplicity and/or modest time between
two consecutive particles efforts of using the delay-line anode have been
made. Although signals propagate for several 10 ns on a delay-line anode
before they are processed by the electronics this does not mean that the effec-
tive dead-time for the particle detection is high as well. Signals from several
particle hits can simultaneously travel along the delay-line without inter-
ference. The particle dead-time is only determined by the electronics circuits’
dead-time of about 10 ns, as in the case of crossed-strip pixel anodes. By intro-
ducing the so-called Hexanode (see Figure 6.13) with its third layer it became
possible to reconstruct the relative times and positions for a simultaneous
particle pair with high resolution as long as the two particles are spatially
separated by about 10 mm [39]. If the typical time between particles in a burst
is several 10 ns with only an occasional quasi-simultaneous pair, the Hexan-
ode can measure position and time of each particle very accurately even for
bursts of high multiplicity.

A reduction of the electronic dead-time and thus a further improvement
of the multihit tolerance of delay-line anodes was achieved by bypassing the
CFD circuit and digitizing the analog signals from the delay-line anode termi-
nals with fast sampling ADCs. Thus even signals with slight overlap (“camel
pulses”) can be properly timed after pulse-shape digitization and “soft(ware)-
CFD” algorithms [40]. Even the pulse height of signals can be used for the
event reconstruction because all signals induced by the same particle on the
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FIGURE 6.13
Sketch of a hexanode formed by an HWDLarray. Charge footprints within the circle are registered
by all three delay lines, ensuring redundant information on each particle’s position. Thus, it is
possible to recover position and time information for several particles beyond the electronic
dead-time limit: even simultaneously arriving particle pairs can be detected as long as they have
a minimum spatial distance of at least 10 mm.

detector elements have a certain height, which might be different for another
particle in the multihit event. The latest commercially available generation of
such fast sampling ADCs allows a high throughput and it seems only a matter
of developing fast pulse-shape algorithms until the “traditional” CFD/TDC
timing read-out chains with their dead-time limitation will be replaced by
this new read-out method. However, the software development is a very
complex task and due to the small number of parallel electronic chains and
the given signal width there will still remain a practical limit on the number
of quasi-simultaneous particles in a burst which can be analyzed.

6.3.4.2 CCD and Hybrid Detectors

For very multiplex and/or quasi-simultaneous multihit events (e.g., explosion
of a large cluster or molecule) with high spatial resolution demand methods
with CCD cameras have been developed which are redundant to the pixel
anode and hexanode approaches. The “price” for using a CCD is of course the
low event rate (only one multihit per CCD camera frame as it is also the case for
single particle counting with CCD). As long as this is not a limiting factor one
can, for example, combine a pixel read-out with a CCD camera by weaving a
crossed-strip array into the phosphor screen [41]. Due to the large number of
parallel read-out channels this hybrid method can analyze a higher number
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of quasi-simultaneous hits than the hexanode: While the pixel anode provides
a precise temporal resolution and a coarse spatial resolution for each particle,
the CCD refines the spatial resolution for each counted particle. However,
limitations for truly simultaneous particles remain. Also, the complexity of
the electronic circuits and of correlating the hits to the phosphor spots is high.

To overcome these disadvantages a different technique working entirely
with “optical” read-out has been developed: A pair of CCD cameras is imag-
ing the same phosphor screen behind an MCP stack [42]. Electronic shutters
for both cameras are triggered by the pulsed ionization source (e.g., a laser
shot). While one of the cameras has a long exposure time the other camera
is gated with a time constant of about the decay time of the phosphor’s light
emission characteristics. This modulates the brightness of a particle “spot”
in the CCD image with the relative particle arrival time for this second cam-
era. Comparing the brightness of each spot in the two exposures allows a
fairly precise time determination for each of the quasi-simultaneous particles
arriving in a burst.

This method cannot detect “late” hits, for example, the burst duration can
be only a few times the phosphor’s light emission decay constant (which can
be selected from few ns to several 10 ns), but within this time range there is
virtually no limitation on the number of particles in the burst.

6.3.4.3 MEDIPIX/TIMEPIX Sensors

As mentioned earlier, there is a very recent development of pixel detectors
from the CERN Electronics Department based on most advanced semicon-
ductor technique, the so-called MEDIPIX chips. These can also be applied for
MCP read-out and find first applications in atomic physics [43]. Although
initially designed as an advanced-performance photo-diode array for noise-
free x-ray counting at GHz rates this detector type can also be used as
a sensor for electron detection and consequently as an anode for MCP
read-out.

A pixelated array of 256 × 256 diodes with 55μm pitch (Medipix2, active
area about 14 × 14 mm2) is placed on an ASIC read-out chip, backing each
individual pixel with an amplifier, a twofold discriminator (separately tune-
able), and a 14 bit counter. The dead-time per pixel is 10μs and the counters
are read out with about 1 kHz frame rate. The latter is similar to CMOS/CCD
frame rates but since the MEDIPIX operates fully digital there is no read-
out noise, dark current or over-spill effect as common even to the most
advanced CCD chips. On top of being a true counting device, a modifica-
tion of the MEDIPIX (the so-called TIMEPIX) sensor now even allows for a
time tagging of each individual count with 10 ns precision and/or a charge
measurement.

Since the detection threshold for photons and electrons is 4 keV the
MEDIPIX/TIMEPIX sensors are already suitable as standalone detectors for
some atomic physics applications. If placed behind a MCP the whole range of
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particles/photons can be detected. By butting four chips together, the active
area can be increased to 28 × 28 mm2 with 512 × 512 pixel and the effective
position resolution can further be improved by charge cloud centroiding
below the physical pixel size [44], even at comparably low MCP gain (thus
allowing for counting rates well above 1 MHz).

Although the temporal resolution of 10 ns may not be sufficient for a typi-
cal TOF application one can refine the precision by correlating these time tags
from the TIMEPIX sensor to signals picked up with <100 ps temporal reso-
lution from the MCP stack (which must then be operated in saturation). This
principally allows multihit detection with 10 ns dead-time at about 1 MHz
detection rate and high temporal/spatial resolution over ∼30 mm active
diameter.

6.4 Outlook on Future MCP Detector Concepts

These developments on semiconductor detection techniques will sooner or
later revolutionize MCP read-out. To date, these sensor developments are
extremely expensive and exclusive to larger collaborations. Therefore, other
inventive concepts will be needed in the mean time for the next step toward
the flexible, affordable all-purpose read-out anode for MCP detectors.

As soon as fast sampling ADC systems with high data throughput and
fairly large channel number will become affordable, the next logical step is
introducing centroiding methods to pixel anodes. It has been shown that
crossed-strip anodes equipped with precise charge amplifiers and digitizers
can reach a spatial resolution by centroiding (similar to the W&S anode) which
is a factor of 100 more precise than the pitch distance, for example, sufficient
to image even individual MCP pores [45].

Using about 100 sampling ADC channels on a 50 × 50 crossed-strip anode,
each operated as a fast charge digitizers with “poor” resolution (integration
time only on the order of the natural signal width), position centroiding of
a large footprint may at least allow for a 20-fold resolution refinement com-
pared to the pitch distance. Thus 1000 × 1000 pixels spatial resolution could
be achieved with high temporal resolution.

Such a detector would be fairly multihit capable (especially in three-layer
version similar to the Hexanode) due to the high number of parallel chan-
nels. It would also be easier to operate than classical pixel anodes because
no detection thresholds need to be set and “cross-talk” between strips due
to a broad charge cloud footprint is not a problem but a feature. The con-
cept would bring together almost all currently pursued read-out methods.
But even before this anode/read-out concept may become available, steady
improvements of electronic circuits in general will help optimizing each of
the present approaches for MCP read-out and give atomic physicist over time
even better tools to master the next experimental challenges.
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7.1 Introduction

7.1.1 Overview

In atomic collisions, the products that are observed following a reaction are
photons, electrons, and ions. In addition to simply recording the number
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of events, the energy and angular distributions of the emitted photons or
particles are often of interest.Although much can be learned from spectral dis-
tributions (energy or angle), frequently it is necessary to obtain more detailed
information by isolating and identifying specific outcomes of a collision reac-
tion. Such detailed information can be gained through the use of coincidence
techniques, in which two or more reaction products from the same collision
event are associated (or correlated) in time (see, e.g., [1–5]). This association
is accomplished by electronically recording the time difference Δt between
detection of the products of interest and necessarily assumes that the detected
reaction products resulted from a single event. It is noted that if the detection
rate for one or both of the individual reaction products is very high, then
accidental coincidences from two or more separate collision events occur. To
the extent that most of the recorded coincidences are due to single-collision
events, coincidence techniques provide a powerful tool that permits detailed
insights into collision reactions and consequently are widely used in all areas
of atomic collision physics.

While the specific instrumentation used in different coincidence setups
can vary widely, from a collection of individual electronic modules to rather
large-scale arrays integrated onto a single “board,” it remains true that the
underlying features of all coincidence techniques share a common structure
and logic. It is these common aspects that will be presented in this chapter.
The discussion is aimed at the graduate students just beginning their research
and who are called upon to set up a coincidence circuit for the first time, or for
the more advanced scientist who has not previously used coincidence tech-
niques but finds the need to employ them. Hence, much of what is presented
here will already be familiar to the experienced user of coincidence circuits.
The viewpoint of the novice user is taken because it is unlikely that the sci-
entist already experienced in coincidence techniques will benefit from any
overview of coincidence techniques, but will instead require more detailed
and specialized aspects relevant to a given circuit. Moreover, no attempt is
made to describe individual modules from particular manufacturers because
the precise specifications and controls of individual units can vary widely,
although the intended use or application might be the same.

7.1.2 Using Coincidence Techniques to Study Reactions: An Example

As an example, consider the following collision reaction (see Refs. [3,4] for
similar collision systems):

O7+
(1s) + He →

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

O6+
(1snl) + He+ + hν (single capture) (7.1a)

O6+
(1snl) (transfer ionization) (7.1b)

+He2+ + e− + hν
O7+

(1s) + He+ + e− (single ionization) (7.1c)
O7+

(1s) + He2+ + 2e− (double ionization) (7.1d)

O8+ + He+ + 2e− (electron loss + single ioniz.) (7.1e)

O8+ + He2+ + 3e− (electron loss + double ioniz.) (7.1f)
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Here, the He target atom undergoes single or double ionization, whereas
the incident projectile captures an electron, remains unchanged, or loses an
electron. Additionally, the projectile, the target, or both could be excited in
the collision and subsequently emit a photon as part of the de-excitation pro-
cess (Equations 7.1a and 7.1b). Each of the six possible outcomes represents a
specific and unique collision reaction. Thus, to properly characterize the col-
lision reactions listed in Equations 7.1a through 7.1f and to provide detailed
information on theoretical calculations, it is necessary to isolate the individ-
ual processes by associating each of the target ionization states with a specific
outgoing projectile charge state. It should be noted that the other reaction
products might be detected as well, that is, the photons [1,5] or electrons [2]
that are emitted as a result of the collision process. While the detectors required
for these latter products would be different, in general, coincidences between
any pair of reaction products can be detected and the coincidence techniques
used to isolate individual collision outcomes remain the same.

A simple schematic of an apparatus that could be used to study the reac-
tions listed in Equations 7.1a through 7.1f is shown in Figure 7.1. An incoming
ion Aq+ with speed v interacts with the target in the collision region which
may consist of a collision cell (shown) or a gas jet. As a consequence of the
collision, the target may become ionized, whereas the projectile may or may
not change charge. The target ions are typically born at very low energies and
may be extracted from the collision region with a transverse electric field of a
few volts per centimeter to several hundred volts per centimeter depending
on what information is to be obtained from the reaction. Meanwhile, the pro-
jectile ions can be passed through a magnetic (shown) or electrostatic analyzer
to separate the outgoing beam into its individual charge-state components.
The individual components can then be recorded with various types of solid-
state or gas-filled particle detectors. Individual solid-state detectors may be
used for each beam component or a single position-sensitive solid-state detec-
tor may be used to collect all the charge state components simultaneously.

Collision region Magnet

MCP

A(q+1)+

Aq+, (q–1)+, (q+1)+

A(q+1)+

Aq+

v +V

–VAq+

He+, He2+

FIGURE 7.1
Schematic of apparatus that can be used to study reactions such as those listed in Equations
7.1a through 7.1f. In this setup, recoiling target ions are detected in coincidence with projectile
charge-changing events. Electrons and photons may also be ejected in the collision but they are
not detected in the apparatus shown here.
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Consideration of the various types of available detectors is outside the scope
of the present discussion.

To determine specific collision outcomes, or reaction channels, target ioniza-
tion (He+ or He2+) must be associated with the outgoing projectile ion that
caused the ionization [4]. Since a given target ion and the associated projectile
ion resulted from a single collision event, that is, they occurred in coincidence
with each other, there must be a definite time correlation between them. If this
time correlation can be recorded, then a given collision process is uniquely
identified.

7.2 Essentials of a Coincidence Circuit

In this section, the basic elements of a coincidence circuit are presented, along
with a discussion of the general operating logic of the circuit. Following
this, the individual electronic modules utilized in the coincidence circuit are
considered in more detail to give an overview of their basic operation. A dis-
cussion of the basic elements of a coincidence circuit, the modules used in it,
and applications can also be found in Ref. [6]. Prior to discussing a coinci-
dence circuit, however, it is desirable to briefly describe the types of signals
(linear and logic) employed at the various stages of the circuit.

7.2.1 Linear and Logic Signals

In a coincidence circuit, both linear (analog) and logic (digital) pulses are uti-
lized at various stages and so it is useful to distinguish between them and to
describe their basic features. In Figures 7.2 and 7.3, respectively, are shown the
typical characteristics of linear and logic pulses, as well as a listing of some of
the electronic modules used in processing each of these signals. Both linear
and logic signals can be “slow” or “fast” depending on the application.

Linear pulses, so called because the relative amplitude is preserved when the
signal is processed by a given module, are classified as slow or fast depending

Slow:

Fast: W

W

A

A

A = amplitude

A = amplitude
Detectors, preamps,
spectroscopy (slow)
amps, timing (fast)
amps

W = width

W = width

= 0–10 V (pos.)

= 0–4 V (neg.)

= 10–200 ns

= 0.5–5 μs
Typical devices:

FIGURE 7.2
Examples of slow and fast linear pulses, their characteristics, and devices that produce or process
these pulses.
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Discriminators, gate and
delay generators,
coincidence units, fan-in/fan-
out (FIFO), level adapters

0.5 μs 0 VTTL:

0 V

0 V Logic “0”

Logic “0”

Logic “1”

Logic “1”

0 V
NIM: 10–200 ns

–1.0 V

5 V

Typical devices:

FIGURE 7.3
Examples of slow (TTL) and fast (NIM) logic pulses, their characteristics, and devices that produce
or process these pulses.

on the width of the pulse: 0.5–5μs for slow pulses and 10–200 ns for fast pulses
as shown in Figure 7.2. Typically, slow pulses have amplitudes in the range
0–10 V, whereas fast pulses have amplitudes of 0–4 V. Both slow and fast sig-
nals can be positive, negative, or bipolar. In the latter case, the pulse has both
a positive and a negative half cycle.

On the other hand, logic pulses have fixed amplitude and also have long
and short pulse widths classified according to the type of logic. In Figure 7.3,
both transistor-transistor-logic (TTL) and Nuclear Instrumentation Module
(NIM) logic pulses are shown. While other types of logic pulses are sometimes
used, the two shown are common and illustrate the necessary principles. The
essential feature of logic pulses is that they have two possible states: Logic “1”
and Logic “0,” allowing electronic decision-making based on the particular
state. TTL Logic 1 signals have a fixed amplitude, usually +5 V, and a width
of 0.5μs, whereas Logic 0 has amplitude of 0 V, constituting slow logic. On
the other hand, fast NIM logic signals have a negative Logic 1 amplitude of
about −1.0 V and a width that can range from 10 to 200 ns, and a quiescent
state of 0 V for Logic 0.

7.2.2 Block Diagram of a Coincidence Circuit

Figure 7.4 presents a simplified block diagram of a coincidence circuit [6]
showing the basic electronic functions required to process signals from the
individual detectors used to record the reaction products from the collision
processes listed in Equations 7.1a through 7.1f and to correlate these signals
in time. A variety of electronics modules with specific functions are required,
involving a combination of both linear and logic input and output pulses.
Again it is noted that instead of detecting target ions and outgoing projectile
ions, electrons or photons produced in the collision could also be detected
and correlated in time.

Referring to Figure 7.4, the detector signals generated from the separate
products of a collision event are passed to a preamplifier located in close
physical proximity to the detector to prevent attenuation of the signal by
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PRE-AMP

MCP

Target
ions

Proj.
ions SB

Lin. Lin.

Lin.
Lin. Lin.

Lin.

A

ADC

DELAY

START

STOP
COMPUTERTAC

(Δt ∝ A)

FAST AMP

PRE-AMP FAST AMP

DISC

DISC

MCP = microchannel plate
SB = surface-barrier detector
Lin. = linear signal

Logic

Logic

Δt

FIGURE 7.4
Block diagram showing the typical components of a coincidence circuit. The diagram shows the
basic electronic modules required to process signals and the types of input and output signals
associated with each module.

boosting the signal amplitude. Preamplifiers are usually designed (a) to
preserve the fast rise time (typically 10–50 ns) of the signal to permit counting
rates as high as possible, and (b) to provide suitable amplification for the lin-
ear amplifier that follows it. The fast linear amplifier, which might be located
quite some distance away from the preamplifier (several tens of meters) fur-
ther amplifies the signal (typically in the range 1–4 V) and provides some pulse
shaping for subsequent time or energy (or both) analysis. Both the preampli-
fier and the fast amplifier are linear devices, that is, their output amplitudes
are proportional to the input amplitude. The primary function of the ampli-
fier is to provide a suitable signal that can be time or energy analyzed by
the discriminator or ADC that follows it. In addition to signal amplification,
the amplifier typically provides for shaping of the pulse by changing the rise
and fall times, that is, the pulse width can be changed, which helps to distin-
guish true event signals from background electronic noise. There is a trade-off
because larger pulse widths permit better signal-to-noise discrimination, but
at the same time reduce the count rate capabilities and may also reduce the
time resolution of the instrument.

Following the amplifier is a discriminator (DISC) that is used to generate a
logic pulse that will be used as the START or STOP signal for a reaction event of
interest, that is, a detected target ion, projectile ion, electron, or photon. The
DISC analyzes the incoming signal amplitude (voltage) from the amplifier
and determines if the amplitude exceeds the threshold voltage setting of the
DISC. If it does, then a logic “1” pulse is generated; if not, then no output
signal (a logic “0”) is generated.
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Two logic signals representing different reaction products, with a time dif-
ference Δt between them, are then used as the START and STOP inputs to a
time-to-amplitude (TAC) converter, which converts the time difference into
an amplitude A (voltage) proportional to Δt as indicated in Figure 7.4. The
time difference includes intrinsic differences due to particle flight times and
individual response times of the detectors, but may also include additional
delay (DELAY) that is introduced into the circuit to obtain time differences
in a range required by the TAC. Typical TAC time ranges vary from a few
picoseconds to several microseconds, while the linear output signal of the
TAC typically lies in the range 0–10 V. Because any desired delay can be intro-
duced into the inputs to the TAC, either signal can be chosen as the START
or the STOP. Typically, the signal from the detector with the lowest count rate
(detectors can have vastly different count rates due to geometry and detector
efficiency) is used as the START to reduce the number of events that are pro-
cessed by the TAC. Since an output from the TAC occurs only when there is
both a START and STOP signal present within the selected time range of the
TAC, reducing the number of START signals reduces significantly the “busy”
time of the TAC, while causing no loss in capability for detecting correlated
START and STOP events by the TAC.

The output signal generated by the TAC is then sent to an ADC in which
the amplitude of the incoming signal is converted to an integer number called
a channel number with typical maximum values of 210 (1024) to 213 (8096) and
proportional to the output amplitude A. These numbers are then stored by a
COMPUTER event-by-event so that different gating conditions can be applied
to the collected data, and the data can later be replayed for more detailed anal-
ysis. This mode of data collection is referred to as event mode data acquisition.
Gating conditions are used to apply various constraints on the collected data
to isolate particular reaction outcomes. From the collected data, a histogram
spectrum of events (counts) versus channel number can be derived. For events
that are correlated in time, for example, a target ion that results from a colli-
sion with a projectile ion, a large number of events will occur in a small range
of channel numbers because these events have a definite time relationship Δt
between them. Hence, a peak corresponding to these coincidence events is seen
in the histogram spectrum in the vicinity of the channel number correspond-
ing to this time difference. A typical histogram spectrum for target ionization
coincident with electron capture by the projectile is shown in Figure 7.5 [7].
It is noted that random coincidences also occur in which the START and STOP
pulses did not originate with the same collision event. However, these lat-
ter coincidences are expected to appear approximately uniformly over the
time range of the TAC and hence appear as a nearly constant underlying
background in the histogram spectrum.

As a final point, we note that frequently the functions of the TAC and
the ADC are combined into a single unit forming a time-to-digital converter
(TDC) as shown in Figure 7.6. In this case, START and STOP signals with a time
difference Δt are provided to the TDC, the same as for the TAC, but instead
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FIGURE 7.6
Schematic showing the TAC and ADC functions combined into a single module referred to as a
TDC. See Figure 7.21 for more details.

of giving a linear output signal of amplitude A, Δt is converted directly into
an integer number proportional to Δt.

Also, the functions of the ADC and the computer can be combined into a
single unit to form a multichannel analyzer (MCA) as shown in Figure 7.7.
In this case, the computer stores the data as one or more histogram spectra
and has appropriate software for data manipulation and analysis. Usually,
an MCA is used when only histogram spectra are being recorded, or when
coincidence events are not being detected. When data are stored using an
MCA, individual events are not recorded, that is, there is no event-mode
data acquisition, so there is no possibility to later replay the data and apply
different gating conditions to the physical parameters.

7.3 Individual Electronics Modules

In this section, the individual electronics modules required in a coincidence
setup are described. The modules are divided into three categories: (1) linear,
including detectors (slow and fast), preamps, spectroscopy (slow) amps, and
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FIGURE 7.7
Schematic showing the ADC and COMPUTER functions combined into a single module referred
to as an MCA. See Figure 7.22 for more details.

timing (fast) amps; (2) logic, including discriminators, gate and delay genera-
tors, multicoincidence units, fan-in/fan-out (FIFO) units, and level adapters;
and (3) other, including TACs, ADCs, TDCs, and MCAs. Because several
different modules of each type are commercially available with varying spec-
ifications and features, only the general operating characteristics, which are
similar from module to module, are described.

7.3.1 Linear Devices

7.3.1.1 Detectors

There are many different types of detectors but the common feature is that
most of them are designed to detect the individual products resulting from
a reaction event. Specifically, these products can be positive or negative ions,
neutral atoms, electrons, or photons. Typically, detectors produce small pos-
itive or negative output pulses when a particle or photon is incident on
the detector as shown in Figure 7.8. Detectors are usually sensitive to the
amount of energy deposited within them and hence the output signal is
closely proportional to this energy with a degree of accuracy dependent on
the type of detector and the specific application. The amplitude of the output
signal is typically in the range 10–50 mV, with a width that is dependent on
whether the detector has a slow or fast response time. For silicon and ger-
manium detectors with relatively slow response times such as those used
for photon and particle detection, the output signal can have widths up to
∼0.5μs. On the other hand, detectors with fast response times such as channel
electron multipliers, microchannel plates, plastic scintillators, and phototubes

Detector

Output

Particle or
photon

FIGURE 7.8
Schematic of a detector showing the incident particle or photon and the resulting output signal
generated.
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In Out
PRE-AMP

FIGURE 7.9
Schematic of a typical preamplifier. Usually the input signal is negative, whereas the output
signal could be negative (shown) or positive.

used to detect photons, electrons, ions, and other particles have output signal
widths in the range 10–50 ns. In the case of either slow or fast detectors, the
output signal is usually directed to a preamplifier.

7.3.1.2 Preamplifiers

The main purpose of the preamplifier is to increase the amplitude of the detec-
tor output signal to a few tenths of a volt as indicated in Figure 7.9. Usually, the
preamplifier is located in close physical proximity to the detector to prevent
attenuation of the signal and the introduction of additional electronic noise. In
addition to amplification, the preamplifier may do some shaping of the pulse
to increase signal-to-noise discrimination, or to enhance its pulse height res-
olution for subsequent energy analysis of the pulse. Both the amplification
and the shaping must make the signal suitable for input to the amplifier that
follows. Sometimes preamplifiers also invert the polarity of the pulse (nega-
tive to positive), but this is usually done only for convenience in subsequent
processing.

7.3.1.3 Spectroscopy (Slow) Amplifiers

A spectroscopy amplifier (SPEC AMP) is used to increase the pulse amplitude
to a value in the range 0–10 V and also to modify the pulse shape for the best
energy resolution. Both of these features are indicated in Figure 7.10. While
the output pulse polarity is usually positive, there may be applications where
it is negative, and so the output polarity can often be changed. Typically, for
the best energy resolution, the pulse width should be in the range 1–10μs.
The output pulse amplitude must also be proportional to that of the input
pulse in order to preserve linearity with the energy of the detected photon
or particle. The output of a SPEC AMP is frequently used as the input to an
ADC for direct energy analysis of the detected photon or particle.∗

7.3.1.4 Timing (Fast) Amplifiers

As with a SPEC AMP, a fast timing amplifier (FTA), shown in Figure 7.11,
is used to linearly increase the pulse amplitude but typically the output

∗ See Figure 7.18 for an explanation.
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In
Out

SPEC AMP

FIGURE 7.10
Schematic of an SPEC AMP. Typically the input signal is negative, whereas the output signal can
be positive (shown) or negative. In addition to amplification, the output signal also undergoes
shaping and may be inverted as indicated.

amplitude does not exceed 4 V. While the output is linear, the primary purpose
of a fast amplifier is to produce a signal suitable for input to a DISC (see below)
from which a logic signal can be derived for use in subsequent timing appli-
cations. Thus, any shaping done on the pulse must preserve the inherent
time information while at the same time allowing true event signals to be
discerned from electronic noise. As such, the widths of output pulses from
an FTA usually do not exceed ∼200 ns. The output from an FTA can be pos-
itive or negative (the latter being the usual case) and must match the input
requirements of the DISC or other module that follows it.

7.3.2 Logic Devices

7.3.2.1 Discriminators

A DISC, shown in Figure 7.12, is used to select input linear pulses with ampli-
tudes greater than a certain set value, or, equivalently, to reject pulses with an
amplitude smaller than that value. To accomplish this, a voltage level (DISC
LEVEL) is adjusted so that only pulses with amplitudes larger than this value
will result in an output logic 1 signal. For timing applications, this output
signal must have a fast rise time and a narrow width, that is, fast logic, and is
typically a negative NIM logic signal (see Section 7.2.1 and Figure 7.3). There
are two common types of discriminators: leading edge (LE) and constant fraction
(CFD). For an LE DISC, the DISC LEVEL is set to a certain voltage above (or

In Out
Fast timing amplifier

FIGURE 7.11
Schematic of an FTA. Usually the input and output signals are negative. In addition to
amplification, the output signal also undergoes some shaping as indicated.
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In OutDISC

DISC
LEVEL

Linear Logic

FIGURE 7.12
Schematic of a DISC. Usually the linear input signal is negative, whereas the logic output signal
may be positive (TTL) or negative (NIM) (only the negative output is shown). DISC LEVEL refers
to the voltage setting of the DISC (see text).

below) 0 V on the leading (rising) edge of the input pulse. On the other hand,
in a CFD, the DISC LEVEL is set to a certain constant fraction of the input
pulse height. Usually a CFD gives better time resolution than an LE DISC,
especially when input pulses have significant variations in their amplitudes
and relatively slow rise times.

7.3.2.2 Gate and Delay Generators

Gate and delay generators (GDGs) are used to regenerate a logic (GATE)
signal and to introduce some delay prior to delivering the output logic pulse.
The delay is typically adjustable in the range 10 ns to 1 ms, and a voltage
output is usually provided for accurate setting of the desired delay with the
width of the pulse determining the length of the delay. Figure 7.13 shows
a schematic of a GDG and the timing sequences associated with the input
and output logic pulses. Outputs from GDGs are often used to enable or to
inhibit other modules and instrumentation in a data acquisition system such
as TACs, ADCs, TDCs, scalars, and computers. In any coincidence circuit, the
relative timing of the various pulses and the subsequent actions are critical
and GDGs can provide the means to accurately adjust these times.

7.3.2.3 Multilevel Coincidence Units

Frequently, it is necessary to perform AND and OR functions on a multiple
number of inputs in order to place “conditions” on the events of interest, for
example, to accept or reject certain events depending on the outputs generated
from various detectors. Both the inputs and outputs must be logic signals. The
AND and OR functions and the placing of conditions can be accomplished
with a multilevel coincidence unit as shown in Figure 7.14. As indicated in
the figure, there is provision for several inputs, and the number of inputs to
be analyzed for the desired function (AND or OR) can be selected with the
COINC LEVEL. For example, there may be three logic inputs but an AND
function might be required between any two of them, in which case a COINC
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FIGURE 7.13
Schematic showing a GDG and the timing sequences associated with the INPUT, DELAY, and
OUTPUT logic pulses. A GDG typically provides both negative (shown) and positive output
logic signals.

LEVEL of 2 would be selected. Similarly, the input logic signals from any
one of four detectors may be sufficient to “trigger” a subsequent action, and
hence the OR function with a COINC LEVEL of 1 would be selected. Since
multilevel coincidence units can vary quite widely, the operating manual for
a given model must be consulted.

In

COINC
LEVEL

1    2    3    4

AND

OR

Out

FIGURE 7.14
A typical multilevel coincidence unit. For multiple inputs, either AND or OR functions may be
selected, as well as the number of inputs (COINC LEVEL) to be considered in the coincidence
requirement.
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7.3.2.4 Fan-In/Fan-Out

Sometimes, it is desired to mix a number of logic inputs and derive from
them a single logic output, or, conversely, use a logic single input to pro-
duce a number of identical independent logic outputs. These functions can be
accomplished with the so-called FIFO module as illustrated schematically in
Figure 7.15. When used in the fan-in mode, multiple logic inputs, for example,
from several discriminators, are mixed to provide a common output (actu-
ally, there may be several identical outputs for multiple subsequent uses). For
example, the outputs from any one of several event channels might be used
to initiate processing by an ADC or conversely to inhibit a scalar or other
instrument. If all of the inputs occur within the signal processing time (a few
nanoseconds) of the instrument, then the fan-in mode functions essentially
as an OR module.

In other situations, a single input logic signal might be needed to simul-
taneously “trigger” several subsequent devices. This can be accomplished
using the fan-out mode of the module. For example, the logic signal resulting
from a particular detector channel is frequently used to provide simultaneous
START signals to several TACs that receive their STOP signals from individ-
ual detector channels. In Equations 7.1a through 7.1f, this could correspond
to detection of a He+ or He2+ ion providing the common START signals, while
the separate signals from O6+ (electron capture), O7+ (no charge change), and
O8+ (electron loss) would provide the individual STOP signals.

7.3.2.5 Level Adapters

Frequently, it is necessary to translate one type of logic signal into another,
for example, NIM to TTL or vice versa, and possibly the inverse of these logic

FIFO START
TAC

TAC

TAC

TAC

START

START

START

STOP 1

STOP 2

STOP 3

STOP 4

In Out

From
DISC

FIGURE 7.15
Schematic of an FIFO in which (a) a number of logic inputs can be mixed to provide a single logic
output (not shown), or (b) a single input can be used to provide multiple identical logic outputs
(shown). Mode (a) constitutes a fan-in, while mode (b) constitutes a fan-out.
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signals might be needed as well (see Section 7.2.1). Such a situation can arise,
for example, if the NIM output of a DISC is used as the input to a subsequent
logic device that accepts only TTL signals. These logic translation functions
are carried out using a level adapter as illustrated in Figure 7.16. If multiple
outputs of the translated signal are required, then the level adapter can be
followed by an FIFO to accomplish this task.

7.3.3 Other Devices

7.3.3.1 TAC Converter

To detect coincidences between two time-correlated events, a TAC converter
can be used, in which the time difference Δt between two input logic signals,
START and STOP, is represented as an analog output pulse with amplitude
(voltage) A such that Δt ∝ A. The functional operation of a TAC is illustrated
schematically in Figure 7.17. The maximum time difference is selectable in
ranges that vary typically from about 100 ps to 100μs, while the maximum
output voltage is typically 2, 4, or 10 V. For example, for a time range of
2μs and a maximum output amplitude A = 10 V, a time difference Δtmin = 0
corresponds to A = 0 V, while Δtmax = 2μs corresponds to A = 10 V. The ana-
log output pulse from a TAC, which is proportional to the time difference Δt,
can then be used as the input to an ADC (see below) for analysis of the pulse
height (amplitude) and conversion to an integer number.

7.3.3.2 Analog-to-Digital Converter

An ADC is used to represent the amplitude (voltage) of an input analog signal
as an integer number. Two common uses are to analyze the input signal cor-
responding to (1) the time difference Δt between two events, or (2) the energy

In Out
NIM

NIM
NIM

TTL
TTL

TTL

FIGURE 7.16
Schematic of a level adapter in which an input logic signal of one type can be translated to another
type of logic signal or its inverse.
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Δt ∝ A

Δt

START

STOP
TAC

A

FIGURE 7.17
Schematic showing the functional operation of a TAC converter. The amplitude of the linear
output signal is proportional to the time difference Δt between the input logic pulses.

of a detected reaction product. Each of these uses is illustrated in Figure 7.18.
Functionally, an input voltage in a range such as 0–10 V is converted to an
integer, called a channel number, in a range such as 0–1023 (= 210) such that
0 V corresponds to channel 0, and 10 V corresponds to channel 1023. In this
example, each channel corresponds to about 10 mV. In an ADC, the number of
conversion channels can typically be adjusted to give the desired resolution,
for example, 29, 210, 211, 212, 213, and so on.

This resolution is chosen based on the time or energy resolution of the input
analog signal to give a sufficient number of channels in the histogram peak
corresponding to the time-correlated events or the energy of the detected
particle or photon. In this regard, there is a trade-off between having too
few channels such that time or energy information is lost and having so
many channels where no additional time or energy information is gained
at the expense of causing the ADC to be “busy” with unnecessary processing.
Figures 7.5 and 7.19 [8] show typical time and energy (x-ray) histogram spec-
tra, respectively, with an appropriate number of channels in the peak regions
in each case.

Moreover, if one reaction outcome, for example, an electron, is associated
with another reaction outcome, for example, a photon, using a TAC as in

TAC

START

STOP

SPEC
AMP

ADCIn

In

A

A

Integer
number

Integer
numberIn ADC

Δt ∝ A

Energy ∝ A

Δt

FIGURE 7.18
Schematic showing two common uses of an ADC: (upper) to analyze the linear signal from a
TAC corresponding to the time difference between two events and (lower) to analyze the linear
signal from an SPEC AMP corresponding to the energy of a detected particle or photon. In both
cases, the linear input signal is converted to an integer number.
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FIGURE 7.19
Typical x-ray energy spectrum obtained with a lithium-drifted silicon [Si(Li)] detector resulting
from 1.5 MeV/u O5+ + Ar collisions [8]. The O Kα and Kβ (n = 2 → 1 and n = 3 → 1, respectively)
and Ar Kα and Kβ x-ray transitions are indicated. The large spike at the low-energy end of the
spectrum (near channel 40) is due to electronic noise.

Figure 7.18, then these coincidence events can be used to gate the spectrum
obtained from a SPEC AMP to view only those events associated with coin-
cidences recorded by the TAC. Such a case is shown in Figure 7.20 for x-ray
events detected in coincidence with forward-going electrons traveling at the
velocity of the projectile for 90 MeV/u U88+ + N2 collisions [9]. In Figure 7.20
both the total noncoincident (singles) x-ray spectrum (gray) is shown as well
as the contribution to the spectrum associated only with forward-going elec-
trons (black). It is seen that the latter case leads to a very different spectrum
and hence isolates a particular reaction channel resulting from the collision.

7.3.3.3 Time-to-Digital Converter

As already mentioned in Section 7.2.2, sometimes the functions of the TAC
and the ADC are combined into a single module called a TDC, as shown in
Figure 7.21. In a TDC, the time difference Δt between the input logic pulses is
converted directly into an integer channel number such thatΔt is proportional
to the channel number. As with an ADC, the number of conversion channels
can be adjusted to give the desired resolution, for example, 29, 210, 211, 212, 213,
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FIGURE 7.20
Spectra showing total x-ray emission (gray) in 90 MeV/u U88+ + N2 collisions and only those
x-rays associated with forward ejected electrons (black) traveling with the velocity of the projec-
tile. The notation REC stands for radiative electron capture. (Taken from M. Nofal et al., Phys.
Rev. Lett. 99, 163201, 2007.)

in the peak(s) of interest. It should be noted that a TDC can be used to replace
an ADC only when time differences between input logic signals are being
analyzed. It cannot be used to analyze analog input signals carrying energy
information, in which case an ADC must be used.

Δt ∝ Channel number

Δt

Δt

START

STOP TDC Integer

IntegerTAC ADCIn
A

START

STOP

FIGURE 7.21
Schematic showing how the functions of a TAC and an ADC are combined into a single module
forming a TDC. In a TDC, the time differenceΔt between the input START and STOP logic pulses
is converted directly into an integer (channel number).
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FIGURE 7.22
Schematic showing how the functions of an ADC are and the COMPUTER are combined into a
single unit forming an MCA. The MCA usually allows for quick and simple manipulation of the
stored spectra.

7.3.3.4 Multichannel Analyzer

Finally, we consider an MCA, which was also mentioned in Section 7.2.2. This
module combines the functions of theADC and COMPUTER into a single unit
for storage, display, and manipulation of the histogram spectra formed by the
output channel numbers from the ADC as shown schematically in Figure 7.22.
The MCA is commonly used in experiments that do not detect coincidences,
or for relatively quick and simple conversion, storage, and display of spectra.
For more sophisticated data collection, such as the event-mode storage and
multiple sorting and display options required in a coincidence experiment,
the ADC and computer functions must be separated.

7.4 Conclusion

An overview of the essential features of a coincidence circuit have been pre-
sented, including a discussion of the general operation as well as descriptions
of the various modules required to process signals at each stage of the circuit.
The characteristics of typical linear and logic pulses have been summarized
and their roles at the various stages were considered. Some typical histogram
spectra resulting from specific components used in a coincidence circuit have
also been presented.

Because the specifics of individual coincidence circuits can vary widely,
only the basic features common to most such circuits have been considered
here. The same approach has been taken in regard to the individual electronic
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modules that make up a coincidence circuit. No attempt has been made to dis-
cuss specific modules or components from particular manufacturers because
the appearance, features, and operation of the available modules vary widely.
Thus, when setting up a coincidence circuit, it is imperative to consult the
specification and operating manuals for the actual modules being used.

The material presented in this chapter will be most useful to the researcher
who encounters a coincidence circuit for the first time, either as a user of
an existing circuit or as the person responsible for setting up a circuit. This
viewpoint has been taken because, due to variations in the technical details
associated with each individual coincidence circuit, it is unlikely that a general
guide can be written to cover the detail required by the experienced user.
Thus, it is hoped that the discussion presented in this chapter provides a
useful starting point for the researcher who has not had previous experience
with coincidence circuits.
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8.1 Introduction

In the literature, there are many instances of calculations being done at an
equivalent level of accuracy for many ions of an isoelectronic sequence. It
is then possible to establish patterns emerging along the sequence. But in
some cases, marked deviations from smooth patterns occur, perhaps for a
few neighboring ions, or even for a single ion in the sequence. It is important
to know what the “normal” pattern should be, so that these deviations can be
identified and explained, often in terms of configuration interaction or some
other cancellation effect. Alternatively, and particularly, when calculations are
done for just a single ion or a few neighboring ions, an isoelectronic pattern
might be used to check the accuracy of such isolated results.

169
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In this chapter, we will establish some trends that might be expected along
isoelectronic sequences and use them to explain some results which might at
first sight seem surprising or unexpected.

8.2 Perturbation Expansions in Inverse Powers of Z

In order to establish isoelectronic trends, it is useful to undertake a perturba-
tion theory analysis of the Hamiltonian. We will give the results of calculations
for two-electron ions, but the same theory applies to many-electron ions as
well.

For a two-electron atomic system, the Hamiltonian is

H =
(

−1
2
∇2

1 − Z
r1

)
+
(

−1
2
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2 − Z
r2

)
+ 1

r12
. (8.1)

Now by substituting ri = si/Z, then we obtain
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)
+ Z2

(
−1

2
∇2

2 − 1
s2

)
+ Z

s12
, (8.2)

where derivatives in ∇2
i are now with respect to si. Hence

H = Z2H = Z2

[(
−1

2
∇2

1 − 1
s1

)
+
(

−1
2
∇2

2 − 1
s2

)
+ 1

Z
1

s12

]
. (8.3)

In general, for an N-electron atomic system, the Hamiltonian can be expressed
as

H = Z2H = Z2

⎡

⎣
N∑

i=1

(
−1

2
∇2

i − 1
si

)
+ 1

Z

∑

i<j

1
sij

⎤

⎦ . (8.4)

The parameter 1/Z becomes a natural perturbation parameter.

8.2.1 Perturbation Theory

A possible way of solving Schrödinger’s equation is by means of expressing
the Hamiltonian as a sum of two terms. The first is a simplified Hamiltonian
H0 which is easy to solve, and the second, λH1, is a correction, where λ is a
parameter included to denote smallness:

H = H0 + λH1. (8.5)
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If we now substitute the expansions

ε = ε0 + λε1 + λ2ε2 + · · · (8.6)

and

Ψ = Ψ0 + λΨ1 + λ2Ψ2 + · · · (8.7)

into Schrödinger’s equation and equate powers of λ on the two sides, we
obtain

H0Ψ0 = ε0Ψ0,

(H0 − ε0)Ψ1 + (H1 − ε1)Ψ0 = 0,

... (8.8)

(H0 − ε0)Ψn + (H1 − ε1)Ψn−1 =
n∑

i=2

εiΨn−i, n ≥ 2,

and then, after some rearranging,

ε0 = 〈Ψ0|H0|Ψ0〉,
ε1 = 〈Ψ0|H1|Ψ0〉,
ε2 = 2〈Ψ0|H1|Ψ1〉, (8.9)

ε3 = 〈Ψ1|H1 − ε1|Ψ1〉,
...

These results are special cases of a theorem [1] that knowledge of the wave
function to Ψn determines the energy to ε2n+1.

8.2.2 Applications to Helium-Like Ions

If we choose, in the notation of Equation 8.3,

H0 =
(

−1
2
∇2

1 − 1
s1

)
+
(

−1
2
∇2

2 − 1
s2

)
, (8.10)

H1 = 1
s12

, (8.11)

λ = 1
Z

, (8.12)
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then we can solve H0Ψ0 = ε0Ψ0 exactly to give, for the ground state,

Ψ0 = R1s(r1)R1s(r2) (8.13)

ε0 = −1, (8.14)

where R1s is the radial function of the hydrogen 1s orbital. Then

ε1 = 5
8

. (8.15)

If we solve the first-order equation for Ψ1 and evaluate ε2 and ε3, we find that

ε2 = −0.157666 (8.16)

and

ε3 = 0.008699. (8.17)

Then the energy expression is

E = Z2ε = Z2

[
−1 + 0.625

1
Z

− 0.157666
1

Z2
+ 0.008699

1
Z3

+ · · ·
]

(8.18)

= −Z2 + 0.625Z − 0.157666 + 0.008699
1
Z

+ · · ·. (8.19)

See [2] for additional terms in the expansion.
Asimilar analysis of the Hartree–Fock equations was undertaken by Linder-

berg [3]. The zeroth-order function is identical to that for the exact Schrödinger
equation. Hence ε0 and ε1 are the same.

Linderberg obtained

EHF = −Z2 + 0.625Z − 0.111003 − 0.001055
1
Z

+ · · ·. (8.20)

Hence the correlation energy is a slowly varying function of Z:

Ecorr = Eexact − EHF = −0.046663 + 0.009754
1
Z

+ · · ·. (8.21)

For example, when Z = 2, Ecorr is approximately −0.0418 a.u.
When the zeroth-order function is not a pure hydrogenic function, such as

in the case of the 1S ground state of beryllium-like ions, where it takes the
form of a configuration interaction function

Ψ0 = a1Φ1(1s22s2) + a2Φ2(1s22p2) (8.22)
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with 1s, 2s, and 2p orbitals being described by hydrogen functions, the value
of ε0 in the exact and Hartree–Fock expansions are the same (the sum of
the hydrogen energies of the orbitals), but the values of ε1 are different in
the two expansions. This is because in the Hartree–Fock approximation, the
near-degeneracy effect of Equation 8.22 is omitted; the HF state is represented
by the single configuration Φ1(1s22s2). In such cases, the correlation energy
expansion is not dominated by the Z-independent term, but rather by a linear
dependence on Z.

8.3 Screening Parameters

If we use a trial function for the 1s orbital in neutral helium (or helium-like
ions) in the form

R1s(r) = k exp(−αr), (8.23)

where k is a normalization constant, then the standard textbooks show that
the variational principle gives the optimal α as α = Z − (5/16), and the energy
is −(Z − (5/16))

2, in atomic units (Hartrees).
This is what we would obtain if we treated the helium-like ion as consist-

ing of two independent electrons moving in a Coulomb field with potential
−(Z − (5/16))/r. Effectively, the nucleus is partially screened by the electrons,
so that the effective nuclear charge “seen” by one electron is reduced (by 5/16)
due to the presence of the other electron.

This screened hydrogenic approximation is often used as a starting point for
the Hartree–Fock iterations. If we consider the Z-dependence of the Hartree–
Fock energy of the ground state of helium-like ions, we can write

EHF = −Z2 + 5
8

Z − 0.111003 − 0.001055
1
Z

+ · · ·

= −
(

Z − 5
16

)2

− 0.013347 − 0.001055
1
Z

+ · · ·. (8.24)

So the screened hydrogenic approximation accounts for the first two terms
of the energy expansion and most of the third (constant) term. It is, therefore,
useful to consider an expansion of various atomic properties in terms, not
of the bare nuclear charge Z, but rather in terms of a screened nuclear charge
(Z − σ), where σ is known as the screening parameter. The values of σ will nor-
mally be different for different atomic states, but frequently transitions occur
between valence electrons of atomic systems and these tend to have rather
similar values of σ. So it is possible to talk meaningfully about expanding
transition probabilities or oscillator strengths in powers of (Z − σ).
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8.4 Z-Dependence of Atomic Properties

8.4.1 Transition Energies in LS Coupling

We have already seen that we can write energies of atomic systems in the
form

E = Z2

[
ε0 + 1

Z
ε1 + 1

Z2
ε2 + 1

Z3
ε3 + · · ·

]
, (8.25)

where ε0 is the sum of the hydrogen energies of the orbitals in the main
configuration.

Hence transition energies have a Z-dependence dominated by

Z2, if the n-values of the orbitals are different (e.g., 1s2 − 1s2p)
Z, if the n-values of the orbitals are the same (e.g., 1s22s2 − 1s22s2p)

8.4.2 Expectation Values of Powers of r

If we make the substitution s = Zr, then the matrix elements of rn with respect
to different orbitals with radial functions R1 and R2 transform as

∫∞
0 R1(r)rnR2(r)r2 dr∫∞

0 R1(r)R2(r)r2 dr
= (1/Zn+3)

∫∞
0 R1(s)snR2(s)s2 ds

(1/Z3)
∫∞

0 R1(s)R2(s)s2 ds
(8.26)

The integrals, expressed in terms of s, are the same for all ions of an
isoelectronic sequence. Putting R2 = R1, we see that 〈rn〉 behaves as Z−n.

8.4.3 Fine Structure Effects

The spin-dependent operators of the Breit–Pauli approximation produce a
quite good representation of the fine structure splitting of terms in light to
medium-sized atoms and ions. The dominant term is the spin-orbit interaction.
The radial integral in this is of the form

〈
Z
r3

〉
, (8.27)

which therefore, from the previous section, behaves like Z4.
The spin-other-orbit term, with operator

−α2

2

∑

i 	=j

(
rij

r3
ij

× pi

)
· (si + 2sj) (8.28)
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is dimensionally [L]−3 and therefore scales as Z3. For the most part, its effect is
to reduce the size of the calculated fine structure splitting, but because of the
stronger dependence on Z of the spin-orbit term, this reduction diminishes
along an isoelectronic sequence (see, e.g. [4, Table III]).

The spin–spin term also contributes to the fine structure splitting. The
operator is

α2
∑

i<j

1
r3

ij

(
si · sj − 3

(si · rij)(sj · rij)

r3
ij

)
. (8.29)

Hence it also has linear dimensions of [L]−3 and Z-dependence of Z3. However,
for most atomic systems, the contribution is two or three orders of magnitude
smaller than the size of the contributions from the spin-orbit or spin-other-
orbit operators, so that the trends are largely unchanged by its inclusion.

8.4.4 E1 Transition Rates and Oscillator Strengths

E1 transitions fall into two categories: (i) those which are allowed in LS cou-
pling (from one LS term to another), and (ii) intercombination lines which
become allowed only through the mixing of levels of the same J but different
LS symmetries. The Z-dependence of transition rates or alternatively oscilla-
tor strengths is illustrated in the following four examples in Be-like ions. In
all cases, the transition rate (in length form) can be expressed as

A = kα3(ΔE)3

∣∣∣∣∣

〈
Φ1

∣∣∣∣∣
∑

i

ri

∣∣∣∣∣Φ2

〉∣∣∣∣∣

2

, (8.30)

where Φi are the wave functions of the two states of the transition, α is the fine
structure constant (≈1/137), ΔE is the transition energy, and k is independent
of Z. The corresponding result for the oscillator strength is

f = k′(ΔE)

∣∣∣∣∣

〈
Φ1

∣∣∣∣∣
∑

i

ri

∣∣∣∣∣Φ2

〉∣∣∣∣∣

2

. (8.31)

1. 2s2 1S − 2s2p 1Po

For this allowed transition, A reduces to the following expression
where the terms explicitly dependent on Z are shown in detail.

A = k′′α3(ΔE)3|〈R1|r|R2〉|2, (8.32)

where R1 and R2 are the radial functions of the orbitals involved
explicitly in the transition. The preceding subsections lead to the con-
clusion thatΔE ∝ Z and 〈P1|r|P2〉 ∝ Z−1. Combining these results, the
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transition rate A ∝ Z. The oscillator strength contains ΔE rather than
(ΔE)3, so that f ∝ Z−1.

2. 2s2 1S − 2s3p 1Po

The only difference in this case is that ΔE is now proportional to Z2

rather than to Z, so that A ∝ Z4 and f is approximately constant along
an isoelectronic sequence.

3. 2s2 1S0 − 2s2p 3Po
1

These transitions arise because of the mixing, through the spin-
dependent operators of the Breit–Pauli Hamiltonian shown in the
previous subsection, of the 3Po

1 and 1Po
1 levels. The dipole operator

is spin-independent and so the contributions to the transition rate
come from the interaction between configurations with the same spin.
Principally, in this case

A(1S0 − 3Po
1) = c2A(1S0 − 1Po

1), (8.33)

where the 3Po
1 wave function can be written approximately as

Ψ = bΦ1(2s2p 3Po
1) + cΦ2(2s2p1 Po

1) (8.34)

and for fairly small values of Z, b � 1.
The actual values of b and c form the eigenvector components of the
Hamiltonian matrix (

H11 H12

H21 H22

)
, (8.35)

where Hij = 〈Φi|H|Φj〉 and H21 = H12.
Then approximately (i.e., when |H12| � |H11 − H22|)

c
b

� H12

H22 − H11
. (8.36)

The Z-dependence of these expressions is

H12 = 〈Φi|Hso|Φj〉 ∝ Z4,
H22 − H11 � E(2s2p 1Po

1) − E(2s2p 3Po
1) ∝ Z. (8.37)

Hence c ∝ Z3 so that

A(1S0 − 3Po
1) ∝ (Z3)2 × Z = Z7. (8.38)

4. 2s2 1S0 − 2s3p 3Po
1

As with the allowed transitions, all that changes is that the transi-
tion energy ΔE is proportional to Z2 rather than to Z. Hence for this
transition, A ∝ Z10.
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8.4.5 Forbidden Transitions

E1 transitions are between levels of opposite parity, and with J-values differing
by at most 1. For other transitions, for example, between levels of the same
parity or with J-values differing by more than 1, magnetic multipole operators
Mλ or higher electric multipole operators Eλ take on a dominant role. The
key factors which determine the overall size of the rates of such transitions
are

AEλ : α2λ+1(ΔE)2λ+1|〈R1|rλ|R2〉|2 (8.39)

and
AMλ : α2λ+1(ΔE)2λ+1|〈R1|rλ−1|R2〉|2. (8.40)

Therefore, E2 and M1 transitions are between levels of the same parity, E3
and M2 transitions are between states of opposite parity, and so on. However,
of transitions between the same two levels, those with the lowest power of λ
tend to dominate over the other possibilities, because of the smallness of the
overall factors α2λ+1. From the analysis of the previous subsections giving the
Z-dependence of ΔE and 〈rn〉 we find the following: for transitions between
levels of different configurations,

AEλ ∝ Z when R1 and R2 have the same n-value,

AEλ ∝ Z2λ+2 when R1 and R2 have different n-values,

AMλ ∝ Z3 when R1 and R2 have the same n-value,

AMλ ∝ Z2λ+4 when R1 and R2 have different n-values,

while for transitions between the fine structure levels of the same configura-
tion, with ΔE ∝ Z4,

AEλ ∝ Z6λ+4 and AMλ ∝ Z6λ+6.

In these expressions, if screening effects are taken into account, the powers of
Z can be replaced by the same powers of (Z − σ).

8.4.6 Examples of Trends

The data given by Hibbert et al. [4] for the Ne isoelectronic sequence allows
us to test some of these derived trends.

Table 8.1 shows their calculated 2p53s 3P2 − 3P0 fine structure separations.
These two levels are chosen since they interact very little with other LS sym-
metries with the same J, whereas the 3P1 level interacts strongly with 1P1 and
causes a substantial shift from the position of 3P1 expected from the Landé
interval rule. The trend follows very closely the predicted screened Z4 trend:

ΔEfs = 0.37749(Z − 3.23554)4, (8.41)

where we have introduced the screening parameter of 3.23554.
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TABLE 8.1

Fine Structure Separations of 2p53s 3P2 − 3P0 in Ne-Like Ions

Z ΔE (cm−1) Equation 8.41 Ratio

12 2212 2227 0.993
16 10,021 10,021 1.000
20 30,016 29,817 1.007
24 69,881 70,176 0.996
28 142,214 141,980 1.002
32 260,723 258,423 1.009
36 443,534 435,028 1.020

In Table 8.2, we show their f and A values for the allowed transition
2p61S0 − 2p53s 1Po

1. As expected from the above analysis, the oscillator strength
is approximately constant, whereas the transition rate varies fairly steadily
as (Z − σ)4, with an approximate screening constant of σ = 2.7, particularly
away from the neutral end of the sequence. Clearly, the fit is not so good as
that seen in Table 8.1, but the overall trend is established.

8.4.7 Surprising Effects

It is clear from the above analysis that the Z-dependence of different types
of transition varies considerably. This can have a significant effect on the
calculated lifetimes of levels in ions. The classic example is the lifetime of the
1s2p 3Po

2 level in He-like ions. The main decay channel is an E1 transition to
1s2s 3S1, and for the lighter ions this is effectively the only contributor to the
total transition rate whose reciprocal is the mean lifetime of the upper level.
According to the above analysis, the transition rate grows linearly with Z.
However, as Z increases, the M2 transition from 1s2p 3Po

2 down to the ground
state 1s2 1S0 increases rapidly, because of its Z-dependence of Z8. By Z = 10,
the M2 rate is some 10% of that of the allowed E1 line, and this “forbidden” M2
transition becomes the dominant decay mode from Z = 18 onwards (see [5]).

TABLE 8.2

The 2p6 1S0 − 2p53s 1Po
1 Transition in Ne-Like Ions

Z f A (s−1) A/(Z − 2.7)4

12 0.236 2.93 × 1010 3.92 × 106

16 0.205 2.68 × 1011 8.41 × 106

20 0.146 7.86 × 1011 8.78 × 106

24 0.116 1.73 × 1012 8.41 × 106

28 0.125 4.24 × 1012 10.35 × 106

32 0.128 8.52 × 1012 11.56 × 106

36 0.128 1.51 × 1013 12.28 × 106
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A second example of higher multipole transitions providing an impor-
tant contribution to lifetime determinations is found in the recent work of
Lundin et al. [6] on the lifetimes of two metastable levels in Ar+: 3s23p4(1D)3d
2G7/2,9/2. The natural decay route is through M1 and/or E2 transitions to the
3s23p43d 2F, 4F or 3s23p44s 2P, 2D levels. The use of these transitions alone
resulted in calculated lifetimes of 4.50 s and 3.50 s for the 3s23p4(1D)3d 2G7/2,9/2

levels, respectively, in rather poor agreement with the experimental values
of 3.0 ± 0.4 and 2.1 ± 0.1, respectively. However, when the E3 transition to
the much lower ground 3s23p5 2Po

1/2,3/2 levels, and also M2 to 3s23p5 2Po
3/2,

are included, these calculated lifetimes reduced to 2.70 s and 2.38 s, in good
agreement with experiment. These higher multipole transitions contribute
so significantly because their transition energies are much higher than those
of the M1 and E2 transitions, even though the power of the fine structure
constant involved is also higher.

8.4.8 Deviations from Z -Dependent Trends

The analysis in the preceding sections is based on the underlying assumption
that the different LS terms of ions in an isoelectronic sequence remain well
separated, compared, for example, with the breadth of the fine structure sepa-
rations within any one term and that the interactions between different levels
with differing LS symmetry but common J are relatively weak. The general
trends which we have established will inevitably break down for high Z, not
least because we have assumed an intermediate coupling regime for the angu-
lar momenta, whereas for higher Z, a jj coupling scheme will be necessary.
An example of where the simple trends break down is shown in Table 8.3,
again using the data of Hibbert et al. [4], this time for an intercombination
line. Table 8.3 shows that, for the lower end of the sequence, the A values do
indeed exhibit a (Z − σ)10 trend, but this pattern is not followed further along
the sequence. This trend was established (Section 8.4.4) on the assumption
that the spin-orbit coupling of the 3P1 with 1P1 increased as Z3. This is valid
only when the conditions of Equation 8.36 are met. Clearly, the mixing cannot

TABLE 8.3

The 2p61S0 − 2p53s3Po
1 Transition in Ne-Like Ions

Z A (s−1) A/(Z − 2.7)10 A/(Z − 2.7)4

12 5.34 × 108 0.110
16 1.99 × 1010 0.115
20 1.63 × 1011 0.068
24 5.71 × 1011 0.029 2.774 × 106

28 1.10 × 1012 0.010 2.685 × 106

32 1.98 × 1012 0.004 2.687 × 106

36 3.40 × 1012 0.002 2.765 × 106
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TABLE 8.4

Energy Levels in Mg-Like Ions

Level P IV S V Cl VI

3p3d 3P0 281,425 346,816 411,117
3p3d 3P1 281,331 346,663 410,835
3p3d 3P2 281,166 346,456 410,409
3s4p 3P0 254,888 347,878 451,721
3s4p 3P1 254,937 347,929 451,872
3s4p 3P2 255,048 348,124 452,190

grow indefinitely, and we find that by Z ≈ 24, the mixing coefficient for the
1P1 contribution to the 3P1 level is fairly constant. Hence we would expect
that, beyond this point, the rise of the A-value of this intercombination tran-
sition behaves as does that of the allowed transition, that is proportional to
(Z − 2.7)4. This is demonstrated in the final column of Table 8.3.

Another major deviation from the smooth trends we have established can
occur when the energy order of configurations changes along a sequence. If
we work in LS coupling, then for high Z, the energy order of configurations
will follow the hydrogenic order. For example, those composed entirely of
up to n = 3 orbitals will lie below those with even a single n = 4 orbital. For
example, in Al-like ions, the states labeled 3s3p3d will for high Z have lower
energies than, say, 3s24s. However, nearer the neutral end of the sequence
this is not so, for example, for Ar V and even more so for Si II. This relative
rearranging of the configurations can cause changes to the trends in oscillator
strengths. Brage and Hibbert [7] have discussed the effect on the lifetimes of
the 3s4p 3Po

J lifetimes due to the interaction with the 3p3d 3P configuration
for Mg-like ions. The energy levels (in cm−1) are shown in Table 8.4 for three
adjacent ions. In P IV, 3s4p 3P lies below 3p3d 3P; in Cl VI, they are reversed
in energy order; in S V, they are almost degenerate. The closeness of the 3s4p
and 3p3d levels in S V causes a shift in the energy position of 3s4p 3P1 so that
it comes very close to 3s4p 1P1, resulting in a strong mixing between the two
levels, considerably enhancing the strength of the intercombination line from
3s4p 3P1 to the ground state, but there is no such enhancement for the ions
P IV and Cl VI. Thus, the lifetimes of the 3s4p 3PJ levels show J-dependence,
unlike the other two ions. This is displayed in Table 8.5.

TABLE 8.5

Lifetimes (ns) of 3s4p 3P Levels in Mg-Like Ions

Level P IV S V Cl VI

3s4p 3P0 1.12 0.627 0.286
3s4p 3P1 1.12 0.487 0.284
3s4p 3P2 1.12 0.602 0.280
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8.5 Conclusion

The general Z-dependence which we have established for total energies,
energy separations, and transition data allow us to explain the patterns which
are apparent in isoelectronic trends. We have focused on these properties, but
a similar analysis can be carried out for other atomic properties. We have also
seen, through a small number of examples, that there are sometimes devia-
tions from these general trends. The value of the trends is that they highlight
where deviations occur, and this can be the first step in explaining the causes
of such deviations.
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9.1 Introduction

Contemporary atomic physics has been revitalized by several important
experimental developments. The structures of neutral and singly ionized
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atoms can nowadays be very accurately determined by exciting the atoms
using, for example, tunable lasers or synchrotron radiation. Another impor-
tant line of research concerns the different atomic structure problems occur-
ring in highly charged ions (HCIs), which has become one of the most
dynamic areas of modern atomic physics. On the experimental side, pow-
erful light sources such as laser-produced plasmas, magnetically confined
fusion plasmas, and excited fast ions from particle accelerators have been
further developed. At the same time, novel techniques, involving very highly
stripped ions from advanced ion sources, have been successfully applied.
A comparable development has taken place on the theoretical side. This
includes a deeper understanding of the various physical effects that deter-
mine the structure of multiply charged ions, as well as the ever-increasing
availability of great computational capabilities.

HCIs are of considerable basic atomic physics interest, because here a
number of fundamental interactions, such as electron correlation and the
effects of relativity, quantum electrodynamics (QED), and nuclear structure,
may occur. Some of these effects can be nearly negligible in neutral atoms,
but their influence increases strongly with the nuclear charge Z. Radiation
from highly stripped ions is prominent in the solar corona and solar flares
[1,2]. Furthermore, such ions may be abundant in plasma physics including
fusion research, for example, by means of tokamaks. In such plasmas, the
various ions can appear as unwanted impurities or deliberately introduced
species for diagnostic purposes [3–5]. These two often quoted applications
have largely stimulated the ongoing studies of the structure and interactions
of highly stripped ions. Furthermore, the breakthroughs that have occurred
in the research and development of x-ray lasers [6,7] are partly responsible
for spectroscopic studies of some selected ionic systems, such as the Ne- or
Ni-like ions.

Spectroscopic work of highly ionized atoms has been reviewed by Fawcett
[8–10] and Edlén [11], whose last publication was a valuable summary which
updated his famous handbook article [12] and a wealth of other instructive
summaries. In addition to the excellent reviews by Sellin [13], Kononov [14],
Drawin [15], Ivanov et al. [16], O’Sullivan [17], and Träbert [18], several other
articles have also appeared [19–21]. Furthermore, there are also important
books, which contain valuable information about the structure and spectra of
HCIs [6,22–24].

9.2 Early Developments

It is well known that the spectra of multiply ionized atoms have been inves-
tigated for many years. More than 80 years ago, Bowen and Millikan, using a
spark light source, observed two spectral lines, at 800 and 813 Å, which were
related to Cl VII (six times ionized Cl) [25]. In the 1930s, decisive experimental
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developments were made at Uppsala, in the laboratory of Manne Siegbahn,
where powerful spectrographs for the far-ultraviolet region were combined
with an efficient light source (vacuum spark). By means of such equipment,
Bengt Edlén, Folke Tyrén, and other young scientists were able to produce
multiply charged ions and study their properties. For example, the spectra of
the Na-like ions K IX – Cu XIX [26] and the Ne-like ions Cr XV – Co XVIII
[27] were investigated. More than 20 times ionized atoms could be produced,
for instance, Sb XXIII and Sn XXIV. The early studies were later reviewed by
Edlén [28,29], who even mentioned that the work from 1930s was not pushed
much further because “it seemed highly improbable that such HCIs would
ever be found anywhere else on earth or in heaven” [29].

However, this assumption was slowly and systematically revised. An early
indication came in 1939 when Bowen and Edlén [30] identified spectral lines
in the spectrum of a star (Nova RR Pictoris) as the so-called forbidden transi-
tions in Fe VII. At that time, this was the highest known degree of ionization
observed in a cosmic light source. Some years later, Edlén [31] reported the
startling discovery implying that atoms of 10–15 times ionized Ca, Fe, and Ni
were present in the solar corona. From this observation, it could be inferred
that the temperature of the corona was about 2 × 106 K, much higher than
previously assumed.

9.3 Some Properties of HCIs

Highly ionized atoms have several properties that differ from those of neutral
and lightly ionized atoms. Since the nuclear charge Z greatly exceeds that of
the remaining electrons, the electrostatic attraction is predominantly central,
which might mislead one to conclude that the structure will resemble that
of neutral hydrogen. However, the high value of Z causes large relativistic
shifts in the energies of all atomic orbitals that deeply penetrate the nuclear
core. There also appear cases in which the magnetic effects become larger than
the electrostatic ones, that is, “fine structure” splittings exceed electrostatic
“gross structure” separations. The reason for this is as follows: Suppose that Z
is the nuclear charge and s the screening parameter which is a measure of the
screening of the nucleus by the passive electrons. It depends on the quantum
number l but is approximately independent of Z. Then the energy difference
between two levels scales approximately as (Z − s) or (Z − s)2 depending
on whether the principal quantum number n of the two levels is the same or
different, whereas the magnetic (spin-orbit) interaction energy is proportional
to (Z − s)4.

A similar change with increasing degree of ionization takes place for the
rates of transitions between energy levels. In neutral and lightly ionized
atoms, electric dipole (E1) or “allowed” transitions dominate. “Forbidden”
transitions of other multipolarities, such as magnetic dipole (M1) or electric
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and magnetic quadrupole (E2 and M2, respectively) are also possible but
their transition probabilities are extremely low. However, the decay rates of
forbidden transitions scale with higher powers of Z than those of E1 pro-
cesses, and situations can arise in which forbidden transitions dominate over
allowed ones.

Moreover, the effects of QED, such as the Lamb shift (caused by the electron
self-energy and vacuum polarization) which are small although of fundamen-
tal importance in neutral and lightly ionized atoms, also scale as a high power
of Z – the first term is proportional to (αZ)4, where α is the fine-structure
constant and they thus become quite substantial in highly ionized atoms.

The interplay of electron correlation, an effect of electrostatic interaction
between the electrons, and relativistic as well as QED effects are thus par-
ticularly important in highly charged atoms. For example, the inner-shell
electrons in such systems undergo relativistic correction which can greatly
change the potential that the outer electrons move in, producing an indirect
relativistic effect. Thus, by studying the inner electrons in a highly stripped
atom, the specification of neutral atoms can be improved.

High-precision spectroscopic measurements are now available over a suf-
ficiently large range of ionization stages that it is possible to treat the nuclear
charge Z as a tuning parameter, which can be varied while all other properties
of the system are held constant. This is the basis of the concept “isoelec-
tronic sequence” in which data for ions with a given number of electrons are
arranged in increasing order of Z.

For comprehensive discussions of theoretical methods, we refer to the excel-
lent books by Sobelman [32], Cowan [33], Heckmann and Träbert [34], Froese
Fischer et al. [35], Rudzikas [36], and Curtis [37].

9.4 Experimental Techniques

9.4.1 Light Sources

9.4.1.1 Sparks

In his review from 1963 about wavelength measurements in the vacuum ultra-
violet (VUV), Edlén [38] mentioned that “for wavelengths shorter than 500 Å
and for very high ionization stages a spark in a high vacuum remains the
only practicable light source.” Such a light source, from the 1920s and 1930s,
was until the mid-1960s indeed the only practical facility for spectroscopic
studies of HCIs. Here a capacitor of about 0.3–0.5μF is connected to two elec-
trodes in vacuum and a few mm apart. One of the electrodes is often a carbon
rod, whereas the other also consists of the element to be studied. The capac-
itor is charged to high voltage, typically 70–80 kV, until breakdown occurs.
The inductance in the circuit must be very low, if extreme ionization stages
are investigated. Such were the light sources in the pioneering work [26–28].
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This source was later complemented with the low-inductance vacuum
spark [39]. Here the voltage was rather low, 10–20 kV, whereas the capac-
ity was comparatively high 15–30μF and the inductance typically 2–100 nH.
With such a light source, Beier and Kunze [40] observed radiation from He-
and Li-like Mo (Mo XLI and Mo XL). The vacuum spark is a relatively simple
and inexpensive light source. Its main disadvantage is that the spectra typ-
ically obtained can sometimes be rather difficult to analyze, largely because
several ionization degrees can be produced in the plasma during a discharge.
The separation of these ionization degrees may present problems in the case
of complicated spectra, for example, those of the iron-group elements. The
varying reproducibility of the discharges could also cause questions. How-
ever, spark spectra were investigated in the 1980s by Aglitskii et al. [41] and
Ishii and Ando [42] who examined He-like ions and Zr XIV, respectively. The
technique can still be applied, especially when about 3–8 times ionized atoms
are studied. See also Chapter 1 for more details on sparks.

An interesting method of “exploding wires” was used in the late 1970s by
Burkhalter et al. [43,44]. Thin wires exploded by very sudden electric heat-
ing obtained with discharges of relativistic electrons. The plasmas produced
exhibited transitions in He-like Ti and Fe, as well as Ni-like spectra of W XLII,
Pt LI, and Au LII. At that time, these still belonged to the highest ionization
stages ever observed in the laboratory.

9.4.1.2 Laser-Produced Plasmas

One of the most efficient and versatile ways of producing HCIs consists
of using radiation from a powerful laser to obtain a hot plasma. Indeed, it
has been stated that laser-produced plasmas are the most intense laboratory
sources of extreme ultraviolet and x-ray emission. Such plasmas have been
used in the spectroscopy of HCIs for more than 40 years. In one of the earliest
experiments, Fawcett et al. [45] applied a ruby laser which gave pulses of 8 J
energy with a half-width of about 15 ns. The laser output was focused to a
spot on metallic targets (Fe and Ni) with a power density of about 1012 W cm−2,
which provided transitions in Fe XV, Fe XVI, Ni XVII, and Ni XVIII. Besides
consisting of only a few ionization stages, the spectra showed no impurity
lines (C, N, O, etc.) which may appear in spark spectra. Only a few charge
states, which can be varied by changing the laser energy, simplify analyses
of spectra. However, reference lines from well-known spectra may be quite
valuable and even necessary for accurate wavelength determinations.

In the following years, pulsed lasers, for example, Nd(YAG) solid-state
lasers which emit radiation at 1.06μm wavelength have been generally used
to produce the ions. Their power density can be quite high (1012 W/cm2 or
higher), and a hot and rapidly expanding plasma is formed. Comparatively
modest laboratory lasers, with pulse energies of a few J and pulse lengths f
1–10 ns are already quite useful for producing ions with charges of +10 to
+20. However, in the 1980s and 1990s, very highly ionized atoms were also
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produced and investigated. For example, Kononov et al. [46] could study the
Na-like ions Cu XIX – Br XXV in this way. They even used wavelength stan-
dards (O III – O V) from a spark source for accurate measurements. With an
energy of 160 J and a pulse length of 0.07 ns, Conturie et al. [47] could study
the spectra Xe XLVI – Xe XLVIII. Furthermore, the work for Mg-like ions was
extended to very high values of nuclear charge Z, that is, studies of spectra
from Ge XXI to Cs XLIV by Ekberg et al. [48]. To produce such HCIs, the
powerful (up to 4 TW) Omega laser facility in Rochester (USA) was utilized.
Similar investigations have been carried out for many other sequences, for
example, by extending the work to Na-like ions [49], as well as to Cu-like
ions [50]. The plasma physics processes occurring in laser-produced plasmas
have been discussed in several reviews, for example, Refs. [51,52].

9.4.1.3 Fusion Plasma Devices

Magnetically confined hydrogen (deuterium) plasmas, such as those in
pinches, tokamaks, and stellarators, have for many years been used for the
spectroscopy of HCIs. In an early such study, using the toroidal plasma device
ZETA (UK), Fawcett et al. [53] observed transitions in highly ionized Ne,
Kr, and Xe. Heavier elements can enter the hot plasma when it interacts
with the surrounding walls of the vessel, discharge limiter, or divertor (the
task of the latter is to remove the impurities). The tokamak is one of the
most interesting light sources for the spectroscopy of highly ionized atoms
[54,55]. The electron and ion temperatures in tokamaks can reach several keV
(1 keV = 1.18 × 107 K), whereas the densities are orders of magnitude lower
than in the light sources as discussed in Sections 1.2 through 1.5, 1.6.1.1, and
1.6.1.2. One of the most important properties of the tokamak light sources
is that forbidden transitions (e.g., of the M1 or E2 type) can be observed. In
denser light sources, collisional processes usually dominate over radiative
decays. Much of our knowledge about forbidden lines originates from toka-
mak studies [56,57]. Interesting results for spectra of highly charged krypton,
Kr XVII – Kr XXIX were obtained in the French TFR Tokamak in 1985 [58].

In the early 1980s, a new generation of tokamaks was introduced. These
were TFTR (Tokamak Fusion Test Reactor) in Princeton (USA), JET in Culham
(UK), and JT-60 in Naka (Japan). In these devices, the central electron and ion
temperatures can exceed 10 and 30 keV, respectively. Together with an elec-
tron density of 1013 cm−3, these tokamaks become comparable to solar flares
and thus excellent tools for the spectroscopy of HCIs. However, in addition
to these facilities (of which TFTR is no longer in operation), there exist sev-
eral somewhat smaller tokamaks, for instance, D III-D in San Diego (USA),
TEXT in Austin (USA), ASDEX in Garching (Germany), TEXTOR in Jülich
(Germany), and Tore Supra in Cadarache (France).

A wealth of important results has been obtained over the years. Already in
1984, there was much enthusiasm about the contributions to atomic struc-
ture research that had been obtained with atomic spectroscopy of fusion
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plasmas, as eloquently expressed in the review by Fawcett [10] “It is difficult
to overemphasize the value of tokamak as a source for atomic spectroscopy. In
addition to facilitating direct observations, the tokamak has stimulated many
vacuum-spark and laser-produced plasma studies of heavy-element spec-
tra.” One interesting example is the TEXT tokamak, where dedicated studies
were carried out for a number of ions and isoelectronic sequences, including
Mg-like [59], Al-like [60], and Si-like [61] ions. A review of the contributions
to the structure of atomic ions which have been obtained by the spectroscopy
of fusion plasmas has also appeared [62]. An interesting expert review of
HCIs in tokamak plasmas is given by Hinnov [63], and there are also several
additional reviews on these problems [3,5,54]. The parameters and various
research programs at tokamaks have been described by Wesson [64]. A great
deal of work is currently going on at tokamaks, in conjunction with other
light sources, such as EBITs, and theoretical efforts to generate spectroscopic
data of elements of ITER interest, such as tungsten (see Chapter 11).

9.4.1.4 Ion-Beam Techniques

Most of the spectroscopic techniques for HCIs including the methods so far
described are often time-integrated. However, the ion-beam methods, which
are also excellent for spectroscopic studies, add another important dimension,
time resolution, to experimental investigations of HCIs.

In the early 1960s, Kay [65] and Bashkin [66] realized the atomic physics
potential of fast ions from particle accelerators, for example, van de Graaff
generators, which were primarily constructed for research in nuclear physics.
The method of beam-foil spectroscopy (BFS) is based on directing fast
monoenergetic ions from the accelerator through a very thin foil where the
interaction with foil atoms leads to further ionization and excitation of the
ions. The excited states decay on the downstream side of the foil, in high
vacuum, and the emitted light can be recorded. The BFS technique is a uni-
versal method, and it has been applied to many different ions from H− to
U91+. Thus, in 1994, Träbert [18] underlined that H-, He-, and Li-like spectra
of U had already been studied in this way at Berkeley, Caen, and Darm-
stadt. A variety of ion accelerators have been utilized in BFS research. At
low ion energies, typically less than 0.5 MeV, isotope separators are common,
whereas the range 0.5–6 MeV can be covered with electrostatic accelerators
(e.g., van de Graaff generators), the tandem versions of which may provide
ion energies as high as 200–300 MeV. Even higher energies, up to several GeV,
have been reached with a newer generation of heavy ion accelerators, such
as the heavy ion linear accelerator UNILAC in Darmstadt and the BEVALAC
accelerator facility in Berkeley. An interesting aspect of the BFS method is
that multiply excited states in atoms and ions are profusely populated. Such
states can be studied both by photon spectroscopy and electron spectroscopy,
if they decay by autoionization. Another important class of levels that are
prominent in beam-foil spectra are those with high n and l quantum numbers
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(Rydberg orbits) in several times ionized atoms. Such levels have very large
radii and are populated when the ions leave the foil. The properties of BFS
are thoroughly outlined in Chapter 10, as well as in some earlier reviews
[13,19–21]. Chapter 10 also discusses the measurements of lifetimes of excited
states by BFS.

9.4.1.5 Advanced Ion Traps and Ion Sources

The introduction of electron beam ion trap (EBIT) facilities has strongly vital-
ized the spectroscopy of highly ionized atoms. Here a high-density beam
of energetic electrons (1–200 keV) is directed along the axis of strong mag-
netic field. The space charge of electron beam traps ions, which will undergo
stepwise ionization by collisions with the electrons. With the Livermore
Super-EBIT, even U92+ has been produced. A review of this work was given
by Beiersdorfer [67].

The physics and spectroscopy of EBITs is also discussed in detail in Chap-
ter 2. In recent years, cooler and storage rings for beams of heavy ions have
also been used for investigations of HCIs with great success (see, e.g., the
reviews by Mokler and Stöhlker [68] and Larsson [69]). The properties, tech-
nical performance, and so on of these facilities will be discussed in detail in
Chapter 10.

9.4.1.6 Astrophysical Light Sources

It has been known for more than 60 years that certain astrophysical objects
emit radiation from HCIs. We have already mentioned the discovery of Fe VII
lines in a star in 1939 [30] and Edlén’s explanation of the solar corona lines [31].
However, observations of solar and stellar spectra in the VUV and soft x-ray
regions (approximately in the wavelength interval 1–2000 Å) using rocket- or
satellite-borne instrumentation were begun after World War II. These spectra
showed many unidentified lines and provided a great impetus to the study
of highly ionized atoms. Much of the work has been summarized by Fawcett
[8–10], Doschek [70], Feldman [71], and Dupree [72].

More than 70 chemical elements have been identified in the solar spectrum
(including the photosphere, chromosphere, and corona). The spectra of the
solar photosphere mostly show absorption lines belonging to neutral and
singly ionized species. Above the photosphere, the temperature first reaches
a minimum and then increases to around 2 × 106 K in the solar corona. The
electron density there varies between 1011 and 108 cm−3 and the light ele-
ments are completely ionized in the corona. In the case of iron, transitions in
Fe XV – Fe XVII are pronounced there. Much higher ionization stages occur
in solar flares where stored magnetic energy suddenly heats the plasma to the
order of 2×107 K and there is an electron density of 1013 cm−3. Elements up to
Fe and Ni may become totally stripped in the solar flares [70,73]. Excellent
solar spectra have also been reported from the Skylab mission [74].
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Fairly recent space observatories such as the Hubble Space Telescope (HST)
and the Solar and Heliospheric Observatory (SOHO)—launched in 1990
and 1995, respectively—have tremendously increased the quality of spectro-
scopic data of various astrophysical objects. In contrast to HST, which mainly
records spectra from relatively low charged ions, the SOHO instruments
cover wavelength regions where HCIs dominate. For instance, with the coro-
nal diagnostic spectrometer (CDS), ions such as Fe15+, Ni17+, and Ca13+ have
been recorded in the solar corona in the wavelength region 150–800 Å [75].
Observations with another instrument onboard SOHO, the SUMER (Solar
UV Measurements of Emitted Radiation), have yielded excellent spectra of
the solar corona and chromosphere, where about 40% of the observed lines
were unidentified [76].

It can often be advantageous to combine a number of methods in order
to get the best possible result. In an interesting case [77], beam-foil mea-
surements, studies of spectra from tokamaks, and laser-produced plasmas
resulted in the classification of over 40 spectral lines belonging to Fe X – Fe
XIV spectra, of which 19 had also been observed in solar flare spectra but left
unidentified [73].

9.4.2 Detection Systems

The light emitted by the various sources discussed above must first be dis-
persed with a suitable optical instrument. Highly ionized atoms may emit
strong transitions in the x-ray region and a variety of x-ray instruments have
therefore been used for such studies. High-resolution photon spectroscopy is
mainly being carried out using monochromators or spectrographs equipped
with concave gratings, since in the VUV the number of reflections has to
be kept at a minimum. For spectral studies at higher wavelength, optical
spectrometers or spectrographs are used. More detailed information about
spectrometers is found in the reviews by Edlén [38] and Samson [78]. In
early spectroscopic studies, photographic plates were commonly used. These
were later followed and complemented by single-channel detectors, such
as photomultipliers, channeltrons, and so on. More recently, photoelectric
position-sensitive detectors such as multichannel plates (MCPs) and charge-
coupled devices (CCDs) have widely replaced the older systems [79]. MCPs
and CCDs are discussed in detail in the present volume (see Chapters 5
and 6).

9.5 Experimental Results for Energy Levels

In recent years, much work has obviously been performed to determine the
structures of energy levels for highly ionized atoms. Only a fraction of these
results can be discussed in this chapter. Following previous surveys by Edlén
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[11,12,80–82], Fawcett [8–10], O’Sullivan [17], Martinson et al. [19–21] and
others, we will now discuss the results with the emphasis and respect to iso-
electronic sequences. Here data for ions with a given number of electrons are
arranged in increasing order of Z. The various effects (e.g., interelectron repul-
sion, magnetic interactions, exchange interactions, and QED contributions)
scale with different characteristic powers of (Z − s).

9.5.1 Helium-Like Ions

Although they have been studied for many years, the spectra of helium-like
ions continue to present interesting experimental and theoretical problems.
Here the Schrödinger equation cannot be exactly solved. Various approxima-
tion methods [83–85] have resulted in very high theoretical accuracies which
can only be equaled by the most careful experimental investigations, how-
ever. Many experimental studies have concentrated on the determination of
QED effects, by observing transitions between low-lying levels, but also more
extensive spectral analyses have appeared. As an example, Figure 9.1 shows
the energy level diagram for He-like ions, which includes transitions from
terms and levels with n = 2 to the ground term 1s2 1S0 and from the excited
levels 1s2s 1S0 and 1s2s 3S1. In addition to the “allowed” E1 transitions, there is
also a “spin-forbidden” E1 transition (from 1s2p 3P1 to 1s2 1S0) which violates
the ΔS = 0 selection rule and some forbidden transitions (discussed later).

In 1981, Martin [86] pointed out that an extensive amount of experimental
data was available for He I – C V, while the data were less complete for systems
with higher Z. However, some years later, new results were reported for N
VI [87] and O VII [88], based on analyses of laser plasma spectra and those
from a tokamak at Oak Ridge, respectively.

Furthermore, experimental data for Na X – Ar XVII were also summarized
and compared with theoretical predictions by Martin [86]. Feldman et al. [89]
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reported new experimental data for Si XIII and pointed out that these could
even be relevant for the construction of x-ray lasers.

The wavelengths of the resonance transition 1s2 1S0 − 1s2p 1P1 have been
very accurately determined by Beiersdorfer et al. [90] who studied He-like
K, Sc, Ti, V, Cr, and Fe. Small differences between experiment and theory
were noted which was concluded that additional theoretical analyses were
needed. Much work has also been done to determine the wavelengths of
the 1s2s 3S1 − 1s2p 3P0.2 lines in He-like ions. Here the transition energies can
be expressed as sums of several components, including QED contributions.
However, here QED theory is more complicated than in the one-electron case,
because electron–electron interactions must also be included. There are exper-
imental studies of these triplet lines including the work by Beiersdorfer et al.
[91] who used the EBIT facility in Livermore, USA. They recorded the 1s2s
3S1 − 1s2p 3P2 combination in He-like U90+ and found excellent agreement
with theory. References to many earlier experiments, up to Z = 54 (Xe) can
be found in the paper by Kukla et al. [92].

9.5.2 Ions with Three to Nine Electrons

The spectra belonging to the Li I – F I isoelectronic sequences have been quite
extensively investigated over many years. The number of electrons is suffi-
ciently low to permit quite accurate calculations of transition energies and also
lifetimes. These systems with three to nine electrons have low configurations
of the type 2sm2pk. Edlén has pointed out [80] that these configurations are
especially important because transitions between various levels are strong
in many light sources, including laboratory and astrophysical plasmas. A
detailed knowledge of these levels is also necessary to firmly establish the
higher levels of the individual term systems.

These structures are also of theoretical interest, providing good examples
of configuration interaction and relativistic effects. Edlén [93,94] has made
critical compilations of the experimental material, which originates from lab-
oratory and astrophysical observations. Such data were compared with the
results of extensive multiconfiguration Dirac–Fock (MCDF) relativistic cal-
culations by Cheng et al. [95]. The difference Δ between the observed and
theoretical energies σ was expressed by Edlén as

Δ = σobs − νth = A + B(Z − c)−1 + a(Z − s)x.

Here A, B, c, a, and x were treated as adjustable parameters. The first two
terms account for electron correlation, not included in the MCDF calculations,
whereas the last term represents possible higher-order effects. In this way,
the experimental data are smoothed and quite reliable interpolations and
extrapolations to other values of the nuclear charge Z are possible. For all
the transitions studied, Edlén derived Z-dependent functions to represent
the relatively small differences between theoretical and experimental data.



196 Handbook for Highly Charged Ion Spectroscopic Research

From these functions, recommended and quite reliable values for transition
wavelengths were obtained.

By combining laser-produced and tokamak spectra, Reader et al. [96] were
able to study Li-like iron, Fe XXIV, obtaining accurate energy levels from the
ground term 2s 2S up to 7d 2D. In the case of Be-like ions, Denne and Hinnov
[97] have determined the wavelengths of the 2s2 1S0 − 2s2p 1P1, resonance line
and the 2s2 1S0 − 2s2p 3P1 intercombination line for several elements from Ti
XIX to Kr XXXIII at the Princeton tokamak. The agreement with theory is very
satisfactory. At the JET tokamak, transitions B-like Ni, Ge, Kr, and Mo as well
as F-like Zr and Mo were studied [98]. In the case of B-like ions, the spectra of
Ni XXIV, Ge XXVIII, Kr XXXII, and Mo XXXVIII were also studied, whereas
of the F-like systems Zr XXXII and Mo XXXIV could be investigated.

While the n = 2 complexes are quite satisfactorily known, less information
is available about the n = 3 and higher complexes in these sequences. In the
case of Be-like ions, valuable theoretical calculations have appeared for the
n = 3 complex, however [99]. Here, Edlén has made isoelectronic comparisons
of the energies, from Z = 4 (Be I) till Z = 23 (Ti XIX), which agreed well with
theory [100].

9.5.3 Heavier Systems with a few Valence Electrons

The structure of the ions belonging to Na I – Cl I isoelectronic sequences is
more complicated than that of the Li I – F I sequences. There are additional
configurations with n = 3 and the 3d electrons can complicate matters, but
analyses of these structures are motivated by several factors. Besides the basic
physics interest, such ions (especially Ti, Cr, Ni, and Co) appear in the spectra
of solar corona and solar flares, and they are often present as plasma impurities
in tokamaks and other fusion devices.

The Na I-like spectra have been investigated by Edlén for ionization stages
as high as Mo XXII [101]. Here the structure is comparatively simple and the
spectra can usually be interpreted without too much effort. Configuration
interaction is small (because possible perturbing terms would involve inner-
shell excitation. Very accurate expressions for level energies are now available.
Some years later, Reader et al. [102] provided the 3s − 3p, 3p − 3d, and 3d − 4f
transitions for spectra up to Sn XL, using data from laser-produced plasmas
and tokamaks.

For Mg-like ions, the n = 3 complex consists of the 3s2 ground configura-
tion and the 3s3p, 3p2, 3s3d, 3p3d, and 3d2 excited ones. In 1983, transitions
from 3s3p and 3s3d levels have been observed up to Z = 45 (Rh) by Reader
[103] who used a laser-produced plasma light source. In the following years,
valuable material has been obtained for additional HCIs of this sequence.
For instance, Ekberg et al. [104] provided energies for levels of the 3s3p, 3p2,
3s3d, 3p3d, and 3d2 configurations up to Cs44+. Work has also been extended
to the n = 4 complex, the levels of which used to be fragmentarily known.
Thus, using laser-produced plasmas, Kink et al. [105] were able to observe



Experimental Investigation of the Structure of Highly Ionized Atoms 197

a large number of transitions between n = 4 and n = 3 levels in Mg-like Sc
X – Fe XV.

As already mentioned, the structures of Mg-, Al-, and Si-like ions were
studied by Sugar et al. [59–61] at the TEXT tokamak. However, these authors
also investigated P-like [106], S-like [107], and Cl-like [108] ions between Cu
(Z = 29) and Mo (Z = 42) in the same way. Complementary studies were
carried out at JET by Jupén et al. for Na-, Mg-, and Al-like [109] and Si-like
[110] Kr and Mo.

An electron structure that is rather simple for low values of Z in an iso-
electronic sequence can become much more complicated as Z increases. The
reason for this is that empty orbitals, for example, 3d, may become partially
filled for higher Z. An interesting example of this was demonstrated by
Mansfield et al. [111], who investigated Mo XXIV, which belongs to the K
sequence. The alkali-like structure 3s23p6nl (n = 4, 5, . . .) of K I and Ca II can
change gradually by promotion of a 3p electron and later a 3s electron, result-
ing in configurations such as 3s23p53d2, 3s23p53d4s, and 3s3p63d2, all of which
have many levels. Term analyses are then quite laborious. In Mo XXIV, sev-
eral configurations which involve excitation of 3s or 3p electrons to the 3d
shell were added. The K sequence has also been studied, for Z = 25–29, by
Ramonas and Ryabtsev [112] and discussed by Edlén [10]. The spectrum is
thus more difficult to analyze than the comparatively simple system of K I,
as emphasized by Edlén.

9.5.4 Cu- and Zn-Like Ions

The structure of Cu- and Zn-like ions has been studied for many years, up to
very highly charged ones. This activity was strongly encouraged by the obser-
vation of the n = 4, Δn = 0 resonance lines in Cu-like Mo XIV and Zn-like Mo
XIII in the Princeton PLT tokamak [55]. The Zn-like ions, which are homolo-
gous to Mg-like ones, have two valence electrons outside the closed 3d10 shell.
The two transitions, 4s2 1S0 − 4s4p 1P1 and 4s2 1S0 − 4s4p 3P1 (intercombination
line) have been observed for a large number of elements up to U61+ and Re45+

[113,114], respectively. The experimental energies are in good agreement with
relativistic calculations [115,116].

In analogy with the situation for Cu-like ions, the 4s2 1S − 4s4p 1P resonance
line in the Zn sequence has been followed through many ionization stages, up
to Zn-like U [117], whereas detailed results, based on analyses of many tran-
sitions and covering wide spectral ranges have also appeared. For instance,
Litzén and Reader [118] carried out a systematic spectral study of Rb VIII –
Mo XIII. Higher ionization stages (Y X – Sn XXI) of Zn-like ions have also
been investigated [119,120].

9.5.5 Heavier, Highly Ionized Atoms

The spectra of the iron-group elements (Sc – Ni) often show great complex-
ity, because of the partially filled 3d shell. Here the lower ionization stages
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usually have the ground configurations 3s23p63dk (k = 1–10) and higher con-
figurations arise by promoting a 3p or 3d electron. In many cases, it can be fairly
difficult to perform a complete analysis of anything but the lowest configu-
rations, 3dk, 3dk−1 4s, and 3dk−1 4p. Here the three configurations, 3d4, 3dk−14s,
and 3dk−14p give rise to about 180 energy levels, practically all of which were
established by classifying about 1000 spectral lines.

Very complicated spectra are observed in the case of highly ionized heavy
elements. Two extensively studied systems are those with 46 (Pd sequence)
and 47 (Ag sequence). For Pd-like ions, the ground state is 4d10 1S0. Transitions
from the 4d95p and 4d94f levels with J = 1 have been observed for a number
of Pd-like ions from I VIII to Ho XXII by Sugar and Kaufman [121,122]. The
Ag-like ions have one valence electron outside the closed 4d10 shell. For lower
values of Z, the ground state is 4d105s, the lowest excited one 4d105p, while
the 4f shell is empty. However, with Z higher than 61, the lowest configu-
ration will instead be 4d104f and later also 4d94f 2 drives through the level
system. It was shown by Sugar and Kaufman [123,124] that the structure of
Ag-like W XXVIII is quite complicated because here the resonance multiplet
(4d104f − 4d94f 2) consists of a large number of transitions. Highly ionized
tungsten was already observed in 1977 as a tokamak impurity at Oak Ridge
[125] and Princeton [126].

Even heavier systems have been quite thoroughly analyzed, as can be seen
from the reviews of Edlén [10], O’Sullivan [17], Fawcett [8–10], and others.

9.5.6 Intercombination and Forbidden Transitions

Intercombination or intersystem lines are electric dipole transitions that vio-
late the ΔS = 0 selection rule. A well-known example is the 1s2 1S0 − 1s2p 3P1

combination in He-like ions, made possible by the spin-orbit interaction which
mixes the 1s2p 1P1 and 3P1 levels (see Figure 9.1). The transition probabilities
of intercombination lines are strongly Z-dependent, being proportional to
(Z − s)7 or (Z − s)10 for Δn = 0 or Δn = 1 transitions, respectively. Here s is
a screening constant (see above). (For allowed ΔS = 0 transitions, the corre-
sponding rates scale as (Z − s) or (Z − s)4.) Intercombination lines play an
important role in low-density light sources and are useful for the diagnostics
of laboratory and astrophysical plasmas, for example, in the determination of
electron densities and temperatures. There are several reviews dealing with
intercombination lines, for example, [127,128]. Of the various experimental
methods available for studies of such transitions, BFS is nearly unique in pro-
viding wavelengths as well as lifetimes. This technique was applied to study
highly charged iron and resulted in identifying intercombination transitions
in Fe XIV and Fe XIII, with transitions between 440 and 510 Å [129]. Several
of the lines studied have also been observed in the spectra of solar flares
[73]. An interesting case was found by Jupén and Curtis [130] for the 3s23p
2P − 3s3p2 4P intersystem multiplet in the spectra P III – Mo XXX of Al-like
ions. This multiplet consists of five fine-structure components which have
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been observed for most ions between P III and Mo XXX, using a variety of
techniques, including tokamak plasma spectroscopy.

The “traditionally” forbidden decay processes, such as M1, M2, E2, and
two-photon decay 2E1, which are often negligible in neutral atoms, can
become quite important in highly ionized atoms. This is because their decay
rates scale as (Z − s)6 − (Z − s)10, and thus much faster than those of the
allowed transitions. Here s is the screening parameter. As already men-
tioned, the forbidden lines in astrophysics (mentioned in Section 9.1) are due
to magnetic dipole (M1) transitions between fine-structure levels of a term
[11,12].

In the solar corona, more than 50 forbidden lines have been classified. Some
of these are M1 transitions within the ground configuration 2s22pk of Ca XII –
Ca XV and 3s23pk of Fe X – Fe XIV and Ni XII – Ni XVI with k ranging from 1 to
5 [11,12]. Later also M1 transitions between excited metastable configurations,
such as 3p43d (Fe X, Ni XII) and 3p53d (Fe IX, Ni XI) have been assigned to
corona lines [131].

The solar corona and solar flares are similar to tokamak plasmas in the sense
that they have high temperatures and low electron densities. It is therefore
natural that “corona lines” are also observed in fusion plasmas. Thus, in 1978,
Suckewer and Hinnov [56] identified a forbidden M1 transition belonging to
Fe XX in the PLT tokamak at Princeton. From the Doppler width of this line, a
record ion temperature (at that time) of about 50 × 106 K could be determined.
Somewhat later, they reported M1 transitions in Ti, Cr, Fe, and Ni in the same
tokamak [132]. A survey of such lines in tokamak plasmas was thereafter
given by Edlén [133]. An E2 transition in Ni-like Mo XV has been observed
in a French tokamak by Klapisch et al. [134]. A particularly interesting case of
forbidden lines was reported by Träbert et al. [135,136]. Using the Livermore
EBIT, they were able to observe M1, E2, and M3 of long-lived levels in the
Ni-like ions Xe26+, Cs27+, and Ba28+. The advent of EBITs has led to a wealth of
spectroscopic information on the more exotic transitions such as M2, E2, M3,
and so on. Thus, the work done by Träbert et al. [135,136] has also provided
the lifetimes for the M3 decay in Ni-like Cs, Ba, and Xe, and hence being the
first work to measure M3 lifetimes.

Several other studies of forbidden lines have, in recent years, been carried
out with EBIT facilities. An interesting example concerns Ti-like HCIs (which
have 22 electrons). Here the lowest term is 3d4 5D with 5D0 being the ground
state. The M1 transition 5D3 → 5D2 has a surprisingly small energy variation
with the nuclear charge Z. Thus between Xe32+ and U70+, the wavelength of
this line stays in the interval 3200–4000 Å [137,138]. One would normally
expect the fine-structure separations to increase strongly with Z. This
anomalous behavior is expected to be important in the diagnostics of
high-temperature plasmas.

Finally, it is quite obvious that experimental wavelength of forbidden
lines provide important information about fine-structure separations. These
quantities can be difficult to calculate accurately.
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9.5.7 Multiply Excited States

States that involve the excitation of more than one electron may be populated
in several light sources. In their spark spectra of carbon, Edlén and Tyrén
[139] observed transitions of the type 1s2nl − 1s2pnl in C IV as satellites to the
C V resonance line, 1s2 1S − 1s2p 1P. It was later shown that such satellites
are of fundamental importance for the diagnostics of astrophysical [70] and
laboratory plasmas (e.g., tokamaks) [140] where they are mainly populated by
dielectronic recombination but sometimes also by direct inner-shell excitation.

The first beam-foil studies of doubly excited states [141,142] showed that
levels such as 1s2snl and 2s2pnl 4L in Li-like ions could be studied with this
technique. Indeed many such experiments have carried out over the years,
including a study of Li-like N V where more than 20 terms, from 4S to 4G
were established [143]. For instance, the transition 1s2s2p 4P − 1s2p2 4P has
been very carefully studied in several Li-like ions. Similar work has been
done to investigate the multiplet 1s2s2p2 5P − 1s2p3 5S in Be-like ions. These
multiply excited levels often show strong effects of electron correlation which
clearly complicate theoretical analyses. For example, odd 4P terms in Li-like
ions may arise from several series (1s2snp, 1s2pns, and 1s2pnd 4P). In addition
to radiative decays, the 4L states in Li-like ions may autoionize via the spin-
orbit interaction mechanism which mixes quartet and doublet levels. The
latter usually decay to the doublet continuum by electron emission, which
can be investigated by electron spectroscopy [144].

9.5.8 Hydrogen-Like States

In many light sources, it is difficult to excite states with high n, l quantum
numbers in multiply ionized atoms. The beam-foil method seems here to
be an exception and transitions between such states appear quite strong in
beam-foil spectra. The term values of such states can be expressed as

T = TH + ΔP.

Here TH is the hydrogenic value (corrected for relativistic effects) and ΔP the
polarization energy, usually expressed as

ΔP = αdR〈r−4〉 + αqR〈r−6〉.
Here αd and αq are the dipole and quadrupole polarizabilities of the core,
R the Rydberg constant, and 〈r−4〉 and 〈r−6〉 the expectation values of the
radial wave functions. There is a great interest in obtaining values for αd

and αq in HCIs. Accurate wavelength measurements using beam-foil spectra
have yielded much data on these quantities. Other experimental methods for
investigating high n, l transitions are based on electron capture low-energy
collisions between highly-charged ions and atoms. Most often the ions for
such experiments are provided by electron cyclotron resonance (ECR) ion
sources. A description of such ECR ions sources are given in Chapter 1.
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The present situation, at least as reported in 1999 concerning the spectra of atoms and ions.
(Adapted from I. Martinson and I. Kink, In J. Gillaspy (Ed.), Trapping Highly Charged Ions:
Fundamentals and Applications. Huntington: Nova Science Publishers, Inc., 1999, p. 365.)
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9.6 Conclusion and Prospects

The spectroscopy of highly stripped ions is undoubtedly a very dynamic and
important part of development. In this chapter, I have discussed the atomic
spectra and structures of HCIs. As noted, these studies have been going on
for many years which has resulted in an impressive number of publications
and numerous monographs. Furthermore, immense progress has been pos-
sible in the late 1980s and 1990s, mainly because of the introduction of new
experimental facilities such as ion sources, traps, and cooler rings. All this
has resulted in an impressive number of publications and monographs. Only
a fraction of this material has been mentioned here. The present situation
concerning the spectra of atoms and ions is shown in Figure 9.2 (taken from
[21]). This figure was developed at NIST, the US National Institute of Stan-
dards and Technology. At NIST, and its predecessor the National Bureau of
Standards, NBS, there has been an Atomic Spectroscopy group for nearly 90
years, which still exists [138]. The scientists there are involved in production,
evaluation, and compilation of atomic spectroscopic data. Now there exists
the NIST Atomic Spectra Database (ASD; http://physics.nist.gov/asd).

For details, the valuable review by Wiese can be consulted [145].
There are also many conferences on the topic “Physics of Highly Charged

Ions,” of which the latest have been held in Vienna (Austria, 1994), Omiya
(Japan, 1996), Bensheim (Germany, 1998), Berkeley (the United States,
2000), Caen (France, 2002),Vilnius (Lithuania, 2004), and Belfast (the United
Kingdom, 2006).
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10.1 Introduction

Atomic line spectra reveal atomic structure and the fact that energy is quan-
tized. Only transitions between the “fixed” excitation levels of an atom are
possible. However, not all combinations of levels occur in actual spectra and
not all spectral lines are of similar intensity. These observations point to selec-
tion rules (invoking parity, angular momentum, spin, etc.) and to the concept
of transition probability, or the “A factor” Aki for a transition from level k to
level i. The mean lifetime τ that appears in the exponential decay law of an
excited level is the reciprocal of the sum of all transition probabilities from a
given level:

τk = 1
ΣAki

.
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Atomic lifetime measurements on electric dipole (E1) transitions yield
information on atomic wavefunctions that supplements the insights gained
from atomic energy levels alone. The E1 transition rate depends on the tran-
sition energy and an extra power r, because the electric dipole operator er
explicitly depends on r, the vector from the nucleus to the position of the
electron. Transitions between fine structure levels of a given term (“forbidden
transitions,” magnetic dipole (M1), and electric quadrupole (E2) transitions)
are supposedly insensitive to this, as they connect levels with similar radial
wave functions. However, complex wave functions as well as relativistic
effects in highly charged ions modify this simple picture.

Interpreting τ as the time constant of a damped oscillator, there are two
ways to measure this parameter. Firstly, by the (Lorentzian) line width and
secondly, by measuring the line intensity as a function of time and fitting an
exponential curve to the data. (Lorentzian line profile and exponential decay
curve are Fourier transforms of each other.) Classical spectroscopy is hardly
sufficient to observe the natural line width of atomic levels. Narrow-band
laser spectroscopy, however, has achieved this goal. Also, with (nanosecond-)
pulsed laser excitation, it is nowadays quite feasible to selectively excite and
then to measure the typical nanosecond lifetimes of most low-lying levels of
neutral atoms and of some levels of singly charged ions. This option pertains
to levels that decay by electric dipole (E1) radiation.

E1 transition rates of transitions which involve a change in principal
quantum number n (Δn 	= 0) scale as Z4. For multiply charged ions, the level
lifetimes therefore are much shorter than those for neutral ions. They are out
of the reach of lasers both because of the laser photon energy being insuffi-
cient to reach the excited levels and excite them selectively and because the
decay time usually is too short for classical electronic timing measurements.
An alternative is provided by fast ion beams that experience excitation when
being passed through a thin foil [1]. The ions in the beam lose a fraction of their
energy, but apart from that, the ion beam leaves the foil largely unharmed and
continues its trajectory. Distance of the ions from the rear side of the foil trans-
lates into time after the end of excitation. Therefore, one can record the spatial
decrease in the light intensity emitted by the ion beam as a function of dis-
tance from the foil and convert that to a time measurement in the picosecond
to many-nanosecond range.

Atoms with levels that are particularly short-lived may have a natural line
width that is greater than the Doppler and instrumental line widths that are
typical for beam-foil spectroscopy (BFS). If autoionization is a direct competi-
tor to the radiative decay one observes, then the intensity of the radiative
branch and thus the signal rate suffers, of course. Fortunately, there are cases
in which the lower level of a transition autoionizes and thus broadens the
final level, whereas the radiative signal benefits from an unbranched radia-
tive decay. Given the typical autoionization rates of the order of 1014 s−1, the
typical lifetimes studied in this way are in the range of a few femtoseconds
(e.g., see [2,3]).
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Electron beam ion traps (EBITs) intuitively suggest that lifetimes to be stud-
ied there would be long (else there would be no need for extended storage).
We will discuss how such measurements of long lifetimes in the microsecond
to many-millisecond range can be done with EBITs and electronic timing. We
will also explain how short lifetimes (again in the femtosecond range) can
be addressed by a line width measurement, and how all these techniques
relate to other types of lifetime measurement, for example, by beam-foil spec-
troscopy. Reviews of measurements of long atomic lifetimes in various types
of ion traps have been presented elsewhere [4–6].

With so much work already done, and theory providing atomic structure
properties (including level lifetimes) cheaply (on the basis of atomic struc-
ture algorithms that need only seconds of run time on modern personal
computers), is it really worth doing such experiments? Ever so often it has,
indeed, been suggested to leave all further atomic lifetime work to theory.
For the multitude (tens of thousands) of high-lying levels and the vast num-
ber (hundreds of thousands) of transitions between them that are required
in viable collisional-radiative models which are used to provide line inten-
sity references for specific plasma observations, theory cannot be replaced
by experiment, because of the sheer quantity of the necessary data and the
practical inaccessability of most decays. However, besides this vast amount of
levels and transitions that are not needed to be known individually with high
accuracy, there usually are some key transitions that need to be known well
and that can be measured and should be measured as a benchmark for the
theoretical model. Sometimes it is found that experiment has underestimated
systematic errors, and sometimes theoretical results are clearly inappropriate.
In the interplay of experiment and theory, both can and do evolve. Mutual
challenges are very helpful in this context.

Occasionally, it has been suggested that theory is now so good that surely
no further effort (money) should be wasted on atomic lifetime experiments.
I have heard such comments from an eminent theoretician when I began to
measure a particularly long-lived class of levels. Decades earlier, the same
person had been named as living proof for the superiority of theory (and she
has done excellent work). In my case, I was happy to report that I found—
by way of experiment—some calculations by this eminent expert to be very
good, indeed, and others far from satisfactory. The latter happened to be for
transitions that this very person had stated as needing no experimental work,
because the calculations were so good already. Much of what used to be atomic
structure theory has migrated to theoretical chemistry, where thousands of
molecules are handled in amazing detail by enormous computations. How-
ever, the techniques are different. A theoretical chemistry colleague heard
of our (beam foil) intercombination transition lifetime measurements and
offered to solve the problem by using their superb algorithms. The results took
much longer than anticipated and never came close to our experimental data.
An additional note of caution will be reflected in the “Examples” section: until
very recently, the fine structure intervals in multiply charged multielectron
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ions were not reliably calculated by anyone. Seeing this, a customary resort
was to replace the calculated energy splitting by the experimentally much
better known one, before calculating the transition rate. Only in the last few
years have ab initio calculations been successful in deriving such splittings and
then transition probabilities for electric-dipole forbidden transitions without
having to resort to “semiempirical” corrections. Such complex computations
may take weeks on a present-day personal computer, including checks for
convergence and reliability. And a last note: Calculations that come after the
experimental fact should not be considered as having proven any predictive
power. Key atomic lifetime experiments will continue to be of high value.

10.2 Experimental Techniques

The concepts of A values (Einstein coefficients), oscillator strengths f , and line
strengths S are about a century old, predating the actual capability to measure
atomic-level lifetimes. The first techniques aiming for this goal employed the
absorption of light to derive oscillator strengths and exploited the insights
that absorption ( fik) and emission ( fki) oscillator strengths between lower
level i and upper level k are equal (but the statistical weights g = 2J + 1
have to be taken into account). Atomic absorption spectroscopy is still a
viable analytic technique, and occasionally absorption may still be used to
determine very small oscillator strengths. In astrophysics, absorption spectra
dominate, but they are rarely, if ever, used to determine lifetimes. Nowadays,
emission techniques dominate, especially so since photoelectric detection has
enabled linear measurements of signal strengths over wide dynamic ranges.
Progress in vacuum technology has made it possible to produce and, if nec-
essary, store ever more highly charged ions. Progress in technical tools has
made it possible to produce and ever more selectively excite such ions. A vari-
ety of techniques to measure atomic lifetimes has been developed over the
years, but they all belong to just a few categories that exploit two aspects of
radiative decay.

A. The natural line width is related to the upper-level lifetime.
B. If excitation suddenly stops, an excited level will decay exponentially,

with the level lifetime τ appearing as the time constant of the expo-
nential dN/dt = AN0 e−(t−t0)/τ, where N0 is the upper-level population
at time t = t0 and dN/dt is the decay rate.

Aspects (A) and (B) are mathematically equivalent, implying that a Lorentzian
line profile (with a certain width) is the Fourier transform of an exponential
function. In practice, line widths can only be measured if they are sufficiently
large (very short-lived levels, say, in the femtosecond lifetime range). Expo-
nential decays have been measured from the range of a few femtoseconds
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to the range of minutes, but this wide range cannot be measured by one
and the same technique. The techniques actually used are mainly based on
electronic timing (from the nanosecond range upward) or on spatial mea-
surements on fast ion beams, translating lateral displacement to time via the
speed of the ions.

Historically, some of the techniques have produced excellent results with
ions in low charge states or with neutral atoms. However, referencing all
the good work done would overburden the this chapter, and I will restrict
my presentation to multiply and highly charged ions. I will thus leave out,
for example, the excitation of atomic beams by a beam of electrons or laser
light, pulsed excitation of gases by energetic electron beams, or a detailed
description of various tricks employed in the laser excitation of beams of
singly charged ions. In multiply charged ions, the first excitation step (from the
ground state or a low-lying metastable level) is usually too large to be bridged
by present-day lasers, but synchrotron radiation may step into the gap at some
stage and, therefore, the principles will be discussed in Section 10.2.1. The
very coarse ordering principle of the techniques presented in Section 10.2.1
is by the atomic-level lifetime range covered, using either ion beams or ion
trapping, or both. Of the line width measurements there are very few, and I
will discuss them in the context of the overarching beam-foil and EBIT work.

10.2.1 Fast Ion Beams: Beam-Foil, Beam-Laser, Beam-Gas-Laser,
Beam-Foil-Laser, Line Width Measurement of Autoionization

Ion accelerators started out as devices for nuclear physics, sending energetic
particles at others that often were exposed to the ion beam in the form of thin
foils or as a coating on a thin foil of, for example, carbon. The target foil needs
to be thin so that the energy loss of the fast ions inside the foil is not so large as
to wash out the energy dependence of a nuclear excitation resonance or what-
ever is being measured. Reaction products are to be measured for their energy,
which is another reason to keep target foils thin. This, however, implies that
the original ion beam is minimally affected and largely travels on unharmed,
that is, at about the same energy (speed) and in the same direction as before. In
several laboratories, people noticed that there was light emission from the ion
beam, but only two researchers [7–12] realized the atomic physics options that
were opened by this beam-foil technique (sketched in Figure 10.1): excitation
of whatever single elemental species, effected at an adjustable energy, and the
time distribution of atomic decays being drawn out in space. (In the 1920s,
Wilhelm Wien had had some key ideas along these lines, but his experimental
plans were far ahead of the necessary vacuum and other technologies.)

In terms of atomic lifetime measurements, there would be a discussion of
what time interval describes the excitation process, whether it is the transit
time through the foil or any time scale associated with interactions near the
rear surface of the foil. The only cleanly defined time interval seemed to be the
transit time spent inside the foil. At a mass density of 10μg/cm2, a carbon foil
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FIGURE 10.1
Schematics of beam-foil spectroscopy. (Reprinted with permission from E. Träbert, In S. M.
Shafroth and J. C. Austin (Eds.), Accelerator-based Atomic Physics—Techniques and Applications.
p. 567. Washington, DC. Copyright (1997), American Institute of Physics.)

is about 30 nm thick, and a typical ion beam of energy 0.5 MeV/amu (atomic
mass unit), that is 500 keV protons or 14 MeV Si ions, needs about 3 fs to tra-
verse this foil. At this time, no ions with valence electron lifetimes of this
order of magnitude were of interest or produceable. However, the interac-
tion of the ions with the foil material was a matter of discussion, whether the
excitation process of swift ions was dominated by collisions with the atomic
cores of the foil material atoms or with the bound or quasi-free electrons. This
question was studied by observing x-rays from inside the foil and outside
the foil, that is, emitted by ions with (short-lived) inner-shell vacancies. The
vacancy lifetimes were estimated to be compatible to the transit time, and
it was found that with thicker foils the x-ray yield increased. This effect was
eventually exploited to model ionization and electron capture and to derive K
vacancy level lifetimes in the femtosecond range [13]. This was a demonstra-
tion of principle, but had no chance to yield a precise measurement. A major
obstacle lies in the fact that it was (and is) difficult to measure accurately the
thickness (and density) of such foils (which are about 1/800th the thickness
of ordinary writing paper).

Beam-foil spectroscopy has emerged as a generic name for many techniques
that make use of fast ion beams for atomic physics (and “fast-beam spec-
troscopy” might be a less restrictive title). All of these use the interaction of
the fast ion beam with a medium (solid or gas) to establish a charge state distri-
bution and provide excitation. However, a laser might be used instead of the
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material target foil or in addition to it. I will start from the basic arrangement
and then explain some of the variants.

In the basic scheme, an ion beam of whatever energy (traveling in a high
vacuum environment) passes through a thin foil. Depending on the beam
energy, the ions may capture or lose electrons, and a new charge state distri-
bution emerges that depends mostly on the ion energy; its width may also
depend on the foil material (for simplicity and handling, the standard mate-
rial is carbon, but beryllium, aluminum, gold, and whatever else have also
been employed). The ions experience a statistically distributed small energy
loss and also some angular scattering. In the early years of beam-foil spec-
troscopy, when the ion beam energies were rather moderate, much effort was
spent on characterizing nuclear versus electronic energy loss (from collisions
with the screened nuclear Coulomb field of the target foil ions or with the
quasi-free electrons), but at higher energies, the first part becomes negligible,
as does large-angle scattering, the process by which ions deviate from the
beam trajectory and get lost. Because of the mass ratio, the collisions with
the light electrons are strongly peaked forward (small-angle scattering). The
energy loss in matter (which is important also for various nuclear physics
experiments) has been extensively studied, parameterized, and tabulated [14].
However, as stated before, the thickness of a foil cannot routinely be deter-
mined with good accuracy and, therefore, an energy-loss correction of the ion
speed by a few percent may well itself be uncertain within a sizable fraction
of the correction (say 10–20%). Moreover, under ion irradiation, crystallo-
graphic reordering can take place and change foil properties such as the areal
density.

It is best to measure the ion energy after the interaction with the target.
For light ion beams with energies up to a few hundred keV, a magnet or an
electrical sector field can be employed to deflect the ion beam and to con-
trol the beam energy via feedback to the accelerator. For high-energy ion
beams, this effort is impractical. In some accelerator laboratories that operate
pulsed ion beams, time-of-flight techniques have been implemented. To make
such measurements precise, a long flight path is required, which usually pre-
cludes implementation after the ions have passed through an exciter foil at
the experiment. Since the beam velocity is a crucial part of the lifetime mea-
surement using beam-foil excitation (see later this section), the uncertainty of
the ion velocity makes for a serious limitation of the lifetime measurement
precision. It is no surprise then that the decisive factor in the most accurate
beam-foil lifetime measurement reported so far [15], on neutral helium atoms,
has employed an in-beam technique to establish the time scale, in this case by
concurrently observing a well-calculated quantum beat pattern in the decay
of another level of the same atomic species, which serves as a built-in atomic
clock. Such a quantum beat frequency, however, increases with the fine struc-
ture splitting, which increases with the fourth power of the nuclear charge Z.
In highly charged ions, the spatial frequency of the quantum beats is therefore
too high to be practically employed for reference there.
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Following the above example of 0.5 MeV/amu, a typical ion beam speed is
about 1 cm/ns (light travels 30 cm in a nanosecond), or 10μm per picosecond.
Owing to the constant velocity of the ions after leaving the exciter foil, dis-
tance from the foil is strictly proportional to time after excitation. A detector
can simply travel along the excited ion beam and register the light inten-
sity (suitably filtered or observed through a spectrometer; see Figure 10.1).
The spatial curve relates to a development in time. A spatial displacement
of the field of view by 1μm (easily achieved mechanically) corresponds to a
time interval of 100 fs, and no high-speed clock is required to measure atomic
lifetimes of only a few picoseconds [16].

The minimum mechanical displacement interval, however, does not define
the minimum lifetime that can be measured. This has several reasons. The
ion beam usually has a diameter of several millimeters, and the exciter foil is
not necessarily flat over the full beam cross-section. A detector viewing the
ion beam sideways normally captures a divergent cone of light, not a parallel
pencil of light, and thus very fine spatial structures of the decay curve are
smeared out in the observation. In order to collect enough light so that the
signal can exceed the detector noise, the field of view at the location of the ion
beam should not be too narrow. This intrinsic integration over a section of the
ion beam favors the observation of longer lifetimes over the very short ones,
that is, of decays that die out before the ions have even passed through the
full field of view. (For a similar reason, a wide field of view would integrate
over many quantum beat oscillations, making the contrast suffer.) However,
the width of the field of view influences the relative intensity collected of a
decay component, but has a limited influence on the time resolution. For this,
the detail of the function that represents the field of view matters, that is, the
wings of the usually trapezoidal “window function” are essential for probing
any spatial/temporal detail [17–20]. Taking this feature into account, lifetimes
have routinely been measured down to a few picoseconds.

However, time resolution is a problem that limits the range of objects to
study. The transition rate of electric dipole transitions between shells scales
with Z4. In highly charged ions, most of the levels that have such decay chan-
nels are too short-lived for practical measurements. These very transitions are
basically the same as in hydrogen-like ions and thus they can be calculated
with confidence. There is no expectation that any foreseeable measurement
could reach the accuracy necessary to test the quality of the calculations. The
interest in employing a window function in most cases is somewhat different
from time resolution: The very fact of a structured detection zone distorts
the purely exponential decay curve (usually a superposition of several expo-
nentials, due to cascade repopulation). Any evaluation without a window
function has to cut off the data channels of highest signal or suffer system-
atic error. With a complete curve analysis (taking the part that is affected by
the window function into account), this waste is avoided, and the actual foil
position (time zero) can be recovered as a bonus. This knowledge is help-
ful when evaluating the relative intensities of the various decay components



Atomic Lifetime Measurements of Highly Charged Ions 215

and provides physically meaningful constraints in the modeling of complex
decays.

A much more important problem than time resolution is posed by complex-
ity. The very advantage of beam-foil spectroscopy, the fact that practically any
atomic level can be excited in collisions under high-density conditions, has
the attached downside of all of these levels de-exciting and thus repopulat-
ing lower levels the decay of which may be of immediate interest in a given
measurement. Hence all beam-foil lifetime measurements deal with multiex-
ponential decays. A number of techniques have been derived which aim at
selective excitation of the level of interest (seeking a single-exponential decay
curve, which is much easier to evaluate), as will be discussed later in this
section. In straightforward BFS, there will be complex decay curves, but some
of the experimental situations yield access to decay curves of manageable
complexity, and these cases are of great practical importance.

Least-squares fitting of exponential curves to decay data is nonlinear (i.e.,
there is no mathematical inversion process that leads to a unique solu-
tion); a systematic variation of the parameters is undertaken to minimize
the (quadratic) deviation of a (synthetic) fit curve from the data. In param-
eter space, minima of a hypersurface are being sought, for various models
(one exponential plus background, two exponentials plus background, etc.),
with success (small χ2 value) being measured in relation to the statistical
scatter of the data. It can be shown that certain combinations of amplitudes
and lifetimes of only two decay components result in data curves that can-
not be analyzed reliably. Even the combination of a single exponential with a
flat detector background poses serious problems, if the decay curve does not
comprise a sufficiently long section of background after the decay has died
out. Decay curves well represented by three exponentials can be analyzed, if
the time constants of the exponentials differ from each other by at least a factor
of 3. Analyses with more than three exponentials usually remain ambigu-
ous, unless one or more lifetimes and/or amplitudes can be constrained
on the basis of other measurements or theoretical insights. It helps if the
short-lived components have the relatively larger amplitudes—this situation
corresponds to about equal initial-level populations.

The cleanest technique of analyzing decay curves for the lifetime of a spe-
cific level requires not only the measurement of the decay of that level, but
also of all cascades into that level, so that they can be subtracted out from the
decay curve of interest. This ANDC technique (arbitrarily normalized direct
cascades) [21–23] does not need to measure the actual cascade transitions, but
can work with other decay branches of the same feeding levels, because all
decay curves of a given level have the same pattern (plus individual back-
ground levels of the individual detectors). In cases with two or three dominant
cascades (such as the nsnp 1Po

1 levels in Be- or Mg-like ions), the ANDC tech-
nique has been highly successful. In the face of cascade level lifetimes very
close to that of the primary decay, the technique has recovered the correct
primary lifetime with good accuracy. In contrast, a naive multiexponential
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fit of these curves returns a result that is systematically too long by 30–50%.
The high fraction of BFS results with exactly this error situation illustrates
the need for ANDC analysis whenever possible, as well as a historic lack of
attention to atomic structure detailed in a number of laboratories which has
become apparent in systematic error studies [24,25].

Unfortunately, ANDC is not always feasible, because several or all of the
major cascades may occur in a different spectral range (e.g., x-ray vs. EUV)
for which no spectrometer is available locally. Also, the cascade level lifetimes
may be so short that only the cascade tail (a number of cascade steps away
from the wanted direct cascade) can be measured with sufficient time reso-
lution, reducing the veracity of the cascade input to ANDC. In such cases,
cascade modeling based on semiempirical assumptions about level popula-
tions can provide an approximation that, at least, is better than a fit of too few
exponentials to the original data. Cascade modeling would benefit from a
small set of population parameters that describe the n- and l-dependence
of the level population after ion–foil interaction. However, the search for
generally valid simple population laws has not met with success.

Since the inter-shell transitions (see above) are so hydrogen-like, fast, and
better calculated than measured, lifetime measurements using BFS have
largely dealt with level lifetimes that, for one reason or another, are much
longer. Examples are intercombination transitions in He-like ions (at rather
low Z up to about Z = 16), the magnetic dipole decay of the 1s2s 3S1 level (from
Z = 16 to 54), and the 2E1, M1, and M2 decays of other n = 2 levels in one-
and two-electron ions, up to Z = 92 [26]. Next, there are Δn = 0 resonance
transitions in Li- (up to Z = 92 [27]), Na-, and Cu-like ions, resonance, and
intercombination transitions in Be- [28], Ne-, Mg-, Al-, Si- [29], Zn-, Ga-, and
Ge-like ions, and so on. A number of these sequences have been systematized
by Curtis [30] who also has found ways to combine resonance and intercom-
bination transition rates in a joint representation. Such work is very helpful
in detecting inconsistencies and systematic errors and ultimately establishes
the basis for consistent pictures of our knowledge of atomic structure and
dynamics.

The measurement of these relatively long-lived level lifetimes is actually
helped by cascades. The dominant cascade pattern in most cases may be
seen as one of a single electron outside a core, that is, a hydrogenic model.
The branching ratios of most decays favor a change of the orbital angular
momentum quantum number l by −1, and the energy scaling favors a max-
imum change of principal quantum number n. This results in an evolution
of the level population toward the yrast line of levels of maximum l for a
given n. Once there, the further decays need many steps of Δn = 1 to reach
the low-lying levels. In highly charged ions, the low-lying excited levels are
very short-lived, while high-lying yrast levels can be very long-lived. Thus,
a pattern emerges: the low-lying excited levels quickly repopulate the possi-
bly long-lived levels one is interested in and practically empty the associated
reservoir; this population boost enhances the signal that one observes from the
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decay of level of interest. However, there is always a tail of many slow yrast
contributions, and it is worth including this tail in an analysis [31], although
the individual cascade amplitudes are very small. The superposition of those
many slow exponential contributions with their underlying steady progres-
sion of lifetimes can be described by a power law, and a time dependence
such as t−1.5 has been repeatedly observed [32].

The cascade problem in lifetime measurements could be avoided, if selective
excitation of only the level of interest was possible. In atoms, of course, single
or multiple laser excitation is a standard technique. There are also schemes
for combining fast atom beams and lasers, producing the fast atoms from a
beam of singly charged ions that capture electrons from a dilute gas target;
such an isotopically pure beam of same-velocity atoms has certain advantages
over experiments in which a laser is pointed at a gas cell. For rare gas atoms,
the electron capture offers the excitation of metastable levels which are rather
lying too high for most lasers. Visible laser light would then excite the atoms
from there to resonance levels, and the subsequent decay to the ground state
can be monitored almost free of background contributions in the vacuum
ultraviolet. Such schemes have also been applied to multiply charged ions,
for example, starting from the metastable 2s level of one-electron ions and
seeking to induce by resonance with laser light the transition to one of the 2p
levels, in the quest for accurate Lamb shift determinations. Short-wavelength
light at high power levels is available at synchrotron light sources. In fact, in
one experiment, synchrotron light was employed to ionize and excite Ar, and
a lifetime of a level in Ar+ was obtained with high accuracy [33]. Possibly this
approach will, some day, reach multiply ionized species.

Only one experiment, however, appears to have combined foil-excitation
with subsequent laser excitation of an ion in order to measure atomic-level life-
times [34]. This experiment on two levels of singly charged N+ demonstrates
important points. The beam–foil interaction results in a shift and broadening
of the velocity distribution in the beam, which makes it difficult to exploit
high-resolution laser techniques. The level is being excited by the ion–foil
interaction even without the help of the laser. The experiment is therefore
less clean than one might imagine under “selective excitation”: decay curves
obtained without the laser are subtracted from decay curves obtained with
the laser on resonance (each of which have statistical scatter). The result was
a single exponential decay, as was hoped for, but it was difficult to achieve,
facing such problems as the sensitivity of the frequency match for resonant
excitation of fast ions (Doppler effect) whose velocity depends on (changing)
properties of the exciter foil. In multiply charged ions, most level splittings
exceed, by far, the photon energies of practical lasers and then the selective
excitation by laser resonance is just out of reach. In highly charged ions, how-
ever, forbidden transitions in the ground configuration, or even the hyperfine
splitting of the lowest levels of very highly charged few-electron ions, can
be large enough so that laser techniques are of interest again, and will be
discussed in the section on heavy-ion storage rings.
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There is one very different lifetime measurement technique that involves
fast ion beams, although the primary role is that of the ion–foil interaction
which amply populates also multiply excited states. When observing the
light emission of an ion beam at the rear surface of the exciter foil, espe-
cially in the EUV and x-ray ranges, there is almost a continuum of radiation
from very short-lived core-excited ions. (The not so short-lived ones among
them, e.g., the Li-like ions in the 1s2s2p 4Po

5/2 state, can be studied by standard
foil-displacement measurement techniques.) Moving away from the foil, the
spectrum rapidly gets cleaner, with fewer and fewer lines surviving. How-
ever, there exist curious cases of ions which decay to an autoionizing state
which hence is extremely short-lived and thus broadened, and the lower-level
broadening can be seen in the line width of the transition leading to the respec-
tive states. Fast-beam observations with a fast spectrometer (large solid angle
of acceptance) usually suffer notable Doppler broadening, which for some
spectrometer designs can be countered by refocusing [35–39] which, unfortu-
nately, is likely to distort the line profile somewhat. Observations of the line
broadening due to the shortening of a level lifetime by autoionization [2,3] had
results in the ball park (10−14 s) that theory predicted; however, the remaining
disagreement was never fully resolved as to which part might be blamed on
experimental problems and which on the shortcomings of theory.

10.2.2 Slow Ion Beam: Recoil Ions

BFS encounters a physical limit when striving for the study of very long-lived
levels, in the sheer size of the decay path associated with that. When Marrus
and Schmieder [40–42] attempted to measure the about 200-ns lifetime of
the 1s2s 3S1 level in the He-like ion Ar16+, their 8 MeV/amu ion beam from
SuperHILAC traveled about 8 m per atomic lifetime. It is difficult to control
the geometry of an ion beam over such distances, with energy and angle
straggling in the exciter foil adding to the problem. Moreover, a given decay
happens only once per ion and thus the signal per unit of ion beam path is
very low for long-lived levels. Under these circumstances, it is quite under-
standable that Marrus and Schmieder did not recognize a major systematic
error, the presence of core-excited ions with a spectator electron [43], which
caused their measurement to yield a lifetime 15% short of expectation. (Work
by the same group years later found a result that agreed with calculations—
theory also needed some sorting out.) Intrigued by the problem of such long
level lifetimes, my own group made two attempts to employ slower beams.
One attempt called for beam-foil production and excitation of the right charge
state (requiring an ion beam energy of about 2–3 MeV/amu) and then substan-
tially decelerating the ion beam (in this case, Cl15+, with a calculated lifetime
of about 400 ns) in a post-accelerator switched to deceleration mode. Such an
energy variation by more than an order of magnitude had been demonstrated
at the Heidelberg MPI-K Institute, but our atomic physics experiment missed
the time window before the TSR storage ring was being built (which later on
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FIGURE 10.2
Slow ion beam ion–photon coincidence schematics. (Adapted from E. Träbert, in S. M. Shafroth
and J. C. Austin (Eds.), Accelerator-based Atomic Physics—Techniques and Applications. Washington,
DC: American Institute of Physics, 1997, p. 567.)

permitted to measure lifetimes many orders of magnitude longer). Our other
approach [44–46] employed a beam of highly charged ions at GSI Darmstadt.
Aprimary beam of highly charged uranium ions at an energy of 1.4 MeV/amu
was passed through anAr gas target where it produced a wide range of mostly
low-energy (few-eV) recoil ions. With a weak electric field, ions were extracted
sideways and then accelerated to about 1 keV per charge (Figure 10.2). The
only long-lived level capable of emitting x-rays was the 1s2s 3S1 level in the
He-like ion Ar16+, and its x-ray decay was monitored by a 10-cm long position-
sensitive detector along the recoil ion beam path—a detector idea proposed
decades earlier by Mowat. The recoil ion beam was then charge-separated in
a magnetic sector field, and the x-rays that were detected in (delayed) coin-
cidence with the correct charge state ions were counted, the events being
stored as a function of position (corresponding to flight time) in the x-ray
detector. The pilot experiment reached an accuracy of about 5%; its results
were compatible with later fast-beam work at Berkeley. Incidentally, photon–
ion coincidences have been applied very recently with fast ion beams, too:
the lifetime of the hyperfine-quenched 1s2p 3P0 level in the He-like ion of Au
(Z = 79) was measured at GSI Darmstadt, separating the ion charge states
after the photon observation, and cleaning the x-ray spectrum by filtering out
only those x-ray events that coincided with the right ion charge state ions [47].

Nowadays, such an ion–photon coincidence measurement scheme for long-
lived atomic lifetimes (in the microsecond range) would profitably be set
up using the relatively slow ion beam available from an electron cyclotron
resonance ion source or an electron beam ion source. Such an arrangement
would yield experimental access to atomic lifetimes in between the beam-foil
(straight fast ion beam) experiments discussed above, which can reach up to
about 100 ns, and the ion trap experiments (discussed in Sections 10.2.4 and
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10.2.5) which work best from many microseconds to many seconds, although
measurements down to 700 ns [48] have been reported. Depending on the
spectral range of the emitted radiation, the position-sensitive x-ray detector
in the above scheme would have to be replaced by some detector for the
EUV or UV range. Position-sensitive EUV detectors of the size of the x-ray
detector may be rather expensive; the equipment cost could be lowered at the
expense of measurement time by placing a regular detector (or a small, fast
spectrometer) a traveling mount that can be displaced alongside the recoil ion
trajectory. Such a scheme may remind the reader of the basic layout of BFS, but
at velocities (specific energies) that are about two (four) orders of magnitude
lower. The decisive point is the decoupling of the production of highly charged
ions from the ion beam energy, whereas in BFS the two are strongly linked.

10.2.3 Stored Ion Beam: Heavy-Ion Storage Ring

At level lifetimes of a few hundred microseconds, fast ions travel about a kilo-
meter during one such lifetime. A thread of yarn or a wire of great length are
easily stored if rolled on a spool. The same can be done with fast ion beams.
Bending the ion beam trajectory around to form an approximate circle, the
same elements of the beam guidance system are used over and over again.
From one turn to the next, the trajectory is slightly shifted, so that by this
stacking procedure a beam current can be accumulated that (at TSR Heidel-
berg) is higher than the original one by up to a factor of 30. Then the injection
into the storage ring vessel is stopped, and the beam can be left cruising,
or be further accelerated, or be cooled by (partial) superposition of a cold
(low-energy spread) electron beam. Depending on the ion charge state and
energy, and, most importantly, on the extremely good vacuum (10−14 bar), the
beam can last for seconds, minutes, or hours. The circumference of the TSR
heavy-ion storage ring TSR at Heidelberg is 55 m, and the ions typically need
a few microseconds per turn. Other such storage rings (ASTRID at Aarhus,
CRYRING at Stockholm) are rather similar in size, ESR at GSI Darmstadt and
the new Lanzhou facility in China are twice as large.

Various schemes of lifetime measurements have been employed at heavy-
ion storage rings. Conceptually, the simplest is to use the ions as they are
provided by the injecting accelerator (Figure 10.3). That machine uses a gas
or foil stripper to produce ions in high charge states, and there are many levels
of interest in such ions that have lifetimes way beyond the time the ion beam
needs to travel to the storage ring (some 5μs) and to settle down in a stable
beam configuration after injection and stacking (less than 1 ms). All one has to
do is to synchronize the data recording cycle to the ion injection and to store
the signal of a stationary detector as a function of time. The ions will pass by
the detector every few μs, and the signal rate will go down over time with the
number of ions surviving in excited states. There are no moving parts and no
geometry changes (as there are in BFS) during the measurement. Detectors
for photons can be mounted outside the storage ring vessel, observing the
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FIGURE 10.3
Layout of atomic lifetime experiments using passive observations at a heavy-ion storage ring.

ion beam through a window, or inside (for EUV radiation). In this way, a
great number of intercombination transitions in light ions and E1 forbidden
transitions in the ground configurations of Fe-group ions [49–53] have been
studied at Heidelberg, with lifetimes from 0.5 ms [54] to some 50 s [55].

Most of these lifetimes are shorter than the process of electron cooling would
require (several seconds at least), which is why electron cooling has not been
used in most measurements. However, the electron beam of the electron cooler
(or a second such device acting as an electron target) can be tuned away from
the ion velocity to an energy that brings the electrons in dielectronic resonance
(DR) with the ions. Then inner excitation can take place, and the ion can bind
an electron and forms a multiply excited system that either reverts to its
previous state (giving up the former beam electron) or stabilize radiatively.
Then the ion has changed charge state and will be caught by a specific detector
after the next bending magnet. The cross-sections for the DR process are so
small that the DR signal acts as a level-specific, almost noninvasive, probe
into the surviving population of excited ions circulating in the ring.

Another probe is provided by laser light that can be used to pump pop-
ulation from a long-lived level to a short-lived one that either decays back
or to another level; in any case, the fluorescence is proportional to the pop-
ulation of the long-lived level. Laser excitation can be quite narrow-band,
especially for co- and counterpropagating beams that combine to effect two-
photon processes. The Doppler shift between these laser beams as seen by
the fast moving ions can be very helpful in shifting the laser stray light out
of the bandpass of the detector, or in Doppler shifting visible laser light into
the near-UV for excitation. At the ESR storage ring at GSI Darmstadt, in the
observation of the ground-state hyperfine structure of H-like 209Bi82+ ions,
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counterpropagating visible laser light of 489 nm was seen in the ion rest
frame (at more than half the speed of light) as having a wavelength of about
243 nm [56–58]. Pulsed laser excitation resulted in delayed fluorescence with
a time constant of nearly 0.3 ms.

Another way of employing a laser has been found at CRYRING (Stockholm),
where, however, mostly singly charged ions are being studied. The laser pulse
is so bright that it pumps all the population out of the long-lived level. Adecay
curve is built up over many experimental cycles; in each cycle, the laser-
induced fluorescence signal at a given time after injection is obtained as a sin-
gle data entry that tells us how much excited level population was left. In order
to study repopulation processes (much more likely at the relatively low ion
beam energies used at Stocholm than at the energies used elsewhere), the pop-
ulation may be quenched early, and then probed again later, checking whether
there is a significant amount of ions in a given metastable level again [59].

In all these decay curve experiments, the observed decay rate represents the
sum of the radiative decay rate and the ion loss rate from the stored ion beam,
that is, the decrease of the ion beam current over time. The beam current can
be monitored in various ways; a practical one is the use of the beam profile
monitor that observes the spatial distribution of particles of the residual gas
that have been ionized in collisions with the fast ion beam. A planar electric
field draws these low-energy recoil ions to a microchannel plate detector
with a position-sensitive read-out. The overall signal rate depends on the ion
beam current and will dwindle with the beam. The slope of the current signal
reveals the ion loss rate, since only one charge state species (one isotope, one
beam velocity) is stored in the ring. After this technique had produced highly
accurate lifetime data on a number of relatively low charge state ions, the quest
continued with higher charge state ions. The low-charge state ions had usually
be produced by gas stripping in the injector accelerator serving the Heidelberg
storage ring. Higher charge states required the use of a foil stripper. The latest
experiments suggest that then the bane of BFS, cascades from enormously
long-lived higher-lying levels [60], may affect lifetime measurements at the
storage ring, too.

10.2.4 Classical Ion Traps: Kingdon, Penning, Paul

The heavy-ion storage ring is, in fact, a large ion trap, with ions of energies of
a few dozen keV to many MeV. There also are ion traps for less energetic ions.
These are, for example, the cylindrical-symmetric electrostatic trap (Kingdon),
the Penning trap in which a strong magnetic field constrains the ion motion
across the field, and a static voltage on some drift tubes limits the ion motion
along the magnetic field lines. In the radiofrequency (Paul) trap, a ring and
two cap electrodes at a static voltage and a superimposed radiofrequency field
form a quadrupole field that can trap ions. There are optimum geometries of
the trap electrodes (hyperboloidal surfaces), and many simpler designs (all
electrodes being part of a common cylinder, or a flat arrangement) that offer
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benefits of access or manufacture. There also are various other designs, for
example, the electrostatic mirror [61,62]. All that is needed in the present
context are the common principles, not the details. Since most traps operate
with conservative fields, the ions of interest have either to be produced inside
the trap to stay there, or the traps have to be opened to admit particles, and
then be closed in order to constrain them. A problem then is to determine how
many ions are being stored, or how large the loss rate is. The Zajfman trap [61,
62] relies on charge exchange (CX) processes that will ultimately lead to low
charge states or even neutral particles that leak out through the electrostatic
mirror toward a detector on the symmetry axis. Other traps are being opened
after a while, and a detector outside captures a fraction of the ejectiles from
which the surviving number of ions is being estimated—with very limited
information on the charge state distribution in the sample. Laser probing of
the population of metastable levels is an option, but only in ions that are not
highly charged. There are limits because of the energy level structure, but also
because it is difficult to cool highly charged ions sufficiently to take advantage
of narrow-band lasers. Since the ions are confined spatially, but their energy is
not very low (and thus the velocity distribution is not very narrow), ordinary
lasers will not be intense enough to cause much fluorescence.

From a combination of many such factors, lifetime measurements on highly
charged ions in classical ion traps are few, and in hindsight many of them
appear to suffer from systematic errors larger than recognized. Most of these
errors are being taken into account in a new generation of electrostatic ion stor-
age rings (ELISA at Aarhus, DESIREE at Stockholm, and CSR at Heidelberg),
some of which are to operate at extremely low temperature in order to obtain
a near-perfect vacuum and to suppress the influence of black body radiation.
The first such devices are dedicated to low charge state ion work (includ-
ing simple molecules or even large biomolecules), but in the Heidelberg CSR
project, operation with highly charged ions is also foreseen, and it will include
lifetime measurements, for example, with the aim of finding out whether the
absence of magnetic fields is important, or whether the extremely low pres-
sure permits the measurement of very long atomic lifetimes (into the many
minute range?). In a few years, we will know more.

10.2.5 Electron Beam Ion Trap

There is one variant of the classical Penning trap that is capable of operating
with highly charged ions, and, in fact, it can do so with all charge states of all
elements, as it breeds them internally. This is the EBIT [63–65] that combines
the Penning trap principle with a strong, extremely well-collimated electron
beam along the magnetic field (of typically 3–5 T field strength B), thus also
defining an axis of symmetry. The electron beam is compressed by the field,
to a diameter of about 60μm. The Penning parts of the trap are completed by
drift tubes on different potentials that keep ions in the trap volume axially con-
fined. The electron beam serves several purposes: the electrons collisionally
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ionize atoms from the ambient gas or from a gas flow injected ballistically on
purpose [e.g., a neutral gas stream of a density corresponding to a pressure of
as low as 10−10 mbar may be crossing the electron beam trajectory under ultra-
high vacuum (UHV) conditions (<10−11 mbar)], or low-charge ions injected
along the magnetic field lines from an external MeVVA ion source. Instead of
a gas injector, neutral atoms may also be provided by laser-produced ablation
of an external target. These freshly produced ions are then confined by the
trap fields and can be hit by fast electrons over and over again. If the electron–
ion collisions are sufficiently frequent (that is why the electron beam needs
to be so tightly focused) and energetic, stepwise ionization to ever higher
charge states can proceed. This process is moderated by the interplay of ion-
ization, recombination, and charge-changing collisions with the residual gas
(this determines the need for UHV). The charge state limit is given by the elec-
tron energy and the increasingly high ionization potentials of highly charged
ions. The second job of the electron beam is a compensation of the space charge
of the cloud of positive ions that is being built up in the trap. Even with a strong
magnetic field for radial confinement, the ions would repel each other and
move away from the location of the electron beam, if the attractive potential
of the beam electrons and the space charge compensation were absent.

The electron–ion collisions ionize the target ions until the beam energy can
no longer overcome the ionization potential. Therefore, the highest charge
state in the cloud of trapped ions can be predetermined. Since the electron
beam can be varied in current and energy, this offers ways to make lifetime
measurements.

10.2.5.1 Line Width Measurements

As discussed above, the spectral resolution of some BFS observations has
been high enough to measure the spectral line broadening that resulted
from autoionization, a consequence of the uncertainty principle by which
the extremely short level lifetime corresponds to an increased level width.
The same lifetime range of a few femtoseconds applies also to electric dipole
transitions of few-electron ions in the mid-Z range of the periodic table, which
have transition wavelengths in the x-ray range. Measuring the line width in
such ions takes several steps, beyond the provision of ions of the desired
charge state. A spectrometer of sufficient resolving power is only one of the
prerequistes. Ions produced by frequent collisions with multi-keV electrons
have kinetic energies in the keV range, and this does not change by the ions
being trapped. Trapping is improved by evaporative cooling, which is best
achieved by mixing in a light ion species. The Doppler broadening of spec-
tral lines emitted by keV-ions largely camouflages the underlying natural line
width (Lorentz curve). Only when the trap was made very shallow, evapo-
rative cooling of the stored ion cloud achieved to bring down the ion motion
sufficiently to permit lines from long-lived levels to shrink substantially in
width below that of short-lived levels. The pilot experiment on this topic [66]
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worked with Cs (Z = 55) and intercompared the widths of lines from 3s and 3d
levels of the Ne-like ion Cs45+. Similar to this Ne-like ion species, Graf et al. [67]
have evaluated EBIT measurements of the He-like ion Fe24+. Here the reso-
nance line “w” was investigated in comparison to the intercombination line
“y” and the forbidden line “z.” Both of these studies yielded lifetime results
within a factor of 2 of well-established predictions. It is not yet clear what
limits the accuracy; one of the problems is the general difficulty of the anal-
ysis of a Voigt line profile (convolution of Lorentzian and Gaussian profiles).
In order to determine the Lorentzian part well, the low-intensity line wings
are important that, however, overlap with those of the neighboring lines.

10.2.5.2 Magnetic Trapping

When the electron beam contributes to the trapping, an EBIT is said to operate
in electronic trapping mode. However, when the beam is switched off, a Pen-
ning trap remains, and EBIT is said to operate in magnetic trapping mode [68],
with ion storage being effected for many seconds (as has been ascertained by
ion cyclotron resonance frequency observations at LLNL) [68,69]. The vast
majority of lifetime measurements at EBITs has been obtaining decay curves
in the magnetic trapping mode. The basic arrangement is simple. A detec-
tor system views the center of the trap through slots in the drift tubes. For
detectors that are sensitive to stray magnetic fields (most EBITs operate with
superconducting magnets), such as photomultiplier tubes, an optical system
images the trap onto the detector which sits at some distance [70] (Figure 10.4).
The electron beam is switched on for a few hundred milliseconds or so, until
the proper charge state ions have been bred and the signal level has risen
to show this. Then the electron beam is switched off for the duration of sev-
eral times the atomic lifetime of interest, so that the delayed emission signal
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FIGURE 10.4
Optical observation at an EBIT. (From E. Träbert and P. Beiersdorfer, Rev. Sci. Instrum. 74, 2127,
2003. With permission.)
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can reach the background level (Figure 10.5). Then the ions are purged from
the trap, by lowering the potential of one of the drift tubes, and the cycle is
repeated, thousands of times.

This basic scheme has experienced many variations; for some measure-
ments of the metastable level in He-like ions, the electron beam has not been
switched off completely, but only lowered in energy below the excitation
threshold [71]. Some Heidelberg measurements strongly reduced the elec-
tron beam current, but did not fully cut it. The purge does not have to occur
in each cycle, but not much is won by saving ions from a purge: the ion cloud
expands once the electron beam is gone, and it does not shrink back to its
previous size when the beam is restored.

10.2.5.3 Ion Loss Measurements/CX

The optical signal decay rates observed on the ion cloud in an ion trap rep-
resent the sum of the true atomic decay rate and of all other loss processes,
notably the loss of ions from the stored sample. Hence it is of paramount
importance to determine the ion storage time constant (the inverse of the loss
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rate). Only when the loss rates are known can the radiative transition rate
be determined from the apparent decay rate. In contrast to heavy-ion stor-
age rings, where only ions of a single charge state are being stored, so that a
measure of the change of ion beam current is at the same time a measure of
the change of ion number, most other ion traps may hold several ion species
(elements and charge states) simultaneously. The number of ions of a given
charge state may increase by CX collisions of a higher charge state ion with the
residual gas. This effect has been seen drastically in lifetime measurements
on He-like ions of Ne [72,73]. Those observations strongly suggest to make
the charge state of interest the highest of the charge state distribution or, in
other words, to keep the electron beam energy low enough so that no higher
charge state is produced.

CX also reduces the number of ions of the proper charge state, and it is not
easy to determine the loss rate. A general signature of CX is delayed pho-
ton emission by the ion that gained an electron, most often capturing into
a high n, high l state. This excited ion will decay eventually, often in many
steps. It is difficult to selectively observe the photons from typical steps along
the decay chains, because the number density of CX-excited ions is small,
and narrow-band optical detection of spontaneous emission is fairly ineffi-
cient. For a variety of ions, the optical determination of the CX loss rate is
simply not practical. Only if the decay chain reaches the x-ray range, energy-
dispersive detectors of large detection solid angle become applicable. Typical
solid-state detectors have a resolution that does not distinguish individual
charge states, and the x-ray energy detection threshold of about 1 keV is also
limiting the information that can be gained. Assuming that the CX processes
largely reflect the density of the residual gas, one might resort to storing more
highly charged, few-electron ions under the same vacuum conditions, and use
their x-ray emission to determine the CX loss rate. This transfer of informa-
tion gained on, say, ions with a K-shell vacancy to others with an open L-shell
is based on the assumption that the CX cross-sections follow simple scaling
rules, which they are very likely to follow for ions with a constant number of
electrons. The interpretation of L-shell processes in terms of K-shell processes,
however, is burdenend with uncertainties. Modern microcalorimeters, in con-
trast to the traditional x-ray diodes, have a lower detection threshold (several
hundred eV) and a much higher resolution (say, 5 eV). With such a device, the
CX signal of an individual charge state ion species can be followed, reducing
the associated systematic error.

As an alternative control measurement, the residual gas density in the trap
can be varied. This should change the CX rate accordingly, which provides an
in situ probe. Neglect of this test has been suggested [74] as a possible reason
to explain the unsatisfactory results of some earlier experiments.

10.2.6 Examples

The lifetimes of more than 80 levels in multiply charged ions have, by now,
been measured with trapping techniques, after hundreds were measured by
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BFS. In the process, the calculations of radial wave functions and of multiplet
mixing, nondiagonal matrix elements, relativistic effects on wave functions
and transition operators, multipole expansions of the radiation field, config-
uration interaction, hyperfine interaction, multipole mixing, approximations
of the Breit operator, autoionization decay, spin-orbit, spin–spin, spin-other-
orbit interactions, and whatever else were tested for their influence on atomic
level lifetimes. More often than not, several entries of this list act in com-
bination, and their individual influences cannot always be determined by
experiment. The best chance to distinguish the contributions usually is the
study of isoelectronic sequences, because of the different Z-dependences of
the individual effects. The following examples are roughly ordered by increas-
ing the number of electrons, be they the total number or the number in the
valence shell.

Electric dipole transitions in He-like ions have been studied up to U (Z =
92), including lifetime measurements that were almost exclusively performed
by beam-foil techniques. In He-like U, the x-ray decay of the 1s2s 3S1 level is
very fast; however, there is a slower in-shell E1 cascade from one of the 1s2p
levels. Transition rates depend on the transition energy, and in this case the
transition energy contains a major fraction from QED effects, the Lamb shift.
Thus a lifetime measurement has revealed the then most accurate information
on the n = 2 Lamb shift in a He-like very highly charged ion [26].

The aforementioned 1s2s 3S1 level decays by M1 radiation, a process that
can be understood only as a relativistic effect on the transition operator.
In fact, before the decay was actually recognized in astrophysical spectra [75],
it had—on theoretical grounds—been declared not to exist. Such an M1 tran-
sition rate scales with Z10, and it is then no surprise that the level lifetime
is too short to be measured in U90+, although the calculated level lifetime in
neutral He is of the order of 6000 s. Nevertheless, this decay has been studied
over a lifetime range of 15 orders of magnitude, up to Xe52+ where the life-
time is only a few picoseconds [76] (Figure 10.6). To cover all that range, the
various techniques described above were applied in turn. The measurement
on He [77] exploited the emission from a well-diagnosed gas discharge and
thus is not really a lifetime measurement technique. The experiments on Li+

employed a classical ion trap [78] and DR resonances in a heavy-ion stor-
age ring [55]. Measurements on Be through N were done at the Heidelberg
heavy-ion storage ring, recording the ion beam composition via the residual
gas ionization signal [79] or monitoring the DR signal [80]. Experiments at
the Livermore EBIT obtained lifetime data on He-like ions from N through S
(see [48,71,72,81]), which overlaps with the range in which beam-foil experi-
ments have been tried.At the lower end of this range (Z = 16–18), the lifetimes
range from 200 to 700 ns, and it is here that a slow beam experiment (on Ar)
was appropriate at the time [45], because it suffered from other systematic
errors than the fast beam measurements, helping to clarify the situation. This
clarification process included the discovery of sign errors in theory, and even-
tually theory progressed so far that the best calculations differ by less than
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FIGURE 10.6
Isoelectronic trend of the transition rate data for the 1s2 1S0 − 1s2s 3S1 magnetic dipole (M1)
transition in He-like ions. Data points for Z = 4–7 are fom the Heidelberg heavy-ion storage ring
TSR, data for Z = 7–10 have been obtained at the Livermore EBIT-II. Data on heavier ions are
from the use of (mostly fast) ion beams. All experimental data have been scaled by normalization
to the results of the fully relativistic calculation by Johnson et al. [84], and only the deviations
from this prediction are displayed. (From W. R. Johnson, D. R. Plante, and J. Sapirstein, In B.
Bederson and H. Walther (Eds.), Advances of Atomic, Molecular and Optical Physics, Vol. 35, San
Diego, CA: Academic Press, 1995, p. 255. With permission.)

0.1% in their prediction of this M1 transition rate [82–84]. Presently, exper-
iment cannot afford the extreme accuracy needed to discriminate between
the leading calculations for the He isoelectronic sequence. However, for now,
we may consider theory to be successful in describing the two-electron ions,
and then we have a ruler against which to test experimental techniques. If a
measurement—in the case of this particular isoelectronic sequence—does not
agree with calculation, there is likely a problem with the experiment.

The ns − np resonance line series of the alkalis evolve into a branch (np1/2)
that, up to high Z, remains almost nonrelativistic, whereas the Z4 depen-
dence of the fine-structure splittings moves the np3/2 level away and thus the
components of the fine-structure doublet apart. At high Z, the ns − np wave-
lengths differ by more than a factor of 2, and the lifetimes by a high multiple.
The high-Z beam-foil lifetime results with their typical 5–10% uncertainties
are individually less meaningful than the extremely accurate lifetime data
obtained on neutral Li and Na [85–87]. Nevertheless, such a level of accu-
racy is sufficient to test many of the isoelectronic trends. For example, it was
found that relativistic corrections to the matrix elements [84] were necessary
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to match theory and experiment in something as seemingly simple as the Li
isoelectronic sequence (see [28]).

Also in the Li isoelectronic sequence, the 1s2p2 4PJ ( J = 1/2, 3/2, 5/2) levels
feature in-shell E1 decays to the 1s2s2p 4Po

J ( J = 1/2, 3/2, 5/2) levels the rate
of which scales linearly with Z. There also are higher multipole order x-ray
decays to the 1s22p doublet levels (the rates increase with high powers of
Z), and autoionization processes that depend on spin-orbit, spin-other orbit,
and spin–spin interactions (and Z-dependences such as Z3 or Z4). Over the
years, measurements on ions from neutral Li (where almost only the in-shell
radiative decay matters) to Mg, Al, and Si [89,90] have been made, and the
isoelectronic trends of the level lifetimes helped to unravel the individual
contributions [91]. It was found, for example, that the in-shell E1 transition
rate was underestimated by some 20% in some early calculations; nowadays,
some calculations can do much better.

Be-like ions (four electrons in total, two of them in the valence shell; see also
the rather similar Mg-like ions, etc.) feature a wide range of transition types
even among the lowest lying levels: typical E1, E1 with change of spin, M2,
M1 between fine-structure levels, hyperfine-induced decays in some isotopes.
The transition rate of the E1 resonance line 2s2 1S0 – 2s2p 1Po

1 has been claimed
to be calculable with an accuracy (10−4) [92] that, by far, exceeds experimen-
tal capabilities. Experiment, in fact, is hampered by the cascade from the 2p2

1S0 level which differs in lifetime from the resonance level by about 30%.
(In Be, this displaced level lies above the ionization limit, and the cascade
is absent.) Neglect of this growing-in cascade in beam-foil lifetime measure-
ments has brought about a fair number of systematic overestimates of the
2s2p 1Po

1 level lifetime by 30–50%. Critical reviews and the technique of iso-
electronic smoothing of the line strength data [24,25] have helped to identify
the more thoughtfully executed evaluations. Although the systematic shift
error could be avoided, an evaluation of all sensibly evaluated lifetime data
(Be (Z = 4) through Kr (Z = 36)) revealed that the authors opted for cautious
error estimates in the 5–10% range, while the scatter of the data corresponds
to no more than a 3% error [28].

For the 2s2 1S0 – 2s2p 3Po
1 intercombination transition in the same atomic

system, the lifetime data used to reach from Ne (Z = 10) with a 50% error
estimate to Xe (Z = 54) with a 10% measurement error estimate. Many calcu-
lations were available, especially for the C2+ ion of astrophysical interest, but
the results scattered by about 20% around the mean. The advent of heavy-ion
storage ring lifetime measurements [93] and of measurement uncertainties
below 1% changed the situation thoroughly—now theory has problems keep-
ing up [28]. For the specific case of C2+, computationally extensive relativistic
configuration interaction calculations with about 200,000 wave functions [94]
appear to be the most accurate so far, with a quoted uncertainty of 0.5%. The
calculated result and the measurement disagree by slightly more than the
combined errors, an incentive to continue the research at this high level of
accuracy.
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B-like ions are the simplest ions with fine-structure intervals in the ground
term. Between such fine-structure levels, M1 and (much weaker) E2 transi-
tions take place. Since the same term is involved in both levels, the transition
rate does not depend on radial wave functions, but only on Racah algebra
factors (atomic geometry, in the form of the so-called line strength S) and
the transition energy (ΔE3 for M1 and ΔE5 for E2 transitions). This simple
picture applies to the single configuration, nonrelativistic limit; otherwise,
the calculation can be much more difficult. Interestingly, theory has massive
problems predicting fine-structure intervals in many-electron systems. Most
calculations are found to be insufficient in the end, and the calculated energy
differences are replaced by the much more accurately known experimen-
tal data. Only very recently have ab initio calculations yielded fine-structure
intervals close to experiment [95].

These excited levels in the ground configurations of many ions are very
interesting for plasma diagnostics. The appearance of the lines indicates
the presence of charge state and thus the electron energy (temperature) of
the plasma. The transitions are of relatively low energy and consequently the
spectral lines in the visible, near, or extreme ultraviolet can be well resolved
and identified with individual charge states. Moreover, the radiative tran-
sition rates compete with collisional excitation and de-excitation rates, at
least in low-density plasmas such as tokamaks or stellar coronae. Collisional-
radiative modeling can be applied to identify line ratios that depend on the
particle density of the plasma, because of radiative and collisional processes
affecting the lower-level population. The level lifetimes of these levels are
among the very few testable parameters of such modeling exercises. It has
been great progress when a number of these lifetimes were measured, using
EBITs or heavy-ion storage rings, with uncertainties of only one or a few per-
cent. Such experiments have also included cross-checks of the two techniques
applied to the same atomic system [74]. At the same time, it has been revealing
to see the scatter of theoretical predictions of the same entities in multielec-
tron systems, ranging from a few percent in some cases to a factor of 3 or 5 in
others.

For most applications in astrophysical or terrestrial plasma diagnostics,
an uncertainty of radiative decay rates of 1% seems sufficient, because most
other measurement parameters will be known with poorer precision. How-
ever, intellectually, it is intriguing to test how precise such measurements
can be. Various experiments on the (electric dipole) resonance lines of alkali
atoms have reached an uncertainty of about 0.1%. The aforementioned mea-
surement of the spin-changing E1 (intercombination) transition in C2+ [93]
carried an error bar of 0.14%. The same small uncertainty can test some-
thing unprecedented in the M1 transition rate between fine-structure levels
in many-electron ions. Beyond the simple picture mentioned above, that the
transition rate depends only on the line strength and the transition energy
(and the transition energy calculation may require a QED correction), QED
also requires a correction of the transition operator. This correction relates to
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the electron anomalous magnetic moment, or the (g-2) value. The correc-
tion increases the M1 transition rate by about 0.45%, and the Heidelberg
EBIT results for Ar13+ [96,97] and Fe13+ [98] (while being compatible with
less precise earlier measurements at the Livermore EBIT [99]) agree less
well with the corrected than with the uncorrected predictions. Judged by
the published uncertainties of experiment and calculation, the disagreement
corresponds to several standard deviations. There is no tested idea yet of
what might explain the discrepancy, whether theory missed something in the
interplay of quantum mechanics and QED, or whether the experiments suf-
fered from unrecognized systematic errors. Independent measurements are
called for.

Among the M1 transitions in more complex systems is one in the 3d4 config-
uration of Ti-like ions. Whereas regular fine-structure intervals increase with
the fourth power of the nuclear (or ion) charge, this particular interval varies
very little. For more than 30 elements, the transition gives rise to a line in
the near-ultraviolet, which has been considered as a most promising plasma
diagnostic tool [100]. Calculations have met limited success when trying to
predict the transition wavelength accurately (see [101]); however, various
calculations agree in showing a discontinuity of the level energy trend near
Z = 55. It is possible that lifetime measurements can help to elucidate this
problem. So far only a single lifetime measurement [102] has been done on an
ion in this isoelectronic sequence, and the accuracy of a sensitive test would
need to be higher.

Higher-multipole order transition rates usually scale more steeply with
the nuclear charge than the low orders. In various ions of Kr (Z = 36), M2
transitions have been found to contribute as much to the decay rates of certain
levels as all others [103], whereas at low Z, the M2 contributions may be neg-
ligible. Some atomic clock schemes depend on high multipole order decays
(E3) having a very low rate in atoms or singly charged ions. In highly charged
ions, a magnetic octupole (M3) has been identified in the spectra of Ni-like
ions of Th and U [104], and its transition rate has more recently been mea-
sured in Ni-like Xe26+ [105]. In odd isotopes, the hyperfine interaction can
mix sublevels of the 3d94s 3D3 and 3D2 levels, thus mixing M3 and E2 decays.
The effect has been measured at the Livermore EBIT, the experimental level
lifetimes corroborating theory [106].

The recognition of hyperfine mixing as a contributor to certain decay
channels happened in the 1930s and was put on a quantitative basis by Mro-
zowski [107]. The first atomic lifetime measurements showing the effect in
He-like ions were reported from Berkeley [108], followed by systematic stud-
ies at Lund [109,110]. The hyperfine-quenched lifetime in Ag45+ ions served
to determine the spectroscopically unresolved fine-structure splitting of 1s2p
triplet levels near a level crossing along the isoelectronic sequence [111]. In
the He isoelectronic sequence, the most striking hyperfine lifetime effect is
that of the 1s2p 3Po

0 level mixing with the 1s2p 3Po
1 level which in turn is (rel-

ativistically) mixed with the 1s2p 1Po
1 level, and the latter’s very short level
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lifetime (say, in the subpicosecond range for not so heavy ions) results in
nanosecond lifetimes for the hyperfine-quenched 3Po

0 levels—just right for
BFS. The same physics applies to Be-like ions, but the reference level 2s2p
1Po

1 may have a lifetime of hundreds of picoseconds, giving the 2s2p 3Po
0 level

a lifetime in the millisecond range—clearly any measurement of such life-
times needs ion trapping. In N3+, the expected lifetime of the 2s2p 3Po

0 level
is of the order of 20 min, and modeling of planetary nebula spectra agrees
with this estimate [112]. The first storage ring measurement of such hyper-
fine quenching concerned Be-like ions of 47Ti18+ and employed DR as a probe
of the level population [113]. The lifetime result was much shorter (about
60%) than predicted. In a photon detection experiment at the same heavy-
ion storage ring, but studying the rather similar Mg-like ions of 63,65Cu17+,
a similar deviation from old calculations was noted [114]. However, newer
calculations yield results some 20% shorter than the old ones (yes, theory
does evolve), and the search for systematic errors in specific atomic systems
and their excitation process is not finished yet (yes, experiments may still be
incomplete).

Last, but not least, relativistic effects affect the wave functions. What in
a low-Z atomic system may be rather similar fine-structure components of
an LS-coupling term can acquire quite different characters at high Z, due to
j-dependent relativistic distortions of the wave functions. The individual fine-
structure levels may then differ drastically from each other in lifetime, and
the branch fractions of their decays can be very different. Measurements of
these branch fractions as well as of individual level lifetimes can give detailed
insights into relativistic effects [115].

10.3 Conclusion and Prospects

The published lifetime measurements of multiply charged ions reach from
femtoseconds to seconds, the wavelength ranges from the visible (several eV
photon energy) to the x-ray range. The short lifetime range is close to the phys-
ical limit. For the measurement of long lifetimes, singly charged ion lifetimes
have already exceeded 1 min. In most cases, there is reasonable agreement
between measured data and computed lifetimes. However, there often are
several sets of data and predictions, not all of which are compatible. Some-
times experiment erred and was made aware of that only by calculations,
and in a number of cases theory obtained acceptable results only after good
measurements had shown the way, that is, with little predictive power. For-
tunately, incited by mutual challenge, atomic lifetime experiment and theory
are evolving.

Selective excitation of specific levels in highly charged ions is virtually
impossible to achieve by exposing neutral atoms to a radiation field. The
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situation is much more promising, if ions of a specific charge state can be pre-
pared by different means, and photons are required only for the excitation of
a given ion species. In this vein, selective laser excitation of ions stored in an
EBIT has been tried at Oxford, at Livermore, and at Heidelberg, with rather
limited success. However, at the FLASH facility at Hamburg, a Heidelberg-
built EBIT exposed Li-like Fe ions to the ultraviolet light from a synchrotron
light source, achieving selective excitation [116]. Such a scheme would also
offer benefits for certain atomic lifetime measurements. On such resonance
transitions as excited at Hamburg, the EBIT produces the ions that are to be
excited. The measurement of their lifetimes, which are in the range of about
a nanosecond, however, does not require any cycling of the trap voltages,
only fast (subnanosecond) timing of the detected photons in relation to the
very short excitation pulses from the light source. Considering the low pho-
ton yield of such experiments, they are best suited for short-lived levels, in
measurements that exploit the high repetition frequency of synchrotron light
sources. The measurement of long-level lifetimes would suffer from a poor
duty cycle imposed by the target atom lifetime. However, continuing devel-
opment of ever brighter EUV and soft-x-ray light sources may change this
perspective and open up yet another avenue leading to more insights about
atomic structure and dynamics.
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11.1 Introduction

The International Thermonuclear Experimental Reactor (ITER), which began
construction in 2007, will demonstrate the physical and technological feasi-
bility of fusion for power production [1]. It will employ tungsten at areas with
high particle and power load (divertor entrance and baffles) owing to its high-
energy threshold for sputtering and its low sputtering yield compared to the
low-Z materials such as C and Be, which will be used in parallel. Although the
requirements for the plasma-facing components (PFCs) in ITER will already
be higher than in the present-day devices, the step to a quasisteady-state
DEMO reactor will still considerably increase the particle fluencies to the
PFCs. Therefore, it is foreseen that tungsten will be used as an armor material
for all PFCs [2] in future fusion reactors.

Tungsten was already used as a plasma-facing material (PFM) in early
devices, as PLT [3] and ORMAK [4], and it soon became clear that cen-
tral W radiation was occasionally as large as the ohmic input power and

239
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consequently led to hollow temperature profiles in the plasma discharges [5].
In these cases, the W concentrations were estimated to be in the range 10−3 [6],
consistent with estimations using present-day atomic data. Such high values
would prevent ignition and burning in a fusion reactor as can be deduced
to form zero-dimensional power balance calculations, taking into account
also the inevitable losses through a finite confinement time of the He fusion
ash [7] (see Figure 11.1). Unlike these early devices, which used a material
limiter to keep the plasma away from the vacuum vessel walls, present-day
tokamaks use a so-called divertor configuration, set up by external magnetic
fields allowing us to separate the hot bulk plasma from the regions of plasma
wall interaction (see, e.g., [8]). By this means, the plasma temperature in front
of PFCs is reduced considerably leading in turn to a strong reduction of the
erosion yield for high-Z ions. This opened up again the possibility to use
W as a PFM. In order to prepare the plasma physical database for opera-
tion with W PFCs, the mid-sized tokamak ASDEX Upgrade [9] has started
a dedicated W programme and is equipped with 100% W PFCs since the
experimental campaign in 2007 [10]. Further investigations are conducted in
the TEXTOR tokamak [11] and are foreseen in the framework of the ITER-like
Wall Project at JET [12], which will use W PFCs in the divertor and Be as
PFM in the main chamber. A review on experiments with high-Z PFCs can be
found in [13].

For these obvious reasons, tungsten is moving back into the focus of spec-
troscopy for fusion plasmas, and a large data set of spectroscopic information
on the radiation from tungsten ions is required for diagnostics. This informa-
tion includes accurate atomic physics data on atomic transition wavelengths,
line intensities, and rates for ionization, excitation and recombination in a
range of electron temperatures from a few eV up to about 20 keV.

0 20 40 60 80
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f z

fz ~ Z–2.2
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FIGURE 11.1
Allowed impurity concentrations in ignited plasmas from zero-dimensional power balance calcu-
lations, accounting for an effective He confinement time of ρ = τHe/τE = 5 (τHe gives the effective
He confinement time, τE is the energy confinement time).
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At fusion devices, the spectroscopic information gathered by measurements
of radiation emitted from the plasma has to tackle a variety of challenges
which need sophisticated interpretation of the particular situations of the
measurement setup and the conditions at these devices. Passive spectroscopy
integrates the radiation along a line of sight (LOS) through the plasma and
the emission may originate from regions with different excitation condi-
tions given by the radial profile of electron temperature and density. Thus,
many ionization stages may coexist within the observation region, and a
wide range of levels can be excited simultaneously leading to a multitude
of emission features. The atomic structure of the high-Z element tungsten
with plenty of electrons in up to six different shells complicates the iden-
tification of spectra. Additionally, plasma transport processes influence the
occurrence of a large number of ionization stages emitting at the same time
making the interpretation and analysis of spectra very difficult [14–17]. More-
over, although the edge and divertor temperatures in present-day fusion
devices are similar to that of ITER, the central temperatures are usually below
10 keV. Therefore, W ionization stages from neutral up to around W56+ exist
in present-day tokamaks, whereas up to around W68+ will be reached in a
reactor [18].

In order to close this obvious gap in the accessible temperature range and
to facilitate the investigations, electron beam ion traps (EBITs) are indis-
pensable. EBITs can not only produce a well-selected ensemble of ions in
specific charge stages, but also excite and confine them for extended periods of
detailed spectroscopic investigation. Several devices (LLNLEBIT at Lawrence
Livermore National-Laboratory, NIST EBIT at National Institute of Standards
and Technology, Berlin EBIT at Max-Planck-Institut für Plasmaphysik, and
Humboldt University, Berlin, Tokyo EBIT at University of Electrocommu-
nication Tokyo) have already started with this task (see, e.g., [19–21]) and
contributed significantly to the understanding of the W spectra observed in
fusion devices [22,23].

However, not only the highly charged ions have to be addressed, but also the
neutral W atom as well as low-lying ionization stages are important in order
to quantify the W influx from PFCs. As already stated above, present-day
devices can access the ITER-relevant plasma parameter range, but the large
number of the transitions (see, e.g., [24]) leads, in general, to rather weak
single spectral lines and the necessary atomic data (ionization and excitation
rates) are scarce [25].

This chapter is structured as follows. In the next section, the principle of
influx measurements in fusion devices is briefly described and the status of
current research is presented. Section 11.3 introduces the principle of the deter-
mination of impurity concentrations with some special emphasis to tungsten
and reviews the related investigations on W spectroscopy of highly charged
W ions in EBIT as well as in fusion devices. Finally, Section 11.4 concludes the
paper and highlights further necessary investigations.



242 Handbook for Highly Charged Ion Spectroscopic Research

11.2 Spectroscopy for W-Influx Measurements

11.2.1 Principle of Influx Measurements

Spectroscopy is the only method to measure particle fluxes arising from
PFCs in real time. Typically, the regions of interest are monitored by spec-
troscopic systems viewing perpendicular on the surfaces, similar as shown in
Figure 11.2. In order to use spectral lines of transitions in atoms or low charge
stage ions as a quantitative measure for the particle influx, the adequate rate
coefficients have to be known. If recombination can be neglected, then the
influx can be determined rather directly from the measured photon flux as
described by Behringer et al. [26]. Integrating along an LOS, the particle influx
Γin

q from a material surface is given by

Γin
q =

∫R

0
dl neSqnq, (11.1)

where Sq denotes the ionization rate coefficient for ionization from charge
stage q to q + 1 and nq denotes the density of the qth ion stage.

In the coronal equilibrium, which is mostly valid for low-density fusion
plasmas, the collisional electron excitation is balanced by a spontaneous
emission

∑

f <i

Aif ni
q = neXinq, (11.2)
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FIGURE 11.2
Schematics of the S/XB method. Wq+ denotes the tungsten ionization stage, S the ionization rate,
X the excitation rate, and B the branching ratio.
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with the Einstein coefficients Aif and the rate coefficient Xi for collisional
electron excitation to the level i. In principle, excitations from metastable
states within one charge state have to be treated separately, but this is omitted
here for simplicity. Thereby, one gets for the line emissivity ε

i→j
ph (photons per

volume unit)

ε
i→j
ph = BneXinq, (11.3)

with the branching ratio B defined as (the indices are omitted for simplicity)

B = Ai,j∑
f Ai,f

. (11.4)

Integrating ε
i→j
ph over the LOS yields the photon flux Γi

ph for the observed
transition:

Γi
ph = B

∫R

0
dl neXinq. (11.5)

By dividing Equation 11.1 through Equation 11.5, one ends up with

Γin
q

Γi
ph

=
∫R

0 dl neSqnq

B
∫R

0 dl neXinq

. (11.6)

Since Sq and Xi behave in a very similar way along the LOS (similar tempera-
ture dependence) and the ion (or atom) with charge q exists only in a narrow
temperature range, one can make the following approximation:

Γin
q = Sq

XiB
Γi

ph. (11.7)

Therefore, the so-called inverse photon efficiency S/XB directly connects the
particle flux to the measured photon flux. S/XB is a function of the plasma
temperature and under typical conditions (influx of particles against a temper-
ature gradient) it has to be evaluated at Te ≈ 1/3Eq

ion, with Eq
ion as the ionization

potential of the ion with charge q. A recent review on the spectroscopic diag-
nostic of tokamak edge plasmas using this procedure is given in [27]. The
measurement has to be performed in the direction of the impurity influx and
for a laterally nonisotropic particle source the whole emission cloud has to be
observed. This is illustrated in Figure 11.2 for the case of W particles which
are sputtered from a PFC. As is indicated in Figure 11.2, the spectroscopic
measurements using a spectral line of neutral W (WI) can only yield the gross
W-influx, because a considerable amount of the initial W-influx may be rede-
posited promptly after ionization due to the large gyroradius of the W ion
compared to its ionization length [28]. This caveat can be circumvented to
some extent by using spectral lines from higher ionization stages, but to date
no suitable lines were found (see Section 11.2.2).
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11.2.2 W-Influx Measurements in Tokamaks

Athorough diagnostic of the W-influx into the plasma is of utmost importance
in order to interpret the W behavior in the plasma. However, theoretical data
for the inverse photon efficiency S/XB are scarce or even often missing in the
case of tungsten. First measurements at the PSI-1 plasma generator in Berlin
for a WI transition (5d56s7S3–5d56p7P4) at 400.875 nm [29] yielded an experi-
mental data set for S/XB, which was verified atASDEX Upgrade under fusion
plasma conditions [30]. Recently, a comprehensive effort has been started
at the tokamak TEXTOR [25] to compare experimental spectroscopic results
with theoretical ones, in order to provide reliable data for the determination
of tungsten fluxes and to extend the S/XB method to other transitions. This
is especially important because the wavelength of the above-mentioned line
does not allow long transfer lines via fibers and additionally the transmis-
sion of fiber guides in this wavelength range rapidly degrades under neutron
and gamma-ray irradiation. On the other hand, transitions with even shorter
wavelengths might be of advantage to reduce blending by thermal radiation
from the surfaces. Table 11.1 presents the lines, which were identified to be best
suited for influx measurements because of their atomic structure and bright-
ness. The calculations in [25] were performed using the ATOM code [31] for
the ionization rates and the semiempirical van Regemorter formula [32] for
excitation rates. Additionally, cascades into the upper level of a specific tran-
sition were estimated by using intensities from [24]. The calculations of the
S/XB ratio for the WI spectral line at 400.9 nm show good agreement (better
than a factor of 2) with the experimental data in the temperature range from 2
to 25 eV (see [25] and references therein), when using the Boltzmann formula
with an effective temperature of ≈0.3 eV for the relative level population of
the 5DJ and the 7S3 ground and metastable levels in neutral W. According to
these data and analyses, S/XB ≈ 20 should be used for edge temperatures

TABLE 11.1

Selected Lines of Neutral W for Influx Measurements in Fusion Devices and
Calculated S/XB Values for Te = 20 eV

E (cm−1) Transition

λ (nm) Lower Upper Lower Upper S/XB

255.135 0.00 39183.20 a_5D0 x_J = 1 22
268.142 2951.29 40233.97 b_7S3 x_J = 4 (54−)
400.875 2951.29 27889.68 b_7S3 d_7P4 51
429.461 2951.29 26229.77 b_7S3 d_7P2 93
505.328 1670.29 21453.90 a_7D1 c_7D1 (321+)

Source: Adapted from I. Beigmann et al., Plasma Phys. Control. Fusion 49, 1833–1847, 2007.
Note: a, 5d4(5D)6s2; b, 5d5(6S)6s; c, 5d4(5D)6s6p; d, 5d5(6S)6p; x, unidentified. The calculated S/XB

values in brackets are inconsistent by more than a factor of 3 with the measurements (+:
too high, −: too low; for details, see text).
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between 10 and 20 eV with a very moderate increase toward higher tempera-
ture. A consistency check of the atomic physics calculations was performed,
by a simultaneous measurement of the different spectral lines. It turned out
that for the independently measured plasma temperature of 20 eV, no simul-
taneous agreement with all measured data could be achieved. Although the
reason for this failure is not yet resolved, difficulties in the absolute calibra-
tion in the UV spectral range and population processes by cascading and
collisional transfer were suggested by Beigmann et al. [25].

ASDEX Upgrade uses the WI transition at 400.9 nm for influx measure-
ments since the first installation of a tungsten divertor in 1996 [29,33]. It could
be shown already at that time that the major contribution to the W source
is W sputtering by multiple charged light intrinsic impurity ions as C3+ and
O4+. Comparing net (erosion probes) and gross (spectroscopy) erosion mea-
surements for different plasma edge parameters yields values in agreement
with the model of prompt redeposition of W ions. By proceeding from single
W sources to a device with complete W PFCs, a comprehensive set of LOSs
is needed to measure the total W-influx and to allow to quantify its impact
on the plasma performance. Figure 11.3 shows the temporal and spatial evo-
lution of the W-influx (color-coded) from a low-field side guard limiter in
ASDEX Upgrade, which is sketched in the insertion on the right-hand side.

1.62 0.00 #22902 ΓW[1019m–2s–1]
0.6

0.4
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–0.0
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FIGURE 11.3
Fast W-influx measurements at the limiter of ASDEX Upgrade during discharge #22902. The
2D color-coded figure in the center highlights the temporal evolution of the W-influx density
along the contour of a low-field side guard limiter, sketched in the right insert. The projections
on the left-hand side and on the bottom show the integration of the signal over time and space,
respectively.
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The measurement is performed on eight LOSs and yields an averaged erosion
profile depicted on the left-hand side. The strongly peaked profile highlights
the importance of the plasma position in relation to PFCs. The insertion at the
bottom gives the projection of all spatial channels on the time axis. The strong
modulation of the W-influx is due to frequent instabilities at the plasma edge
which eject particles and energy leading to strongly increased W-influxes.
Details on these investigations can be found in [34] and references therein.

11.3 Spectroscopy for W-Concentration Measurements

11.3.1 Principle of Concentration Measurements

Neglecting plasma transport, the ionization equilibrium in the core of a fusion
plasma can usually be described similarly to the coronal equilibrium, but
with a small density-dependent correction to ionization and recombination
rates. The total ionization rate is dominated by direct electron ionization
and contributions from autoionization of inner-shell excited states. The total
recombination rate is mainly given by radiative and dielectronic recombi-
nation. In the latter case, the energy of the electron is transferred to the
recombining ion leading to double excitation, which is stabilized by a radia-
tive transition. Usually, the stabilization process is more likely than the
autoionization process for highly charged ions, since the relaxation rates
increase with Z4.

Including transport effects, the continuity equations in coronal equilibrium
can be written as a set of Z equations of the form

∂

∂t
nq + ∇�Γq = ne(nq−1Sq−1 + nq+1αq+1 − nqSq − nqαq) (11.8)

with the particle flux Γq. Usually, it is described by using a diffusive and
convective term

�Γq = Dq∇nq + υqnq. (11.9)

For charge stage-resolved transport calculations, as they are necessary for
the interpretation of spectroscopic measurements, Z-coupled equations of the
form of Equation 11.8 have to be solved. This is done numerically using a trans-
port code as, for example, STRAHL[35,36] or MIST [37]. The particle transport
in fusion plasma is still a matter of current research. It depends strongly
on the background plasma parameters and usually contains terms caused
by Coulomb collisions (neoclassical transport) and fluctuations (anomalous
transport). The neoclassical transport parameters (Dneo

q , vneo
q ) show a pro-

nounced q dependence and therefore are of special interest for the description
of the W transport. A recent comprehensive overview of experimental results
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for impurity transport is given in [38]. For the investigations presented here,
it is important to note that the impurity transport at the center of a fusion
plasma is usually very small. Therefore, the influence on the deduced quanti-
ties, as, for example, the ionization equilibrium, is quite low. However, even
small drifts (vq) can change the total impurity density profile, which has to be
taken into account when interpreting spectroscopic measurements.

As in the case of influx measurements, also the measurements of the impu-
rity density in the plasma center are usually based on a direct view (LOS),
similar to that described in Section 11.2.1. Generally, fusion plasmas show a
monotonically increasing electron temperature from the plasma edge toward
its center, leading to a shell-like structure of the ionization stages with an
increasing charge number from the edge to the center. Therefore, the observed
emission may originate from regions with different excitation conditions
given by the radial profiles of electron temperature and density and leading
to a multitude of emission features. In principle, these can be reconstructed
from independent measurements of the background plasmas, when the ade-
quate atomic physics data as well as the transport parameters are at hand.
Then the spectral radiance for a specific transition i from an ion with charge
q can be obtained similar to Equation 11.5 as

Ii
q = hν

4π

∫
�

nqneXi
effB dl, (11.10)

where � denotes the length of the LOS and hν the energy of the emitted photon.
Xi

eff is the so-called photon emissivity coefficient of the transition i. It accounts
not only for electron impact excitation, but also other feeding mechanisms
resulting from calculations within a collisional radiative model. In principle,
it depends on the electron temperature and density, but for the conditions in
a fusion plasma the density dependence can usually be neglected, especially
since most of the important transitions are resonance lines. As stated above,
nq can be calculated from the coronal equilibrium, that is, nq = cWfqne, with fq

being the fractional abundance of the ionization stage Wq+ and cW = nW/ne the
total W concentration. By using this relation, the (local) W concentration can
be deduced from the LOS integrated measurement of Ii

q in the following way:

cW = 4πIi
q

hν
∫

�
fqn2

e Xi
effB dl

. (11.11)

Note that due to plasma transport, cW need not to be a constant over the whole
LOS and the value extracted using the method described is valid only in the
temperature region where the specific transition has a significant emissivity.
Due to the fact that the abundance of the W ionization stages depend strongly
on Te, which itself is a function of plasma radius (see Figure 11.4), localized
measurements using passive spectroscopy are possible. At the same time, this
means that for diagnosing the W-concentration profile, the spectral emissions
of many different ionization stages need to be taken into account.



248 Handbook for Highly Charged Ion Spectroscopic Research

Fractional ion abundance vs plasma radius

0.1

0.010

1
Te,centr. ≈ 4keV;  ne,centr. ≈ 6.5 ⋅ 1019 m–3

ASDEX upgrade

Te,centr. ≈ 18 keV;  ne,centr. ≈ 1.4 ⋅ 1020 m–3

ITER

0.1 1 10
λ [nm]

0.0 1.0
Normalized plasma radius

W65+    W57+ (F Cl-like)

W56+   W47+ (Ar Co-like)

0.1

0.010

10

 

W37+   W24+ (Rb Sn-like)

W46+ W38+ (Nr Kr-like)

Modeled spectra for W concentration of 10–5

5 6
Wavelength [nm]

#19115 2-6s Measurement 

BV 1s - 2p (4.859nm)

Sp
ec

tr
al

 ra
di

an
ce

 [a
.u

.]

Quasicontinuum (W27+ – W35+)

(b)

0.4 0.5 0.6 0.7 0.8
λ [nm]

Δn = 2
Δn = 1

1.5

0

#16778

(a)

Sp
ec

tr
al

 ra
di

an
ce

[1
05  W

m
–2

 sr
–1

 n
m

–1
]

Sp
ec

tr
al

 ra
di

an
ce

 [1
04  W

m
–2

 sr
–1

 n
m

–1
] (

FW
H

M
 =

1 ⋅
 10

–3
 n

m
)

Measurement 

(c)

Interesting for ITER
diagnostic

W41+

W41+

W39+
W40+

W42+
W44+

W43+W43+

W42+
W45+

W43+

FIGURE 11.4
(a) Strong spectral feature emitted by Br-like W39+ to about Mn-like W49+ in the soft x-ray range
(ASDEX Upgrade); (b) Emissions of Ag-like W27+–Y-like W35+ blended by emissions from Br-
like W39+–Cu-like W45+ (ASDEX Upgrade); (c) On the left-hand side, modeled spectra for a
typical ASDEX Upgrade discharge (Te,central ≈ 4.0 keV) and a ITER discharge (Te,central ≈ 18 keV)
are depicted (details in text). On the right-hand side, the underlying ionization balance versus
normalized plasma radius is presented taking estimations for impurity transport into account.
The spectral radiance is calculated in both cases for a W concentration of cW = 10−5.

11.3.2 Highly Charged W Ions in Tokamaks

Spectral lines from highly charged tungsten ions have been found in the
vacuum ultraviolet (VUV) at least since the use of a W limiter in PLT and
ORMAK [5,6,14]. However, concentrations of W in fusion plasmas were
mostly calculated from the radiation loss parameter using an average ion
model [39,40]. Therefore, quantitative spectroscopy has to be developed to
extract W densities from spectroscopic measurements. Ideally, lines from all
existing ionization stages should be evaluated in order to compensate for
the missing radial resolution of the LOS measurements (see Section 11.3.1).
According to the temperature, which could be achieved in the tokamaks of
the 1970s, the first spectral features identified in fusion plasmas originated
from charge stages from Ag-like W27+ to Y-like W35+ and are known as the W
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quasicontinuum (QC) around 5 nm [6,14]. A more recent study of the tung-
sten impurity spectrum at the ASDEX Upgrade tokamak [17] reported that
for electron temperatures above 2 keV, many isolated spectral lines appear
in the spectrum which superimpose the QC emission band. These lines rep-
resent transitions in the higher charged tungsten ions (up to Cu-like W45+;
see Figure 11.4b). The behavior of the W QC could be investigated in more
detail using discharges which exhibit the well-characterized phenomenon
of impurity accumulation [41]. There, the tungsten impurity density at the
center of the plasma (i.e., inside the inner 20% of plasma radius) peaks by
a factor as large as 20, due to neoclassical transport effects. As a result, the
measured spectra are dominated by the emissions in this narrow region with
small radial variations in the electron temperature (Te = ±200 eV). Addition-
ally, temporal variations of the central temperature allow us to scan different
ionization stages. Similarly as in the EBIT spectra (see [19,20,22,42] and next
subsection), the distinct shift of the center of gravity of the QC as well as the
appearance of single lines can be observed. However, the additional broad
structure appearing around 6 nm, which is typical of the W QC measured in
tokamak plasmas, does not show up in the EBIT spectra [22]. This obvious
difference is possibly related to the higher electron densities in the tokamak
compared to the EBIT, which could enhance many weak spectral lines as
indicated in the calculations presented in [19].

Accumulation discharges were also used to deduce the temperature depen-
dence of the fractional abundances of W27+–W46+ (as an example, results for
W43+ and W44+ are presented in Figure 11.5). Here, one uses the fact that the
emissivity of a VUV spectral line only weakly depends on the plasma temper-
ature, but is strongly related to the abundance of the related ion stage, because
the excitation rate is almost constant over the temperature range where the
ion exists [22,43]. By varying Te in the accumulation zone, the temperature
dependence of the fractional abundance can be deduced. When comparing the
results of the measurements to calculations using ionization/recombination
rates from ADPAK [39], where the ionization rates were corrected for exci-
tation autoionization [17], a strong temperature shift in the equilibrium
is observed. Using the latest ionization rates from configuration average
distorted wave (CADW) calculations, Loch et al. [44] shift the calculated frac-
tional abundances to too high temperatures. Finally, the solid lines represent
calculations where the recombination rates were adjusted (modified ADPAK)
to reproduce the experimental findings. Due to the high actual importance
of W in fusion plasmas, all the necessary rates are presently revisited and
recalculated [18,43] within the framework of the ADAS database [45].

Similar to the increased amount of information in the VUV spectral range, a
lot of new data have been produced in the SXR spectral range [18,23,43,46–49].
Here, usually transitions with Δn ≥ 1 are observed, making atomic physics
calculations much more reliable. A comprehensive compilation of transitions
within W27+–W46+ from ah initio calculations with the Hebrew University
Lawrence Livermore Atomic structure Code package (HULLAC) is found
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Measured fractional abundances of Zn-like W44+ and Ga-like W43+ are compared to various
theoretical curves (details in text).

in [50]. Generally, the wavelength as well as the strength of the single spectral
lines compare well to the measurements from the ASDEX Upgrade tokamak,
where SXR spectral lines originating from W39+–W49+ have been identified
in the spectral range from 0.4 to 2.0 nm (see Figure 11.4a). Again, the assign-
ment of the transitions is supported by measurements at the LLNL and Berlin
EBITs, where electron beam energies up to 4.7 keV were used to record spectra
in the 0.5–0.6 nm range (see [51] and Figure 11.6).

The measurements both from the VUV and the SXR spectral regions are
routinely used to derive W density profiles in ASDEX Upgrade discharges
(see, e.g., [52] and Figure 11.7). Both features have been targeted with atomic
data calculations [16,18,43,50,53,54] such that a fairly good understanding
between the two spectra exists. The calculated wavelengths of the most promi-
nent spectral lines emitted by W41+ to W48+ are given in Table 11.2, together
with measurements at the ASDEX Upgrade Tokamak (λtok) and the Berlin
(λBerlin) LLNL (λL/N (L)) [51], and NIST (λL/N (N)) [21] EBITs. The uncertainties
of λtok and λBerlin are typically ±0.001 nm in the SXR spectral range (<2 nm)
and ±0.005 nm in the VUV (>2 nm), respectively. The ionization potentials
(IP) are taken from [55] and the theoretical wavelengths originate either from
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GRASP (G) [56] or from the Cowan code (C). Only lines which could unam-
biguously be identified and which do not show strong blending from other
transitions are presented. The transitions are not only identified by their wave-
length, but also by their spectral radiance, which was calculated within the
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collisional radiative model of ADAS. In the modeling, some of the initial lev-
els are characterized by a dominant configuration in the LS-coupling scheme,
others are better characterized in the jj-coupling scheme. In order to provide
a consistent description for all levels, they are described by their configura-
tion, their total angular momentum J, and the A-value for the transition to
the corresponding lower level in Table 11.2. For most transitions, this is the
ground state, which is then omitted for simplicity. In the few cases, where the
lower level corresponds to an excited state, the energy and the configuration
of this state are given separately.

For the diagnostic of W in ITER-like plasmas, higher charged tungsten ions
have to be taken into account, because of the predicted central electron temper-
ature of about 18 keV [57]. In Figure 11.4c, a modeling of the spectral emissions
between 0.05 and 20 nm is presented (left-hand side of Figure 11.4c) for an
ASDEX Upgrade plasma (top part) and an ITER plasma. On the right-hand
side of Figure 11.4c, the fractional abundances of the ionization stages versus
normalized plasma radius are presented, taking into account typical para-
meters for impurity transport [18]. The ionization stages investigated so far
in ASDEX Upgrade and other fusion devices cover only the plasma boundary
and the edge region. In the central region, ionization stages up to W68+ are
expected. The W ionization stages W49+–W56+ exhibit only transitions which
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TABLE 11.2

Experimentally Observed and Predicted Spectral lines of W Ions Recommended for
Diagnostics of W in a Fusion Plasma

Ion IP (eV) λcalc λtok λBerlin λL/N Jlow Jup Configuration A (s−1)

W41+ 1995 6.482 (G) 6.481 6.482 6.488 L 3
2

5
2 4s4p4 1.7(4)

(As-like) 13.106 (G) 13.121 3
2

5
2 4s24p3 1.7(6)

13.968 (G) 13.896 13.914 N 3
2

3
2 4s24p3 8.1(6)

W42+ 2149 0.5818 (C) 0.583 0 1 3d94s24p24f 2.5(14)
(Ge-like) 0.5823 (C) 0 1 3d94s24p24f 1.5(14)

0.6010 (C) 0.601 0 1 3d94s24p24f 1.3(14)
4.685 (G) 4.718 4.697 4.719 L 0 1 4s24p4d 2.0(12)
6.115 (G) 6.123 6.130 6.130 L 0 1 4s4p3 3.5(11)

12.940 (G) 12.945 12.941 N 0 2 4s24p2 1.8(5)
a 13.029 (G) 12.912 1 2 4s4p3 5.1(6)
b 13.690 (G) 13.475 13.495 N 2 2 4s4p3 5.1(6)

W43+ 2210 0.5798 (G) 0.579 1
2

1
2 3d94s24p4f 3.7(14)

(Ga-like) 0.5801 (G) 1
2

3
2 3d94s24p4f 4.0(14)

0.5988 (G) 0.598 1
2

3
2 3d94s24p4f 1.3(14)

0.5989 (G) 1
2

1
2 3d94s24p4f 1.3(14)

4.760 (G) 4.791 4.769 4.790 L 1
2

3
2 4s24d 1.4(12)

6.020 (G) 6.063 6.061 6.061 L 1
2

1
2 4s4p2 7.8(11)

6.119 (G) 6.135 6.129 6.133 L 1
2

3
2 4s4p2 4.1(11)

12.587 (G) 12.639 12.629 N 1
2

3
2 4s24p 5.3(6)

12.899 (G) 12.824 12.817 N 1
2

1
2 4s4p2 3.0(10)

c 13.682(G) 13.534 13.481 N 3
2

5
2 4s4p2 1.6(10)

W44+ 2355 0.5749 (G) 0.575 0 1 3d94s24f 4.0(14)
(Zn-like) 0.5938 (G) 0.595 0 1 3d94s24f 1.3(14)

6.073 (G) 6.093 6.087 6.093 L 0 1 4s4p 7.2(11)
13.230 (G) 13.287 13.275 13.288 N 0 1 4s4p 2.0(10)

W45+ 2414 0.5721 (G) 0.572 0.5716 0.5719 L 1
2

1
2 3d94s4f 4.1(14)

(Cu-like) 0.5725 (G) 0.5723 0.5724 L 1
2

1
2 3d94s4f 4.1(14)

0.5911 (G) 0.591 0.6003 1
2

1
2 3d94s4f 1.3(14)

0.5912 (G) 1
2

3
2 3d94s4f 1.3(14)

0.7268 (G) 0.725 1
2

1
2 3d94s4p 5.0(12)

0.7273 (G) 1
2

3
2 3d94s4p 4.7(12)

6.217 (G) 6.232 6.232 6.234 L 1
2

3
2 4p 4.4(11)

12.609 (G) 12.720 12.701 12.712 N 1
2

1
2 4p 4.8(10)

continued
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TABLE 11.2 (continued)

Experimentally Observed and Predicted Spectral lines of W Ions Recommended for
Diagnostics of W in a Fusion Plasma

Ion IP (eV) λcalc λtok λBerlin λL/N Jlow Jup Configuration A (s−1)

W46+ 4057 0.5201 (C) 0.5188 0.5196 L 0 1 3p53d104d 8.7(13)
(Ni-like) 0.5687 (G) 0.569 0.5684 0.5690 L 0 1 3d94f 4.1(14)

0.5875 (G) 0.587 0.5872 0.5867 L 0 1 3d94f 1.3(14)
0.7035 (G) 0.702 0 1 3d94p 1.4(13)
0.7184 (G) 0.716 0 1 3d94p 5.8(12)
0.7944 (G) 0.793 0 2 3d94s 6.0(9)

W47+ 4180 0.5550 (C) 0.556 0.5553 0.5564 L 5
2

5
2 3d84f 2.3(14)

(Co-like) 0.5553 (C) 0.5558 0.5568 L 5
2

7
2 3d84f 4.2(14)

0.5740 (C) 0.5747 0.5748 L 5
2

7
2 3d84f 1.1(14)

0.5746 (C) 5
2

5
2 3d84f 7.7(13)

W48+ 4309 0.5438 (C) 0.545 0.5443 0.5449 L 4 5 3d74f 4.2(14)
(Fe-like) 0.5444 (C) 0.5452 L 4 4 3d74f 1.9(14)

0.5446 (C) 0.5457 L 4 3 3d74f 2.0(14)
0.5609 (C) 0.5610 0.5617 L 4 5 3d74f 7.2(13)

d 0.5621 (C) 2 3 3d74f 1.1(14)
0.5622 (C) 4 4 3d74f 3.7(13)
0.5625 (C) 4 5 3d74f 4.6(13)
0.5631 (C) 0.5644 0.5638 L 4 4 3d74f 3.8(13)

Note: IP: ionization potentials. λcalc: predicted wavelengths from GRASP (G) or from the
Cowan code (C). λtok, λBerlin, λL/N : experimental wavelengths from tokamak and EBIT
measurements (all wavelengths in nm). Jlow, Jup: total angular momentum of the lower
and upper state, configuration: configuration of upper level, A: A-value, exponent given
in parentheses. Transitions to excited states are denoted in first column (energy, con-
figuration of lower level: a: 91.23 eV, 4s24p2; b: 95.82 eV, 4s24p2; c: 98.50 eV, 4s24p; d:
9.72 eV, 3d8).

lead to quasicontinuous structures extending from 0.4 to 0.7 and from 2.7 to
4.0 nm. The strongest spectral lines of the ions W57+ to W68+ are predicted in the
wavelength ranges from 0.10 to 0.15 and 1.8 nm to 3.5 nm and some weaker
spectral lines are predicted at 7–8 nm. All of these spectral regions seem to
be well suited for the monitoring of these highly charged W ions, because
they will not be blended by spectral lines from lower charge stages. It is to be
noted that the simulations predict spectral radiances in ITER up to a factor of
10 larger than those predicted (and observed) in ASDEX Upgrade, providing
a good perspective for spectroscopic W diagnostic in ITER. Table 11.3 pro-
vides a detailed calculated wavelength for transitions in W55+ to W66+ in the
wavelength range of 0.12–0.15 nm.
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TABLE 11.3

Same as Table 11.2 for W-ions with 55+ ≤ q ≤ 66+
Ion IP (eV) λcalc λBerlin Jlow Jup Config. up st. A-value

W55+ 5348 0.12313 0.12347 3
2

1
2 2p53s23p63d2 1.5(15)

(K-like) 0.12323 3
2

3
2 2p53s23p63d2 3.0(15)

0.12356 3
2

5
2 2p53s23p63d2 5.1(14)

W56+ 5719 0.12274 0.12264 0 1 2p53s23p63d 2.0(15)
(Ar-like) 0.14034 0.14029 0 1 2p53s23p63d 2.4(15)

W57+ 5840 0.12234 0.12247 3
2

3
2 2p53s23p53d 2.0(15)

(Cl-like) 0.12236 3
2

5
2 2p53s23p53d 2.0(15)

0.12246 3
2

1
2 2p53s23p53d 1.9(15)

0.13961 0.13975 3
2

5
2 2p53s23p53d 7.7(14)

0.13966 3
2

1
2 2p53s23p53d 1.9(15)

0.13978 3
2

3
2 2p53s23p53d 2.4(15)

0.14003 3
2

5
2 2p53s23p53d 1.6(15)

W58+ 5970 0.12195 0.12207 2 2 2p53s23p43d 9.1(14)
(S-like) 0.12197 2 3 2p53s23p43d 2.0(15)

0.12201 2 1 2p53s23p43d 1.9(15)
0.12205 2 2 2p53s23p43d 1.1(15)
0.13921 0.13927 2 1 2p53s23p43d 2.2(15)
0.13925 2 2 2p53s23p43d 1.3(15)
0.13941 2 3 2p53s23p43d 1.1(15)
0.13944 2 2 2p53s23p43d 9.0(14)

W59+ 6093 0.12149 0.12161 3
2

1
2 2p53s23p33d 2.1(15)

(P-like) 0.12152 3
2

5
2 2p53s23p33d 2.0(15)

0.12156 3
2

3
2 2p53s23p33d 2.0(15)

0.13867 0.13871 3
2

1
2 2p53s23p33d 2.3(15)

0.13874 3
2

3
2 2p53s23p33d 2.3(15)

0.13879 3
2

5
2 2p53s23p33d 1.7(15)

W60+ 6596 0.12110 0.12118 0 1 2p53s23p23d 2.1(15)
(Si-like) 0.13810 0.13824 0 1 2p53s23p23d 2.5(15)

W61+ 6735 0.12023 0.12060 1
2

3
2 2p53s23p3d 6.0(14)

(Al-like) 0.12039 1
2

1
2 2p53s23p3d 2.0(15)

0.12065 1
2

3
2 2p53s23p3d 1.6(15)

0.13752 0.13760 1
2

3
2 2p53s23p3d 2.6(15)

0.13755 1
2

1
2 2p53s23p3d 2.6(15)

continued
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TABLE 11.3 (continued)

Same as Table 11.2 for W-ions with 55+ ≤ q ≤ 66+
Ion IP (eV) λcalc λBerlin Jlow Jup Config. up st. A-value

a 0.15121 0.15102 3
2

1
2 2p53s23p2 4.9(13)

b 0.15141 1
2

3
2 2p53s23p2 2.7(13)

W62+ 7000 0.11998 0.11994 0 1 2p53s23d 2.1(15)
(Mg-like) 0.13692 0.13697 0 1 2p53s23d 2.6(15)
c 0.15036 0.15058 1 0 2p53s23p 9.6(13)

W63+ 7130 0.11957 0.11961 1
2

3
2 2p53s3d 2.1(15)

(Na-like) 0.11961 1
2

1
2 2p53s3d 2.0(15)

0.13638 0.13643 1
2

1
2 2p53s3d 2.6(15)

0.13643 1
2

3
2 2p53s3d 2.7(15)

0.15011 0.14986 1
2

3
2 2p53s3d 9.6(13)

W64+ 15566 0.11919 0.11936 0 1 2p53d 2.1(15)
(Ne-like) 0.13590 0.13593 0 1 2p53d 2.7(15)

0.14935 0.14967 0 1 2p53s 1.3(14)

W65+ 15896 0.13341 0.13350 3
2

5
2 2p43d 1.2(15)

(F-like) 0.13395 0.13397 3
2

3
2 2p43d 1.9(15)

0.13397 3
2

5
2 2p43d 1.4(15)

W66+ 16252 0.13167 0.13172 2 3 2p33d 2.2(15)
(O-like)

Note: The experimentally observed wavelengths are extracted from Berlin EBIT measure-
ments. Calculated wavelengths are from GRASP code. Transitions to excited states are
denoted in first column (energy and configuration of lower level: a: 544.4 eV, 3s3p2; b:
555.1 eV, 3s3p2; c: 547.2 eV, 3s3p2).

11.3.3 EBIT Investigations Preparing the Diagnostic of W in
Hot Fusion Plasma

An EBIT equipped with an appropriate spectroscopic equipment serves as an
instrument dedicated to precisely measure the radiation of highly charged
ions. The monoenergetic, strongly compressed electron beam of EBIT suc-
cessively ionizes atoms up to a selected charge stage, excites the ions at any
particular electron beam energy, and traps the ions for a long observation time.
The Berlin EBIT can operate with electron beam energies up to 40 keV for pro-
duction of tungsten ions in charge stages up to 72+ and electron currents of
150 mA resulting in electron densities of about 3 × 1018 m−3. This ensures that
electron excitation processes similar to fusion plasmas dominate radiative
transitions. Due to the monoenergetic electron beam energy, no integration
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over a range of electron temperatures and densities occurs. The radiation
emitted by the highly charged ions trapped in the Berlin EBIT is analyzed by
high-resolution x-ray and EUV spectroscopy [58]. In the wavelength range
0.04–1.6 nm, x-ray lines are spectrally dispersed with a large area flat-crystal
in Bragg geometry and registered by a position-sensitive proportional counter
leading to a resolution of λ/Δλ ≥ 1000. Diagnostics of the EUV emission in
the wavelength region 3–100 nm is performed with a 2-m Schwob–Fraenkel
grazing incidence spectrometer reaching a resolution of λ/Δλ ∼ 200–4000
depending on grating and wavelength. The spectral measurements are cali-
brated using well-known reference lines from a standard database. Further, a
solid-state detector monitors the x-radiation between 0.4 and 30 keV energy
with large solid angle and high detection efficiency providing broadband
spectra of the highly charged ion inventory of EBIT. The measurement proce-
dure consists of incrementing the electron beam energy in small steps and
recording spectra for each step. By this procedure, the variation of spec-
tral features can be followed across a range of beam energies and ionization
thresholds revealing which lines can be attributed to a particular charge stage.
The lines are classified by comparison with theoretical predictions. As stated
before, W charge stages from Zn-like W44+ up to Cr-like W50+ will exist in
the edge of the main plasma of ITER. The dominant line radiation of ions
with these charge stages is located in the soft x-ray spectral region around
0.5 nm [18]. This wavelength interval between 0.5 and 0.62 nm was investi-
gated at the Berlin EBIT with the Bragg spectrometer using a flat ADP crystal.
Figure 11.6 shows a series of spectra when increasing the electron beam ener-
gies from 3.03 to 4.69 keV. The measured line intensities vary as function of
beam energy and enhance considerably as the population of the emitting
ions is at its maximum. Stepping from 3.03 keV beam energy to 4.12 keV, the
most abundant tungsten charge stage shifts to Ni-like W46+. The spectrum
is dominated by a line at 0.5685 ± 5 nm assigned to a 3d10–3d9 4f transition
in Ni-like W46+. In the 3.03-keV beam-energy spectrum additional to lines
from Cu-like W45+ at 0.5716 nm, a minor contribution from Zn-like W44+ is
observed with a line at 0.5747 nm. When progressively increasing the beam
energy, the ion population raises to higher charge stages. The spectrum plot-
ted for 4.29 keV beam energy shows a weakening of the 0.5685-nm Ni-like W
line, which indicates the extinction of W46+ ions in the trap for beam energies
above 4.3 keV. Increasing the beam energy further results in the successive
production and excitation of Co-like W47+, Fe-like W48+, Mn-like W49+, and
finally Cr-like W50+ at 4.69 keV. These tungsten charge stages give rise to a
multitude of lines within a narrow wavelength range. The line features from
these ions incorporate contributions from a large number of 3d–4f transitions,
since they are wider than expected for a single line. Above the plot of the mea-
sured spectra in Figure 11.6, the upper panel displays a calculated spectrum
for each single tungsten charge stage. The simulated spectra are generated by
ab initio calculations using HULLAC and relative populations for each level
are obtained from collisional-radiative modeling [50]. From the comparison
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of the experimental and theoretical spectra shown in Figure 11.6, it is evident
that the observations confirm the general pattern, intensity relation, and line
position within each spectrum. For each tungsten charge stage, a small range
of very closely spaced lines is predicted and measured as an unresolved sin-
gle feature characterizing the spectrum. Similar studies of M-shell spectra
of tungsten ions conducted at the Lawrence Livermore National Laboratory
EBIT confirm the identifications [51].

As discussed in the previous section, it is predicted that tungsten will be
ionized up to C-like W68+ in the central plasma of an ITER or a reactor. These W
ions have an open or even empty n = 3 shell and when excited, emit strong
lines from n = 2–3 transitions. Investigations on these ions and their radi-
ation have been started at the Berlin EBIT (Δn = 0 transitions, located in
the VUV spectral region, were targeted by recent measurements at the NIST
EBIT [59,60]). L-shell spectra at electron beam energies between Ebeam = 9.5
and 20.6 keV have been recorded to investigate the line intensity distribu-
tion as function of the ion charge stage abundance in EBIT. As an example,
the spectra measured with the flat-crystal spectrometer at Ebeam = 15 keV and
Ebeam = 19 keV are shown in Figures 11.8a and 11.8d. The spectra are assem-
bled from two spectrometer settings each due to the limited wavelength range
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FIGURE 11.8
X-ray spectra of highly charged tungsten observed with a Bragg-crystal spectrometer at two
electron beam energies of (a) 15 keV and (d) 19 keV. The charge stage abundance for the respective
beam energy (c) and (f) is obtained from the measurement of the radiative recombination process
with a solid-state detector. The theoretical intensity distribution is shown in (b) and (e) (details
in text).
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accepted by the detector and the narrow rocking curve of the LiF (220) crystal.
At a beam energy of 15 keV, tungsten ions up to Ne-like W64+ are produced,
because the energy required to ionize them to the next higher charge stage
is 15.566 keV. Monitoring the x-ray emission from the trap with the broad-
band solid-state detector, the line emission from directly excited transitions,
and, characteristically for EBIT, the x-rays from the radiative recombination
(RR) process appearing as distinct line features at energies larger than the
electron beam energy are observed. The x-ray energy is well defined by
the narrow electron-beam energy distribution of typically 50 eV full-width
at half-maximum (FWHM) and the binding energy of the capture state of
the recombining ion. We have exploited the information of the intensity dis-
tribution of radiative recombination to the n = 3 level to gain knowledge
about the charge stage abundance trapped and excited in EBIT. For each ion
charge stage, the energy of recombination to each nl subshell (l is the angu-
lar momentum state) is determined from atomic structure calculations and
the predicted RR line is folded with the electron-beam energy distribution
and the detector response. The theoretical RR intensity is calculated from the
well-known RR cross-section and the detection efficiency. A fit of the theo-
retical distribution for all relevant ion stages to the experimentally observed
RR spectrum yields the abundance of tungsten charge stages. The resulting
charge stage distribution measured for 15 keV electron beam energy is plot-
ted in Figure 11.8c. Four distinct line structures are observed, each splitting
into a sequence of lines from different ion charge stages. The structures can
be attributed to groups of 2s – 3p, 2p – 3d, and 2p – 3s transitions and a weaker
line group of 2p – 3s transitions at 0.128 nm. An increase in the electron-beam
energy to Ebeam = 19 keV above the ionization potential of Ne-like W64+ raises
the highly charged ion abundance up to q = 67+ as shown in Figure 11.8f.
While the spectrum at a beam energy of 15 keV clearly shows emissions from
tungsten ions up to q = 64+, but not from ions with larger q, the charge stage
abundance for 19 keV beam energy is shifted to higher values. Nevertheless,
at this energy the x-ray emission is still dominated by the very strong tran-
sitions of Na-like W63+ and Ne-like W64+ tungsten ions. As stated before, the
classification of the lines has been supported by calculations using the com-
puter codes from the ADAS [45], which include atomic structure calculations
with the Cowan code and excitation cross-sections in coronal approximation.
Additionally, the ion abundance extracted from the analysis of the radiative
recombination measurement enters the calculation. Some of the theoretical
lines are very closely spaced and are folded with a 0.00028-nm FWHM Gaus-
sian to resemble the detector resolution. The wavelength values have been
corrected by fully relativistic atomic structure calculations of GRASP [56] and
are given in the fourth column of Table 11.3. The predicted x-ray intensity dis-
tribution shown in Figure 11.8b (resp. Figure 11.8e) demonstrates that each
line within a group corresponds to transitions of a particular ion charge stage.
To the shorter wavelength side, each of the transition groups (n = 2s – 3p,
2p – 3d, 2p – 3s) is headed by a line produced by the dominant Ne-like W64+
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ion. Lines from transitions of the next lower charge stage are shifted to larger
wavelength values. The largest discrepancy is observed for the W64+ line
measured at 0.1468 nm with larger intensity than the theory predicts for the
2p6 1S0 – 2p5 3p 3D2 electric quadrupole transition, which may not be ade-
quately treated by the model as already observed for a similar transition in
Ni-like W46+ [18].

11.3.4 W-Concentration Measurements in Tokamaks

In principle, the procedure described in Section 11.3.1 can be used to obtain W
concentrations from the measurement of spectral lines. However, the inter-
pretation of spectral emissions in the VUV to soft x-ray range is often not
straightforward, because it is challenging to obtain an absolute intensity
calibration and additionally, the atomic data may still contain considerable
uncertainties for the absolute values. Therefore, a calibration procedure is
presented in the following, which connects the spectral emissions of W to the
total radiative losses they cause in the plasma. The latter value is then related
to the W-concentration. Since the primary threat of W in a fusion plasma is its
strong radiation, this procedure has the advantage that the concentration is
directly connected to the total radiation without having the uncertainty in the
theoretical and experimental absolute intensity of a spectral line. Vice versa,
the procedure also allows a consistency check for the atomic data.

This calibration of the spectral measurements is obtained by injecting W in
a plasma discharge by a laser ablation system (see, e.g., [61]). The increased
W-impurity content (ΔcW) of the plasma leads to an enhancement of the
plasma radiation (ΔPrad) which is related to an increase in the intensity of spe-
cific spectral lines under investigation similar to the W-concentration, which
is derived using the cooling factor LW of W [39,40,62]. Prerequisites for this
procedure are the detailed knowledge of the plasma parameters, an adequate
diagnostic of the total radiation from the plasma (which is available at all
major tokamaks) and the injection of only minor amounts of W, in order
not to change the plasma background. Special care should be taken while
designing the plasma discharge to yield a flat W concentration profile around
the plasma radius at which the charge stages of interest exist. This region of
the plasma is denoted in the following plasma volume of interest and the
increase of the radiation in this region is then given as

ΔPrad =
∫

PVI
n2

eΔcWLW(Te, ne) dV

= ΔcW

∫
PVI

n2
e LW dV (11.12)

The various spectral emissions (i) of the W-ions with charge q exhibit for the
same discharge an increase in intensity of ΔIi

q measured on an LOS �, similar
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to that described in Equation 11.10. Hence

ΔIi
q = hν

4πFc

∫
�

ΔcWfq(Te, ne)n2
e X

i
eff(Te, ne)B dl

= ΔcW
hν

4πFc

∫
�

fqn2
e Xi

eff dl, (11.13)

where Fc is a constant calibration factor, which accounts for the unknown
sensitivity of the spectrometer-detector system and for inaccuracies in the
absolute value of the Xi

eff . From the above equations, Fc can be deduced as

Fc = ΔPrad

ΔIi
q

hν
4π

∫
�
fqn2

e Xi
effB dl∫

PVI n2
e LW dV

. (11.14)

For discharges other than the described calibration discharges, cW can then
be determined by

cW = 4πIi
qFc

hν
∫

�
fqn2

e Xi
effB dl

. (11.15)

In principle, the knowledge of Xi
eff and fq and the measurements of ne, Te, and Ii

q

are necessary to evaluate cW at the plasma radius where the ionization stage q
is abundant, however, the uncertainty in the absolute value of Xi

eff is removed
from the problem in this way. Moreover, as stated already in Section 11.3.2,
the relative behavior of fq versus Te is dominant compared to that of Xi

eff for
highly charged W ions, and the latter is therefore approximately constant in
the Te range in which fq is larger than 10−2 of its maximum value [22]. Thus,
the following simplification of Equation 11.15 can be assumed for most of the
transitions of highly charged W ions (Δn ≤ 1, q > 20+):

cW = 4πIi
qF

i
c∫

�
fqn2

e dl
, (11.16)

where Fi
c = 4πFc/hνXi

effB and Xi
eff is evaluated at the plasma radius where fq

has its maximum. In practice, Fi
c is derived directly from Equation 11.14 and

thus no detailed knowledge on Xi
eff is necessary.

The tungsten concentration in fusion plasmas depends on the W source
rate at the plasma boundary and the impurity transport into and within the
main plasma. However, due to very complex and only partly understood
processes, a large variation of the central W concentration is observed even
for a constant W source rate or—vice versa—an almost constant W concen-
tration is found for strongly varying W sources. As an example, Figure 11.7
shows temporal evolution of some plasma parameters for a typical ASDEX
Upgrade discharge (#23476) with different heating methods. The W-infiux is
deduced from the WI line at 400.9 nm as described in Section 11.2. The W
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concentration is deduced from the QC emission at 5 nm and the spectral line
at 0.794 nm emitted from Ni-like W46+. The first gives the W concentration
close to the plasma edge, whereas the latter represents the central concen-
tration in typical ASDEX Upgrade discharges, as indicated in the upper part
of Figure 11.4c. Already from these few time traces a lot of information of
the qualitative behavior of W for different heating methods can be derived.
During the first phase (until t = 2.5 s), the plasma is heated by neutral beam
injection (NBI) only. During this phase, the W source at the limiter in the main
chamber is more than a factor of 10 smaller than the divertor W source. At the
same time, the W concentration is strongly peaked, as can be seen from the
ratio of the central to edge W concentration, which is about 20. This strong
peaking is explained by the so-called neoclassical inward drifts. At t = 2.5 s,
the NBI is switched off and at the same time the ion cyclotron resonance
heating (ICRH) is switched on. Immediately, the limiter source increases by
a factor of 10. On a longer timescale—reflecting the “slow” particle transport
within the plasma—the edge W concentration rises, but at the same time the
central concentration decreases to a value close to that at the edge. This phase
is characterized by dominant diffusive transport (the so-called anomalous
transport) which tends to reduce W density gradients. At the same time it
can be concluded that the main chamber (limiter) source has a much larger
impact on the edge concentration than the divertor W source, since the sum
of both barely changes during this phase. This is a strong hint for the superior
behavior of the divertor, concerning its role as an impurity source. This fact is
further illustrated in the third phase of the discharge from t = 3.5 s on. There,
a part of the NBI is switched on again, resulting in an increased W source
in the divertor, which is not reflected in the main chamber concentrations
at all. This example highlights the importance of an as complete as possible
W diagnostic to optimize plasma performance with external tools. Although
ITER will operate at much higher central temperatures and the main heating
will be provided by fast α-particles from the fusion reaction, a very similar
behavior of W transport is expected from recent model calculations [63].

11.4 Summary and Conclusions

Emissions from neutral tungsten and from tungsten ions with low charge
number allow to quantify the W-influx. In the main plasma, spectral lines
from highly charged ions can be used to derive the local W density. Large
progress on the tungsten spectroscopy in fusion devices has been made since
the early investigations in tokamaks. Equally, the production and benchmark-
ing of atomic data for the interpretation of the measured spectra has been
considerably enforced. Under the premises of using spectroscopy as a quan-
titative tool, the excitation rates and in the case of nonresonant transitions,
even the setup of a collisional radiative model is necessary. However, not



Importance of Tungsten Spectroscopy to the Success of ITER 263

only the rates within one ionization stage need a careful revisiting, but also
the ionization and recombination rates as could be extracted from tokamak
measurements and in EBIT investigations on the ionization equilibrium.

In present-day fusion devices, emissions from W-ions with charge stages
below q ≈ 50+ can be studied. The most intense spectral features of W for
these plasma conditions are observed between 0.4 and 0.8 nm, around 5nm
and between 10 and 30 nm. The lines at 0.4–0.8 nm are emitted by ioniza-
tion stages from Br-like W39+ to about Mn-like W49+. Investigations in EBITs
have confirmed the identification of the spectral lines, moreover—in some
cases—they provided the only clue to unambiguously identify the transi-
tions. The modeling in that wavelength range agrees well for the distribution
of emissions versus the wavelength. The intensities of single spectral lines are
predicted typically with deviations of around factor 2, while the wavelengths
for transitions in the soft x-ray spectral range are predicted within 0.002 nm.

The experience gained in recent experiments and atomic physics cal-
culations encourage the use of this tool to extrapolate from the current
experimental findings to spectra, as they might be observed in future experi-
ments. However, the extrapolation in electron temperature/ionization stages
is quite far and currently no fusion device is at hand to bridge this gap. Calcu-
lations for the ITER standard scenario, where a central electron temperature
Te ≈ 18 keV is envisaged, reveal that the above-described emissions will occur
at the outer half of the plasma. New spectral features will be emitted from
mid-radius to the plasma center by ionization stages of Cr-like W50+ to C-
like W68+. Important spectral ranges will be at 0.1–0.15 and 1.8–3.5 nm for
ionization stages of Co-like W47+ to C-like W68+. Predictions of spectral lines
around 7–8 nm for the ionization stages above Cl-like W57+ are relatively weak,
but also seem to be an interesting alternative in the VUV spectral range. In
very recent EBIT investigations (this paper and [59,60]), most of the predicted
lines could be identified. However, due to the different electron densities in
the EBIT (ne ≤ 1019 m−3), in the center of fusion plasmas (ne ≥ 1020 m−3), and
the monoenergetic electron beam (EBIT) instead of a Maxwellian distribu-
tion, investigations in fusion devices are still indispensable, to explore the
composition of the spectra emitted from fusion plasmas. Besides these high-
est charge stages of W also the ionization stages with low charge numbers
should be addressed in future experiments. At the moment, there is a huge
gap in the observed ionization stages between the neutral or singly ionized
tungsten at the very edge and the ions which emit the QC (q ≈ 30+). The mea-
surement of the charge stages in-between would allow one to investigate the
behavior of the W-influx and the W transport within the edge in more detail.
The final goal of the investigations will be the incorporation of all available
information in a data structure such as ADAS to make them most commonly
available in the fusion community.

In ITER and future fusion reactors, the measurement of the W concen-
tration will be of utmost importance because of its potentially deleterious
effect on the fusion power production due to its high cooling factor. In this
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context, W spectroscopy will be one of the key diagnostics to optimize fusion
performance by providing input for control tools to minimize the W source
and the W density in the plasma.
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12.1 Introduction

The emission of light is one of the most fascinating phenomena in nature.
Everybody feels the beauty while looking at the colors when the sun is going
down, when a thunder illuminates the night, or when the emission of the
aurora moves like magic in the dark heaven. And every day we are looking
at something in order to read information from a computer screen, to drive
not into but around an obstacle, and to look into the eyes of the child to
understand that it tries to hide that it just burned off father’s stamp collection
in an unlucky physical experiment. In general terms, we all use light to obtain
information, to diagnose something, to control or optimize a process, or to
understand what is true and what is right. The basic science related to all these
questions is called “spectroscopy,” and questions such as “Why the heaven
is blue?”, “What is the temperature in the flame of a candle?”, “What makes
the sun burning so wonderful?” have been the historical origin of scientific
activity. We also might ask what light is by itself? This is a difficult question:
although we have some imagination what light is, it is difficult to say what it
really is and the interesting reader is referred to an excellent textbook devoted
to this question [1].

Today plasma spectroscopy has proven to be one of the most powerful
methods to understand various physical phenomena. It provides essential
information about basic parameters (e.g., temperature, density, chemical com-
position, velocities) and relevant physical processes (Why the aurora is green
at low altitudes but red at larger ones? Why can we look with x-rays into the
human body but not with visible light? . . .).

An essential point in modern research is to characterize a certain unknown
phenomenon by spectroscopic methods independent from other theories.
A simple example may illustrate this important circumstance: let us imag-
ine there is a theory, which predicts why the sun is burning so nicely. This
theory should then also predict the live time (after some time, all energy is
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burned off) and the temperature of the sun (because of the heat flow and
energy balance). How to prove whether the theory is right or not? This would
be an urgent problem to solve for human existence would the theory predict
that the burn would stop in about 100 years. We can prove the theory by spec-
troscopic methods: we could analyze the light emission in various spectral
ranges, identify the chemical composition of the sun and obtain, for example,
the result that hydrogen-like iron is present. In order to strip 25 electrons from
the iron (Zn = 26), the temperature needs to be of the order of the ionization
potential of H-like iron for this manifold ionization, that is, some keV (equiv-
alent to some 10 million degree Celsius). If the theory would have predicted,
for example, a few 1000 degree Celsius, it could therefore be identified as
being wrong due to the large discrepancy of the independent spectroscopic
analysis. This discrepancy would then also imply that the prediction of the
theory when the sunburn stops might also be wrong.

The accessible parameter range of spectroscopy covers orders of magni-
tude in temperature and (especially) density, because practically all elements
of particular, selected isoelectronic sequences can be used for diagnostic
investigations. These elements can occur as intrinsic impurities or may be
intentionally injected in small amounts (the so-called “tracer elements”). This
makes plasma spectroscopy a very interdisciplinary science, and excellent
reviews of traditional spectroscopic methods have been published in books
and review articles [2–11].

The rapid development of powerful laser installations, intense heavy ion
beams, and the fusion research (magnetic and inertial fusion) enable the cre-
ation of matter under extreme conditions never achieved in laboratories so
far. An important feature of these extreme conditions is the nonequilibrium
nature of the matter, for example, a solid is heated by a femtosecond (fs)-laser
pulse and undergoes a transformation from a cold solid, warm dense matter,
strongly coupled plasma to a highly ionized gas while time is elapsing. We
might think about using time-dependent detectors to temporally resolve the
light emission in the hope to have then resolved the problem. However, this
is not so simple: there are serious technical obstacles and also basic physical
principles to respect. A simple technical reason is that for 10 fs laser radiation
interacting with matter, we do not have any x-ray streak camera available
(the current technical limit is about 0.5 ps). A simple principal reason is that
the atomic system from which light originates has a characteristic time con-
stant which might be much longer than 10 fs. The atomic system is therefore
“shocked” and any light emission is highly out of equilibrium invalidating
any standard methods for diagnostics (even if the experimental observation
is time-resolved).

More complex physical reasons are related to the fact that the term
“nonequilibrium” concerns not only the time evolution, but also the statistical
properties of the system. One important example (known for laser-produced
plasmas and inertial fusion research) is the creation of suprathermal elec-
trons (or hot electrons). They seriously alter the light emission in a nontrivial
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manner (a trivial change is an enhanced ionization due to hot electrons,
whereas a nontrivial change is the qualitative distortion of ion charge stage
distribution which in turn invalidates the application of any standard diag-
nostic methods). In consequence, traditional equilibrium methods are not
applicable anymore. Moreover, theoretical analysis shows that often stan-
dard methods cannot be corrected or modified to be anymore useful like they
have been at the beginning of their historical foundation.

What to do? A powerful class of light emission that enables to formulate
spectroscopy of nonequilibrium, high-temperature plasmas concerns light
emission from multiple excited states: the so-called dielectronic satellite and
hollow ion (HI) atomic/ionic emission.

In high-energy-density physics, laser-produced plasmas, and fusion
research, the light emission in the x-ray spectral range is of particular interest,
because only the x-ray emission is, in general, able to exit the volume without
essential photo-absorption. We are, therefore, looking for x-ray dielectronic
satellites and HI x-ray emission to develop nonequilibrium spectroscopy. This
is a challenging field of activity (research and application) that also involves
fascinating topics in atomic physics of dense plasmas and nonequilibrium
atomic kinetics.

12.2 Equilibrium Concepts

It is often not quite clear what is meant with the word “equilibrium.” Does
this mean that the plasma parameters do not change in time? Or does it mean
that the particle statistics follows certain laws? Or something else? There is yet
another reason to look firstly for the understanding of equilibrium methods
when developing nonequilibrium methods: it turns out that “equilibrium
ideas” are quite useful to develop advanced nonequilibrium methods. Let us,
therefore, briefly summarize the most important concepts related to plasma
spectroscopy.

12.2.1 Thermodynamic Equilibrium

The laws of thermodynamic equilibrium are derived in many standard
textbooks, and a very illuminating and transparent presentation concern-
ing classical and quantum particles can be found in [12]. We start from
Boltzmann genius invention that the entropy S is related to the probabil-
ity P(N, N1, N2, N3, . . .) for distributing N particles over energy states with
respective populations N, N1, N2, N3, . . . according to

S = k ln{P(N, N1, N2, N3, . . .)}, (12.1)
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where k is the Boltzmann constant. For an isolated system, thermodynamic
equilibrium relations are obtained, when the entropy has an extreme:

δS = 0. (12.2)

Depending on the probability function P, the distribution functions for
different types of particles in thermodynamic equilibrium can be derived.

12.2.1.1 Planck Radiation

The Planck radiation is the radiation in thermodynamic equilibrium. It is
obtained applying the P-function for photons to Equations 12.1 and 12.2:

Uω = �ω3

π2c3

1
e�ω/kT − 1

, (12.3)

where Uω is the energy density (energy/volume/angular frequency), c the
velocity of light, ω the photon angular frequency, � the Planck constant
over 2π, and T the temperature of the system. The spectral intensity
(energy/time/area/solid angle/angular frequency) is given by

Bω = c
4π

Uω = �ω3

4π3c2

1
exp(�ω/kT) − 1

. (12.4)

The number density of photons N in a spectral interval of the Planck radiation
field is given by

N(�ω) = 1.319 × 1013 (�ω)2

exp(�ω/kT) − 1
(Number/cm3 eV) (12.5)

with �ω und kT in eV.

12.2.1.2 Collisions and Opacity

Equation 12.2 is not very helpful in understanding under which conditions
an arbitrary radiation field will be well approximated by the Planck radiation
field in a specific spectral range. For a two-level atom, these conditions can
be formulated for a certain frequency interval as follows:

a. The collisional depopulation rate of the upper level must be much
larger than the radiative decay rate from the upper level.

b. The opacity for a certain frequency should be large enough (practi-
cally larger than about 5).

Numerical simulations of complex level systems show that these conditions
also remain useful in understanding the evolution of the radiation field. We
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note that the radiation field according to Equations 12.3 through 12.5 is the
radiation field in vacuum. This circumstance enters in the thermodynamic
derivation (Equations 12.1 and 12.2) via the absence of any material properties
in the probability function P(N, N1, N2, N3, . . .).

12.2.2 Saha–Boltzmann Relation

The classical probability function P(N, N1, N2, N3, . . .) for electrons is partic-
ularly important for spectroscopy as it permits to understand atomic- and
ionic-level populations.

12.2.2.1 Boltzmann Relation: Local Thermodynamic Equilibrium and Partial
Local Thermodynamic Equilibrium

Let us consider N energy levels with energies EZ
1 , EZ

2 , . . . , EZ
N and statistical

weights g1, g2, . . . , gN of a certain atomic ionization stage Z. The atomic/
ionic-level populations are then given by

nj

ni
= gj

gi
exp

{
−EZ

i − EZ
j

kT

}
, (12.6)

whereas for free electrons, the Maxwell–Boltzmann energy distribution
function F(E) is obtained as follows:

F(E) = 2
√

E√
π

e−E/kT

(kT)3/2
. (12.7)

If all levels 1, . . . , N are well described by the Boltzmann distribution 12.6 and
also Equation 12.7 holds, one speaks about local thermodynamic equilibrium
(LTE). If only atomic/ionic energy levels with large principal quantum num-
bers are well described by Equation 12.6, then one speaks about partial local
thermodynamic equilibrium (PLTE). As collisional rates increase with prin-
cipal quantum number but decrease with radiative decay rates, PLTE starts
from the high lying levels and proceeds down to lower principal quantum
numbers as density increases.

The condition to ensure PLTE for levels with principal quantum number
n larger than a certain critical one, ncrit, is that collisions are much larger
(typically a factor of 10) than relevant radiative decay rates. In the hydrogenic
approximation, this condition can be formulated for a plasma consisting of
electrons, ions, and atoms as follows:

ne,crit ≥ 6 × 1019 Z7 (ncrit − 1)2ncrit−2

n3
crit(ncrit + 1)2ncrit+2

(
Te (eV)

Z2 Ry

)1/2

(cm−3), (12.8)
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where ne,crit is the critical electron density (cm−3) above which Equation
12.6 holds for all levels with principal quantum number larger than ncrit

(PLTE), Te the electron temperature (eV), Z the ionic charge, and Ry = 13.6 eV.
For hydrogen (Z = 1), ncrit = 1, Te = 1 eV, and ne,crit ≈ 1 × 1018 cm−3, whereas
for H-like molybdenum and Te = 2 keV, the critical density is very high:
ne,crit ≈ 2 × 1029 cm−3. This example shows that it is not the absolute density,
which is of importance in obtaining thermodynamic equilibrium conditions,
but rather the relation between the collisional and radiative decay rates.

12.2.2.2 Boltzmann Plot

Equation 12.6 can be useful in obtaining the electron temperature from
the so-called Rydberg series of emission lines, for example, np→1s +
hν, nd→2p + hν, 1snp 1P1 →1s2 + hν, 1snd 1L → 1s2p 1L + hν, 1snd 3L →
1s2p 3L + hν, 1s2nd→1s22p + hν, and so on. The local line intensity
(energy/area/time/solid angle) of a Rydberg series is given by

In = 1
4π

�ωnnnAn dx, (12.9)

where nn is the atomic/ionic-level population density of the level with prin-
cipal quantum number n, An the radiative decay rate, and dx the length of
the local line of sight. Let us now consider the intensity ratio between two
emission lines from the Rydberg series:

In

In′
= ωn

ωn′

nn

nn′

An

An′
. (12.10)

If Equation 12.6 is valid, then Equation 12.10 transforms readily into (n > n′)

In

In′
= ωn

ωn′

An

An′

gn

gn′
exp

{
−En′ − En

kTe

}
. (12.11)

In a logarithmic plot, that is, the so-called Boltzmann plot (y-axis: ln(In/In′);
x-axis: (En′ − En), usually one fixes the lower n′-value to consider a
Rydberg series of transitions, for example, 1s2p 3P →1snl 3L in He-like ions),
the slope (−1/kTe) of the linear function (En′ − En) provides directly the
electron temperature:

ln
{

In

In′

}
= ln

{
ωngnAn

ωn′ gn′ An′

}
− En′ − En

kTe
. (12.12)

The Boltzmann plot also permits to estimate whether the PLTE condition
holds: if the Boltzmann plot shows a linear function starting from some partic-
ular n′ (equivalent to ncrit in Equation 12.8), then PLTE is probably achieved for
quantum numbers higher than n. According to Equation 12.8, a simple order
of magnitude estimate of the electron density can then be performed [13].
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12.2.2.3 Saha Equilibrium

Let us now consider energy levels, which belong to different ionization stages.
They are linked by the so-called Saha–Boltzmann equation

nZ
i

nZ+1
j

= ne
gi

2gj

(
2π�

2

mekTe

)3/2

exp
{
ΔE
kTe

}
(12.13)

or
nZ

i

nZ+1
j

= 1.656 × 10−22ne
gi

gj

exp {ΔE/kTe}
(kTe)3/2

, (12.14)

where ΔE is the ionization energy (positive) (eV) of level i with ionization
stage Z with final level j in ionization stage (Z + 1), ΔE = EZ

i − EZ+1
j (see Fig-

ure 12.1), kTe the electron temperature (eV), and ne the electron density (cm−3).
The larger the density, the lower the ionization due to increased three-body
recombination effect. The critical density above which Equation 12.13 is valid
can also be estimated from Equation 12.8 (for level i with energy EZ+1

1 and
level j with energy EZ

n ). For highly charged ions, this critical density is very
large (see the example above) and therefore very difficult to achieve in lab-
oratory experiments. However, the Saha–Boltzmann equation can be useful
when considering levels where the ionization energy ΔE is very small (in this
case, the principal quantum number n is large and the critical electron density
according to Equation 12.8 is not so high). The level diagram of Figure 12.1
illustrates the LTE, PLTE, and Saha–Boltzmann relations.

Let us note that in thermodynamic equilibrium, the Planck radiation as
well as the Boltzmann and Saha–Boltzmann relations (and also Equation 12.7)
are valid. However, the conditions for the x-ray radiation field to approach
the Planck radiation are very severe and only LTE or PLTE conditions (if
any) might be achieved. Note that LTE does not mean that thermodynamic
equilibrium exists locally; it means only that Equations 12.6, 12.7, and 12.13 are
valid (or their quantum mechanical equivalent of spin 1/2 particles: Fermi–
Dirac statistic).

12.2.3 Collisional-Radiative Equilibrium

If, in an equilibrium situation, collisional rates are not much larger than radia-
tive decay rates, then we speak about a collisional-radiative equilibrium.
Neither Planck nor Boltzmann nor Saha–Boltzmann relations are valid equa-
tions for all population densities. Level population densities have then to be
obtained from the so-called atomic population kinetics:

nj

N∑

k=1

Wjk =
N∑

i=1

niWij, (12.15)
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FIGURE 12.1
Schematic energy level diagram which illustrates LTE, PLTE, and Saha–Boltzmann relations. ΔE
is the ionization energy of level i and ionization stage Z when the final state is j with charge state
Z + 1. The Saha–Boltzmann relation connects different ionization stages, whereas the Boltzmann
relation (LTE or PLTE) provides information about the population of levels within one ioniza-
tion stage. As radiative decay rates decrease with principal quantum number (A ∝ 1/n3) but
collisional rates increase with principal quantum number, the validity of the Boltzmann relation
according to Equation 12.6 starts from high lying levels (PLTE) and then proceeds down to n = 1
as density increases. NZ

max is the maximum number of levels in ionization stage Z.

where N is the number of levels included in the model (note that in this gen-
eral notation also different ionization stages are included in the level system,
i.e., the index j of a level characterizes the quantum numbers of a specific
configuration in a definite ionization stage). The W-matrix for an optically
thin plasma is given by

Wij = Aij + Cij + Iij + Tij + Rij + DCij + Γij + · · ·, (12.16)

where A represents the spontaneous radiative emission rate, C denotes the
collisional excitation/de-excitation rate, I the ionization rate, T the three-body
recombination rate, R the radiative recombination rate, DC the dielectronic
(radiationless electron) capture rate, and Γ represents the autoionization
rate (the ellipsis indicates other processes not explicitly listed, e.g., charge
exchange). The matrix elements (rate coefficients or cross-sections) for the
inverse processes are obtained by the application of the principle of detailed
balance or the principle of micro-reversibility. If a particular transition does
not occur, the corresponding rate is set equal to zero. The set of popula-
tion equations 12.15 is, sometimes, also called “rate equations.” The level
populations nj are also called “non-LTE level populations,” and the term
“dynamic level populations” is often used in the framework of line profile
calculations.
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Equation 12.15 indicates equilibrium between depopulating (left-hand side
of Equation 12.15) and populating (right-hand side of Equation 12.15) pro-
cesses. This means that the level population densities are in equilibrium in
the sense that they do not change in time. The question as to whether the
level population densities are in statistical equilibrium (according to Equa-
tions 12.6 and 12.13) remains open. It also remains open, whether the radiation
field or the particle distribution functions are in equilibrium. Other equations
are requested to find an answer (to be discussed later on).

In the limit of high densities (i.e., when collisional rates are much larger
than radiative decay rates), the atomic-level population kinetics 12.15 repro-
duces Equations 12.6 and 12.13. In complex atomic-level population kinetics
comprising more than thousands of levels, Equations 12.6 and 12.13 allow a
certain cross-check of the system. If the system does not correctly approach
the high-density limit, the system is in error.

12.2.3.1 Non-LTE Line Ratios

Having once calculated the non-LTE level populations according to Equation
12.15, all combinations of line intensity ratios can be obtained:

Iji

Ij′i′
= ωji

ωj′i′

Aji

Aj′i′

nj

nj′
. (12.17)

Of particular interest are those intensity ratios which depend only on one
plasma parameter. The ideal case of a temperature diagnostic is therefore
given by

Iji

Ij′i′
= Gjij′i′(Te), (12.18)

whereas the ideal case of a density diagnostic is given by the relation

Ikl

Ik′l′
= γklk′l′(ne). (12.19)

The functions G and γ are obtained from the solution of the system of rate
Equations 12.15. Having measured these intensity ratios with appropriate
line emissions, the application of Equations 12.18 and 12.19 provides readily
temperature and density. However, the solution of Equations 12.15 shows
that, in general, the intensity ratio depends both on temperature and density:

Iji

Ij′i′
= χjij′i′(Te, ne). (12.20)

One aim of spectroscopic research is to find line ratios whose dependence is
close to those of the ideal equations 12.18 and 12.19. The difficulty in doing
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so lies in the fact that Equation 12.20 has multiple solutions, which means
that for different sets of density and temperature, the same line intensity
ratio is obtained. It is, therefore, necessary to employ several line ratios at the
same time to avoid misleading parameter information from line ratios. For
optically thin and stationary plasmas, powerful methods have been found
and reviewed in [8,9]. We do not discuss these methods here in detail as they
are often not very useful for nonequilibrium dense plasmas.

12.2.3.2 Radiation Transport

In high-density plasmas, radiation transport seriously influences the line
intensities and also the energy balance. Excellent books have been devoted to
these phenomena [14–16]. Line ratios are now given by the relation

Iji

Ij′i′
= ωji

ωj′i′

AjiΛji

Aj′i′Λj′i′

nj

nj′
, (12.21)

where Λji is the escape probability defined as the ratio of the number of
photons leaving the plasma to the total local photon emissions. The escape
probability itself depends on the population densities and on the geometry
of the plasma volume. In low-density plasmas where collisional rates are
much lower than the radiative ones, photo-absorption is directly followed by
re-emission and the total intensity of the line remains unchanged (note that
Λji is smaller than 1, however, the upper population density is enhanced due
to photo-absorption by a factor 1/Λji). The line profile, however, is seriously
changed (for opacity broadening, see below). If collisions become important
compared to radiative decay rates, depopulating collisions from the upper
level decrease effectively the probability of re-emission. This results in an
effective decrease in the line intensity.

Numerous different definitions of the escape probability are used in the
literature: escape factor, escape probability, transmission factor, Bibermann–
Holtstein factor, and so on. The important differences in the various defini-
tions lie in the fact that whether nonlocal radiation transport effects are taken
into account or not. For further discussions, the interesting reader is referred
to the review articles of Irons [17–20].

The atomic population kinetics of an optically thick plasma becomes now
a system of nonlinear equations:

nj

N∑

k=1

{Wjk + Pabs
ik + Pstim

ik + Piz
ik + Rstim

ik }

=
N∑

i=1

ni{Wij + Pabs
ij + Pstim

ij + Piz
ij + Rstim

ij }, (12.22)

where Pabs is the radiative absorption rate, Pstim the stimulated radiative
emission rate, Piz the photo-ionization rate, and Rstim denotes the stimulated
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radiative recombination rate. These rate coefficients depend also on the
radiation field intensity. In the general case, when the intensity of the radia-
tion field cannot be approximated by the Planck radiation Bω (Equation 12.4),
the radiation transport equation has to be solved simultaneously with the
system of atomic rate equations 12.22.

Let us consider the one-dimensional transport equation without scattering
for one ray:

∂Iω
∂τω

= −Iω + Sω, (12.23)

where Iω is the spectral radiation field intensity (energy/area/time/angular
frequency/solid angle), Sω the source function, and τω the optical thickness
for a photon with frequency ω. The optical thickness is given by

τω(Z0) =
∫Z0

0
κω dz, (12.24)

where κω is the absorption coefficient and Z0 the considered path length of
the photon in the plasma. Material properties can be included in the radiation
transport equation taking into account the refractive index nω [21–25]. The
importance of material properties can be estimated according to

nω ≈ 1 − ω2
p

ω2
. (12.25)

Rewriting the plasma frequency, we obtain

ωp =
√

nee2

ε0me
= 5.641 × 104

√
ne (cm−3) (1/s). (12.26)

In terms of the electron density, Equation 12.25 reads

nω ≈ 1 − 1.4 × 10−21 ne

E2
ω

, (12.27)

where Eω is the photon energy (eV) and ne the electron density (cm−3). Equa-
tion 12.25 indicates that if the radiation frequency approaches the plasma
frequency for a certain density, the further transport of radiation with this
frequency (or lower) is impossible. This in turn modifies the radiation field
and the atomic-level populations. We do not consider this effect here further;
the interesting reader is referred to the excellent text books of Bekefi [21] and
Pomraning [22].

If the source function is constant with respect to the z-coordinate, then
Equation 12.23 has an analytical solution for the emerging intensity at the
surface of the plasma volume (L is the total plasma length):

Iω(z = L) = Sω(1 − exp(−τω(z = L))). (12.28)
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Considering bound–bound transitions only, the source function for a radia-
tive transition from level j to level i is given by (assuming complete frequency
redistribution, i.e., local emission and absorption profiles are equal, εω is the
emission coefficient)

Sω = εω

κω

= �ω3

4π3c2

1
nigj/njgi − 1

. (12.29)

Equation 12.29 shows that if the plasma density is sufficiently large to ensure
a Boltzmann population of the levels according to Equation 12.6, then the
source function is equivalent to the Planck function Bω (Equation 12.4). In this
case, Equation 12.29 corresponds to Kirchhoff’s law. From Equation 12.28, we
see that opacity is a necessary condition to ensure that the emerging intensity
reaches the Planck function: at about τω > 5, the intensity Iω is very close to
the Planck intensity (near the certain frequency ω).

An important parameter in the photon transport theory is, therefore, the
bound–bound opacity:

τω,ji(z = L) =
∫ L

0
κω,ji dz =

∫ L

0

π2c2

ω2
ji

gj

gi
Ajiniφij(ω)

{
1 − nj

ni

gi

gj

}
dz, (12.30)

where ϕij is the absorption line profile. The importance of opacity can be
estimated from the so-called line center optical thickness:

τ0,ij ≈ 2π2e22
√

ln 2
mec

√
πωji

ωji

FWHM
fijniLeff{1 − e−�ωji/kTe}

= 8.32 × 10−15
( ωji

FWHM

)
fij

ni

(m−3)

Leff

(m)
{1 − e−�ωji/kTe}, (12.31)

where FWHM is the full width of the line profile at half maximum, ωji the
transition frequency, fij the absorption oscillator strength, ni the density of
the absorbing ground state i (m−3), and Leff a characteristic plasma dimension
(often close to the value of L but not always) relevant for photo-absorption
(m). In the case of a Doppler line profile, the line center opacity is given by

τ0,ij ≈ 1.08 × 10−10 λji

(m)

√
M (a.m.u.)

Ti (eV)
fij

ni

(m−3)

Leff

(m)

{
1 − e−�ωji/kTe

}
, (12.32)

where λji is the wavelength of the bound–bound transition (m), Ti the ion
temperature (eV), and M the atomic mass (a.m.u.).

If lines can be identified, line intensity ratios do depend now also on the
source size L:

Iji

Ij′i′
= ηjij′i′(Te, ne, L). (12.33)
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Equation 12.33 has even more multiple solutions than Equation 12.20 and
it is almost impossible to use a single line ratio to obtain a certain plasma
parameter. Even if several line ratios are employed simultaneously, a unique
conclusion for a certain set of parameters (Te, ne, L) remains difficult under
practical circumstances. This is an important drawback of the line ratio
method for diagnostics in optically thick plasmas. However, this situation
can be considerably improved. Up to now, we do not have yet used the infor-
mation of the line opacity broadening. This can be done by the analysis of the
spectral distribution (see below).

A simple estimate of opacity broadening effects can be obtained from Equa-
tion 12.28 by setting (1 − e−τω) = 1/2. For a Doppler line profile (ω0 is the line
center frequency)

φG(ω) = 1√
πΓG

exp
(

− (ω − ω0)
2

(ΓG)2

)
, (12.34)

FWHMG = 2
√

ln 2ΓG, (12.35)

ΓG = ω0

√
2kTi

Mc2
, (12.36)

we obtain

ΓG(τ0) ≈ ΓG
√

ln(τ0 + e). (12.37)

For a Lorentz profile

φL(ω) = ΓL

2π
1

(ω − ω0)2 + (ΓL/2)2
, (12.38)

FWHML = ΓL, (12.39)

ΓL
ij =

∑

k

Wik +
∑

l

Wjl. (12.40)

Compared to Equation 12.37, a quite different dependence on opacity is
obtained:

ΓL(τ0) ≈
√

1
ln 2

− 1ΓL

√

τ0 + ln 2
1 − ln 2

. (12.41)

Due to the pronounced line wings of the Lorentz profile (compared to the
Gauss profile), photons can more easily escape from the line wings, and
the total line broadening for a fixed value of line center opacity is much more
pronounced. In the more general case of a Voigt profile (convolution of the
Gauss and Lorentz profile), the opacity broadening is found to be located
between the two limiting expressions 12.37 and 12.41. Equations 12.37 and
12.41 are called “equivalent width” of a line that increases with increasing
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opacity. It indicates that even a single line can fill the total Planck curve with
its equivalent width.

Equations 12.37 and 12.41 are very useful in order to understand the depen-
dence of the source size on diagnostic ratios. In the ideal case, an optically
thin and an optically thick emission line is employed to conclude directly for
the line center opacity. An important example is the use of the resonance and
intercombination line of He-like ions as they can be well separated with high-
resolution spectroscopic methods.Amore general method to use line intensity
ratios along with the line profile information is the spectral simulation method
to be discussed below.

12.2.3.3 Non-LTE Spectral Distributions

The non-LTE spectral distribution of optically thin plasmas is given by

I(ω) = 1
4π

N∑

i,j=1

�ωjinjAjiφji(ωji,ω, αji), (12.42)

where ϕji is the emission line profile and αji a set of plasma parameters (e.g.,
the ion temperature Ti, average charge Z, electron density ne, ion density
ni, and so on). The non-LTE feature of the spectral distribution according to
Equation 12.42 enters via the non-LTE populations nj. Equation 12.42 is the
most powerful method to interpret spectral emission in optically thin plasmas.

In optically thick plasmas, the spectral distribution is directly given by the
solution of Equation 12.23. Note that usually numerous rays have to be taken
into account to simulate a particular geometry of the source and the detector.

If single emission lines can be identified in a reasonable manner, an optically
thick line profile Φji for the transition j → i emerging from the volume can be
defined [26] via

Φji(ω) =
∫τω(z=L)

0 Sω,ji exp(−τω,ij) dτω,ij∫τω(z=L)

0

∫∞
0 Sω,ji exp(−τω,ij) dτω,ij dω

, (12.43)

where Sω,ji is the space-dependent source line source function. The total
spectral distribution is given by

I(ω) = 1
4π

N∑

i,j=1

�ωjinjAjiΛjiΦji(ω). (12.44)

Equation 12.43 allows one to study the main effects on the line profile due
to radiation transport effects, namely opacity broadening, inhomogeneous
density distribution, and differential plasma motion. Moreover, Equations
12.43 and 12.44 are extremely useful for rapid simulations when employing
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analytical expressions for Λji (e.g., via the usual escape factor technique)
and the spatial distribution nj(z). Of particular interest is a parabolic density
distribution according to

n(z) = n0

(
1 −

(
L/2 − z

Ls

)2
)

, (12.45)

s = 1
2

L
Ls

(12.46)

(Ls is a scaling length and s is a dimensionless scaling length parameter) and
a unique relative frequency shift

Δω = ωji
V
c

(12.47)

of emission and absorption profiles (V is the relative velocity of emitting and
absorbing atoms, c the velocity of light), that is,

φij = φij(ωji + Δω,ω), (12.48)

φji = φji(ωji,ω). (12.49)

Equations 12.45 through 12.49 allow one to study almost all principal radia-
tion transport effects on the line profile. Moreover, when employing Equations
12.45 through 12.49, the optically thick line profile (Equation 12.43) has an
analytical solution that even can include line-overlapping effects:

Φji(ω) = Φ̃ji(ω)∫∞
0 Φ̃ji(ω) dω

, (12.50)

Φ̃ji(ω) = τ̃ω,ji

τω

{
1 − exp(−τω) +

(
Leff

Ls

)2

K(τω)

}
, (12.51)

K(τω) = (1 − exp(−τω)) ·
(

1
4

+ 1
τ2
ω

)
+ 1

τ2
ω

(1 + exp(−τω)), (12.52)

τω =
∑

ji

κ0,ijLeffφij(ωij + Δω,ω, αij), (12.53)

τ̃ω,ji = κ0,ijLeffφji(ωji,ω, αji), (12.54)

κ0,ij = π2c2

ω2
ji

gj

gi
Ajini

{
1 − nj

ni

gi

gj

}
. (12.55)

The function K(τ) describes inhomogeneity effects originating from the
upper-level populations. As can be seen from Equation 12.53, even line
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overlapping effects can be included via the opacity τω that originates from
all possible line transitions. Employing Equations 12.50 through 12.55, even
time-dependent simulations of the spectral distribution of differentially mov-
ing optically thick plasmas can be performed with reasonable numerical
burden. Note that the remaining integral in Equation 12.50 is just the sum
of all frequency points of a line transition which has already been calculated
for the spectral distribution of this transition.

Equation 12.51 shows that

Φ̃ji(ω) → φji(ωji,ω, αji)

φij(ωji + Δω,ω, αij)
{1 − exp(−τω,ji)} (12.56)

if the scaling length Ls is much larger than the effective photon path length
Leff and line overlapping effects are neglected. If also no differential plasma
motion is encountered (V = 0, i.e., Δω = 0), we obtain the well-known result
for a constant source function and complete frequency redistribution:

Φ̃ji(ω) → {1 − exp(−τω,ji)}. (12.57)

τ o = 100

s = 10

s = 4.0

s = 2.0

s = 1.1

s = 1.0

0.261
Wavelengths [nm]

FIGURE 12.2
Effects of inhomogeneous plasma density on the optically thick line profile of the He-like res-
onance line of titanium at λ0 = 0.261 nm, kTe = kTi = 2000 eV, ne = 1022 cm−3 and a line center
optical thickness of τ0 = 100. A Voigt profile has been assumed as a local emission profile and a
convolution with an apparatus profile with λ/δλ = 5000 has been made. A homogenous plasma
is represented by a scaling length parameter s → ∞, maximal nonhomogeneity, and strong
self-reversal is obtained for s = 1.
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Figure 12.2 shows the effects of inhomogeneous plasma density employ-
ing the parabolic expression according to Equations 12.45 and 12.46 and the
analytical expressions according to Equations 12.50 through 12.55. For s < 2,
strong self-reversal effects are seen. Figure 12.3 shows the effects of differen-
tial plasma motion. The line profile is strongly asymmetric due to the relative
frequency shift of emission and absorption profiles. If two or more emission
lines are very close to each other (means that their spectral separation is less
than about Δω from Equation 12.47), then the photon from one line might
be strongly absorbed by another transition leading to “asymmetric repump-
ing” and a corresponding strong distortion of line ratios [27]. The inclusion
of these effects in the escape factor approach is difficult. Figures 12.2 and 12.3
demonstrate strong modifications of the line profiles in dense, optically thick
plasmas, and subtle analysis of Stark broadening effects on the line profile
appears to be difficult.

If free–free and bound–free absorption (the so-called continuum opacity)
are important, Equation 12.44 is no longer useful to approximate the spectral
distribution because photons that are emitted from a spectral line may be
redistributed with high probability elsewhere in the continuum. Therefore,
photons from a well-defined bound–bound emission are lost for the particular
line emission when they are re-emitted far away from the line profile. Whether
continuum absorption is important or not can be estimated from the following

τ o = 100

V = 5E6 cm/s

V = 2E6 cm/s

V = 1E6 cm/s

V = 0E0 cm/s

V = –3E5 cm/s

V = –3E6 cm/s

V = –4E6 cm/s

0.261
Wavelengths [nm]

FIGURE 12.3
Influence of differential plasma motion in inhomogeneous plasmas on the optically thick line
profile for different velocities V; other parameters are as in Figure 12.2.
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expressions:

τff ≈ 2.4 × 10−37ḡff
n2

eZeff√
kTeE3

ω

(
1 − exp

[
− �ω

kTe

])
Leff , (12.58)

τfb ≈ 2.9 × 10−17ḡfb
E5/2

i ni

ZeffE3
ω

(
1 − exp

[
− �ω

kTe

])
Leff , (12.59)

where τff is the free–free opacity, τfb the bound–free opacity, Eω the photon
energy (eV), Ei the ionization potential (eV), kTe the electron temperature
(eV), ne the electron density (cm−3), ni the population density from which
photoionization proceeds (cm−3), Zeff the effective charge of the plasma, Leff an
effective photon path lengths (cm), ḡff and ḡfb are the Gaunt factors for the free–
free transitions (Bremsstrahlung) and the free–bound transitions (radiative
recombination radiation). In order to operate in a meaningful manner with
diagnostic line ratios, the continuum opacities τff and τfb should be less than
about 1.

12.3 Nonequilibrium Phenomena

As discussed in Section 12.1, nonequilibrium phenomena are not only
connected with nonstationary phenomena, but also with nonequilibrium
statistics. Below, we discuss several effects that are important for plasma
spectroscopy. We begin with nonstationary phenomena.

12.3.1 Transient Plasma Evolution and Characteristic Time Scales
of Atomic Systems

The basic equations to study transient plasma evolution on atomic systems are
given by a set of time-dependent nonlinear system of differential equations
of the type:

dnj

dt
= ∂nj

∂t
+ ∇(Γj) = −nj

N∑

k=1

{
Wjk + Pabs

ik + Pstim
ik + Piz

ik + Rstim
ik

}

+
N∑

i=1

ni

{
Wij + Pabs

ij + Pstim
ij + Piz

ij + Rstim
ij

}
. (12.60)

The partial derivative is important to study the response of the atomic system
due to time-dependent plasma parameters, whereas the second term is usu-
ally important to describe the transport of particles (to be considered below)
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with the particle flux Γj. Equation 12.60 readily indicates that time-dependent
plasma parameters, such as, for example, Te(t) and ne(t) enter directly into the
rate coefficients (W-matrix, photon rates P, see Equations 12.16 and 12.22),
however, they do not translate directly into a corresponding change of the
atomic populations nj(t). Equation 12.60 can therefore, be considered as a
response function of the atomic system to external perturbations [28].

The response properties can be studied with a two-level atom which connect
either different ionization stages (Figure 12.4a) or one radiating level inside
one ionization stage (Figure 12.4b). Let us begin with the time-dependent
evolution of the level nz (Figure 12.4a):

∂nZ

∂t
= −nZIZ,Z+1 + nZ+1(TZ+1,Z + RZ+1,Z + DZ+1,Z), (12.61)

where I is the ionization rate, T the three-body recombination rate, R the
radiative recombination rate, and D the dielectronic recombination rate. For
the two-level atom, the normalization condition reads

nZ + nZ+1 = 1, (12.62)

which means that the probability to find the atom either in the state Z or in
the state Z + 1 is equal to 1. Let us consider a rapid heating process where all
population is found in the ground level at t = 0 : nZ(t = 0) = 1. The analytical
solution of the differential equation 12.61 together with Equation 12.62 is then

nZ(t) = (1 − γ)e−t/τZ + γ, (12.63)

γ = TZ+1,Z + RZ+1,Z + DZ+1,Z

IZ,Z+1 + TZ+1,Z + RZ+1,Z + DZ+1,Z
, (12.64)

τZ,Z+1 = 1
IZ,Z+1 + TZ+1,Z + RZ+1,Z + DZ+1,Z

. (12.65)

Z + 1
(a) (b)

I

i

j

Cij Cji Aji

T R D

Z

FIGURE 12.4
(a) Two-level atom connecting atomic levels from two different ionization stages; (b) two-level
atom (one ionization stage) of a radiating system.
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Equations 12.63 and 12.64 recover the initial condition and also the
equilibrium condition at very long times (which could directly be obtained
from Equations 12.61 and 12.62 setting ∂/∂t = 0). As shown by Equation 12.65,
the heating process that populates the level nZ+1 has a characteristic time scale,
namely τZ. Therefore, even sudden heating processes do not lead to a sudden
response of the atomic level populations. Moreover, the time scale for the ion-
ization is not given by the inversion of the ionization rate itself but rather by
the sum of the ionization and all recombination process. The physical reason
is that equilibrium requests not only the equilibrium of the state which is
ionized, but also the equilibrium of those which are populated by ionization.
From these levels, however, recombination processes originate. Numerical
calculations show [28,29] that for the K-shell of highly charged ions, Equation
12.65 can be estimated by neτK-shell ≈ 1012 cm−3 s.

As Equation 12.65 demonstrates, each ionization stage and each element
has, in principle, its own characteristic time scale. Therefore, in transient plas-
mas, the use of the radiation emission from tracer elements of different nuclear
charges Zn to establish intensity line ratios which are then employed for the
determination of temperature and density in a stationary collisional radia-
tive calculation according to Equations 12.15 and 12.21 is questionable (even
if the same atomic transitions of the isoelectronic sequence are employed).
Moreover, the use of different types of tracer elements requests to ensure that
the observation volume contains a certain amount of tracer “A” and tracer
“B”, an additional experimental difficult. In a similar manner, even the use of
resonance lines from different ionization stages but one tracer element (e.g.,
H-like Lyman-alpha and He-like Helium-alpha transitions to determine the
temperature) in transient plasmas may provide misleading conclusion when
the stationary set of Equations 12.15 and 12.22 is employed.

We now consider the transient evolution of photon emission according to
Figure 12.4b. The relevant set of differential equations then reads

∂nj

∂t
= −nj(Aji + Cji) + niCij, (12.66)

ni + nj = 1, (12.67)

which means that the probability to find the atom either in the state i or in
the state j is equal to 1. Let us consider a rapid cooling processes with nj(t =
0) = 1. The analytical solution of the differential Equation 12.66 together with
Equation 12.67 is then

nj(t) = (1 − δ)e−t/τji + δ, (12.68)

δ = Cij

Aji + Cji + Cij
, (12.69)

τji = 1
Aji + Cji + Cij

. (12.70)
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Equations 12.68 and 12.69 recover the initial condition and also the
equilibrium condition at very long times (which could directly be obtained
from Equations 12.66 and 12.67 by setting ∂/∂t = 0). Equation 12.70 shows
that photon emission is not instantaneous and at very small densities (when
Aji � Cji + Cij), the photon relaxation time is finite, namely τji ≈ 1/Aji. This
is quite different from Equation 12.65: the lower the particle density, the
longer the relaxation time: that means, for example, stellar clouds with
particle densities of about 106 cm−3 may need days to move to atomic
equilibrium.

Equation 12.70 also shows that the population of levels which radiatively
decay is strongly density-dependent if the collisional processes are at least of
the order of the radiative decay rate. This phenomenon may lead to a so-called
“mixing of relaxation times”: in a multilevel system, a metastable level can
“feed” a resonance emission for a long time via collisions. This phenomenon
is shown in Figure 12.5 via a multilevel collisional radiative simulation for
argon carried out with the MARIA code [29–31]. The shortest relaxation time
is those of the resonance line τ(W) ≈ 9 × 10−15 s (indicated by the arrow at the
first step in Figure 12.5a). The next step is due to a collisional coupling between
the levels 1s2p 1P1 and 1s2s 1S0. The relaxation time of the 1s2s 1S0 level is deter-
mined by the two-photon decay τ(2E1) ≈ 3 × 10−9 s as well as by collisions
(Equation 12.70). At particle densities of ne = 1021 cm−3, the relaxation time of
the 1s2s 1S0 level is determined by collisions [rate coefficient C(1s2s 1S0 − 1s2p
1P1) ≈ 2 × 10−9 cm3 s−1]. The effective relaxation time is therefore about τ(1s2s
1S0) ≈ 4 × 10−13 s as indicated by the arrow “1s2s 1S0” (giving rise to a sec-
ond step at about t = 10−13–10−12 s). The last step is due to the establishment
of ionization equilibrium: the recombination rate from the H-like to He-like
ions at kTe = 500 eV is about R ≈ 4 × 10−12 cm3 s−1, giving a relaxation time of
about τ(1s 2S1/2) ≈ 3 × 10−10 s. This is indicated by the arrow “1s 2S1/2” [note
that τ(1s 2S1/2) ne ≈ 3 × 1011 cm−3 s].

In conclusion, in transient dense plasma evolution, collisional processes do
not lead only to a transfer of population, but also to a mixing of relaxation
times. This may result in some cases to a considerable prolongation of the
radiation emission. Let us consider the intercombination line of He-like argon
ions as an example: for argon, the radiative relaxation time is τ(Y = 1s2 − 1s2p
3P1) ≈ 6 × 10−13 s, however, the fine structure 1s2l 3L is also the origin of mag-
netic multipole transitions with very long relaxation times: τ(Z = 1s2 − 1s2s
3S1) ≈ 2 × 10−7 s, τ(X = 1s2 − 1s2p 3P2) ≈ 3 × 10−9 s. It is, therefore, possible
that the intercombination line emission has a collisionally enhanced relax-
ation time by about seven orders of magnitude compared to the radiative
relaxation time of the Y-line itself (indicated by the vertical arrow “1s2l 3L” in
Figure 12.5a). This can lead to very long-lasting intercombination line emis-
sion in cooling plasmas (e.g., in laser-produced plasmas, Z-pinch disruptions).
Figure 12.5a demonstrates that the intercombination line intensity in the time
interval of about 10−13–10−9 s is much stronger than those of the resonance
line. The traditional interpretation of intense intercombinaton line emission
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FIGURE 12.5
(a) Transient line emission of the He-like resonance line W = 1s2 – 1s2p 1P1 and the intercombina-
tion line Y = 1s2 – 1s2p 3P1 of argon: rapid plasma cooling from 2000 to 500 eV, ne = 1021 cm−3; (b)
transient line emission in an optical thick plasma, Leff = 100μm; other parameters are as in (a).

in recombining plasmas due to radiative recombination [8] is therefore not so
obvious.

A “feeding” of the intercombination line emission due to charge exchange
recombination processes in dense recombining laser-produced plasmas has
therefore been identified on the basis of different space-resolved satellite
x-ray emission lines [32]. We note that inner-shell ionization (1s22l + e →
1s2l1,3L + 2e) may only explain at maximum three times larger intensities of
the intercombinaton line compared to the resonance line (due to the statistical
weights of the singlet and triplet system), whereas the collisional mixing of
relaxation times may also explain order of magnitude different intensities.

Finally, we note that in optically thick plasmas, the scattering of pho-
tons (emission and re-emission) leads to a “delay” in photon escape. This
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is demonstrated in Figure 12.5b. Due to the large opacity of the He-like
resonance line, their escape is prolonged by orders of magnitude.

It should be emphasized that the characteristic time scales according to
Equations 12.65 and 12.70 are fundamental properties which determine the
response times of the atomic system. Therefore, time-dependent measure-
ments, for example, by means of a streak camera might not be able to solve
all problems concerning “transient plasma evolution.”

12.3.2 Particle Transport

The magnetic confinement of the fusion plasma is one of the most important
issues, and intensive efforts have, therefore, been devoted to the understand-
ing of the particle transport. However, the physical processes that underlie
plasma transport in toroidally confined plasmas are not so well understood.
The plasma transport induced by Coulomb collisions (the so-called classical
or neoclassical transport) is often much less than what is actually observed
[33,34] and thus the transport is called anomalous.

Methods that determine the particle transport independent of theoretical
plasma models are, therefore, of fundamental importance in the magnetic
fusion research. Spectroscopic methods have turned out to be very effective.
One of the most powerful methods is based on the space- and time-resolved
observation of the line emission from impurity ions [33–35]. The emission is
simulated from an atomic physics model like, for example,

∂nZ

∂t
+ ∇(

⇀

ΓZ) = −nZ(IZ,Z+1 + TZ,Z−1 + RZ,Z−1 + DZ,Z−1)

+ nZ−1(IZ−1,Z) + nZ+1(TZ+1,Z + RZ+1,Z + DZ+1,Z), (12.71)

where
⇀

ΓZ is the particle flux (Z indicates the charge of the ion). With
given temperature and density profiles, one tries to match the experimen-

tal observations by a best fit of
⇀

ΓZ. For these purposes, it turned out to be
convenient to split the flux into a diffusive and convective term according to
⇀

ΓZ = −DZ∇nZ + ⇀

VZnZ, where DZ is the diffusion coefficient (note that DZ is
the diffusion coefficient, whereas DZ,Z−1 is the dielectronic recombination rate

coefficient connecting the charge states Z and Z−1) and
⇀

VZ is the convective
velocity. These parameters are then varied in a numerical procedure in order
to best fit the spectral emission data. The importance of this type of analysis
lies in the fact that it provides a plasma simulation-independent information
(independent from, e.g., turbulence models) for the diffusion coefficient and
the convective velocity [33–35].

Under real experimental conditions of magnetically confined fusion plas-
mas, the impurity ions do interact with the plasma background H/D via
charge exchange. This in turn leads to a change in the radial charge state
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distribution of the impurity ions, an effect which has a large impact on the
analysis and the interpretation of possible particle transport: diffusion in
space (particle transport) and diffusion in charge states (charge exchange) are
of similar nature in the framework of the traditional particle transport analy-
sis (via diffusion coefficients D and convective velocities V) [36,37]. This can
easily be seen from the more generalized equation

∂nZ

∂t
+ ∇(

⇀

ΓZ) = −nZ(IZ,Z+1 + TZ,Z−1 + RZ,Z−1 + DZ,Z−1 + CxZ,Z−1)

+ nZ−1(IZ−1,Z + CxZ−1,Z) + nZ+1(TZ+1,Z + RZ+1,Z

+ DZ+1,Z + CxZ+1,Z), (12.72)

where CxZ,Z−1, and so on indicate possible charge exchange processes between
the radiating test element (e.g., intrinsic impurities) and other species (namely
hydrogen, deuterium, tritium, and helium). Let us assume that the partial
derivative is zero and integrate the set of Equation 12.72 over space. The
integration over space transforms the diffusion term into the so-called “tau
approximation.” Note that the tau approximation is a rather powerful method
of particle transport analysis which even permits to study details of the line
emission not only of resonance lines, but also from forbidden lines too [36,37].
In the “tau approximation,” Equation 12.72 takes the form

nZ(IZ,Z+1 + TZ,Z−1 + RZ,Z−1 + DZ,Z−1) + nZ

(
CxZ,Z−1 + 1

τZ,Z+1

)

= nZ−1(IZ−1,Z) + nZ−1

(
CxZ−1,Z + 1

τZ−1,Z

)

+ nZ+1(TZ+1,Z + RZ+1,Z + DZ+1,Z) + nZ+1

(
CxZ+1,Z + 1

τZ+1,Z

)
, (12.73)

where τZ,Z+1, and so on, are the respective diffusion times. It is clearly seen
that diffusion/transport (represented by the tau terms in Equation 12.73) are
of the same origin as charge exchange processes (Cx terms in Equation 12.73).
It is, therefore, difficult to characterize the particle transport on the basis of
Equation 12.71: if the charge exchange is a free parameter as well as diffusion
DZ and convective velocity VZ, their significance is not so evident as charge
exchange (diffusion in charge states) and particle transport (diffusion in space)
are overlapping effects.

In order to circumvent this difficulty, a self-consistent analysis has been pro-
posed [38] to eliminate the free parameters for the charge exchange: the cou-
pling is a self-consisted excited states coupling of the tracer (impurity) kinetics
to the plasma background (H, D, T) via atomic physics processes (charge
exchange). The matrix coupling elements Mji(H, D, T, X) can schematically be
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written as

Mji(H, D, T, X) = nH,D,T
j nX

i 〈σCx
ji Vrel〉 (12.74)

where H, D, and T indicate hydrogen, deuterium, and tritium and X is the
spectroscopic tracer element (e.g., He, an intrinsic impurity or any other ele-
ment intentionally introduced for diagnostic purposes), nH,D,T

j the population
density of the elements (H, D, T) in state j, nX

i the population density of the
tracer element in state i, σCx

ji the charge exchange cross-section from state j to
state i between the elements (H, D, T) and X, Vrel the relative particle veloc-
ity, and the brackets indicate an average over the particle energy distribution
functions. As the coupling matrix elements according to Equation 12.74 con-
tain the product of different population densities, the system of equations
(H, D, T) and (X) is nonlinear (even in the optically thin plasma approx-
imation). The self-consistent numerical simulation of multi-ion, multilevel
(LSJ-split) non-LTE atomic kinetic systems coupled by charge exchange pro-
cesses via the excited states coupling matrix (Equation 12.74) are now realized
in the “SOPHIA code.”

The great advantage in using the coupling matrix according to Equation
12.74 lies in the fact that the selection rules for the charge exchange processes
are respected: charge transfer from excited states is directly coupled to excited
states. Therefore, the population flow due to charge exchange is consistently
treated without any free parameter along with the population flow of usual
collisional radiative processes.

We note that the excited states coupling also avoids critical divergences
which arise from the strong scaling of the charge exchange cross-sections with
principal quantum number n : σCx ∝ n4. Moreover, under typical conditions
of ITER, the excited-state populations of hydrogen increase rapidly due to the
increasing statistical weights resulting altogether in an effective divergence
∝ n6. This charge exchange-driven divergence is therefore much more pro-
nounced than the well known divergence of the partition sum. Table 12.1
demonstrates this effect: excited states driven change exchange processes
become even more important than the ground state for about n > 15 and
at n = 20 all charge exchange flow is driven by excited states rather than
ground states. Therefore, any level cut-off is highly critical, and numerical
simulations are nonpredictive. In this respect, effective rate coefficients as,
for example, proposed in [39] have to be employed with caution. In the self-
consistent excited states coupling approach [38], however, no critical level
cut-off is present (or necessary) because charge exchange and collisions are
treated on a unique footing: a large charge exchange flow in highly excited
states is directly redistributed by collisions between the excited states before
radiative decay can populate the ground states. Figure 12.6 demonstrates this
effect schematically. The left-hand side shows the thermal limit (see Equation
12.8) above which PLTE holds. The diagram on the right-hand side shows
the case, when charge exchange flow (indicated by arrows) populates the
levels: the thermal limit according to Equation 12.8 is changed. However,
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TABLE 12.1

Effective Charge Exchange Contributions from Excited States of
Hydrogen Obtained from the SOPHIA-Code: Population Density
nH Multiplied by the 4th Power of the Principal Quantum Number

Niveau nH ∗ n4 nH ∗ n4/nH(1s)

1s 1.16D−03 1.00D+00
n = 2 1.24D−06 1.07D−03
n = 3 7.18D−07 6.21D−04
n = 4 3.28D−06 2.84D−03
n = 5 1.17D−05 1.01D−02
n = 10 6.66D−04 5.77D−01
n = 15 7.40D−03 6.41D+00
n = 20 4.12D−02 3.57D+01
n = 25 1.57D−01 1.36D+02

Note: The second column indicates the absolute fraction, whereas the
third column indicates the relative importance with respect to the
hydrogen ground state 1s. The plasma parameters are kTe = 3 eV,
ne = 1013 cm−3. The populations nH are normalized according to
ΣnH = 1.

the new thermal limit nCx
thermal is still below those quantum numbers nCx

f (div.),
where the charge exchange flow diverges. Therefore, the excited states cou-
pling allows an instantaneous ionization (indicated by arrow I). As I � A, no

C >> A, Cx

C >> A

C

Cx-flow: divergence
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FIGURE 12.6
Schematic energy level diagram of the self-consistent excited states coupling realized in the
SOPHIA-code. Free parameters for the charge exchange processes and flow divergences are
avoided (see text).
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FIGURE 12.7
(a) Time-resolved soft x-ray impurity spectrum of gas puff-injected argon during neutral beam
injection with 1.2 MW. The high spectral resolution enables the distinct observation of the He-
like lines W = 1s2 – 1s2p 1P1, X = 1s2 – 1s2p 3P2, Y = 1s2 – 1s2p 3P1, and Z = 1s2 – 1s2s 3S1 and
numerous Li-like satellites indicated as q, r, a, k, and 1s2lnl′. A simulation which also includes
the simultaneous calculation of the ion abundances shows nevertheless a very poor agreement
for the q- and r-satellites, whereas the self-consistent MARIA charge exchange simulations pro-
vides excellent agreement in all spectral features (see arrow): kTe = 1700 eV, f (H) = 1.7 × 10−5.
(b) Similar to (a), however, the NI is switched off, kTe = 1300 eV, f (H) = 6 × 10−6. (c) Experi-
mental peak intensity ratio of the q- and k-satellites in dependence of the neutral beam injection
power. It can be clearly seen that with increasing NI-power, the ratio continuously rises (solid
and open squares) and relaxes to a common level (solid and open circles) after switching off the
NI-injection. The line of sight for the x-ray emission crosses the injection direction for NI1 (solid
symbols), however for NI2, no geometrical crossing occurs (open symbols). As can be seen, how-
ever, open and sold circles coincide within the error bars. These results suggest that the neutral
beam is rapidly thermalized creating an enhanced neutral background. (d) MARIA simulations
of the integrated intensity ratio I(q)/I(k) and I(k)/I(W) in dependence of the neutral beam frac-
tion f . A strong dependence of the I(q)/I(k)-ratio is obtained, whereas the satellite-resonance
line ratio I(k)/I(W) stays almost constant (multiplied by a factor of 10 for better presentation):
kTe = 1700 eV, ne = 2 × 1013 cm−3.
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effective radiative decay can feed the lower levels from the divergent flow
and the excited-state coupled system is naturally stabilized. In consequence,
the divergent charge exchange flows do not lead to a divergent population
of the atomic levels. This means that first, no artificial (and therefore uncer-
tain) level cut-off is needed to stabilize the system and, second, the number
of levels included in the simulations are not very critical if principal quantum
numbers are included which are a few times larger than nCx

thermal.
It is worth noting that the foregoing discussion of Equation 12.72 can be

extended to suprathermal electrons, because the rate coefficients I, T, R, and D
are treated on a unique footing along with the charge exchange and the particle
transport [40]. It is, therefore, advisable not only to improve the standard rate
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coefficients I, T, R and D, but charge exchange cross-sections from and to
excited states too.

It is evident from Equation 12.72 and the related discussion that supplemen-
tary information is needed to provide a unique characterization. Therefore,
the He-like lines W, X, Y, Z, the He-beta resonance line (W3 := 1s3p 1P1 –
1s2 1S0) and intercombination line (Y3 := 1s3p 3P1 – 1s2 1S0) as well as the
Li-like satellites 1s2l2l′ − 1s22l′′ of highly charged ions have been proposed
and successfully applied to experimental measurements [36,37,41] in order
to distinguish particle transport and charge exchange effects. This turned out
to be possible because the response functions of these different emission lines
to charge exchange-driven cascading, particle transport, inner-shell excita-
tion, and inner-shell ionization processes are quite different. Figure 12.7a and
b shows two examples: the argon impurity x-ray emission (solid curve) dur-
ing neutral beam injection (NI) (Figure 12.7a) and after switching off the NI
(Figure 12.7b), observed at the TEXTOR tokamak [36,41].

Figure 12.7c demonstrates a strong rise of the q-satellite intensity with
increasing power of the NI independent of whether the neutral beam injec-
tion is crossing the line of sight of the spectrometer or not. This observation
suggests that NI is rapidly thermalized and that the enhanced neutral back-
ground (and the corresponding charge exchange processes) leads to the
observed intensity variations. Figure 12.7d shows the MARIA simulations
of the q- and k-satellite ratio in dependence of the neutral beam fraction
f = nH/D/ne. A strong dependence of the ratio from the neutral beam frac-
tion is obtained, indicating that charge exchange might be at the origin of
the observations. Figure 12.7a shows the spectral simulations without and
with charge exchange effects. Excellent agreement with the observations
(solid curve in Figure 12.7a) and the MARIA charge exchange simulations
(dashed curve in Figure 12.7a) are seen for f = 1.7 × 10−5 (Δt = 3.5–3.6 s). It
is important to note that not only the q-satellite, but also all forbidden lines
(X, Y, Z) are in almost perfect agreement with the simulations. Simulations
not taking into account charge exchange and multilevel cascading processes
(dashed curve in Figure 12.7a) result in a considerably underestimation of the
intensities for the q-satellite and also for the forbidden line intensities X, Y,
and Z.

After switching off the NI at t = 3.7 s, the neutral background is still
enhanced as the simulations without charge exchange show (Figure 12.7b).
The simulation method also permits us to determine the enhanced neutral
background after neutral beam injection: f = 6 × 10−6 (Δt = 3.9–4.0 s). Due to
the large sensitivity of this method, even the neutral background in purely
ohmic discharges could be successfully determined [36].

As Figure 12.7 demonstrates, excellent agreement between theory and
experiment is obtained. Surprisingly, just the opposite has been stated in
[42] with a nontransparent discussion of the Z-line. It should be noted that
the Z-line intensity is strongly plasma parameter-dependent due to its cas-
cade sensitivity and inner-shell ionization population channel. Therefore, the
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surprises announced in [42] that their observations show quite different Z-line
intensities when compared to [36] is irrelevant as the plasma parameters in
[42] and [36,41] are quite different.

Further serious discrepancies between simulations and experimental data
for the W3 and Y3 argon line emission in a well-diagnosed tokamak have
been reported [43]. However, the statements made turned out also to be in
error and correctly performed multilevel multi-ion stage simulations [44,45]
carried out with the MARIA code [29–31] demonstrated excellent agreement
with the data.

In conclusion, the high precision of the proposed methods and simula-
tions [36–38] has been confirmed in a series of experiments with and without
neutral beam injection at tokamaks [36,41] as well as in several plasma simu-
lator experiments [46,47]. These methods serve now as a basis for advanced
investigations in the magnetic fusion research (e.g., [46–49]).

Charge exchange processes turned out to be equally important in dense hot
plasmas (laser-produced plasmas, Z-pinches), and numerous international
projects have been devoted to these interesting phenomena. The interested
reader is referred to [32,50–54].

12.3.3 Inhomogeneous Spatial Distributions

Efforts are made to create homogenous dense plasmas under extreme con-
ditions to provide samples and emission properties, which can be directly
compared with theory. Unfortunately, dense hot laboratory plasmas show
almost always-large variations of the plasma parameters over space and, in
consequence, a large variation of the spectral emission. As spatial parameter
grid reconstructions are difficult, x-ray spectroscopy with spatial resolution is
frequently applied to obtain supplementary information. The spatial resolu-
tion can be realized either with a slit mounted at a suitable distance between
the source and the x-ray crystal or by means of curved x-ray crystals. The most
commonly used curved crystal arrangements are the Johann geometry, the
Johannson geometry, and two-dimensional curved crystals, and a review of
these methods is given in [8]. It is worth emphasizing two particular methods
which turned out to be extremely useful for dense plasma research:

1. The vertical Johann geometry [55] which is extremely suitable for
line profile investigations (spatial resolution of some μm with simul-
taneous extremely high spectral resolution of about λ/δλ ≈ 6000, the
spectral range, however, is rather small, permitting only to observe,
for example, the H-like aluminum Lyman α line and correspond-
ing satellite transitions [56]). Due to the appearance of double-sided
spectra, the geometry can provide line shift measurements without
reference lines. Due to the high sensitivity of this method, even a spin-
dependent line shift in He-like ions (W and W-lines) has recently been
reported in dense laser-produced plasmas [57,58]. These results have
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initiated first attempts to investigate the density dependence of the
exchange energy [59].

2. The spherical x-ray crystals [8,60,61] do provide simultaneously
high spectral (λ/δλ ≈ 1000–6000, depending on the large varieties
of possible geometries) and spatial resolution (about 10μm), large
spectral windows in wavelengths (permitting, e.g., to observe all
the Kα-satellite series until He-like Heα = W for aluminum [62]) and
space (up to cm with 10μm resolution), and the possibility for x-ray
microscopic applications (two-dimensional x-ray imaging). The two-
dimensional imaging permits us, for example, to determine the angle
of plasma jet diffusion in laser-produced plasma jets (see Figure 12.8).

12.3.4 Fast Ions

An important application of space-resolved spectroscopy is the experi-
mental determination of the energy distribution function of fast ions in
dense laser-produced plasmas measured via line shifts of spectrally highly
resolved resonance lines. These shifts are induced by the directional Doppler
shift. Figure 12.9a demonstrates the basic principle of these measurements.
Figure 12.9b shows space-resolved line shift measurements (x-ray images
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FIGURE 12.8
Angular distribution of the x-ray emission of H-like and He-like fluorine lines in a dense laser-
produced plasma (laser energy of 50 J, pulse duration of 15 ns, and laser wavelength of 1μm).
The two-dimensional x-ray image was obtained with a spherical mica crystal. It can be seen, that
the diffusion angle of H-like ions (6◦) is considerably lower than for He-like ions (20◦).
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(a) Experimental scheme of space-resolved Doppler shift measurements, (b) of spectrally highly
resolved resonance line emission (W) of He-like fluorine ions, the higher the laser intensity, the
more pronounced are the “blue wings” of the He-like resonance line W, (c) Doppler-shifted line
wings induced by fast ion motion observed at different angles α, and (d) the intensity in the
line wing provides directly the energy distribution function of the fast ions. Due to the inherent
line identification, the energy distribution function is measured in dependence of the charge state
of the ion, which provides critical data for plasma simulations.

obtained from a spherical crystal) for different laser irradiation conditions
(different focus conditions due to different positions of the focusing lens, laser
pulse duration of 15 ns, laser wavelength of 1.06μm, laser energy of 10–60 J).
Also seen from Figure 12.9b is a correlation of the spatial extension of the
spectrally resolved plasma jets (Z-axis, direction of the expanding plasma)
and the x-ray pinhole measurements. Figure 12.9c shows the line profile of
the H-like fluorine Lyα and the strongly pronounced “blue” line wing. The
Doppler-shifted position which corresponds to an ion energy of E = 3.6 MeV
is indicated. Figure 12.9d shows a fit of the blue line wing to obtain the energy
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distribution function. A fit with a monodirectional Maxwellian function with
a “hot ion temperature” of 1.35 MeV leads to a reasonable description for the
energy distribution function. These types of measurements provide critical
information to test kinetic plasma simulations, and numerous discrepancies to
standard theories have been discovered (e.g. [63–65] and references therein).

Fast ion velocities in dense plasmas lead to differential shifts of emission
and absorption coefficients which may lead to considerable modification of
optically thick lines shapes (see Figures 12.2 and 12.3). For this reason, analysis
of the energy distribution function as discussed in Figure 12.9c and d has been
limited to the line wings, which are optically thin.

Fast ion velocities may also contribute directly to excitation and ioniza-
tion processes via the W-matrix in the atomic population kinetics (Equations
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12.15, 12.16, 12.22, and 12.60). Important examples are the redistribution of
population in the fine structure of H-like ions (2s 2S1/2, 2p 2P1/2, 2p 2P3/2)

due to a collisional coupling of the 2s 2S1/2, 2p 2P1/2. Their energy differ-
ence is very small (Lamb shift), and heavy particle collisions are therefore
effective. Other examples are the collisional ionization of hydrogen levels
with large principal quantum numbers by protons, which turned out to be
an important effect in magnetic fusion research to analyze charge exchange
processes [37].

An estimate of the importance of collisional cross-sections induced by fast
ions can be made (in some cases) via the classical approach: if the ion velocity
Vion is much smaller than the effective Bohr velocity Vn for an electron with
principal quantum number n, then the ion-induced cross-section might be
negligible:

σ ≈ 0: Vion � Vn = V0
Zeff

n
, (12.75)

where V0 is the Bohr velocity (2.19 × 108 cm/s) and Zeff the effective charge
of the target ion where the atomic transitions are induced. More detailed for-
mulas which can be easily applied for practical purposes are proposed in the
excellent book of Sobelman et al. [66]. Useful formulas are also summarized
in this book in order to calculate other collisional processes.

12.3.5 Suprathermal Electrons

As discussed in Section 12.1, nonequilibrium phenomena are not only
connected with nonstationary phenomena, but also with nonequilibrium
particle statistics. Nonequilibrium electron statistics (or non-Maxwellian
energy distribution functions) are at the center of attention in worldwide
research because they play an exceptionally important role for the fusion
research:

a. In the indirect drive scheme (hohlraum) of internal fusion, hot elec-
tron production may lead to a preheat of the deuterium–tritium
capsule and subsequent compression above solid density to obtain
ignition is impossible.

b. In the direct drive scheme (fast ignition), hot electrons are created
purposely by a PetaWatt laser via “hole boring” to initiate burn in
the DT capsule (under less stringent parameter conditions). In the
magnetic fusion research, suprathermal electrons connected with the
plasma disruption will lead to serious wall destruction.

c. In atomic physics, suprathermal electrons lead to strong changes
of almost all radiative properties: ion charge state distributions,
radiative losses, line intensities, and line ratios.
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The sensitivity of the radiation emission and, in particular, the sensitivity
of the spectral distribution to non-Maxwellian electrons provide the basis for
the development of advanced spectroscopic methods and diagnostics.

We note that a further driving force for the worldwide spectroscopic
efforts is connected with the circumstance that, first, high-resolution x-ray
spectroscopy (high spatial and high spectral resolution) provides a unique
description in terms of plasma parameters (by the use of properly chosen
tracer elements and atomic transitions) and, second, Thomson scattering
(optical or x-ray) is not sensitive to suprathermal electrons.

As in the case of fast ion velocity analysis, space-resolved x-ray spec-
troscopy allows the characterization of hot electrons [62]. Figure 12.10 shows
an example of dense laser-produced plasma experiments. Figure 12.10a
shows the principal scheme of the experiment and Figure 12.10b shows the
space-resolved x-ray emission (space resolved along the target surface in the
x-direction). The image shows a strong Kα emission from the cold target. This
indicates the existence of hot electrons (accelerated due to the laser–plasma
interaction) which returned to the target due to strong plasma magnetic fields.
When hitting the target surface, the Kα emission is then induced like in a x-ray
tube. As can be seen, the x-ray image provides direct information about the
spatial extension of the returning electrons.

Due to the simultaneously achieved high spectral resolution of the x-ray
image, a detailed non-Maxwellian analysis of the radiative properties can be
made. As demonstrated with non-Maxwellian spectral simulations employ-
ing the MARIA code [29–31], the sensitivity to suprathermal electrons is very
high permitting to detect hot electron fractions as low as 10−4 [62]. It should
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FIGURE 12.10
(a) Schematic scheme to detect hot electrons in laser target interaction experiments; (b) space-
resolved x-ray spectroscopy provide direct information about the spatial area of the suprathermal
“return-electrons” which illuminate the target like an x-ray tube.



X-Ray Emission Spectroscopy and Diagnostics 303

be emphasized that the space-resolved non-Maxwellian spectral analysis
presented in [62] concerns the hot electron fraction which exists inside the
dense plasma (usually difficult to access otherwise).

12.3.6 Nonstatistical Line Shapes

High-resolution spectroscopy allows a detailed analysis of line shapes: an
additional important method to characterize the plasma. The traditional use
of line shapes employs the so-called “statistical lines shapes” which means
that the atomic levels which are important for the electric field interaction
with the atom are assumed to be in statistical equilibrium.

Line shapes, however, are also dependent on the nonequilibrium nature
of dense plasmas providing additional diagnostic sensitivities (although
much more difficult to realize). Interesting investigations have recently been
devoted to the analysis of turbulence effects on line shapes: fluctuating densi-
ties and temperatures lead to a variation of line intensities and the fluctuation
function (which characterizes the turbulence) changes the line shapes in
a particular manner [67–69]. Whether line of sight integration as well as
temporal integration effects (see discussions above) will allow a diagnos-
tic applications under real experimental conditions to extract the fluctuation
function [28,47,67–69] from the line shapes only remains to be demonstrated
in future investigations.

As discussed above in connection with radiation transport effects, the opac-
ity broadening may lead to serious changes of resonance line shapes (see
Figures 12.2 and 12.3). It might therefore be useful to employ line profiles for
the analysis which are optically thin, like, for example, the intercombination
lines (their line center opacity is low due to low oscillator strengths; Equa-
tion 12.32). Despite the low oscillator strengths for intercombination lines,
the line intensity can be nevertheless of the same order as the resonance line
intensity (see, e.g., Figures 12.9b and 12.10) due to photo-absorption of the
resonance line and nonstatistical effects in the upper-level populations (e.g.,
the singlet/triplet system of He-like ions).

Figure 12.11 demonstrates the effect of the so-called “dynamical line shapes”
for the He-like resonance and intercombination lines of aluminum when
the nonstatistical populations of the 1s2l levels are taken into account. The
line shape calculations have been performed with the PPP code [70,71],
the dynamical properties of the level populations have been calculated with
the MARIA code [29–31] employing a relativistic atomic structure (LSJ-split),
multipole transitions, cascading and ionization balance shifts. Figure 12.11
demonstrates the case for He-like aluminum (spectral range of the W- and
Y-line) at an electron density of ne = 1021 cm−3 and an electron temperature
of kTe = 100 eV. The simulations show that the intercombination line shape
(Y) is essentially modified: intensity and line wings are enhanced by about an
order of magnitude providing a larger diagnostic potential as believed in the
framework of the statistical line shape approach. The two smaller peaks near
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FIGURE 12.11
Statistical and dynamical line shapes of He-like aluminum, ne = 1021 cm−3, kTe = 100 eV. The
simulations of the dynamical level populations have been performed with the MARIA code
including a relativistic split level structure (LSJ), multipole transitions as well as a ionization
balance calculation. Stark profile calculations have been carried out with the PPP code.

0.781 and 0.788 nm are due to Stark-induced transitions from the 1s2s 1S0 and
1s2s 3S1 levels, respectively.

12.4 Dielectronic Satellites

Although the technology of space-resolved spectroscopy advances the anal-
ysis of the radiation emission considerably, the principal difficult remains:
there is always a line of sight and a corresponding spatial integration of the
radiation emission along this line of sight. Spatial resolution as discussed
above can provide spatial resolution only for coordinates perpendicular to
the line of sight. Therefore, even when applying two-dimensional x-ray imag-
ing methods (see, e.g., Figure 12.8) the principal effect of the line of sight
integration remains. It should be noted that Abel inversion methods which
are widely used in plasma tube experiments, magnetic fusion research, and
so on are difficult to implement for dense plasmas experiments: the emis-
sion from different coordinates corresponds often to different emission times
and therefore quite different regimes (with corresponding different excitation
channels) are responsible for the line emission. An example is the radiation
emission of the resonance line emission in dense laser-produced plasmas:
during the heating processes, collisional excitation from the ground state
strongly populates the upper levels and drives correspondingly intensive
line emission. When the laser is turned off, the plasma recombines and the
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upper levels are populated by radiative recombination at much lower temper-
atures and densities. Interesting, high-density regimes are, therefore, masked
by low-density recombining regimes. Moreover, the intensity driven by the
low-density recombining regime can drive even more intense line emission
than the high-density plasma heating phase itself (a pitfall for Stark profile
interpretations). This is easily seen in Figure 12.9b: a massive CF2 target is
irradiated with a nanosecond high-energy-density laser and the line emis-
sion is observed with a spatial resolution in the direction of the expanding
plasma. It can clearly be seen that even at cm-distances far from the target
(corresponding to the recombining regime), the intercombination line emis-
sion is as intense as the resonance line emission and of similar intensity near
the target surface (corresponding to the plasma heating regime).

Proposing the use of a streak camera sounds good to distinguish the heating
and recombination regime, but may lead to another pitfall: we lose somewhat
the space resolution. We can continue with endless discussions of technical
improvements of the spectroscopic equipment, but it looks like that we some-
how turn in a circle and do not reach our dream: a temporally resolved spectral
photon distribution of useful atomic transitions (useful in the sense that they
are sensitive either to temperature, density, hot electrons fractions, ion veloc-
ities, charge state distributions, chemical composition, etc.) originating from
a single point entering the detector without interaction of the surrounding
dense plasma.

Although technical developments are extremely important, their develop-
ments alone are not sufficient to make our dream come true. And this is
because of general physical principles: the limited response function of the
atomic system (Equations 12.65 and 12.70), the difficulty to have simultane-
ously high spectral, spatial, and temporal resolution as well as line of sight
integration effects. Let us also add the remark of the limited hope for a 1 fs
x-ray streak camera in nearest future.

We may be depressed at this point and the review would finish here would
there be not yet other properties of the radiation emission of revolutionary
power: the existence of a particular class of atomic x-ray transitions which can
provide inherent high time resolution (some 10 fs), spatial resolution (e.g.,
limited to the regions of highest density and temperature), limited photo-
absorption effects (almost negligible even in superdense plasmas), limited
line of sight integration effects and a sensitivity to select different plasma
regimes (heating or recombination).

This powerful class of x-ray transitions originate from multiple excited
states and are called “dielectronic satellites” and “hollow ion (HI) tran-
sitions.” Combined with modern spectroscopic techniques (high spectral
resolution, high spatial resolution, high time resolution, and high luminos-
ity), unique and powerful characterizations of dense hot plasmas under
extreme conditions are possible. Therefore, large theoretical and experi-
mental efforts are devoted to the investigation of the radiation emission
from multiple excited states, and the interest for basic plasma research and
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applications is continuously growing. Even analytical approaches have been
developed [30,31] to simulate the most complex transitions of multiple excited
states (namely those originating from HIs) with spectroscopic precision. This
opens up the possibility for diagnostic applications of high-resolution spec-
troscopy with complex simulations which have been thought to be impossible
before. For further discussions employing relevant equations, simulations,
and experiments, the interesting reader is referred to [72–75].

12.4.1 Electron Temperature

Gabriel [76] has introduced the dielectronic satellite transitions as a sensitive
method to determine the electron temperature. In low-density plasmas, this
method approaches the ideal picture of a temperature diagnostic according
to Equation 12.18. This method is still applicable in high-density plasmas and
is one of the most powerful methods for electron temperature determination.
Let us therefore consider the basic principles via an example: the dielectronic
satellites 2l2l′ near the Lyman-alpha line of H-like ions. Figure 12.12 shows
the relevant energy level diagram. As the He-like states 2l2l′ are located
above the ionization limit, a nonradiative decay to the H-like ground state
(autoionization) is possible:

Autoionization : 2l2l′ → 1s + e. (12.76)

DC
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Ekj

1s2

Satellites

W Y

1s

Γ
2 2 ′

1s2 1L
1s2 3L

1s2 2 ′

FIGURE 12.12
Energy level diagram of the He-like double excited states 2l2l′; Ekj is the dielectronic capture
energy for the satellite transitions.
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By first quantum mechanical principles, the reverse process, the so-called
“dielectronic capture” must exist:

Dielectronic capture : 1s + e → 2l2l′. (12.77)

The radiative decay reads

Radiative decay : 2l2l′ → 1s2l + �ωsatellite. (12.78)

The emitted photon is called a “satellite.” The satellite transition is of similar
nature like the resonance transition Lyman

α
= 2p → 1s + �ωLyα

except the cir-
cumstance that an additional electron is present in the quantum shell n = 2,
the so-called “spectator electron.”As the spectator electron screens the nuclear
charge, the satellite transitions are essentially located on the long-wavelength
side of the corresponding resonance line. However, due to intermediate cou-
pling effects and configuration interaction, satellites on the short-wavelengths
side also are emitted, the so-called “blue satellites” (see Figure 12.13). The
interested reader is referred to [77] for further details.

As the number of possible angular momentum couplings increases rapidly
with the number of electrons, usually numerous satellite transitions are
located near the resonance line (which often cannot be resolved spectrally
even with high-resolution methods). Figure 12.13 shows an example of the
Lymanα satellite transitions obtained in a dense laser-produced magnesium
plasma. The experiment also shows higher-order satellites: the spectator
electrons are located in quantum shells n > 2 (configurations 2lnl′).
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FIGURE 12.13
Soft x-ray spectrum of Lyα and satellite transitions of a dense laser-produced magnesium plasma
(50 J, 15 ns, 1.064μm). Spectral simulations have been carried out with the MARIA code: kTe =
210 eV, ne = 3 × 1020 cm−3, Leff = 500μm, s = 1.3.
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Let us now proceed to the genius idea of Gabriel [76] to obtain the electron
temperature from satellite transitions. In a low-density plasma, the intensity
of the resonance line is given by

Ires
k′ ,j′i′ = nenk′

Aj′i′∑
l′ Aj′l′

〈Ck′j′ 〉, (12.79)

where ne is the free electron density, nk′ the ground-state density from which
electron collisional excitation proceeds (k′ is the 1s level in our example), Aj′i′

is the transition probability of the resonance transition j′ → i′ (the sum over
A in the denominator accounts for possible branching ratio effects), and 〈Ck′j′ 〉
is the electron collisional excitation rate coefficient from level k′ to level j′. The
intensity of a satellite transition with a large autoionizing rate (and negligible
collisional channel) is given by

Isat
k,ji = nenk

Aji∑
l Ajl + ∑

m Γjm
〈Dkj〉, (12.80)

where Aji is the transition probability of the particular satellite transition and
〈Dkj〉 the dielectronic capture rate coefficient from level k to level j. The sums
over the radiative decay rates and autoionizing rates account for possible
branching ratio effects (in our simple example, only m = k exist, a particular
upper level 2l2l′ may have more than one radiative decay possibilities j → l).
We note that already for the Heβ satellites, numerous autoionizing channels
exist which are very important in dense plasmas due to excited states coupling
effects, the interested reader is referred to [78] for a detailed discussion. As
both intensities (Equations 12.79 and 12.80) are proportional to the electron
density ne and to the same ground-state density (k′ = k), the intensity ratio is
a function of the electron temperature only, because the rate coefficients 〈C〉
and 〈D〉 depend only on the electron temperature but not on the density:

Isat
k,ji

Ires
k′j′i′

= G(Te). (12.81)

The dielectronic capture rate is an analytical function and given by

〈Dkj〉 = αΓjk
gj

gk

exp(−Ekj/kTe)

(kTe)3/2
, (12.82)

where α = 1.656 × 10−22 cm3 s−1, gj and gk are the statistical weights of the
states j and k, Γjk is the autoionizing rate (in s−1), Ekj the dielectronic capture
energy (in eV) (see also Figure 12.12) and kTe the electron temperature (eV).
The intensity of a satellite transition can therefore be written as

Isat
k,ji = αnenk

Qk,ji

gk

exp(−Ekj/kTe)

(kTe)3/2
, (12.83)
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where Qk,ji is the so-called “dielectronic satellite intensity factor” and
given by

Qk,ji = gjAjiΓjk∑
l Ajl + ∑

m Γjm
. (12.84)

The calculation of the dielectronic satellite intensity factors Qk,ji requests
rather complicated multiconfiguration relativistic atomic structure calcu-
lations which have to include intermediate coupling effects as well as
configuration interaction.

For simplicity of applications, we therefore provide an analytical set of
all necessary formulas for the most important cases to apply the temperature
diagnostic (Equations 12.79 through 12.81) via dielectronic satellite transitions
near Lyα and Heα of highly charged ions. For the dielectronic satellite intensity
factor, the following formula is proposed:

Q = 1010s−1 C1(Zn − C2)

C3ZC4
n + 1

4

. (12.85)

Table 12.2 provides the fitting parameters for the J-satellite near Lyα as well
as for the k-satellite and the j-satellite near Heα for all elements with nuclear
charge 6 < Zn < 30. We note that the k- and j-satellites are treated separately,
as line overlapping may request their separate analysis (see Figure 12.7a and
b for a line overlap of the j-satellite and the Z-line). Note that gk = 2 for the Lyα

satellites and gk = 1 for the Heα satellites in Equation 12.82. The dielectronic
capture energies can be approximated by

Ekj ≈ δ(Zn + σ)2 Ry. (12.86)

For the Lyα satellites 2l2l′, δ = 0.5, σ ≈ 0.5, for the Heα satellites 1s2l2l′, δ = 0.5,
σ ≈ 0.1, and Ry = 13.6 eV. The electron collisional excitation rate coefficients
have been calculated with the Coulomb–Born exchange method including
intermediate coupling effects and effective potentials (using the ATOM code

TABLE 12.2

Zn-Scaled Fitting Parameters of Dielectronic Satellite Intensity Factors Q According
to Equation 12.85 (the Range of Validity is 6 < Zn < 30)

Max.

Satellite C1 C2 C3 C4 Error (%)

J = 2p2 1D2 – 1s2p 1P1 5.6696E−1 1.4374E−8 5.8934E0 2.2017E−2 1.5
j = 1s12p2 2D5/2 – 1s22p 2P3/2 3.4708E−1 1.5569E−7 4.9939E0 8.6347E−1 1.5
k = 1s12p2 2D3/2 – 1s22p 2P3/2 2.4072E−1 6.7212E−9 5.9468E0 1.1362E0 3
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[79,80]) and fitted into a simple Z- and β-scaled expression:

〈C, Te〉 ≈ 10−8 cm3 s−1

Z3

(
Eu

El

)3/2 √
βA

β + 1 + D
β + χ

exp
{
−El − Eu

kTe

}
, (12.87)

β = Z2 Ry
kTe

, (12.88)

where Z is the spectroscopic symbol (Z = Zn + 1 − N, where Zn is the nuclear
charge and N the number of bound electrons), the fitting parameters A,
χ, and D are given in Table 12.3. El and Eu are the ionization energies of
lower and upper states, respectively. If not particularly available, they can be
approximated by the simple expression

Ej ≈ δ(Zn − σ)2 Ry. (12.89)

For the 1s level, δ = 1, σ ≈ −0.05, for the 2p levels δ = 0.25, σ ≈ −0.05, for the
1s2 level, δ = 1, σ ≈ 0.6 and for the 1s2p 1P1 level δ = 0.25, σ ≈ 1.

Higher-order satellites, namely 2lnl′ and 1s2lnl′ provide further possibilities
for plasma diagnostics even if single transitions are not resolved. A rather
tricky variant of electron temperature measurement which employs only
satellite transitions has been proposed in [81]:

Isat
n

Isat
2

≈ Qn

Q2
exp

{
− (Zn − 0.6)2 Ry

4kTe

(
1 − 4

n2

)}
, (12.90)

where Qn and Q2 are the total dielectronic satellite intensity factors for
the 2lnl′ → 1snl′ and 2l2l′ → 1s2l′ transitions, respectively. The considerable
advantage of this method is that it is even applicable, when the resonance line
is absent due to high photo-absorption or due to very low electron tempera-
tures, a typical situation in dense strongly coupled plasmas. The interesting
reader is referred to [78,81–84] for further information.

We note that another important excitation channel for satellite transitions
is via electron collisional excitation from inner-shells. Concerning the above-
discussed example of satellite transitions near Lyα, this excitation channel
reads

Inner-shell excitation: 1s2l + e → 2l2l′ + e. (12.91)

TABLE 12.3

Fitting Parameters for Z- and β-scaled Electron Collisional Excitation Rates
of H-like Lyα and He-like Heα (1/32 < β < 32)

Transition A χ D Max. Error (%)

Lymanα = 1s 2S1/2 – 2p 2P1/2,3/2 24.1 0.145 −0.120 4
Heα = 1s2 1S0 – 1s2p 1P1 24.3 0.198 1.06 6
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This excitation channel is important for satellite transitions with low autoion-
izing rates but high radiative decay rates. It drives satellite intensities, which
allow an advanced characterization of the plasma, for example, the deter-
mination of charge exchange effects in tokamaks as discussed in connection
with Figure 12.7 (increase in the collisionally excited Li-like qr-satellites) or the
characterization of suprathermal electrons (to be discussed below). For elec-
tron temperature measurements, the inner-shell excitation channel should be
avoided.

Figure 12.14a shows the MARIA simulations of the spectral distribution
near Lyα. Dielectronic satellites 2l2l′ as well as 2l3l′ satellites are included
in the simulations for a dense plasma: ne = 1021 cm−3. Several 2l3l′ satellites
are located at the blue wavelength side of Lyα. For these particular transi-
tions, LS-coupling effects are as important as the screening effect originating
from the spectator electron. As can be seen, numerous satellites are located at
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FIGURE 12.14
Electron temperature sensitivity of the spectral distribution of H-, He- and Li-like ions of Mg in
dense plasmas, ne = 1021 cm−3. (a) Lyα and dielectronic satellites 2lnl′ and (b) Heα and dielectronic
satellites 1s2lnl′. The dashed line shows a simulation where only 1s2l2l′- and 1s2l3l′-satellites are
included.
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the blue wavelengths wing of the resonance line, so-called “blue satellites”
[77], which have indeed been observed in experiments (see Figure 12.13).
Figure 12.14b shows the MARIA simulations of the spectral distribution near
Heα, dielectronic satellites 1s2l2l′, 1s2l3l′, 1s2l4l′, and 1s2l5l′ are included in the
simulations. In all cases (Figure 12.14a and b), a strong sensitivity to electron
temperature is seen.

Figure 12.13 shows the fitting of the experimental spectrum obtained in
a dense laser-produced plasma experiment taking into account also opac-
ity effects (important only for the Lyα line): kTe = 210 eV, ne = 3 × 1020 cm−3.
An ion temperature of kTi = 100 eV is assumed and a convolution with an
apparatus function λ/δλ = 5000 has been made. We note that the opacity
broadening of Lyα has been used to stabilize the fitting procedure: Leff =
500μm and s = 1.3 (see Equation 12.46) have been obtained. In this case,
τw(Ly

α
) = 6/12, τ0(2l2l′) ≈ 2 × 10−2. Figures 12.13 and 12.14 demonstrate that

even in high-density plasmas, the temperature diagnostic via dielectronic
satellite transitions works very well.

12.4.2 Ionization Temperature

Gabriel has also introduced the “ionization temperature TZ” to plasma spec-
troscopy in order to characterize ionizing and recombining plasmas [76]. In
general terms, the ionization temperature is the temperature used to solve
Equation 12.71 for a certain density setting the left-hand side to zero (sta-
tionary and nondiffusive). This provides a certain set of ionic populations
nZ. If in an experiment, the electron temperature is known (e.g., by means of
the dielectronic satellite method described above), however the ratio of the
determined ionic populations nZ+1/nZ is smaller than it would correspond to
the solution of Equation 12.71 (the left-hand side is zero), the plasma is called
ionizing, if nZ+1/nZ is larger, the plasma is called recombining. The physical
picture behind this is as follows: let us assume a rapid increase in the electron
temperature which results in a subsequent plasma heating (e.g., a massive
target is irradiated by a laser). Due to the slow relaxation time according to
Equation 12.65, the ionic populations need a considerable time to adopt their
populations to the corresponding electron temperature. In the initial phase,
the ionic populations are lagging behind the electron temperature and the
plasma is called ionizing. Only after a rather long time (order of τZ,Z+1), the
ionic populations correspond to the electron temperature. The simulations of
Figure 12.5a and b provide detailed insights to this example. At an electron
density of 1021 cm−3, only after 1 ns the ionic populations have been stabilized.
It is important to note that absolute time is not important for the rapidity of
the ionization, but the inverse of the rates which are density-dependent (see
Equation 12.65). In more general terms, the ionic populations have stabilized
after t > 1012 cm3 s/ne for the K-shell of highly charged ions.

Let us now assume that the electron temperature is rapidly switched off.
Also in this case, the ionic population need the time according to Equation
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12.65 to decrease the plasma ionization. The plasma is therefore called
recombining because higher charge states disappear successively until the
ionic populations correspond to the decreased electron temperature.

In the original work of Gabriel [76], the radiation emission of the Li-like
1s2l2l′-satellite transitions which had strong inner-shell excitation channels
but low dielectronic capture (e.g., the qr-satellites) and strong dielectronic
capture but low inner-shell excitation channel (e.g., the jk-satellites) have been
used to determine the ionic populations of the Li- and He-like ions (note that
the dielectronic capture channel for the Li-like 1s2l2l′-satellites is connected
to the He-like ground-state 1s2 1S0, whereas the inner-shell excitation channel
is connected to the Li-like states 1s22l). In the work [85], satellite transitions
near Lyα have been employed to characterize the plasma regime. Also other
emission lines can be used in order to characterize the ionizing/recombining
nature of a plasma. The use of Rydberg line emission is another important
example: in recombining plasmas, the Rydberg series emission is enhanced,
whereas in ionizing plasma, high n-members of the Rydberg series are barely
visible.

The long time (Equation 12.65) to establish equilibrium in the ionic popu-
lations does not permit to employ standard temperature diagnostics which
are based on the intensity ratio of resonance lines originating from differ-
ent ionization stages, for example, the line intensity ratio of the H-like Lyα

and the He-like Heα (if the time scale of characteristic changes of plasma
parameters is much shorter). The error of this method is connected with
the fact that theoretical line intensity ratios are calculated from the sta-
tionary equations 12.15 and 12.21 which ignores that TZ and Te might be
different.

12.4.3 Relaxation Times of Satellite Transitions

For the temperature diagnostic based on dielectronic satellite transitions (as
discussed above), the obstacle of the long relaxation times according to Equa-
tion 12.65 does not exist, because the employed line ratios concern only
one ionization stage which then cancels in the line ratio method. Therefore,
independent of any plasma regime (stationary, ionizing, recombining), the
dielectronic satellite method allows to access the electron temperature and
this is yet another reason why Gabriel’s idea to employ satellite intensities for
the temperature diagnostic is really a genius one.

Moreover, the response time of satellite transitions is much faster than for
resonance lines according to Equation 12.70. The reason is connected with
the large autoionizing rate which has a characteristic time scale of the order
of some 10-fs for L-shell electrons. For atomic transitions of multiple excite
states, Equation 12.70 has therefore to be modified as

τji = 1
Aji + Cji + Cij + ∑

k Γjk
. (12.92)
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This means that satellite transitions respond on a time scale of about some
10-fs irrespective of any population mixing by collisional processes. As the
dielectronic capture population channel is proportional to the exponential
temperature dependence (see Equation 12.83), low electron temperatures are
practically cut off because the dielectronic capture energy (e.g., Equation
12.86) is very large for highly charged ions:

Isat
ji (highΓkj) ∝ exp(−Ekj/kTe)

(kTe)3/2
. (12.93)

In consequence, satellite transitions inherently cut of the low-density, low-
temperature recombining regime, an extremely important property in high-
density plasma research. This effect can clearly be seen from Figure 12.9b:
the satellite transitions (indicated at Li, Be, B) are confined near the target
surface, whereas the He-like resonance and intercombinations lines (W and
Y, respectively) exist also far from the target surface.

12.4.4 Spatially Confined Emission Areas of Satellite Emission

Inspection of the dielectronic capture channel and the correspondingly
induced satellite line intensity (Equation 12.80) shows that the intensity is
proportional to the square of the electron density (because the ground-state
nk is proportional to the electron density):

Isat(highΓ) ∝ n2
e. (12.94)

Together with Equation 12.93, the emission is therefore confined to high-
density high-temperature plasma areas. This effect is clearly seen in Figure
12.10: satellite transitions are visible just around the laser spot size. Line of
sight integration effects are therefore minimized, as Equations 12.93 and 12.94
act like a “local emission source.”

For Heβ 1s3l3l′-satellite transitions, an even stronger density dependence
is expected. In high-density plasmas, their dominant excitation channel is
dielectronic capture from the 1s2l-states and even density dependences up
to ∝ n3

e are possible. Figure 12.15 shows this effect on a space-resolved x-ray
image of Si. In the spectral range around the He-like Heβ-line, the 1s3l3l′-
satellites are much more confined to the target surface (the Z-direction is the
direction of the expanding plasma; see Figure 12.9a) than the 1s2l3l′-satellites.
The interesting reader is referred to [78,83] for a more detailed discussion.

There is yet another wonderful property of satellite transitions which
minimizes line of sight integration effects with respect to photon–plasma
interaction: their line center opacity (see Equation 12.32) is small because the
absorbing ground states, for example, the 2l2l′ satellite transitions are the
excited states 1s2l and not the atomic ground-state 1s2 (like it is the case for
the He-like resonance line). As the population ratio n(1s2l)/1s2 is rather small
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FIGURE 12.15
X-ray image of the Heβ-line and satellite transitions. The 1s3l3l′-satellites are strong confined
near the target surface, whereas the 1s2l3l′-satellites and in particular the Heβ-line show strong
expansion effects (strong emission far from the target surface).

even in high-density plasmas (the maximum upper limit can be estimated
with Equation 12.6). This results in a corresponding very low line center
opacity of the satellite transitions.

We note that radiation transport effects in satellite transitions have been
observed for Li-like 1s2l2l′ transitions. This, however, is an exceptional case
because their absorbing ground states coincide with the atomic ground and
first excited states of the Li-like ions, namely the 1s22l configuration. The
interesting reader is referred to [50,86,87] for a detailed discussion. Also
these obstacles can be avoided: employing higher-order satellite transitions
from multiple excited states, other multiple excited configurations or even
transitions from HIs.

At this point, the reader may feel the inherent power of satellite transitions
with respect to the critical discussion at the beginning of this paragraph (time
resolution, inhomogeneity, line of sight integration effects, opacity, etc.). Let
us therefore continue to explore further the revolutionary power of this class
of transitions for plasma spectroscopy.

12.4.5 Electron Density

In dense plasmas, where electron collisions between the autoionizing lev-
els become of increasing importance (compared to the radiative decay rates
and autoionizing rates), population is effectively transferred between the
autoionizing levels of a particular configuration (e.g., the 2l2l′ and 1s2l2l′

configurations). These mixing effects result in characteristic changes of the
satellite spectral distribution (total contour). Figure 12.16 shows the princi-
pal mechanism for the 1s2l3l′ configurations (indicated numerical values are
for Si). In low-density plasmas, only those autoionizing levels are strongly
populated which have a high autoionizing rate (because in this case, the
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FIGURE 12.16
The principle mechanism of density diagnostics via electron collisional induced pouplation
redistribution effects (collisional mixing, (b)). The dielectronic capture (a) is proportional to the
autoionizing rate Y and to a function F(T) which depends only on the electron temperature T.

dielectronic capture rate is large). This results in a high intensity of satellite
transitions which do have high autoionizing rates and high radiative decay
rates. In contrast, satellite transitions with high radiative decay rates but low
autoionizing rates have small intensities (because the dielectronic capture is
small). In high-density plasmas, population can be transferred from highly
populated levels to low populated ones, resulting in a density-dependent
change of satellite line intensity. These characteristic changes of the spectral
distribution can then be used for density diagnostics. The great advantage
of this type of density diagnostic is that essentially optically thin lines are
employed which are confined to the highest density areas only (see discus-
sion above). The principles of this type of density diagnostic has first been
explored in [88] together with the analysis of the 2l2l′-satellites near Lyα and
has later been extended to the 1s2l2l′-satellites [89] and also to non-Maxwellian
plasmas by employing Be-satellite transitions too [90].

Figure 12.17a and b shows the mixing effect on the satellite transitions near
Lyα and Heα of highly charged Mg ions. The simulations have been carried
out with the MARIA code taking into account an extended level structure:
LSJ-split levels of different ionization stages for ground, single, and multi-
ple excited states have simultaneously been included. Figure 12.17a shows
the density effect on the Lyα satellites. Strong density effects are indicated
by arrows. Not only the 2l2l′-satellites show strong density effects near λ ≈
0.853 nm but the 2l3l′-satellites near λ ≈ 0.847 nm too. The density sensitivity
of the 2l3l′-satellites starts for lower densities, because the collisional rates
between the 2l3l′-configurations are in general larger than those for the
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FIGURE 12.17
Electron density sensitivity of the spectral distribution of H-, He- and Li-like ions of Mg in dense
plasmas. (a) Lyα and dielectronic satellites 2lnl′, kTe = 150 eV, the arrows indicate collisional-
induced mixing effects for the 2l3l′-satellites as well as for the 2l2l′-satellites, (b) Heα and
dielectronic satellites 1s2lnl′, kTe = 100 eV, strong mixing effects are seen for the 1s2l2l′-satellites.

2l2l′-configuration (collisional rates C(2lnl′ − 2lnl′′) increase with principal
quantum number n), whereas corresponding radiative rates (A ∝ 1/n3) and
nonradiative rates (autoionization rate Γ ∝ 1/n3) are smaller. Figure 12.17b
shows similar effects for the satellite transitions near Heα. Strong density
effects are visible near λ ≈ 0.930 nm. Higher-order satellite transitions origi-
nating from the 1s2l3l′-, 1s2l4l′- and 1s2l5l′-configurations have been included
in the simulations, however, due to their large line overlap, density effects are
not strongly pronounced under real experimental conditions.

The density effect of the 1s2l2l′-satellites have been employed to diagnose
the electron density of a plasma created by a vacuum spark: electron den-
sities near 1023 cm−3 have been stated [91] being in large discrepancies with
other measurements [92,93]. An analysis of the Be-like satellite transitions
has shown [94] that in transient dense plasmas (such as the vacuum spark),
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satellite transitions of the type K1L2M1 → K2L1M1 + hν have a strong overlap
with the density-sensitive spectral interval of the 1s2l2l′-satellites (see Fig-
ure 12.17b). Neglecting these Be-like satellites (as done in [91]) may result
therefore in a misleading high-density interpretation of the 1s2l2l′-satellites.

Collisional mixing effects turned out to be very useful also for the satellite
transitions 1s2l3l′ →1s22l′ + hν near the Heβ line [77]: their density sensitivity
is located in a convenient interval of about 1019–1022 cm−3 (for Al) which is
difficult to access otherwise (e.g., by mixing effects of the 1s2l2l′-satellites or
by Stark broadening).

In very-high-density plasmas (near solid density), the Stark broadening
analysis of satellites is very useful and has firstly been demonstrated for the
2l2l′- and 1s2l2l′-satellites [95]. Figure 12.18 shows the Stark broadening simu-
lations for the 2l2l′-satellites of Mg carried out with the PPP-code assuming a
statistical population between of the autoionizing levels. It can clearly be seen
that strong density sensitivities are obtained only for densities ne > 1022 cm−3.

0.85 0.860.84
Wavelengths [nm]

1 × 1022 cm–3

1 × 1023 cm–3

3 × 1023 cm–3 J

FIGURE 12.18
Stark broadening PPP simulations of the 2l2l′-satellite transitions of He-like Mg, kTe = 100 eV.
Doppler broadening and apparatus function convolution is switched off and a statistical pop-
ulation of the 2l2l′-levels have been assumed in order to demonstrate the microfield effects on
the spectral distribution only. There are two distinct effects indicated by arrows: an intensity
decrease of the J-satellite intensity and an increase of a satellite on the red side of the J-satellite.
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In order to access lower electron densities, Stark broadening analysis of
the satellite transitions near Heβ has been carried out in [96,97]. More-
over, it was demonstrated that even Rydberg-satellite transitions of the type
1s2 ln l′ → 1s22l′ + hν can be recorded in dense laser-produced plasma exper-
iments with high spectral and spatial resolution [98] which has stimulated
Stark broadening calculations even of Rydberg-satellite transitions [84].

12.4.6 Hot Electrons

12.4.6.1 Non-Maxwellian Atomic Population Kinetics

Non-Maxwellian energy distributions of the particles enter into the radiation
emission via the transition matrix W of Equation 12.16. The rate coefficients for
the process X (X 	= T) has to be determined via an integral over the arbitrary
energy distribution function F(E):

Xij =
∫∞

E0

dE σX
ij (E)V(E)F(E), (12.95)

where σX
ij is the cross-section for the process X for the transition i → j, V

the relative velocity of the colliding particles and E0 the threshold energy
(if no threshold exist, then E0 = 0). For the three-body recombination coeffi-
cient, one has to take care of the fact that the energy distribution function of
simultaneously two particles (“1” and “2”) has to be taken into account:

Tij = π2
�

3

m2
e

gi

gj

∫∞

0
dE1

∫∞

0
dE2

E√
E1E2

σI
ij(E, E1)F(E1)F(E2), (12.96)

where σI
ij(E, E1) is the double differential ionization cross-section for the tran-

sition i → j, gi and gj the statistical weights of the level i and j, respectively, and

E = ΔEij + E1 + E2. (12.97)

where ΔEij is the ionization energy. For further reading on the coupling
of non-Maxwellian distribution functions to atomic kinetics, the interesting
reader is referred to [28].

Let us consider the following approximation to the non-Maxwellian energy
distribution function F(E) for suprathermal electrons:

F(E, T1, T2) = (1 − f )FM(E, T1) + fFM(E, T2), (12.98)

where FM(E, T1) and FM(E, T2) are Maxwellian energy distribution functions
with the parameters T1 and T2 (note that T1 and T2 are not temperatures in a
thermodynamic sense) and f is the fraction of electrons which are described
by the energy distribution function FM(E, T2).
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Many experiments with hot dense plasmas have shown (e.g., dense laser-
produced plasmas, dense pinch plasmas) that Equation 12.98 is a reasonable
approximation to the measured distribution function (e.g., obtained by means
of the Bremsstrahlung). Moreover, T2 is often much larger than T1. In this case,
it is convenient to speak of a “bulk” electron temperature Tbulk for T1 and to
interpret T2 as a hot electron temperature Thot, f is the hot electron fraction
defined by

f = ne(hot)
ne(bulk) + ne(hot)

, (12.99)

where ne(bulk) is the density of the “bulk” electrons and ne(hot) those of the
hot or suprathermal electrons.

The introduction of the “bulk” and “hot” electron temperature permits us to
understand the basic effects of suprathermal electrons on the radiation emis-
sion, the spectral distribution, and line intensity ratios. Figure 12.19 shows
the intensity line ratios of the He-like J-satellite and the H-like Lyα of argon
for different fractions of hot electrons: kThot = 20 keV and ne(hot) + ne(bulk) =
1022 cm−3. The case f = 0 corresponds to a Maxwellian plasma, and the numer-
ical simulations are close to those described by the analytical equations 12.79
through 12.89. Deviations from the analytical results for very low tempera-
tures are due to collisional radiative effects. The monotonic dependence on the
electron temperature indicates a strong sensitivity for electron temperature
measurements. Hot electron fractions, however, lead to a nonmonotonic
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FIGURE 12.19
MARIA simulations of the intensity ratios of the J-satellite (J = 2p2 1D2–1s2p 1P1) and H-like
Lyα of Ar in a dense non-Maxwellian plasma, for different fractions of hot electron density,
ne = 1022 cm−3, kThot = 20 keV.
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behavior. This is connected with the different asymptotic behavior of the
cross-sections for the collisional excitation and the dielectronic capture: for
the collisional excitation, all electrons whose energy is larger than the excita-
tion energy contribute to the excitation, the dielectronic capture, however, is
a resonance processes and only those electrons in the continuum contribute
to the cross-section which match the resonance energy (Ekj in Equation 12.86).
Therefore, hot electrons contribute strongly to the collisional excitation of the
resonance line but only little to the dielectronic capture of the satellite lines.
As for low bulk electron temperatures, the hot electron-induced collisional
excitation is large compared to those of the bulk electrons, the intensity ratio
is much lower than for a Maxwellian plasma. For high bulk electron tempera-
tures, the hot electrons do not contribute much compared to the bulk electrons
and the curves for f > 0 approach those for f = 0. The arrows show the prin-
cipal difficult for diagnostics: the same line ratio can be obtained for three
different sets of parameters: (1) kTbulk = 0.5 keV, f = 3%, (2) kTbulk = 1.17 keV,
f = 3%, and (3) kTbulk = 1.24 keV, f = 0. Of particular importance is the differ-
ence between the solutions (1) and (3): low bulk temperature and hot electrons
versus a high electron temperature without hot electrons. This example indi-
cates the general difficult to interpret the measurements: the difficult is not
connected with the particular selection of the resonance line and the satellite
transitions but is based on the general asymptotic dependence of the cross-
sections (resonance process and threshold process). Therefore, all line ratios of
any resonance line and its satellite transitions are affected in the same manner.

Figure 12.20 shows the line ratios of the H-like Lyα and He-like Heα of
argon: ne = 1022 cm−3 and kThot = 20 keV. In a Maxwellian plasma ( f = 0), the
strong monotonic dependence is very convenient for temperature diagnostics.
The presence of hot electrons, however, rises considerably the intensity ratio
for lower bulk electron temperatures due to increased ionization induced
by hot electrons: 1s2 + e(hot) → 1s + 2e. The arrows indicate an example
of the principal difficult for diagnostics due to multiple solutions for the
same line intensity ratio: (1) kTbulk = 400 eV, fhot = 0.1, and (2) kTbulk = 930 eV,
fhot = 0. Also this example shows that the neglect of hot electrons leads to a
considerable overestimation of the bulk electron temperature.

It should be noted that the intensity ratio of Figure 12.20 poses other dif-
ficulties in transient plasmas: in ionizing plasmas, the ionic populations are
lagging behind the electron temperature and therefore the Lyα emission is
lower than it would correspond to the given electron temperature. In other
words, using the stationary line intensity ratio (i.e., neglecting the ionizing
nature of the plasma) underestimates the electron temperature. In recom-
bining plasmas, the electron temperature is overestimated because the Lyα

intensity is too large for the given electron temperature. The line intensity
ratio of Lyα and Heα is therefore more indicative for the ionization temperature
and not for the electron temperature as often erroneously stated.

Figure 12.21 shows the line intensity ratio of the He-like intercombina-
tion line 1s2p 3P1 →1s2 1S0 + hν and the He-like resonance line 1s2p 1P1 → 1s2
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FIGURE 12.20
MARIAsimulations of the intensity ratios of the H-like Lyα-line and the He-like Heα-line (W) ofAr
in a dense non-Maxwellian plasma for different fractions of hot electron density, ne = 1022 cm−3,
kThot = 20 keV.

1S0 + hν, kTbulk = 600 eV. The continuous decrease in the line intensity ratio
with increasing density is due to an effective collisional population trans-
fer from the triplet system to the singlet system. As the intercombination
transition has a rather low transition probability compared to the resonance
line (spin forbidden transition in the LS-coupling scheme), the population of
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FIGURE 12.21
MARIA simulations of the intensity ratios of the He-like intercombination line Y and the He-like
resonance line Heα-line (W) of Ar in a dense non-Maxwellian plasma for different fractions of
hot electron density, kTbulk = 600 eV, kThot = 20 keV.
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the triplet system is much larger than those of the singlet system. Therefore,
the transfer of population from the singlet to the triplet system is smaller than
opposite resulting in an effective population transfer from the triplet to the
singlet levels. This in turn results in a decrease in the line intensity ratio.
As Figure 12.21 indicates the density sensitivity of this line intensity ratio is
strong and can therefore be used as an electron density diagnostic.

Hot electrons, however, result in an overall decrease in the intensity ratio for
all electron densities. This effect is due to the different asymptotic dependence
of direct and exchange excitation cross-sections:

σdirect ∝ ln E
E

, (12.100)

σexchange ∝ 1
E3

. (12.101)

In a pure LS-coupling scheme, the collisional excitation from the ground state
to the triplet levels is carried only by the exchange part of the cross-section.
Due to the strong decrease in the exchange cross-sections with increasing
impact energy (compared to the direct cross-section), the hot electron-induced
excitation for the singlet levels is much larger than for the triplet levels. This
results in a strong decrease in the line ratio and in turn to a large overes-
timation of the electron density when hot electrons are neglected. We note
that this effect is not connected with the particular line ratio of the Y and
W line: it is a consequence of the general asymptotic dependence of the
cross-sections according to Equations 12.100 and 12.101. Therefore, all line
ratios which are based on resonance and intercombination line transitions
are perturbed in a similar manner. The arrows in Figure 12.21 (calculated for
kTbulk = 600 eV, kThot = 20 keV) indicate an example of the principal difficult
of density diagnostics due to multiple solutions for the same line intensity
ratio: (1) ne = 2 × 1020 cm−3, fhot = 3%, and (2) ne = 1.2 × 1021 cm−3, fhot = 0.0.
This example shows that the neglect of hot electrons leads to a considerable
overestimation (order of magnitude) of the electron density.

Let us consider the influence of intermediate coupling effects. For the tran-
sitions 1s2 + e → 1s2l 1,3L + e, the excitation cross-sections in intermediate
coupling σIC can be written [66,79] as follows:

σIC = Qdσdirect + Qeσexchange. (12.102)

For example, for the excitation of the resonance line W (cross-section 1s2

1S0 + e → 1s2p1P1 + e) and the intercombination line Y (cross-section 1s2

1S0 + e → 1s2p3P1 + e), we have in the pure LS-coupling scheme: QLS
d (W) = 2,

QLS
e (W) = 0.5, QLS

d (Y) = 0, and QLS
e (Y) = 0.5. For argon, the angular factors are

only slightly different in the intermediate coupling scheme: QIC
d (W) = 1.9684,

QLS
e (W) = 0.5, QLS

d (Y) = 0.0316, and QLS
e (Y) = 0.5. The intermediate coupling

angular factors Q indicate that the triplet levels have a small admixture of the
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direct cross-sections part. This admixture is, however, of importance for rather
heavy elements, for example, for molybdenum we have QIC

d (W) = 1.515,
QLS

e (W) = 0.5, QLS
d (Y) = 0.485, and QLS

e (Y) = 0.5. In conclusion, even in the
intermediate coupling scheme (note that the above simulations, Figure 12.21,
include intermediate coupling effects), the discussion concerning the asymp-
totic behavior of the excitation cross-sections (Equations 12.100 and 12.101)
remains valid.

What is the general conclusion from Figures 12.19 through 12.21? The
standard line ratios are excellent methods for density and temperature diag-
nostics in stationary Maxwellian plasmas. However, for plasmas containing
hot electrons, the development of other methods is mandatory. Of primary
importance are the stable determination of the bulk electron temperature and
the hot electron fraction.

12.4.6.2 Bulk Electron Temperature

Let us consider a plasma whose electron energy distribution function is given
by Equations 12.98 and 12.99. The rate coefficients for the processes X are then
given by

〈X〉 = (1 − f )〈X, Tbulk〉 + f 〈X, Thot〉. (12.103)

For the three-body recombination rate coefficient 〈TR〉, the expression is more
complicated due to the need for simultaneously two energy distribution
functions of the continuum electrons:

〈TR〉 = (1 − f )2〈TR, Tbulk〉 + f 2〈TR, Thot〉 + 2f (1 − f )〈TR, Tbulk, Thot〉. (12.104)

The first term describes the usual three-body recombination at a temperature
Tbulk (〈TR, Tbulk〉 being the three-body recombination rate coefficient at tem-
perature Tbulk), the second one those at a temperature Thot (〈TR, Thot〉 being the
three-body recombination rate coefficient at temperature Thot). The last term
is a mixed term which requests the integration over the double differential
cross-section (see Equation 12.96). This term cannot be expressed by simple
combinations of usual three-body coefficients with Tbulk and/or Thot like the
first and second terms of Equation 12.104. This is very inconvenient for numer-
ical simulations because the double integration in a multilevel multi-ion-stage
atomic system requests considerable computational resources. Numerical
simulations carried out with the MARIA code indicate that the “mixed” term
of Equation 12.104 can be roughly approximated by

〈TR, Tbulk, Thot〉 ≈ 0.95
√〈TR, Tbulk〉〈TR, Thot〉

(
Tbulk

Thot

)0.1

, (12.105)

where Tbulk < Thot. Equation 12.105 leads to a reasonable approximation of
Equation 12.104 for most of the practical applications.
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We consider now a new method to determine the electron bulk temperature
in dense non-Maxwellian plasmas [13] which is based on the analysis of the
x-ray line emission of a He-like satellite 2l2l′ → 1s2l + hν and the He-like
Rydberg series 1snp 1P1 → 1s2 1S0 + hν of highly charged ions. The intensity
of a He-like 2l2l′-satellite with high radiative and high autoionizing rate is
given by

Isat
k,ji = �ωjnenk(k = 1s)

{
(1 − f )〈DR, Tbulk〉 + f 〈DR, Thot〉

}
. (12.106)

The rate coefficient of the dielectronic recombination is given by

〈DR, T〉 = α
Qk,ji

gk

exp(−Ekj/kT)

(kT)3/2
. (12.107)

If the electron density is sufficiently high to ensure a balance between the
levels 1s and 1snp 1P1 via collisional ionization and three-body recombination,
we can determine the population density of the 1snp 1P1-level analytically:

nen(1snp1P1)
{
(1 − f )〈I, Tbulk〉 + f 〈I, Thot〉

}

≈ n2
en(1s)

{
(1 − f )2〈TR, Tbulk〉 + f 2〈TR, Thot〉 + 2f (1 − f )〈TR, Tbulk, Thot〉

}
.

(12.108)

From Equations 12.107 and 12.108, the intensity ratio of the dielectronically
captured satellite and the He-like Rydberg series is given by (note that the
term 〈TR,Thot〉 is rather small due to the scaling relation 〈TR,T〉 ∝ 1/T9/2):

Isat
k,ji

In
= ωj

ωn

nen(1s)
{
(1 − f )〈DR, Tbulk〉 + f 〈DR, Thot〉

}

×{
(1 − f )〈I, Tbulk〉 + f 〈I, Thot〉

}

Annen(1s)
{
(1 − f )2〈TR, Tbulk〉 + f 2〈TR, Thot〉

+ 2f (1 − f )〈TR, Tbulk, Thot〉
}

, (12.109)

where An is the spontaneous transition probability of the Rydberg series 1snp
1P1 →1s2 1S0 and ωj and ωn are the transition frequencies of the satellite and
Rydberg transitions, respectively. Developing Equation 12.109 in the series of
f gives

Isat
k,ji

In
= 〈DR, Tbulk〉〈I, Tbulk〉

An〈TR, Tbulk〉 {1 + f · G1 + · · · } (12.110)

with

G1 = 〈I, Thot〉
〈I, Tbulk〉 + 〈DR, Thot〉

〈DR, Tbulk〉 − 2
〈TR, Tbulk, Thot〉

〈TR, Tbulk〉 . (12.111)



326 Handbook for Highly Charged Ion Spectroscopic Research

With

〈DR, Tbulk〉 = 1
g(1s)

(2π)3/2
�

3

2(mekTbulk)3/2
Qk,ji exp

(
− Ekj

kTbulk

)
(12.112)

and

〈TR, Tbulk〉 = 〈I, Tbulk〉 gn

2g(1s)
(2π)3/2

�
3

(mekTbulk)3/2
exp

(
En

kTbulk

)
, (12.113)

the intensity ratio of Equation 12.109 can be written as

Isat
k,ji

In
= ωj

ωn

Qk,ji

Angn
exp

(
−Ekj + En

kTbulk

)
· {1 + f · G1 + · · · }. (12.114)

Calculations show that for almost all practical cases, G1 < 1. This indicates
that the zeroth-order approximation of Equation 12.110, namely

∣∣∣∣∣
Isat

k,ji

In

∣∣∣∣∣
zeroth-order

= ωj

ωn

Qk,ji

Angn
exp

(
−Ekj + En

kTbulk

)
(12.115)

is of extraordinary importance: Equation 12.115 represents the ideal case of a
bulk electron temperature diagnostic in non-Maxwellian plasmas (it is impor-
tant to note that the zeroth-order approximation does not depend on the
hot electron fraction but still describes the line ratios very accurately: that is
why this approximation is of great importance to determine the bulk-electron
temperature in non-Maxwellian plasmas). An extremely useful He-like satel-
lite transition is the J-satellite (2p2 1D2 → 1s2p 1P1 + hν) because of its large
autoionizing rate, high radiative decay rate, and its easy experimental reg-
istration (well separated from other satellite transitions, see Figure 12.13). A
further advantage of Equation 12.115 is that it contains only a few atomic data.
These data can be expressed in an analytical manner with high precision. For
An, we propose the following expression:

An(1/s) = (A0 − αZ2)
n(n − 1)2n−2

(n + 1)2n+2
Z4, (12.116)

Z = Zn − σ. (12.117)

Note that the first factor in Equation 12.116 takes into account intermediate
coupling effects which strongly depend on the nuclear charge. With A0 =
4.826 × 1011, α = 7.873 × 107, and σ = 0.8469, a precision better than 6% is
reached for all n and Zn = 6–32. The dielectronic satellite intensity factor for
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the J-satellite has already been described by Equation 12.85. The energies in
Equation 12.115 can be approximated by

E1s,J + En = 13.6 ev
[

3
4

Z2
n + 3

4
(Zn − 0.4)2 − (Zn − 0.5)2 ·

(
1 − 1

n2

)]
.

(12.118)

The precision is better than 2%. For example, for Zn = 18 and n = 4, the
exact data are: A4 = 1.21 × 1013 s−1, QJ = 4.30 × 1014 s−1, E1s,J + E4 = 2.55 keV,
whereas the analytical formulas proposed above provide A4 = 1.19 × 1013 s−1,
QJ = 4.36 × 1014 s−1, E1s,J + Ei,4 = 2.56 keV. This indicates the high precision of
the simple analytical expressions.

Figure 12.22 shows the numerical simulations of the intensity ratio of the
He-like J-satellite line and the Rydberg series for n = 2–7 (solid lines) in
dependence of the hot electron fraction f . The bulk electron temperature is
kTbulk = 600 eV, the electron density is ne = 1022 cm−3, and the hot electron
temperature is kThot = 20 keV. Also shown in Figure 12.22 are the intensity
ratios of Lyα/Heα and J/Lyα which has been discussed in connection with
Figures 12.19 and 12.20. Figure 12.22 shows a large stability of the intensity
ratios J/1snp 1P1 even for very large hot electron fractions up to 10%. For
such large hot electron fractions, the standard line intensity ratios are already
off by an order of magnitude (which means that they are meaningless in the
original sense of a temperature diagnostics). Figure 12.22 also indicates that
for higher Rydberg series transitions, the intensity ratio is only very weakly
dependent on the hot electron fraction because the thermalization threshold to
ensure PLTE has already been reached. This is demonstrated schematically in
Figure 12.23 which also explains the basic characteristics of the bulk-electron
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temperature diagnostic with the help of an energy level diagram. Figure 12.22
also presents the results of the zeroth-order approximation (Equation 12.115)
for the 1s4p 1P1-line. Excellent agreement is seen between the numerical non-
Maxwellian simulations and the zeroth-order analytical approximation. This
confirms the great importance of the zeroth-order approximation to determine
the bulk-electron temperature.

This advanced method of bulk-electron temperature diagnostics has been
employed to characterize dense pinching plasmas [13,99] and also in dense
laser-produced plasmas [100]. As demonstrated in [13], the observation of
the stabilization of the bulk-electron temperature with increasing principal
quantum number of the Rydberg series permits also to estimate the electron
density according to Equation 12.8.

12.4.6.3 Hot Electron Fraction

Having once determined the bulk electron temperature, the intensity ratios of
the He-like 2l2l′-satellites with the Lyα line can be used for the determination
of the hot electron fraction if resonance line intensity and satellite intensity
are well approximated by

Ires
k′ ,j′i′ ≈ nenk′

Aj′i′∑
l′ Aj′l′

〈Ck′j′ 〉 (12.119)
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and

Isat
k,ji ≈ αnenk

Qk,ji

gk

exp(−Ekj/kTe)

(kTe)3/2
. (12.120)

If the energy distribution function is described by Equations 12.98 and 12.99
and the rate coefficients by Equations 12.103 and 12.104, the fraction of hot
electrons is given by

fhot ≈ 1
1 + (R〈CR, Thot〉 − 〈DR, Thot〉)/(〈DR, Tbulk〉 − R〈CR, Tbulk〉) , (12.121)

where the line intensity ratio R is given by

R = Isat
k,ji

Ires
k′ ,j′i′

. (12.122)

The relevant rate coefficients of Equation 12.121 are given by

〈CR, T〉 = Aj′i′∑
l′ Aj′l′

〈Ck′j′ , T〉, (12.123)

〈DR, T〉 = α
Qk,ji

gk

exp(−Ekj/kT)

(kT)3/2
. (12.124)

In order to best fulfill the parameter range of validity of Equation 12.120,
the use of the He-like J-satellite (see also discussion above) is recommended.
Equations 12.85 through 12.89 provide the necessary data for the Lyα- and
Heα-satellites and their resonance lines.

In high-density plasmas, the range of validity of Equations 12.119 through
12.121 might be limited and other methods have to be employed [29].

In order to develop other methods, let us consider the ionic fractions in
dense plasmas with and without fractions of hot electrons. Figure 12.24
shows the MARIA simulations for ne = 1021 cm−3, Leff = 300μm, and f = 0.0
(solid curves) and f = 0.09 (dashed curves), kThot = 20 keV. The comparison
between the solid and the dashed curves shows that a qualitative deformation
of the ionic fractions has taken place. The arrow indicates a strong rise of the
H-like abundance for lower bulk-electron temperatures, whereas other ionic
fractions (He-, Li-, Be-like) are much less influenced. This qualitative defor-
mation can in turn be used for the determination of the hot electron fraction
by visualizing the various fractions via corresponding x-ray line emissions
from the H-, He-, Li-, Be-, B-, C-like ions [29].

Experimentally, it is difficult to observe simultaneously the line emission
from H- and He-like ions (K-shell emission) and those of Li-, Be-, B-, C-like
ions (L-shell emission) due to the strongly different spectral ranges (requesting
different types of spectrometers and their relative intensity calibration). How-
ever, by means of inner-shell satellite transitions 1s2sn2pm → 1s22sn2pm−1 + hν,
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this drawback can be circumvented: the wavelength interval of all line tran-
sitions is located in a similar spectral range (K-shell) and all transitions are
therefore simultaneously observable with one type of spectrometer.

Figure 12.25 shows the soft x-ray emission spectrum of titanium in a
dense optically thick plasma, ne = 1021 cm−3, Leff = 300μm. Figure 12.25a
shows the MARIA simulation for f = 0.09, kTbulk = 800 eV, kThot = 20 keV,
Figure 12.25b those for f = 0.0, kTe = 2.3 keV, and Figure 12.25c those for
f = 0.0, kTe = 1 keV. As Figure 12.25c demonstrates, the Lyα emission is prac-
tically absent for low electron temperatures, whereas the Kα-satellite series is
strongly pronounced. At high electron temperatures (Figure 12.25b), the Lyα-
emission is strong, however, the Kα-satellites series of Be- B- and C-like ions is
practically absent. This reflects the general behavior of the ionic charge state
distribution (Figure 12.24): the ionic populations of highly charged ions (nuc,
H-like) are never at the same time as large as those for low charged ions (Be-,
B-, C-like). In non-Maxwellian plasmas, however, large fractions of highly and
low charged ions (see arrow in Figure 12.24) can exist simultaneously. This cir-
cumstance is related to the fact that for hot electrons, the exponential factor in
the expression for the rate coefficients is close to 1 because kThot is larger than
the threshold energy (excitation, ionization). Therefore, the shell structure is
not anymore strongly reflected in the distribution of ionic populations. The
“admixture” of a considerable fraction of H-like ions simultaneously with Li-,
Be-like ions is connected with the following: the ionization rate for the bulk
electrons is in strong competition with the hot electron-induced rate. How-
ever, the ionization of the He- and H-like ions is essentially carried by the hot
electrons as the rate coefficients for the bulk electrons is exponentially small.
Therefore, hot electrons lead only to a minor decrease of the low charged ions
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MARIA simulations of the spectral distribution of titanium in dense optically thick non-
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(b) f = 0.0, kTe = 2.3 keV; (c) f = 0.0, kTe = 1 keV.

(Be-, B-, C-like) but to a strong increase of the H-like ions with corresponding
simultaneously strong Lyα emission and Kα-satellite series emission.

The characteristic distortion of the ion charge stage distribution can in
turn be used for the determination of the hot electron fraction [29]. This
method has successfully been applied in laser-driven inertial fusion experi-
ments to determine the time- and space-resolved hot electron fraction in the
NOVA-hohlraums [101]. Moreover, the time resolution of the spectroscopi-
cally determined hot electron fraction permitted to identify the parametric
instability stimulated Raman scattering as the main source of hot electron
production [101].
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Other methods of hot electron characterization which are based on
Lyβ-satellite emission of highly charged ions are developed in [102].

12.5 Hollow Ions

12.5.1 General Considerations

Another type of radiation emission originating from autoionizing states is the
so-called HI or hollow atom emission (sometimes called “hyper-satellites”).
An HI is an ion, where one or more internal shells are entirely empty, whereas
higher shells are filled with two or more electrons. Simple examples are the
K0LX configurations for X = 2–8 (note that N = 1 corresponds to the H-like
Lyα transitions and N = 2 corresponds to the He-like 2l2l′-satellites near Lyα).
Other examples are the configurations K1L0MX for X = 2–18 (the L-shell does
not contain any electrons, whereas the M-shell is filled with two or more
electrons).

Traditionally, HI x-ray emission has been observed in ion beam surface inter-
action experiments [103,104] under low-density conditions: highly charged
ions are extracted from a heavy particle accelerator at definite energies and
are then brought into interaction with matter. However, recently also in a
few visible and IR laser-produced plasma experiments, observation of HI
emission has been claimed [53,105–107], as well as in high current dense
Z-pinch plasmas [108]. Although HI emission has been identified on the basis
of atomic structure calculations, the origin of their high intensities in dense
laser-produced plasmas and Z-pinch plasmas are not yet well understood.

In [53,54], charge exchange between intermixing inhomogeneous dense
plasmas has been proposed to explain the HI emission. However, up to now
no ab initio atomic kinetic models were developed to provide proof of any rea-
sonable production mechanisms except transient three-body recombination
[26] and charge exchange [50]. We note that usual collisional-radiative sim-
ulations indicate that HI emission in dense laser-produced plasmas should
be quite small, that is, below Bremsstrahlung. Current achievements in the
understanding of HI emission in dense plasmas concerns essentially atomic
structure calculations and corresponding identification of configurations.
However, agreement with observed HI emission (intensities) has only been
achieved by means of numerous free intensity parameters (including LTE
assumptions [107]) to increase considerably (many orders of magnitude) the
population of the HI configurations with respect to atomic ground and singly
excited states. The origin of these large parameters itself remained not well
justified.

It is therefore of fundamental interest to develop ab initio HI population
kinetics to shed more light into this mystery. The first attempt in this direction
has been made by the development of ab initio HI population kinetics which
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is driven by intense radiation fields [72–74]. It was shown that effective HI
x-ray emission can be excited up to an observable level by the initiation of an
effective photo-ionization chain reaction [73]:

K2LN + hν → K1LN + e, (12.125)

K1LN + hν → K0LN + e. (12.126)

It is important to note that the fully time-dependent simulations carried
out with the MARIA code [29–31] do not contain any free parameters. The
excitation mechanism is therefore well identified: chain reaction-induced pho-
toionization of the K-shell by intense radiation fields according to Equations
12.125 and 12.126. It should be noted that the laser pulse duration is typ-
ically of the order of 10–100 fs, and therefore, the second photoionization
(Equation 12.126) is effective before the configuration K1LN is destroyed by
autoionization.

12.5.2 X-Ray Transitions Originating from K 0LN Configurations

HI transitions originating from the configurations K0LN of highly charged
ions, that is, K0LN → K1LN−1 + hνhollow are of particular interest for dense
plasmas research:

1. These transitions connect the most strongly bound states in
atomic/ionic systems. Strongly coupled plasma effects can therefore
be studied as perturbations to these stable transitions [73].

2. The response time of HI emission is of the order of some 10 fs and
represents therefore a fast x-ray emission switch at times when the
plasma density is highest [72].

3. Intensity contributions from the low-density long-lasting recombin-
ing regime are negligible [72–74].

4. The absorbing ground states are the autoionizing states K1LN which
are weakly populated even in dense plasmas. Radiation transport
effects will therefore be small even in ICF plasmas with above solid
density compression [73].

5. The HI x-ray transitions K0LN → K1LN−1 + hνhollow are well separated
from other transitions, and the identification of double K-hole con-
figurations is therefore less complicated (for N = 2–5, the transitions
are essentially located between the H-like Lyα-line and the He-like
Heα-line).

Despite these outstanding properties for advanced diagnostics, HI emission
is rather complex: the large number of levels and transitions does not really
permit ab initio simulations with an LSJ-split level structure to achieve spec-
troscopic precision. When employing usual reduction methods, for example,
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the superconfiguration method [109] or a hydrogen-like approximation, the
number of levels is reduced to a manageable number, however, the number of
transitions is also strongly reduced. This reduction considerably modifies the
total contour of the HI transitions (e.g., important for Stark broadening analy-
sis; see below) due to an average of transitions and other atomic data (transi-
tion probabilities, autoionizing rates, line center positions, etc.). It is therefore
very difficult to obtain a spectroscopic precision (high-resolution analysis of
the spectral distribution) with the traditional superconfiguration method.

This reduction problem of the traditional superconfiguration method has
recently been solved by the virtual contour shape kinetic theory (VCSKT) [31]:
all transitions are maintained in an LSJ-split manner and all level popula-
tions are non-LTE due to a virtual population kinetics. Moreover, the VCSKT
permits an analytical solution that speeds up the simulations by orders of
magnitude without loss of spectroscopic precision. The interesting reader is
referred to [31] for further details.

The interest in HI kinetics driven by intense radiation fields [73] originates
from the fact that free electron x-ray lasers are currently under construction
worldwide to provide extremely intense radiation fields. This allows us to
provoke chain reactions of photo-ionizations according to Equations 12.125
and 12.126: XFEL in Germany [110], SPring8 in Japan [111], and LCLS in US
[112]. Due to the outstanding radiative properties for dense plasma research
outlined above, HI x-ray emission is of great interest for the free electron
x-ray laser community [113] as well as for the dense plasma physics commu-
nity [114]. Moreover, recently a new heating mechanism, namely “Auger
electron heating” has been identified via high resolution spectroscopy of
hollow ion states [115].

The great advantage of the HI emission induced by intense radiation fields
is that a low-temperature, high-density plasma (strongly coupled plasma),
which usually does not emit useful x-ray transitions, is transformed via pho-
toionization chain reactions to an x-ray emitting strongly coupled plasma.
The intensities of the transitions K0LN → K1LN−1 + hνhollow are characteristic
to the populations K2LN and allow even detailed studies of the ionic charge
stage distribution [72–74] in dependence of the temperature.

12.5.3 Stark Broadening Analysis of HI X-Ray Emission

Let us now proceed to possible density diagnostics. Figure 12.26 shows
detailed Stark broadening calculations (carried out with the PPP code) for
the hollow Mg ion x-ray transitions K0LN → K1LN−1 + hν, kTe = 100 eV for
N = 1–5. Line intensities within one configuration K0LN have been calculated
assuming a statistical population for all LSJ-split levels in order not to mask the
Stark broadening with population effects for different plasma densities. All
HI electric dipole transitions and all energy levels have been included in the
simulations (note that the minimum number of levels/transitions are 17/48
for the N = 2 configuration, 34/246 for the N = 3 configuration, 60/626 for
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FIGURE 12.26
PPP Stark broadening simulations (normalized to peak) for x-ray transitions K0LN → K1LN−1 + hν
in hollow Mg ions, kTe = 100 eV.

the N = 4 configuration, and 65/827 for the N = 5 configuration, the number
of Stark transitions is of the order of 106). Transitions from different charge
states have been normalized to maximum peak intensity.

It can be seen that strong changes in the total contours emerge for near-solid-
density plasmas. For densities less than 1022 cm−3, numerous single transitions
are resolved (upper spectrum in Figure 12.26). This low-density simulation
indicates that the broadening of the total contour is not only determined by
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the Stark broadening of single transitions, but also by the oscillator strength
distribution over wavelengths in an even more important manner. Also in this
respect the VCSKT [31] provides the appropriate answer: all line transitions
are included in the simulations with their correct line center positions and
oscillator strengths distribution over wavelengths without any approxima-
tion (opposite to the traditional superconfiguration method where new arti-
ficial line center positions are calculated from certain averages of LSJ levels).

Let us finish the Stark broadening analysis of HI with a discussion of inter-
ference effects [2,4,5,66]. As the lower states of the HI configurations are
autoionizing states by itself (states K1LN−1), the number of lower levels is
also large and interference effects between upper and lower levels might be
important. Figure 12.27 compares Stark profile simulations for the HI x-ray
transitions K0L3 → K1L2 + hν with and without taking into account interfer-
ence effects (intensities are normalized to peak). The simulations involve all
LSJ-split levels and all corresponding matrix elements in an intermediate
coupling scheme. It can clearly be seen that interference effects lead to a con-
siderable “contour shape narrowing” as well as to a “peak center shift” of the
total contour.

12.6 Conclusion

The analysis of nonequilibrium phenomena in fusion and laser-produced
plasmas is a challenging field of research and corresponding high-resolution
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x-ray spectroscopy provides a unique and independent characterization of
the plasma. Dielectronic satellite and HI x-ray emission play a key role
in the analysis of several important and complex phenomena such as, for
example, suprathermal electrons, instabilities, particle transport, and strong
coupling of particles. Fast time scales down to some 10 fs, an inherent spatial
confinement of the emission to high-temperature and high-density areas, neg-
ligible overlap from low-density recombining regimes, and negligible opacity
make dielectronic satellite and HI x-ray transitions an ideal plasma probe.
Numerical simulations as well as numerous analytical approaches have been
developed to characterize nonequilibrium phenomena. Particular empha-
size has been paid to determine the electron temperature, electron density,
hot electron fraction, ion acceleration, bulk electron temperature, inhomo-
geneities, particle and radiation transport. Numerous examples from fusion
and laser-produced plasma experiments have been presented.
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13.1 Introduction

The invention of conventional lasers [1] with their unique property to deliver
intense monochromatic and coherent photon beams has had a dramatic
impact on many scientific and technological domains. Current research in
physics, chemistry, and biology is based, to a large extent, on the application
of laser systems with extremely high spectral resolution (operating in contin-
uous wave mode) or with high pulse energies and/or ultrashort duration in
pulsed mode. However, the wavelength regime of conventional lasers is lim-
ited to the infrared and visible spectral ranges since the reflectivity of mirrors
(needed for the optical cavity) drops drastically at very short wavelengths.
Hence the main photon sources for extreme-UV (EUV) and x-ray radiation are
generally synchrotron radiation facilities based on large electron storage rings
[2]. The latest (third) generation synchrotron sources are very powerful tools
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for studying processes induced by the interaction of short-wavelength light
with strongly bound inner-shell electrons and for unraveling the complex
structure of solids or biomolecules in diffraction experiments. However, syn-
chrotron radiation is produced by the emission of electron bunches circulating
at relativistic velocities in the storage rings, and therefore the pulse duration
is generally limited to several picoseconds and the pulse energies reside typ-
ically in the nanoJoule regime. It is against this background that a substantial
research effort to develop intense EUV photon sources with laser-like prop-
erties, opening up exciting new research fields, has been undertaken during
the past two decades.

A number of different approaches to constructing sources of laser-like radi-
ation in the EUV have been pursued. The one closest to the original concept of
the laser relies on generating a population inversion between highly charged
ions (HCIs) via electron collisional excitation in a laser-produced plasma [3].
The development of these sources is ongoing, and laboratory-scale systems
can provide, for selected wavelengths, a partially coherent EUV beam of low
repetition rate (typically 10 Hz) and picosecond pulse duration. Alternatively,
short-wavelength radiation can be produced by focusing intense femtosecond
laser pulses into a gas jet [4] or onto a solid surface [5], resulting in the emis-
sion of a comb of short-wavelength lines corresponding to high harmonics
of the drive laser wavelength. These high harmonic sources are widely used
nowadays as small-scale coherent laboratory sources and have had a very
strong impact on coherent [6] and dynamical studies in atoms including the
possibility of producing and probing with attosecond EUV pulses [7]. Most
recently, the two aforementioned techniques have been combined to produce
fully coherent EUV beams by injection seeding a collisionally excited plasma
amplifier with wavelength-matched EUV harmonics [8,9].

The most recent approach, the single-pass free electron laser (FEL), is based
on the technology of electron accelerators. Laser-like radiation is produced
by the self-amplified spontaneous emission (SASE) process [10], which starts
from shot noise in an electron beam accelerated to relativistic energies. The
general feasibility of the FEL concept was demonstrated in 1971, when Madey
[11] showed that coherent radiation could be generated and amplified by
stimulated emission when relativistic electrons propagated colinearly with
the radiation field in the periodic magnetic structure of an undulator. The
SASE principle is illustrated in Figure 13.1 [12].

Electrons are deflected periodically as they propagate through the undula-
tor, undergoing a slalom-type motion, and in doing so, they exchange energy
with the radiation field. If there are N undulator pole pairs with a magnetic
period of λu, then one can write that

Nuλu = vet,

where ve is the electron velocity and t the undulator traversal time. In the lab-
oratory frame, the observer see the emitted radiation Doppler (wavelength)
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FIGURE 13.1
Schematic representation of the SASE process in an undulator. (From Berliner
Elektronenspeicherring-Gesellschaft für Synchrotronstrahlung (BESSY). http://www.bessy.de/
publicRelations/publications/files/sc.pdf. With permission.)

downshifted to λFEL, that is,

NuλFEL = (c − ve)t,

∴ λFEL ≈ λu
c − ve

ve
t ⇒ λFEL ≈ λu

2γ2
.

The energy exchange is greatest along the undulator axis. A rigorous analysis
shows that

λFEL = λu

2nγ2

(
1 + K2

2

)
,

where γ = Ee/m0c2 is the electron energy in units of the electron rest mass, n
the harmonic number (the fundamental mode corresponds to n = 1), and K
the undulator parameter. It can be computed from

K = eB0λu

2πmc
,

where B0 is the peak magnetic field.
Referring to Figure 13.1, an electron beam of extremely high density passes

through a long undulator. The primary spontaneous emission interacts with
the electron bunch on its pathway through the undulator where it induces an
energy modulation and concomitant spatial bunching of the electron beam
so that the stimulated emissions from the microbunches add coherently. The
process is regenerative and leads to an exponential growth in the energy
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of the radiation pulse in a single pass through the undulator. Saturation is
reached when the microbunches are fully developed and no more electrons
are available to increase the periodic density modulation. In order to obtain
a sufficient gain within a short distance, the peak current has to be of the
order of several kiloamperes and the beam diameter of the electron bunch
has to be less than 100 μm over the undulator length. At the FEL facility in
Hamburg (FLASH), the total length of the undulator is 27 m. For the upcoming
x-ray FELs, undulators of more than 100 m are envisaged in order to achieve
saturation at wavelengths below 1 nm.

13.2 FLASH: The Free-Electron LASer in Hamburg

13.2.1 The Development of Hamburg’s Short-Wavelength FEL

FLASH was the first EUV FEL worldwide user facility to become operational.
It has once been joined by the SCSS VUV FEL in Japan and the LCLS x-ray
FEL in the United States. At the time of writing the FERMI EUV FEL in Trieste
is generating light while construction of the Swiss FEL at the Paul Scherrer
Institute is well advanced. Finally a test facility is operational at the MAXLAB
in Sweden. Returning to the FEL at Hamburg, FLASH had its genesis as the
Tesla Test Facility (TTF) at DESY in Hamburg where the centerpiece of the
project was a vacuum-ultraviolet (VUV) FEL operating at the then record
short wavelength of 98 nm, a milestone which was reported by DESY in 2000
[13]. It soon reached GW peak power levels [14] and was used to perform
what was the first VUV multiphoton ionization (MPI) experiment on rare gas
clusters [15]. In the succeeding phase of the project (TTF2), the design goal was
a 1 GeV machine that could extend the shortest wavelength down to 6 nm. By
2005, the VUV FEL at Hamburg had become the EUV FEL at Hamburg and
was rechristened “FLASH.” It opened to users in autumn 2005 and since then
it has hosted a wide variety of experiments in atomic and molecular physics,
a number of which will be described in Section 13.2.5.

FLASH reported world record peak (up to 10 GW) and average (almost
100 mW) coherent power at a wavelength of 13.7 nm in 2007 [16]. The multina-
tional collaboration, which included the authors of this chapter, also observed
∼10 nJ pulses at the third (4.5 nm) and nJ level pulses at fifth (2.8 nm) har-
monic wavelengths, the latter bringing FLASH into the biologically important
“water window.” Following a shut down for upgrade work in the summer of
2007, the FLASH team reported that they had reached the minimum design
wavelength of 6 nm [17] in October 2007.

In Figure 13.2a, we show a bird’s eye view of the FLASH experimen-
tal hall located at the end of the tunnel containing the linear accelerator
(LINAC) and the undulator modules in which SASE occurs. The hall was
part of EXPO 2000 and it housed a scientific exhibition during that event.
Figure 13.2b shows an inside view of the experimental hall, whereas Figure
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FIGURE 13.2
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13.2c shows the beamline layout. There are five EUV beamlines available
to users: BL1 (100 μm focus), BL2 (25 μm focus), BL3 (unfocussed), PG1
(a high-resolution monochromator), and PG2 (monochromator with 100μm
focus). Time-synchronized optical pulses from an ultrafast laser are delivered
to each experiment via beamlines, which run alongside each EUV beam-
line for two-color experiments. The two-color facility is described in detail
in Section 13.2.4.

13.2.2 Design and Operation

As indicated earlier, FLASH is based on a linear accelerator (LINAC) coupled
to a series of long and precisely aligned undulators acting in concert as a quasi-
single SASE-FEL device (Figure 13.3). Its design, operation, and performance
have been described in a number of recent papers [16,18,19], while the FLASH
website [20] contains a great deal of technical information, performance data,
and advice for prospective users.

To ensure efficient SASE action and a concomitantly saturated output, as
well as a coherent EUV beam, it is essential that the high-energy electron
bunch train is of the highest possible quality; specifically it must comprise
bunches of high peak current, ultrashort duration, and small momentum
spread. The quality factor most frequently used to specify an electron beam is
the emittance, which is effectively the beam size times the beam divergence
(in units of mm mrad). Linear accelerators are known to produce beams,
which match these essential criteria, and so FLASH is a LINAC-based system.
Electron bunches of up to a few nanocoulomb are produced by a photoinjector
system which comprises a Cs2Te photocathode illuminated by 4 ps UV pulses
(262 nm) that are obtained from an actively mode-locked laser driven off the
FEL radio-frequency (RF) signal. The system is designed to deliver bunch
trains (referred to as a macropulse) containing up to 800 bunches with a bunch-
to-bunch separation of 1 μs at a macropulse repetition frequency of 10 Hz.
Electron bunches are accelerated in a 1.5-cell, 1.3-GHz RF cavity powered by
a 5 MW Klystron source which yields a peak accelerating field of 40 MV/m
at a nominal 3 MW of power injected into the cavity.

DiagnosticsRF gun

Laser
Bunch

compressor
127 MeV

Bunch
compressor

450 MeV 1000 MeV
260 m

Bypass
FEL

diagnostics5 MeV

Accelerating structures Collimator
Undulators

FIGURE 13.3
Schematic diagram of the EUV FEL FLASH at DESY, Hamburg, showing the accelerating struc-
tures and undulators. (From Free Electron Laser in Hamburg, Germany. http://flash.desy.de.
With permission.)
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The bunch train enters the first TESLA module which boosts the energy to
127 MeV before it encounters the first bunch compressor. As each electron
bunch extends over a distance of a few millimeters, a considerable frac-
tion of the RF wavelength of 23 cm, it experiences an accelerating gradient
which impresses a position-dependent momentum spread, that is, each bunch
becomes energy-chirped. To reduce the bunch width to the subpicosecond
timescale, so that the peak current can exceed the 1 kA design threshold,
it passes through a compressor comprising magnetic chicanes which slow
the front edge (fast component) of the bunch while speeding up the bunch
tail using RF phase control. Bunch lengths of <100 fs are possible by this
action. The process is not completely unlike the chirped pulse amplification
(CPA) technique of Strickland and Mourou [21] in which matched grating
pairs are first used to introduce a differential path length between the red
and blue components of an ultrashort optical pulse before amplifying it. The
amplified pulse is recompressed by reversing the chromatically induced path
length deviation in a second grating pair (the compressor). Similar effects
can be observed in transmission optics where group velocity dispersion and
self-phase modulation are used to affect CPA. Since mid-2007, the complete
linear accelerator has comprised six 12-m long modules each housing eight
9-cell superconducting cavities which can accelerate bunch trains to 1 GeV
and so FLASH can be tuned from 60 nm down to 6 nm. Modules 2 and 3 also
induce a position-dependent momentum spread which is used to controllably
compress the bunch yet again in a second compressor.

The core of the SASE-FEL, namely the undulator train, contains six undu-
lators each 4.5 m long and separated by 0.6 m from each other. The FEL
wavelength is tuned by changing the energy of the electron beam rather than
the more traditional method of modulating the magnetic field via the undula-
tor gap as happens in insertion devices at storage rings. This restriction arises
because the undulator gap must be maintained in very precise alignment to
ensure SASE, and regular changing of the gap is not conducive to this aim. In
fact, the r.m.s. deviation of the electron beam from the ideal orbit plane must lie
below 10 μm. Quadrupole magnetic focusing elements, located between each
sub-undulator, are used to ensure the smooth transfer of the beam through
the undulator chain.

The smooth operation and optimization of FLASH is completely dependent
on innovative diagnostic systems that have been under continuous devel-
opment since the initiation of the project in the late 1990s. As it is the key
performance driver, diagnostic systems for the electron beam are distributed
right along the FEL. The electron beam cross-section can be viewed directly by
observing optical transition radiation produced as the beam traverses a series
of thin Si wafers coated with aluminum with the induced radiation patterns
being monitored by a distributed camera system [22]. Beam width measure-
ments are complemented by data obtained from wire scanners passed through
the beam at various locations along its length [23]. In this way, both beam
diameter and divergence can be measured. The emittance at an operating
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wavelength of 32 nm is 2 ± 0.4πmm mrad before the first compressor rising to
2.9 ± 0.3π and 4.3 ± 0.4πmm mrad for the horizontal and vertical emittances,
respectively, of the spike produced after the compressor.

13.2.3 Radiation Properties and Key Performance Indicators

It is of course the radiation properties that are most of interest for atomic,
molecular, and optical physics.As FLASH is basically a spontaneous radiation
amplifier, no two output pulses have exactly the same characteristics. Hence,
a huge effort has been made by the DESY team to develop a comprehensive
and fully integrated photon diagnostics system which yields the energy and
spectral distribution of each pulse. All diagnostic systems, including those
brought to the end stations by users, are integrated into a single distributed
data acquisition system called DOOCS (Distributed Object Oriented Control
System). DOOCS provides a unique timestamp for each FLASH pulse which
is added as a tag to all data files produced by the various DESY diagnostic
systems. Users can develop their own codes to access the timestamps and so
user-acquired experimental data can be normalized to each FEL pulse dur-
ing analysis. Such comprehensive systems are absolutely crucial when using
statistical light sources such as SASE FELs.

There has been a large number of studies published over the years coin-
cident with the phased development of FLASH [24], most recently on its
operation in the EUV [16,19]. The key diagnostics concern the measurement
of the center wavelength and spectral distribution, achieved with the aid of
a grazing incidence vacuum spectrometer located in the FEL tunnel [25] and
also the pulse energy distribution obtained from either microchannel plates
[26] or gas monitor detectors [27]. Given the critical importance of single-shot
measurements in SASE FEL diagnostics, the readout system for the spectro-
meter comprises an EUV to visible light down converter imaged onto a gated
CCD camera so that a single micropulse can be selected from each FLASH
macropulse and its spectrum recorded. As FLASH produces trains of fem-
tosecond pulses, each separated from the other by 1 μs, gated detectors are
needed to extract data due to single pulses out of each train.

In Figure 13.4, we show a comparison of the peak brilliance of FLASH com-
pared with third-generation synchrotron light sources and predicted values
for two of the x-ray FELs currently under construction, namely European
XFEL [28] and LCLS [29]. The solid circles indicate actual measured data
and are in excellent agreement with the predictions of FEL models such as
the FAST code [30]. Figure 13.4 also includes data not just for the funda-
mental wavelength (13.7 nm here) but also for the third and fifth harmonics.
The harmonics are very useful as very-short-wavelength coherent radiation
sources and in fact the fifth harmonic (2.7 nm) in Figure 13.4 lies in the “water
window.”

Harmonics have one other collateral benefit. When the electron beam tra-
verses the undulator, it undergoes a slalom-type motion. Ideally this motion
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(a) Comparison of measured (solid circles) with predicted brilliant values (lines) for FLASH.
Also shown are values for latest generation synchrotrons and next-generation x-ray FELs. (b)
Growth in energy per pulse (μJ) as the number of undulators in the FEL chain is increased from
one to the maximum number of six. The output clearly saturates as undulators 5 and 6 kick in.
Measurements were made at 13.7 nm. (From W. Ackermann et al., Nat. Photon. 1, 336, 2007. With
permission.)

should be confined to a single plane and so the SASE radiation should be close
to 100% plane-polarized. In this case, only odd harmonics are observed with
measurable intensity. Strong odd harmonic emission also signifies saturated
output at the fundamental wavelength. On the other hand, deviation from
in-plane motion results in elliptically polarized beams and the observation
of increased intensity in even harmonics. Thus, harmonic analysis is a useful
measure and diagnostic of FEL performance.

Fundamental and harmonic signals can be observed directly by optical spec-
troscopy or by photoelectron spectroscopy [31,32] where the kinetic energy
of electrons ejected by the harmonic components of a beam results in well-
defined photoelectron lines that are easily identified. In Figure 13.5, we show
optical and photoelectron spectra [31] to illustrate the usefulness of both
approaches in harmonic analysis.

The optical spectrum was obtained from a single micropulse from FLASH
via a flat-field spectrometer equipped with a Harada grating [33] and a back-
illuminated CCD camera. The photoelectron technique has the advantage that
there are no order sorting issues (as with a grating spectrometer) and it can
be used in a noninvasive way anywhere along the beamline, before or after
an end station [32]. Apart from acting as performance markers of the FEL, it
is important to have harmonic content analysis as these spectral components
can give rise to signals which may be confused with two, three, or even higher
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photon processes. The key performance measures for FLASH are summarized
in Table 13.1.

The average energy per pulse is 70μJ (see also Figure 13.4b) but can fluctuate
from 10 to >150 μJ between successive micropulses in the worst case. This
is in fact a feature rather than a bug. By binning data according to FEL pulse
energy, users can mine the data for quantities such as ion yield and plot them
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TABLE 13.1

Key FLASH Parameters (Measured)

FLASH Parameter Value

Wavelength range (fundamental) 6–60 nm (20–200 eV)
Spectral width (FWHM) 0.5–1%
Divergence <0.1 mrad
Pulse energy 70 μJ (average) and 170 μJ (peak)
FEL harmonics (at 13.7 nm) Third: 4.6 nm (250 nJ); fifth: 2.7 nm (10 nJ)
Pulse duration (FWHM) 10–50 fs
Peak power (fundamental) 1–10 GW
Average power (fundamental) 0.1 W (at 3000 pulses/s)
Photons per pulse ∼1013

as a function of EUV intensity [34]. The pulse width cannot be measured
directly as currently streak cameras are limited to a time resolution of 200 fs
or so. Instead by comparing the statistical distribution of the radiation with
that predicted by a SASE FEL model, the EUV pulse duration can be extracted.
Most recently, we did this for FLASH operating at 13.7 nm in the well-known
EUV lithography band [16]. In the exponential growth regime, the radiant
output from a SASE-FELmodel exhibits characteristics of a completely chaotic
light source [35]. In this case, the probability distribution of the emitted pulse
energies maps nicely onto a gamma distribution:

p(E) = MM

Γ(M)

(
E

〈E〉
)M−1 1

〈E〉
(

−M
E

〈E〉
)

,

where Γ(M) is the gamma function and M = 1/σ2
E with σ2

E = 〈(E − 〈E〉)2〉/〈E〉2.
The parameter M can be interpreted as the number of modes in the radiation
pulse. Fitting this expression to the experimentally determined statistical dis-
tribution permits one to obtain a value for M and hence σE. The result is shown
in Figure 13.6a for FLASH operating at 13.7 nm.

From the spectral distribution of the full FEL bandwidth, one can esti-
mate the coherence time τc to be ∼4 fs and so the pulse duration, given by
Mτc [35], becomes 8 fs (in the exponential gain regime). In saturated oper-
ation, the pulse energy distribution narrows and no longer approximates a
gamma distribution. In this case, one has to rely on fitting the predictions of
FAST FEL code [30] to experiment as shown in Figure 13.6b. Once fitted, one
can use FAST to predict the expected shapes of FLASH pulses as shown in
Figure 13.6c. It is clear that each pulse consists of one to three sub-10 fs spikes
which is in close agreement with predictions based on FLASH as a statistical
light source. We note here that proposals for attosecond pulse generation in
EUV FELs have already been made [36] which will permit nonlinear processes
to be driven at short wavelengths on characteristic atomic timescales.
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The transverse coherence has been modelled [37] and measured on a num-
ber of occasions using the traditional Young’s double-slit experiment. The
fringe pattern obtained at an operating wavelength of 100 nm [38] for a slit
width of 100 μm and for a separation of 1 mm is shown in Figure 13.7a. The
experiment was repeated for a number of targets of varying slit separation
and the fringe visibility, defined as (IMax − IMin)/(IMax + IMin), measured.

The results show that the SASE output is almost 100% coherent across
the majority of its beam footprint. Since the SASE output beam builds up
from shot noise in the FEL amplifier, it is not temporally coherent. However,
recent experiments on laser plasma EUV amplifiers with high harmonics of
an optical laser [8,9] have been extended to FEL amplifiers with some success
[39]. Such systems hold out the promise of fully coherent EUV lasers (albeit at
discrete wavelengths) which can bring the third space dimension into play so
that applications requiring full spatial and phase coherence, even on relatively
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short timescales, such as multipulse holographic imaging and microscopy at
the nanometer scale can at least be contemplated. At the time of writing, a
project to seed FLASH with high harmonics of an optical laser has been sanc-
tioned. Looking further into the future, FLASH is a milestone on the road to
the European XFEL or x-ray FEL at Hamburg, a European project. The XFEL
project status at the time of writing is summarized at the end of this chapter.

13.2.4 Two-Color Pump–Probe Facility

Combining short, intense optical pulses from an independent ultrashort pulse
laser with comparable EUV pulses from FLASH is a particularly important
task as it opens up a plethora of applications in pump and probe experi-
ments and the study of coherent or dressed states of matter. For this reason,
an additional pump–probe facility comprising two different laser systems
has been installed in the experimental hall at FLASH. The optical laser can
be used either to prepare the species before ionization by the EUV pulses
or to characterize the final products of photoionization or photodissociation
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processes. The simultaneous action of both pulses enables the investigation of
two-photon (resonant) excitations and to study the dynamics of photoinduced
processes under the influence of a strong electromagnetic field. In addition,
the possibility to control the temporal delay between the two pulses opens
access to time-resolved experiments.

At present, two optical laser systems are available for user operation at
FLASH. The first one provides high-energy (up to 10 mJ) 800-nm pulses with
a duration that can be varied from 120 fs to 4 ps at a repetition rate of up to
10 Hz, that is, one pulse per bunch train (macropulse) of the FEL. The second
system (Figure 13.8) comprises three modules but can reproduce the overall
bunch train structure of the FLASH, that is, up to 800 pulses per macropulse
with a spacing of 1 μs between the individual pulses.

Referring to Figure 13.8, the output of a Nd:YLF-based burst mode laser,
which is a modified copy of the photocathode laser, is frequency-doubled to
deliver 523-nm pulses with energies of up to 0.4 mJ with a pulse duration of
12 ps. These pulses are used to amplify the ultrashort pulses of a Ti:Sapphire
laser (50 fs, 3 nJ, 108 MHz) in an optical parametric amplifier. The final result
is a bunch train of ultrashort (120 fs) near-infrared (800 nm) laser pulses of
about 500 μJ pulse energy.

Both lasers (femtosecond oscillator and picosecond pump) are electronically
synchronized to the FEL pulses, that is, to the RF source (1.3 GHz, 108 MHz,
and 9 MHz) driving the electron accelerator. These reference frequencies are
delivered to the laser hutch by a 300-m long temperature-stabilized cable.
The repetition rate of the femtosecond oscillator is continuously compared to
these frequencies, and possible deviations are directly corrected by changing
the length of the cavity with a piezoelectric controlled back reflector. This
procedure provides synchronization with respect to the RF of better than
150 fs r.m.s. for an interval of up to several minutes. The high-energy laser
pulse train, at the macropulse repetition frequency of 10 Hz, is obtained with
the use of a regenerative amplifier (Coherent Hidra) seeded by one micropulse
picked from each bunch train.

For time-resolved pump–probe experiments, the determination of the jitter
and drift of the optical pulses with respect to the FEL pulses is essential. For
this reason, different approaches have been used to measure (on a shot-to-shot
basis) the relative delay between the optical and the EUV pulses. Long-term
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drift is monitored by an optical streak camera located in the laser hutch [40]. To
obtain a timing reference for the FELpulse, the optical portion of a synchrotron
radiation pulse, produced when the electron beam exiting the final undulator
is deflected by a dipole magnet into a beam dump (Figure 13.3), is guided by
a series of broadband mirrors to the entrance slit of a streak camera. A small
part of the optical laser pulse is deflected onto the camera slit to register its
arrival time. The relative jitter between both pulses is determined from the
readout of the streak camera trace.

In Figure 13.9a, a typical image from the streak camera is displayed. The two
main features correspond to the optical laser and synchronized dipole radi-
ation pulses. The timing trace corresponds to a full vertical bin of the image
data. The software determines the difference in arrival times from the sweep
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FIGURE 13.9
(a) Image of the laser pulse and the dipole radiation pulse as reference for the FEL arrival time on
the streak camera. (b) The relative timing jitter between both pulses was determined by analyzing
ca. 4000 images over 11 h for the graph. The resulting jitter was 800 fs r.m.s. (Adapted from
P. Radcliffe et al., Nucl. Instrum. Meth. Res. A 583, 516, 2007.)
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speed and peak positions (37.2 ps in this case). The procedure was repeated
every 10 s for 11 h to obtain the trace in Figure 13.9b.

Even better temporal resolution on a shot-to-shot basis can be achieved with
the aid of an electro-optical sampling system [41], which determines the jitter
between the optical laser pulse and the FEL electron bunch directly. In this
system, some of the optical laser pulses are sent into the accelerator tunnel
by a glass fiber. Here, the laser pulses pass through an electro-optically active
crystal located near to the electron bunch train (Figure 13.10).

When the electron bunch comes near to the crystal, its electric field induces
a change in the birefringence inside the crystal, which alters the polarization
state of the laser. Using a polarizer located behind the crystal, this phase
effect is transformed into an intensity signal, which is monitored by a CCD
camera. At a 45◦ angle of incidence, the optical laser pulses cross the crystal at
different locations depending on their arrival times; hence a mapping of time
to space is achieved. The current time resolution is better than 100 fs. The time
resolution of pump-and-probe experiments is therefore no longer determined
by the timing jitter window (500 fs) but rather by the accuracy with which
the actual jitter can be measured for each individual FEL-optical pulse pair.

Other measurements for the arrival time of both the optical and the EUV
pulse in the experimental chamber have been developed during the first
years of operation at FLASH. These methods are based on obtaining a cross-
correlation signal between both pulses. For experiments in the gaseous phase,
measurements of two-color above threshold ionization signals have been
shown to provide an accuracy of better than 50 fs for the relative delay by
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FIGURE 13.10
Schematic representation of the electro-optical sampling system which measures the temporal
delay on a shot-to-shot basis between each optical laser pulse and the electron bunch giving
rise to a synchronized EUV FEL pulses. (Adapted from Hamburger Synchrotronstrahlungsla-
bor HASYLAB at Deutsches Elektronen-Synchrotron (DESY). http://hasylab.desy.de/facilities/
flash/facility_information/laser_and_fel_timing)
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comparing the experimental data to theoretical predictions. The measure-
ments rely on the fact that the simultaneous interaction of both pulses leads
to additional lines in the electron spectrum or the so-called sidebands. The
intensity of these sidebands is very sensitive to the temporal overlap between
both pulses, since it is determined directly by the optical field present at the
atomic side when photoionization by the EUV photons takes place. A change
in the relative position of the very short EUV pulse (10–20 fs) with respect to
the much broader (>120 fs) optical pulse is converted into an intensity varia-
tion of the sidebands. In a same way, the optical reflectivity of a GaAs surface
is strongly changed by the EUV pulse. This variation can also be monitored
for each individual shot and provides a relative measure of the temporal delay
between the optical and the EUV pulse. These processes are discussed in more
detail in the following section.

13.2.5 Experiments on Atoms and Ions

Although FLASH has hosted a broad range of experiments including coher-
ent imaging [42] and EUV laser–matter interactions [43], the focus of this
section will be exclusively on atoms, ions, and molecules. For neutral and
lowly ionized matter, the key effect of its interaction with EUV radiation is
photoionization which has been a treasure trove (at times a Pandora’s box) of
intriguing and occasionally bemusing, but always beautiful, many-electron
interactions and quantum interferences. Experiment and theory have worked
side by side in a symbiotic drive to deliver complete experiments along with
a deep understanding of the role of many-electron effects in photoionization
[44]. In all of these studies, the EUV field has been weak and so each atom
absorbs one, and only one, photon.

The competing field of ionization of atoms and molecules in intense infrared
and visible laser fields has revealed many new dynamical processes such
as multiphoton, above-threshold, and optical-field ionization [45] as well as
short-wavelength coherent radiation via high harmonic generation (HHG)
[46]. Of course, the interesting question arises, what happens if the driving
field itself is of very high optical frequency—say it lies in the EUV?

In this regard, the opening up of phase 2 of the EUV Free Electron Laser at
DESY-Hamburg, now known as “FLASH,” heralds a new era in the study of
intense EUV laser–matter interactions and indeed for the photoeffect itself.
The EUV output of FLASH possesses unprecedented intensity and coherence,
bringing nonlinear optics and spectroscopy into a regime where inner-shell
electrons of neutral species and valence electrons of HCIs can mediate the
fundamental photon–matter interaction. For the first time, atomistic sys-
tems, bathed in intense and coherent ultrahigh frequency electromagnetic
fields, can be uniquely studied using photon, photoion, and photoelectron
spectroscopy. Experiments on dilute samples and/or species with ultralow
photoionization cross-sections, few photon processes in few electron systems,
two-color (EUV+IR/EUV+EUV) pump–probe experiments on a femtosecond
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(even attosecond) time scale are all made possible with the advent of ultrafast
EUV pulses and soon with x-ray pulses from the European XFEL [28] and
LCLS [29] x-ray FELs.

A Web site on atomic, molecular and optical physics experiments at FLASH
has been established [47], and a recent progress report has been published
[48]. However, FLASH, as a high flux and intense EUV source, also offers the
opportunity to perform laser spectroscopy on resonance transitions of HCIs.
To date, one experiment has been performed and we begin this section with
a focus on it.

13.2.5.1 EUV Laser-Induced Fluorescence of Li-Like Fe23+

Subtle quantum electrodynamics (QED) effects have provided a rich and fer-
tile ground for the most stringent tests of theory for many years, and laser
spectroscopy has proven itself equal to the challenge of the required measure-
ment accuracy. Continuous improvement in allied techniques have placed it
at the heart of ultraprecise measurement, for example, the 1S to 2S transition
in atomic hydrogen is known to an accuracy of better than 10−14 [49]. QED
effects scale strongly with nuclear charge Z, for example, the Lamb shift scales
as Z4, and so one- or few-electron HCIs make ideal targets for QED studies as
they lead to a significant enhancement of the salient effects, thereby reducing
the need for a very narrow bandwidth from the laser system. However, it is
clear from Figure 13.11a that resonance transitions for even Li-like ions move
rapidly into the EUV with increasing charge state [50] and so FELs operat-
ing at fundamental photon energies in the 10–300 eV range are indeed timely.
This trend is even more pronounced, of course, for He- and H-like HCIs where
only x-ray lasers operating in the keV range will suffice.

Not only does moving further along an isoelectronic sequence provide
a wavelength challenge that only EUV and x-ray lasers can meet, but the
target ion flux available becomes much diminished in typical HCI sources
such as EBITs [51]. Hence additionally, one requires the high flux that only a
SASE FEL can provide. As a result, the future of QED research in ions is inti-
mately connected to the development of EUV and x-ray FELs. Figure 13.11b
shows the very first laser-induced fluorescence (LIF) measurement on the
resonance 2S1/2 → 2P1/2 transition of Fe23+, the highest energy, direct laser-
excited transition probed to date [50]. The center (nominal) transition energy
was 48.613 eV. As the inherent bandwidth of the FEL is quite large (0.5% or
0.25 eV), in order to obtain high spectral resolution, the Heidelberg group
used the PG2 monochromator beamline [52] operating with a photon band-
width of ca. 0.025 eV. They compromised on available spectral resolution
in order to obtain good flux of 3 × 1012 photons/s. The impressive measure-
ment accuracy already achieved (22 ppm) equals current best conventional
methods and will be significantly improved with the increased FLASH rep-
etition rate in the near future. The relative accuracy already beats theoretical
estimates for the dominant QED contributions and points to a bright future
for fundamental QED tests on HCI systems at FLASH.
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signal arising from direct excitation of the 2s–2p transition of Fe23+. (Adapted from S. Epp et al.,
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13.2.5.2 Photoionization in Intense Laser Fields

Photoionization pathways for atoms and molecules in laser fields depend
on a combination of ionization potential, laser photon energy, and laser
intensity. Theoretical descriptions can be made within a perturbative frame-
work or may require the full solution of the time-dependent Schrödinger
equation depending on whether the particular experiment resides within the
multiphoton (MPI), tunnel (TI) or the related over the barrier (OBI) ionization
regimes [45]. A simple but instructive parameter (γ) that determines in which
regime a particular experiment is likely to reside is due to Keldysh [53]:

γ =
√

IP
2Up

,
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where

UP (eV) = 9.3 × 10−14 I(W cm−2)λ2(μm).

Here IP is the ionization potential of the target atom or molecule and Up

the so-called ponderomotive potential (the cycle-averaged kinetic energy of
a liberated electron in the laser field). As the laser wavelength moves into the
EUV, the ponderomotive potential drops quadratically and so the Keldysh
parameter increases linearly. Hence, EUV FELs will tend to favor multiphoton
effects that are readily described by perturbation methods (high γ).

One way to look at this result is as follows. When the photon energy lies well
above the ionization potential, the tunnel ionization rate will be less than
the laser frequency and so the most favored route to ionization becomes
multiple photon absorption. From another viewpoint, as the laser photon
energy increases, fewer photons are needed to ionize the atoms and so the
ionization probability becomes quite high at relatively low intensity (at least
compared to visible/IR lasers). Taking the case of He, for a laser intensity
of 1015 W/cm2, γ = 0.45 for a 800-nm Ti–Sapphire laser (tunnel ionization
regime), whereas for FLASH operating at 8 nm, γ∼ 45 (very clearly the MPI
regime).

The result is hugely important since it means that EUV FELs bring
high-intensity laser–matter interaction back into a space where few photon
processes reign and accurate perturbative methods may be used to treat the
problem. As one might expect, there has been a surge in theoretical activ-
ity since the late 1990s when firm design parameters for EUV/x-ray FELs
started to appear. However, pioneering papers on intense VUV–atom inter-
actions due to Lambropoulos and Zoller [54] appeared as early as 1981. The
papers on double ionization of He in intense EUV fields by Nikolopoulos and
Lambropoulos [55], Ivanov and Kheifets [56] and Feist et al. [57] illustrate
nicely the state of play in theory and make a good starting point for a journey
through the recent history of this archetypal problem.

13.2.5.3 Few Photon Multiple Ionization (FPMI) of Rare Gas Atoms

As expected, this particular domain has received much attention given
the promise for exciting new results, which was brought into sharp relief
by Phase 1 experiments on comparisons between free atoms and clusters
[15]. Sorokin et al. [34] have performed systematic measurements on the
photoion spectra of He and Ne under high irradiance, up to 1014 W cm−2

(Figure 13.12).
They chose two photon energies, namely 38.4 and 42.8 eV, which lie just

below and just above the Ne+ ionization threshold, respectively. They did
so, as the key objective was to separate sequential ionization (SI) from
the so-called direct or nonsequential ionization (NSI) pathways in Ne. As
the experimental apparatus could be moved with high precision through
the optimum FLASH beam focus and the pulse energies could be measured
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No. Target Photon energy (eV) Two-photon process Cross-section (cm4 s)

(1)

(2)

(3)

(4)

Ne (42.8 ± 0.4) Sequential two-photon
   double ionization
Resonant two-photon
   single ionization
Direct two-photon
   single ionization
Direct two-photon
   double ionization

(7.2 ± 2.5) × 10–49a

(1.6 ± 0.6) × 10–50

(1.6 ± 0.6) × 10–52

(3.0 ± 1.2) × 10–51

Ne+ (38.4 ± 0.4)

Ne2+ (42.8 ± 0.4)

He (42.8 ± 0.4)

a  Valid for a photon pulse duration of 25 fs.
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FIGURE 13.12
(a) Ion yield ratios as a function of irradiance and photon density at 42.8 eV (A—Ne2+/Ne+),
(C—Ne3+/Ne2+), (D—He2+/He+) and for 38.4 eV (B—Ne2+/Ne+). Ratio A implies sequential
two-photon double ionization of Ne via Ne+ as the production mechanism, B is the result of
one-photon ionization of Ne followed by two-photon single ionization of Ne+, while C (Ne3+)
requires the additional step of direct two-photon single ionization of Ne2+ and D, two-photon
double ionization of He. (b) Direct and sequential two-photon ionization cross-sections for He
and Ne (and its ions). (Adapted from A. A. Sorokin et al., Phys. Rev. A 75, 051402(R), 2007.)

accurately using the gas monitor detector developed by this group [27], they
were able to measure ionization yields as a function of EUV intensity (Fig-
ure 13.12). Using an analysis similar to that done earlier on N2 ionization [58],
Sorokin et al. were able to derive two-photon ionization cross-section for Ne,
Ne+, and Ne2+ (Table 1 of Ref. [34]). Their value of 1.6 ± 0.6 × 10−52 cm4 s at
42.8 eV for two-photon double ionization of He is in good agreement with
an earlier estimate of 1 × 10−52 cm4 s using focused HHG radiation at 41.8 eV
[59] and also with a recent theoretical value [60].

Moshammer et al. [61] brought the Heidelberg reaction microscope [62] to
FLASH to obtain impressive data and insights into the dynamics of few pho-
ton multiple ionization of Ne and Ar. The microscope directs electrons and
ions onto horizontally opposed position-sensitive detectors. From the posi-
tion and time of flight (TOF) for each hit, the full momentum vectors of the
photoionization products can be reconstructed. The FLASH photon energy
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FIGURE 13.13
(a) Ne2+ ion yield as a function of intensity at 38 eV showing NSI to dominate at low intensity.
Recoil ion momentum distributions (b) for Ne2+ at I < 3 × 1012 W cm−2 and (c) high intensity
(I > 2 × 1013 W cm−2). The z-axis corresponds to the laser propagation direction. The EUV field is
polarized along the y-axis. The accumulation of events around the zero momentum point in (b)
shows that the two electrons are emitted into opposite directions with roughly equal energies. The
appearance of real events in zone 3 (c) indicates the addition of three-photon double ionization
(3PDI) process at higher intensities of the FEL. Events are integrated along z-axis. (Adapted from
R. Moshammer et al., Phys. Rev. Lett. 98, 203001, 2007.)

of 38 eV meant that sequential double ionization of Ne was forbidden. The
ion yield scaling with focused intensity (Figure 13.13a) showed that nonse-
quential two-photon double ionization (NSTPDI), evidenced by the quadratic
dependence of the Ne2+ yield on intensity, dominates for I < 6 × 1012 W cm−2.
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For higher intensities, a second process, three-photon double ionization
(3PDI), is superimposed on NSTPDI. Here three photons are involved, one
photon for the first step (Ne → Ne+) followed by two photons for the
second step (Ne+ → Ne2+

). Recoil ion momentum distributions for Ne2+

are also shown in Figure 13.13 for low (b) and high (c) FLASH intensity.
For low intensity, the concentration of events around the zero momentum
origin leads to the conclusion that electrons are ejected into opposite direc-
tions (hemispheres) with roughly equal energies. This result stands in stark
contrast to the one-photon double ionization case where such a dynamical
decay pattern is suppressed for equal energy sharing.

A most intriguing and as yet incompletely understood result from FLASH
has been published recently by Sorokin et al. [63]. Although, conventional
wisdom would suggest few-photon few-electron ionization processes to be
favored in the interaction of intense EUV radiation with atoms, these authors
have observed Xe ions of charge up to 21 times ionized in a very simple
experiment shown in Figure 13.14a.

The unfocussed beam from BL3 is directed onto a Mo–Si multilayer mirror
operated at normal incidence with a reflectivity of 68% at 13.3 nm (hν ∼ 93 eV).
This configuration permitted the production of a small focal spot (∼2.5 μm)
and correspondingly an unprecedented irradiance of ∼8 × 1015 W/cm2 to
be achieved. This intensity is approximately an order of magnitude higher
than possible to date with grazing incidence mirrors at BL2. One can see
that the dominant charge state increases with EUV intensity rising from 2+ at
2.5 × 1012 W/cm2 to 11+ at almost 8 × 1015 W/cm2. The highest charge state
observed was 21+. This is to be compared with a maximum charge state of 8+

in the case of 800 nm (hν ∼ 1.55 eV) radiation from a Ti–Sapphire laser system
operated at the same intensity [64]. These ion yields were well described by
simple ADK tunnel ionization theory [65] with SI accounting for the ramp up
to eight times ionized species. For the 93 eV case, the situation appears quite
different. The ponderomotive potential amounts to much less than 1 eV and
the Keldysh parameter lies in double figures, suggesting that the ionization
process at FLASH is multiphoton in nature.

Sorokin et al. proposed a detailed accounting process for the observation
of HCIs via multistep multiphoton ionization. However, the attainment of
Xe21+ requires the absorption of some 5 keV of energy per atom or 57 FLASH
photons within the 10–20 fs duration of each FLASH pulse. Certainly this
result begs the question, what will happen at x-ray FELs where the pho-
ton energies will reach up to 10 keV and down to few femtosecond pulse
durations?

13.2.5.4 Two-Color Photoionization Experiments on Atoms

As noted earlier, a femtosecond EUV/optical laser facility at DESY was built in
the frame of a Framework 5, EU-Research and Technology Development grant
by a collaboration involving Orsay (LIXAM), DCU (NCPST), Lund (LLC),
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FIGURE 13.14
(a) Experimental setup for the study of the formation of HCIs in the interaction of intense EUV
radiation with dilute targets. (b) Xen+ (1 ≤ n ≤ 21) ion yield as a function of intensity at a photon
energy of 93 eV. (Adapted from A. A. Sorokin et al., Phys. Rev. Lett. 99, 213002, 2007.)

MBI, BESSY, and DESY. The facility provides high-energy pulses of up to
10 mJ at the FELmacropulse repetition frequency of 5 or 10 Hz. It also provides
120 fs/20 μJ 800-nm pulses and 12 ps/400 μJ 523-nm pulses synchronized to
the micro- and macropulse timing structure of FLASH. The facility can be used
to perform both time-resolved pump–probe experiments and to study two-
color coherent processes. We have built onto it a two-color photoionization
experiment to determine FLASH harmonic content [32], study interference
free sidebands [66], and determine timing jitter between EUV and FEL pulses
on a femtosecond timescale (250 fs r.m.s.) [67]. The layout of the experiment
[40] is illustrated in Figure 13.15.
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FIGURE 13.15
Detailed layout of the two-color photoelectron experiment at the EUV FEL FLASH. (Adapted
from P. Radcliffe et al., Nucl. Instrum. Meth. Res. A 583, 516, 2007.)

The converging EUV beam is transported through a hole in the parabolic
mirror used to focus the optical laser. The collinear EUV and 800 nm beams
are brought to a common focus at the intersection point of a gas jet with the
entrance aperture of a TOF electron spectrometer. The TOF is of the magnetic
bottle type, which ensures 4π collection efficiency. The output from the TOF
is fed to a LeCroy 8600A fast digital oscilloscope. A photoelectron spectrum
(PES) trace is obtained and stored for each FLASH shot. The delay between
these pulses is adjusted via an optical delay line (increment of 3.3 fs/micron).
Obtaining spatial and temporal overlap of the beams is a nontrivial task as
the experimental chamber is situated some 70 m from the exit port of the
final undulator and 20 m from the optical laser. We use phosphor screens and
fast (picosecond) photodiodes to obtain approximate spatial (<10μm) and
temporal (20 ps) overlap. We have found the HS3 photodiode from Interna-
tional Radiation Detectors, Inc. (80 ps rise time) to offer the best compromise
between responsivity at EUV/NIR wavelengths and time resolution while
possessing very good radiation hardness. To obtain the absolute time delays,
we must find the overlap point of the EUV and 800 nm pulses not in pico-
time, but in femtotime—this point will become clear later when we come to
illustrate some of the results obtained to date.

We focus in this section on a coherent process which can be driven by intense
bichromatic laser fields, namely laser-assisted photoionization (LAP) [68,69].
In LAP experiments, when the EUV and optical laser fields overlap in space
and time, a photoelectron is born into the optical dressing field with which it
can exchange (i.e., gain or lose) one or more quanta of optical energy. The
resultant PES displays sidebands adjacent to the main photoelectron line
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separated by the optical photon energy. Sideband intensity depends on the
EUV photon energy and dressing field strength and so can be used to monitor
the relative time delay between overlapping pulses [70].

Many such experiments have been performed using a single optical laser
split into two parts. One part is focused into a rare gas jet to generate a
comb of EUV high order (odd) harmonics (HOHs), (…, H2N−1, H2N+1, …).
The harmonics are then focused into a second gas jet where they pro-
duce a corresponding comb of photoelectron lines separated by twice the
optical laser photon energy. The other part of the beam is overlapped in
space/time with the EUV harmonics so that photoelectrons sense an intense
dressing field with which they can exchange optical photons (hν). The side-
bands so induced are disposed either side of the main photoelectron lines at
±(2N + 1)hν. In Figure 13.16, a typical LAP spectrum is shown where the ver-
tical axis corresponds to time delay between EUV HOHs and optical pulses,
while the horizontal axis corresponds to the photoelectron kinetic energy
[6].

Referring to Figure 13.16, the intense vertical bars correspond to the main
photoelectron lines produced under direct ionization by the HOH light source
…, H2N−1, H2N+1, …. The weaker interspersed lines are separated by the optical
laser photon energy and appear only when the EUV and optical pulses are
overlapped in a window of ±30 fs determined by the optical pulse duration
in this particular experiment. The sideband signal is proportional to the degree
of overlap of the EUV and optical fields and is hence a measure of the cross-
correlation between them. At very high intensities, the sidebands become
subject to a strong ponderomotive shift and are even streaked [70]. However,
the sidebands are also complicated by interference effects. Imagine that each
photoelectron can absorb (or emit) just one optical photon. Then, each side-
band results from the superposition of two sidebands—the upper sideband
of one main line (say H2N−1 + hν) lies at the same photon energy as lower
sideband of the next main photoline (H2N+1 − hν).

However, the measured signal is not simply the sum of the two sideband
intensities. As the EUV harmonics are derived from a single driving laser
pulse, they are phase coherent (in fact, if the phases can be locked with almost
zero phase shift, the system approximates a mode locked laser and a train of
attosecond pulses results). Hence the free electron waves or main photolines
which the HOH produce are phase coherent, as are, in turn, the sidebands
since they are formed by exchanging quanta with the dressing laser field.
So for any single sideband, we cannot distinguish between the free electron
waves which form it and in addition both these waves are phase coherent—
in effect we have a classic two-slit experiment and we add the probability
amplitudes rather than the free wave intensities. At sufficient dressing field
intensities, a free electron can exchange n photons with the dressing field and
so we have, in effect, an n-slit experiment.

Since FLASH could produce high flux at a single photon energy, it presented
us with the first opportunity to study this effect in the interference free regime.
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FIGURE 13.16
Coherent photoelectron sidebands formed by dressing photoelectrons generated by a comb of
high harmonics with an intense near-infrared laser field. (a) Schematic representation of the for-
mation of a single sideband, labeled SB2N, via stimulated photon emission from a photoelectron
formed by harmonic N + 1 or photon absorption by an electron created by harmonic N − 1, (b)
variation of the photoelectron spectrum as a function of the time delay between the extreme
ultraviolet harmonic comb and the NIR dressing field. The sidebands appear between the har-
monic photolines for time delays close to zero. (c) A lineout of panel (b) at close to 0 fs showing
the main photolines and smaller interleaved sidebands. (Adapted from P. O’Keeffe et al., Phys.
Rev. A 69, 051401(R), 2004.)

In our first experiment [66], we operated with a long (12 ps) 523 nm pulse so
that we did not have to worry about relative jitter between the EUV and
optical laser pulses. In a more recent experiment [67], we have been able to
carry out a comprehensive study of these sidebands with femtosecond pulses.
Theoretical studies by Maquet and Taïeb [71] employ either the soft photon
approximation (SFA) or the time-dependent Schrödinger equation. The so-
called SFA requires the electron kinetic energy to greatly exceed the dressing
field photon energy, as is the case in what follows where electrons liberated
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from rare gas atoms by EUV photons (hν ∼ 38–93 eV) are dressed by green
(hν ∼ 2.4 eV) and near-infrared (hν ∼ 1.5 eV) or NIR laser fields.

In Figure 13.17, we show a comparison between theory and experiment
for the case of He where the main 1 s−1 photoline was produced by FLASH
operating at a wavelength of 25.5 nm (48.5 eV). The sidebands are observed to
straddle this line at ±1.55 eV (800 nm) energy separation as expected. From
a fit of the theoretical trace to the experimental spectrum, we were able to
derive EUV and optical laser intensities.

In Figure 13.18, we show a PES for the case of Xe irradiated by superposed
13.7 and 800 nm radiation fields. Sidebands of up to order 4 corresponding
to a gain of up to four photons from the dressing laser field (800 nm) are
observed. By analyzing Xe sideband numbers and intensities and comparing
them with theory, we have been able to determine the relative delay between
the FEL and optical laser.

The schematic in Figure 13.19 illustrates the basic principle. In this fig-
ure, we show how the number of sidebands generated in the case of Xe for
13.7 nm/800 nm irradiation depends on the relative delay between the two
pulses. Hence simple sideband counting may be used to measure the relative
delay between the pulses.

In Figure 13.20, we show the absolute jitter between the EUV and opti-
cal laser which is ∼500 fs (full-width at half-maximum (FWHM)). The trace
is obtained by sweeping the optical time delay and measuring the average
sideband intensity at each delay.

Cunovic et al. have developed a photoelectron imaging system to directly
measure and display pulse and timing jitter using the LAP technique—the
so-called time–space mapping [72]. The experimental scheme and cross-
correlation trace are shown in Figure 13.21. Two other schemes utilizing space
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FIGURE 13.17
Comparison between measured and computed photoelectron sideband spectra for He. (Adapted
from P. Radcliffe et al., Appl. Phys. Lett. 90, 131108, 2007.)
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time mapping of FEL pulse modulated optical reflectivity have also been
demonstrated [73,74].

Coming back to our own work, it is instructive to look at the simple analytic
expression for sideband intensity derived by Maquet and Taïeb [71] in the
so-called SFA [75]:

B(α0kn) =
∫π

0
sin θdθ

dσ
dθ

J2
n(α0kn cos θ),

where α0 depends on the optical laser field strength and kn is the momen-
tum transferred to the nth band photoelectron. One can see that the total
sideband intensity depends on the differential cross-section, where θ is the
angle between the EUV and optical fields. Hence the sidebands should exhibit
dichroism, that is, sensitivity to the polarization direction of the optical field
relative to the EUV field. Figure 13.22a illustrates the process schematically,
while we show the results of He in Figure 13.22b [76].

The two-color process in Figure 13.22a we refer to as two-color above
threshold ionization of TC-ATI. At low optical fields, we see just one side-
band disposed on either side of the diminished main photoline. For higher
optical fields, we see multiple sidebands. The orientation of the EUV and
optical field directions are shown schematically. Figure 13.22b shows a series
of photoelectron spectra of He taken at different EUV-optical field vector
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Time delay analysis derived from a study of Xe sidebands. (Adapted from P. Radcliffe et al., Nucl.
Instrum. Meth. Res. A 583, 516, 2007.)

orientations where a wave structure, reminiscent of Malus’ law, can be seen.
This is clear evidence of atomic dichroism, which has already been seen, in
two-color resonant excitation at synchrotrons. However, this is the first obser-
vation in the nonresonant case and was made possible only due to the high
flux available from FLASH. The dichroic signal is illustrated more clearly in
Figure 13.23, which shows line outs from two-color ATI photoelectron spectra
of He compared with theory.

Full details of the analysis are available in Meyer et al. [76]. In summary,
the comparisons show that in the low-field case, the ratio of s to d electron
emission is ∼3 with the SFA yielding a value of 3.2, while time-dependent
second-order perturbation theory gives 2.93. The SFA is remarkably accurate
at all optical field levels as can be seen from Figure 13.23 and indicates a single
active electron approach is sufficient to reproduce TC-ATI spectra across a
wide range of experimental conditions.
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There are many more exciting experiments which remain to be done such
as EUV laser-driven autoionizing states [54], optical laser coupling of two (or
more) autoionizing states [77], and indeed a two-color process where both
EUV and optical fields are coupled together to drive a single autoionizing
state into resonance. These experiments, possible only at intense EUV FELs

1-dim electron 
detector array

(a)

(b)

Dispersive
electron lens system NIR-laser

XUV
(flash)

Atomic
gas

–12 –11 –10 –9 –8 –7 –6 –5 –4 –3 –2 –1 0
0.0

0.5

1.0

1.5

2.0

2.5
Raw data
Gauss fit

El
ec

tr
on

 si
gn

al
 (a

rb
. u

ni
ts

)

Delay (ps)

FIGURE 13.21
(a) Experimental setup for laser-assisted photoelectron imaging and EUV-optical pulse jitter
measurement. Photoelectrons from a directed krypton gas jet produced at different points along
the optical laser focal waist, corresponding to different delay times, are imaged to different points
on an MCP. (b) Trace obtained showing the EUV-optical pulse delay distribution (temporal jitter).
(Adapted from S. Cunovic et al., Appl. Phys. Lett. 90, 121112, 2007.)
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will open up photoionization to new parameter spaces and challenge the
state-of-the-art in experiment in addition to testing the limits of current
theory.

13.3 Future Prospects and XFEL

The success of the TTF project and, in particular, of the FLASH machine which
is operating as planned have triggered also the extension of the project at



Short-Wavelength Free Electron Lasers 375

1.2
(a)

(b)

POL

PXUV

POL POLPXUV PXUV

1.0

0.8

Re
la

tiv
e i

nt
en

sit
y (

ar
b.

 u
ni

ts
)

0.6

0.4

0.2

0.0
–90 90

Relative angle θ (°)
180 2700

1.2

1.0

0.8

Re
la

tiv
e i

nt
en

sit
y (

ar
b.

 u
ni

ts
)

0.6

0.4

0.2

0.0
–90 –60 –30 30

Relative angle θ (°)
60 900

SB1

SB2

FIGURE 13.23
(a) Polarization dependence of the first sideband of He for low optical laser intensity (8 ×
1010 W cm−2). The solid curve is a fit to the experimental data. The theoretical curves (dashed and
dotted lines) obtained from the SFA and time-dependent second-order perturbation theory are
almost identical. (b) Polarization dependence of the first and second sidebands of He for high
optical laser intensity (6 × 1011 W cm−2). The solid curves are fits to the experimental data. The
theoretical (dashed) curves are obtained from the SFA only. (Adapted from M. Meyer et al. Phys.
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Hamburg to even shorter wavelengths. Worldwide there are presently three
different projects scheduled for completion within the next 5 years, Spring-8
X-FELin Japan [78], LCLS in the USA[29], and the European XFELin Germany
[28]. The XFEL in Hamburg is scheduled to be operational in 2015 and will
deliver intense femtosecond-photon pulses in the wavelength region down
to 0.1 nm (∼13 keV). In order to achieve lasing at these short wavelengths, an
installation of much larger dimension has to be constructed (Figure 13.24).

In fact, the overall length of the XFEL project is about 3.4 km. The pur-
pose of the facility is to generate extremely intense (peak brilliance ∼1033

photons/s/mm2/mrad2/0.1% BW), ultrashort (<100 fs) pulses of spatially
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3D sketch of the accelerator complex for the XFEL in Hamburg. (Adapted from European Free
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coherent x-rays, and to exploit them for revolutionary scientific experiments
in a variety of disciplines spanning physics, chemistry, materials science, and
biology. The basic process for generating the x-ray pulses remains SASE,
whereby electron bunches are accelerated to high energy (up to 20 GeV)
through a superconducting linear accelerator, and conveyed to long (up to
∼200 m) undulators, where the coherent x-ray pulses are generated.

In the first phase, three photon beamlines behind SASE undulators are
planned for the different applications which can be divided for the soft
x-ray regime into investigations of nonlinear processes, high-field effects in
small quantum systems, and coherent scattering experiments for structure
determination of nanosystems and biomolecules. In the hard x-ray regime,
priority will be given to femtosecond diffraction experiments, investigations
of high-energy density matter, ultrafast coherent diffraction imaging of single
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FIGURE 13.25
Cross-section and photon energies for the two-photon ionization process of H-like ions. (Adapted
from European Free Electron Laser, Hamburg, Germany. http://xfel.desy.de/tdr/tdr)
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particles, clusters, and biomolecules as well as structure determinations of
nanodevices and dynamics at the nanoscale. The three SASE beamlines can
be classified with respect to their characteristics. SASE 1 will deliver FEL
radiation around 12 keV with high coherence spontaneous radiation, SASE
2 FEL radiation in the photon energy range between 3 and 12 keV and high
time-resolution spontaneous radiation, and finally SASE 3 FELradiation in the
range 0.25 and 3 keV optimized for high flux and high-resolution applications.

From this new user facility, novel results of fundamental importance can
be expected in materials physics, plasma physics, planetary science and
astrophysics, chemistry, structural biology, and biochemistry, with signifi-
cant impact on technologies such as nuclear fusion, catalysis, combustion
(and their environmental aspects), as well as on biomedical and pharma-
ceutical technologies. As a final illustration of studies on highly charged
samples, we mention the two-photon ionization of hydrogen-like ions
(Figure 13.25) [79].

With increasing atomic number, the photon energies move rapidly into the
keV range where only x-ray FELs can deliver the photon flux necessary to
drive two-photon processes.
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14.1 Introduction

During the past 30 years or so, the quantum electrodynamics (QED) theory
of atoms and ions became a routine procedure for the description of the
properties of electronic shells in atomic systems. This can be explained by
the outstanding progress in the experimental investigations of two kinds
of the “new” atomic systems: highly charged ions (HCIs) and superheavy
atoms. While for the description of the superheavy atoms, that is, the sys-
tems containing more than 100 electrons, the sophisticated methods of the
relativistic many-body theory (such as the superposition of configurations
or the coupled clusters) are of the primary importance, the theory of ions
with few electrons and the nuclear charge Z ≥ 50 can be developed on
the basis of QED perturbation theory. The formulation of the QED per-
turbation theory for the tightly bound electrons is not trivial, and unlike
the QED theory of the loosely bound electrons in the light atoms cannot
be essentially similar to the free electron QED. During the last decades, a
number of general methods based on the S-matrix or the Green function
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were applied for the QED description of the tightly bound electrons in
HCIs: adiabatic S-matrix approach [1], two-time Green’s function method
(TTGFM) [2], covariant evolution operator (CEO) approach [3], and the line
profile approach (LPA) [4]. In this chapter, we will describe the recent sta-
tus of the QED theory of HCIs. As a theoretical tool, we will use exclusively
S-matrix methods [1,4], but the practical results obtained by all the methods
will be discussed and compared.

14.2 S-Matrix Formulation of the Bound-State QED

Within the QED approach, we consider HCIs as a system of the tightly bound
electrons, moving in the strong field of a nucleus (Furry picture of QED) and
interacting with each other via the exchange of the photons. The Hamiltonian
of this system in the second quantization representation looks like

Ĥ = Ĥ0 + Ĥint, (14.1)

Ĥ0 = Ĥe
0 + Ĥγ

0 , (14.2)

Ĥe
0 =

∑

Es>0

n̂(+)

s Es +
∑

Es<0

n̂(−)

s Es, (14.3)

Ĥγ

0 =
∑

k,λ

ω n̂k,λ, (14.4)

Ĥint =
∫

d3r ĵμ(x)Âμ(x), (14.5)

ĵμ(x) = e ˆ̄ψ(x)γμψ̂(x), (14.6)

where γμ = (β, βα) are the Dirac matrices. The charge of an electron is
e = −|e|. We use the relativistic units (� = c = 1, α = e2/�c) and a pseudo-
euclidean metric in 4-space with the sign convention for the metric tensor:
(gμν) = diag(1, −1, −1, −1). Einstein sum convention is implied. The space
and momentum 4-vectors are xμ = (t, r) and kμ = (ω, k), respectively. In
Equations 14.1 through 14.5, Ĥ0 is the Hamiltonian of the noninteracting fields
and Ĥint the interaction Hamiltonian. The operators n̂(±)

s are the operators of
the number of the electrons in the states with the positive (negative) energies

n̂(+)

s = â(+)

s âs, (14.7)

n̂(−)

s = b̂(+)

s b̂s, (14.8)

where â(+)
s , âs and b̂(+)

s , b̂s are the creation and annihilation operators for
the electrons in the positive-energy and negative-energy states, respectively.
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These operators satisfy the anticommutator relations. We denote by Es, the
electron energy in the state s.

The field operators ψ̂(x) and ψ̂+(x) for the electron–positron quantized
field are

ψ̂(x) =
∑

Es>0

âsψs(x) +
∑

Es<0

b̂+
s ψs(x), (14.9)

ˆ̄ψ(x) =
∑

Es>0

â+
s ψ̄s(x) +

∑

Es<0

b̂sψ̄s(x), (14.10)

where ψ̄ = ψ+β. The one-electron functions ψ(x) in Equations 14.9 and 14.10
satisfy the Dirac equation for electron in the field of the nucleus:

ĥD(r)ψs(r) = Esψs(r), (14.11)

ĥD(r) = αp̂ + βm + eVc(r), (14.12)

where p̂ is the momentum operator for the electron and Vc(r) is the Coulomb
field of the nucleus (point-like or extended). The employment of the functions
ψs(r), instead of the plain waves, describing the free electrons means the
introduction of the Furry picture of QED. The current of the electromagnetic
field is defined by Equation 14.6.

In Equation 14.6, ω = |k| means the photon frequency, k is the wave vec-
tor, λ = (0, 1, 2, 3) is the photon polarization, λ = 0 corresponds to the scalar
(Coulomb) photons, and n̂k,λ are the operators of the number of photons
given by

n̂k,λ = Ĉ+
k,λĈk,λ, (14.13)

where Ĉ+
k,λ and Ĉk,λ are the operators of the photon creation and annihilation,

respectively. These operators satisfy the commutation relations.
The field operator for the electromagnetic field (the quantized electromag-

netic potential) Âμ(x) looks like

Âμ(x) =
∑

k,λ

(
2π
Vω

)1/2

e(λ)

μ
(Ĉk,λ e−ikνxν + Ĉ+

k,λ eikνxν), (14.14)

where e(λ)
μ

are the components of the polarization 4-vector and V is the
normalization volume.

The operator Ĥ in the second quantization representation is acting on the
state vector Φ(t). Then, defining the energy of the system of noninteracting
electrons as

E(0) = 〈Φ(t)|Ĥ0|Φ(t)〉, (14.15)
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we find for the N-electron atom

E(0) =
N∑

s=1

Es. (14.16)

Unlike the quantum mechanics, the Schrödinger equation in QED can be
written only in the second quantization representation, since this equation
should also describe the processes of the creation and annihilation of the par-
ticles. The role of the wave function plays the state vector Φ(t) that describes
how many particles are present in which states at the time moment t. It is con-
venient to use the interaction representation where both operators and wave
functions are time-dependent. Then the Schrödinger equation looks like

i
∂

∂t
Φ(t) = Ĥint(t)Φ(t), (14.17)

where Ĥint is the Hamiltonian (Equation 14.5) in the interaction representation.
Introducing the evolution operator Ŝ(t, t0) by the relation

Φ(t) = Ŝ(t, t0)Φ(t0), (14.18)

one obtains from Equations 14.17 and 14.18, an equation

i
∂

∂t
Ŝ(t, t0) = Ĥint(t)Ŝ(t, t0), (14.19)

which has to be solved with the initial condition

Ŝ(t0, t0) = 1. (14.20)

Iterative solution of Equation 14.19 leads to the perturbation theory
expansion

Ŝ(t, t0) = 1 +
∞∑

l=1

Ŝ(l)(t, t0), (14.21)

Ŝ(l)(t, t0) = (−i)l

∫ t

t0

dt1

∫ t1

t0

dt2 . . .

∫ tl−1

t0

dtl Ĥint(t1), . . . , Ĥint(tl). (14.22)

Then Equation 14.22 can be presented in a more symmetric form with the use
of the chronological product (T-product) of the operators

T(Â(t1)B̂(t2)) =
{

Â(t1)B̂(t2), t1 > t2,
±B̂(t2)Â(t1), t1 < t2.

(14.23)
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The positive sign in Equation 14.23 corresponds to the boson operators and
the negative sign corresponds to the fermion operators. Then

Ŝ(l)(t, t0) = (−i)l

l!
∫ t

t0

dt1

∫ t

t0

dt2 . . .

∫ t

t0

dtl T(Ĥint(t1), . . . , Ĥint(tl)). (14.24)

The introduction of the T-product in Equation 14.23 is due to the fact that
the operators Ĥint(t) corresponding to the different time moments do not
commute, in principle.

The evolution operator on the time interval t = ±∞ is called S-matrix:

Φ(∞) = Ŝ(∞, −∞)Φ(−∞). (14.25)

In the free-electron QED, it is assumed that at the time moments t = ±∞, the
particles (electrons and photons) do not interact with each other. Then, the
initial and final state vectors correspond to the noninteracting particles. Let
the initial state be Φ(−∞) = Φ0

a . Then, according to Equation 14.25:

Φ(∞) = ŜΦ(−∞) =
∑

b

〈b|Ŝ|a〉Φ0
b, (14.26)

where the short-hand notation Ŝ ≡ Ŝ(∞, −∞) and 〈b|Ŝ|a〉 = 〈Φ0
b|Ŝ|Φ0

a〉 are
used. The matrix elements (transition amplitudes) fully describe any colli-
sion (scattering) process in the free-electron QED. To some extent, this also
concerns the processes with the bound electrons. However, the evaluation
of such important atomic characteristics as the energy levels (more exactly,
the shifts of the energy levels due to the interactions with photons or other
electrons) and transition probabilities requires special attention (see below).

The evaluation of the S-matrix elements is greatly simplified with the use of
the Feynman graph techniques which is based on the Wick theorem. Define

the contraction ÂB̂ of the two operators Â and B̂ as

ÂB̂ = T(ÂB̂) − N(ÂB̂), (14.27)

where N denotes the normal product: all the creation operators in Â and B̂
should be placed to the left of all the annihilation operators. Then, the Wick
theorem claims that the T-product in Equation 14.24 can be presented as the
sum of the N products with all the possible contractions.

The contraction of the two-electron operators ψ̂(x1) and ψ̂+(x1) is also called
the electron propagator S(x1, x2):

ψ̂(x1)
ˆ̄ψ(x2) ≡ S(x1, x2). (14.28)
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The photon propagator is defined in a similar way:

Âμ(x1)Âν(x2) ≡ Dμν(x1, x2). (14.29)

The propagators do not contain the creation and annihilation operators and
are functions of the space and time variables. The photon propagator in the
bound-electron QED is the same as in the free-electron QED:

Dμν(x1, x2) = i
2π

δμν

r12

∫∞

−∞
dω ei|ω|r12−iω(t1−t2), (14.30)

where r12 = |r1 − r2|.
In Equation 14.30, the photon propagator is given in the Feynman (covari-

ant) gage. In the theory of atoms and HCIs, the noncovariant Coulomb gage
is also used often. Within this gage, the propagator for the Coulomb (scalar)
photons is

Dc
μν

(x1, x2) = i
r12

δ(t1 − t2)δμ,0δν,0 (14.31)

and the propagator for the transverse photons is

Dt
μν

(x1, x2) = 1
2πi

[
δμν

r12

∫∞

−∞
dω ei|ω|r12−iω(t1−t2) − ∇1μ∇2ν

1
r12

×
∫∞

−∞
dω e−iω(t1−t2)

ei|ω|r12 − 1
ω2

]
(1 − δμ,0)(1 − δν,0). (14.32)

The electron propagator in the bound-state QED is different from the electron
propagator in the free-electron QED:

S(x1, x2) = i
2π

∫∞

−∞
dω e−iω(t1−t2)

∑

n

ψn(r1)ψ̄n(r2)

ω − En(1 − i0)
. (14.33)

In Equation 14.33 the summation runs over the entire spectrum of the Dirac
equation 14.11, including both positive-energy and negative-energy states.

The employment of the Feynman graph techniques with the electron prop-
agators (Equation) is the first step toward the construction of the bound-state
QED. The numerous examples of the bound-electron Feynman graphs will
be given below.

The next step is the choice of a method for the evaluation of the energy level
shift, assuming that the zeroth-order atomic energy is given by the Equa-
tion 14.16. The methods for the evaluation of this shift are different within
adiabatic S-matrix approach, TTGFM, CEO approaches, and the LPA. In the
following few sections, we will describe the energy shift in the adiabatic
S-matrix approach.
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14.3 Adiabatic S-Matrix Theory

The formula for the evaluation of the energy shift on the basis of the adiabatic
S-matrix approach was derived by Gell-Mann and Low [5]. The main feature
of the Gell-Mann and Low formalism is the adiabatic switching of the inter-
action. This switching is achieved by changing the interaction Hamiltonian
Ĥint(t) to the operator

Ĥint(t, γ) = e−γ|t|Ĥint(t). (14.34)

where γ > 0 is the adiabatic parameter. Then at the time moments t = ±, the
interaction is switched off and at t = 0 it is fully switched on. Using the interac-
tion Hamiltonian (Equation 14.34), one can perform the calculations similarly
to the free-electron QED and finally put γ = 0 that means the restoration of
the interaction for the whole time interval. The formula for the shift of the
atomic energy level a, given by Gell-Mann and Low, looks like

ΔEa = lim
γ→0

iγe
(∂/∂e)〈Φ0

a|Ŝγ(0, −∞)|Φ0
a〉

〈Φ0
a|Ŝγ(0, −∞)|Φ0

a〉
, (14.35)

where Ŝγ(t, t0) is the adiabatic evolution operator. This operator can be
obtained from the ordinary one by replacing Ĥint(t) by Ĥint(t, γ) in Equations
14.21 and 14.22. The differentiation with respect to the electron charge e is
equivalent to the multiplication by the order of the perturbation theory l: the
dependence on e enters the evolution operator via the expression for the elec-
tron current (Equation 14.6). Sucher [6] derived a symmetrized version of the
energy shift formula

ΔEa = lim
γ→0

1
2

iγe
(∂/∂e)〈Φ0

a|Ŝγ(∞, −∞)|Φ0
a〉

〈Φ0
a|Ŝγ(∞, −∞)|Φ0

a〉
. (14.36)

Practically, for the evaluation of the energy level shift, the formulas 14.35
and 14.36 are fully equivalent. However, there are general problems with the
renormalization of the evolution operator for the finite time intervals; these
problems arise also for the time interval (0, ∞). Therefore, it is preferable to
use the symmetrized formula, Equation 14.36.

The third step to the construction of the general QED theory for the tightly
bound electrons consists of practical implementation of the Gell-Mann–Low–
Sucher formula 14.36, combined with the Feynman graph techniques in the
Furry picture to the evaluation of the different corrections to the energy levels.
This step was made in [7], where the first general QED approach for the tightly
bound electrons in atoms and HCIs was developed.

According to Labzowsky [7], to calculate the energy level shift with the use
of the adiabatic formula 14.36, one has to evaluate first the derivative with
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respect to the electron charge. Expanding the numerator and denominator
in Equation 14.36, in power series in Ĥint (this means, in power series in e),
differentiating and restricting expansion to terms of order e4 one obtains [7]

ΔEa = lim
γ→0

1
2

iγ
{
〈Φ0

a|Ŝ(1)

γ
|Φ0

a〉 + [2〈Φ0
a|Ŝ(2)

γ
|Φ0

a〉 − 〈Φ0
a|Ŝ(1)

γ
|Φ0

a〉2]

+ [
3〈Φ0

a|Ŝ(3)

γ
|Φ0

a〉 − 3〈Φ0
a|Ŝ(2)

γ
|Φ0

a〉〈Φ0
a|Ŝ(1)

γ
|Φ0

a〉 + 〈Φ0
a|Ŝ(1)

γ
|Φ0

a〉3
]

+ [
4〈Φ0

a|Ŝ(4)

γ
|Φ0

a〉 − 4〈Φ0
a|Ŝ(3)

γ
|Φ0

a〉〈Φ0
a|Ŝ(1)

γ
|Φ0

a〉
+ 4〈Φ0

a|Ŝ(2)

γ
|Φ0

a〉〈Φ0
a|Ŝ(1)

γ
|Φ0

a〉2 − 2〈Φ0
a|Ŝ(2)

γ
|Φ0

a〉2

−〈Φ0
a|Ŝ(1)

γ
|Φ0

a〉4
] + · · ·

}
. (14.37)

For the free atom, in the absence of the external fields, the energy corrections
contain only S-matrix elements of even order. The reason is that the operators
Ĥint, acting on the state vector Φ0

a , should enter pairwise in the matrix element
to give finally the same state Φ0

a . Then the expression 14.37 looks simpler:

ΔEa = lim
γ→0

1
2

iγ
{

2〈Φ0
a|Ŝ(2)

γ
|Φ0

a〉 + [4〈Φ0
a|Ŝ(4)

γ
|Φ0

a〉 − 2〈Φ0
a|Ŝ(2)

γ
|Φ0

a〉2] + · · ·
}

.

(14.38)

Equations 14.35 through 14.38 are valid for the nondegenerate state of an
atom. For extension to the degenerate state, see [1]. However, it is necessary
to stress that these equations remain valid for the important case when the
degenerate states differ by symmetry.

Next follows the procedure for the explicit evaluation of the limit γ → 0 in
Equation 14.38. This procedure was also described in [7]. For this purpose,
one has to insert the adiabatic factor e−γ|t| in every Feynman graph vertex
and perform the integration over all the time variables. It is important to
distinguish between the “reducible” and “irreducible” Feynman graphs (or
S-matrix elements). Reducible diagrams can be defined as those which can be
divided into two parts by one single cut across the internal electron lines. The
evaluation of the reducible S-matrix elements by means of Equation 14.36
gives rise to the singular terms proportional to 1/γ, 1/γ2, and so on. These
singularities are cancelled explicitly by the counterterms that arise from the
denominator (i.e., from the terms with negative signs in Equations 14.37 and
14.38). For “irreducible” matrix element, the limit γ → 0 can be evaluated in
a very general way [8] (see also [1]). The contribution of the “irreducible”
matrix elements always corresponds to the terms which originate from the
numerator in Equation 14.36, that is, the terms with positive signs in Equation
14.37. Then in the nth order of perturbation theory,

ΔE(n)

a = lim
γ→0

1
2

inγ〈Φ0
a|Ŝ(n)

γ
|Φ0

a〉. (14.39)
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The result of the evaluation of the limit γ → 0 can be presented in the form

ΔE(n)

a,irr = 〈Φ0
a|U(n)|Φ0

a〉, (14.40)

where the amplitude U is connected with the S-matrix by the relation

〈Φ0
a|Ŝ(n)

γ
|Φ0

a〉 = −2πi δ(E(0)

a − E(0)

b )〈Φ0
b|U(n)|Φ0

a〉. (14.41)

The formulas 14.40 and 14.41 enable one to perform the calculations for the
tightly bound electrons in the lowest orders of the perturbation theory, not
employing the general formulas 14.36 through 14.38. The first evaluation of
the second-order interelectron interaction correction which required the use
of the adiabatic formalism was performed in [7].

14.4 First-Order Radiative Corrections to the Energy Levels
in One-Electron HCIs

There are two lowest order radiative corrections to the energy levels of one-
electron ions: electron self-energy (SE) correction and vacuum polarization
(VP) correction. Corresponding Feynman graphs are depicted in Figure 14.1.
The electron SE correction for the tightly bound electrons was first evaluated
in [9,10] for the K-shell electrons in mercury atom. Since the Feynman graph
(Figure 14.1a) is irreducible, the employment of the formulas 14.40 and 14.41
for the energy level shift was justified. The graph (Figure 14.1a) is ultraviolet-
divergent. For its renormalization, the potential expansion method was first
applied by Brown et al. [9,10]. This method became later an universal tool
for the renormalization of the divergent radiative corrections for the tightly

a

a

n

(a)

a

a

n

(b)

FIGURE 14.1
The first-order electron self-energy (a) and vacuum polarization (b) correction. The double solid
line denotes the electron in the field of the nucleus (Furry picture), whereas the wavy line denotes
the photon.
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bound electrons. The method is based on the expansion of the bound-electron
propagator (Equation 14.33) in powers of the nuclear potential:

ΔEa = ΔEa
a + ΔEb

a + ΔEc
a, (14.42)

where ΔEa,b,c
a correspond to the Feynman graphs (Figure 14.2a–c). For the

tightly bound electrons, all the terms of the expansion (Equation 14.42) are,
in principle, of the same order. The ultraviolet divergency is contained in the
first two terms of the potential expansion ΔEa,b

a . The many-potential term ΔEc
a

is finite but the most difficult one to evaluate numerically. The renormaliza-
tion of the divergent terms ΔEa,b

a can be performed in the momentum space
according to the standard procedures developed in free-electron QED. The
renormalization algorithm requires the subtraction of two terms of the Taylor
expansion of the free-electron self-energy operator Σ(p) in the vicinity of the
mass shell (p2 = m2):

Σren(p) = Σ(p) − [
Σ(p)

]
p2=m2 − (	 p − m)

[
∂Σ(p)

∂p

]

p2=m2

. (14.43)

In Equation 14.43,Σren(p) denotes the renormalized expression forΣ(p). Then,

ΔEa
a = ΔEa,ren

a + ΔEa1
a + ΔEa2

a , (14.44)

where ΔEa1
a and ΔEa1

a correspond to the two subtracted terms in Equation
14.43. A regularized expression for the vertex (Figure 14.2b) is determined as

Λren
μ

(p1, p2) = Λμ(p1, p2) − [
Λμ(p1, p2)

]
p2

1=p2
2=m2 . (14.45)
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FIGURE 14.2
The potential expansion of the first-order electron self-energy correction. The double solid line
denotes the electron in the field of the nucleus (Furry picture), whereas the wavy line denotes the
photon, and the dashed line with the cross at the end corresponds to the Coulomb interaction
with the nucleus. The external double lines correspond to the Dirac wave function for the electron
in the atomic state a, the internal double lines correspond to the electron propagator. The ordinary
internal solid line denotes the free electron propagator. The Feynman graphs (a)–(c) correspond
to the “zero-potential,” “one-potential,” and “many-potential” contributions.
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Hence,

ΔEb
a = ΔEb,ren

a + Δb1Ea, (14.46)

where ΔEb1
a corresponds to the subtracted term in Equation 14.45.

Finally, the renormalized expression for the electron self-energy contribu-
tion results

ΔEren
a = ΔEa,ren

a + ΔEb,ren
a + ΔEc

a. (14.47)

To avoid the numerical evaluation of ΔEc
a, Brown et al. [9,10] rearranged the

terms in Equation 14.47, using the Ward identity [11]. From this identity, it
follows that

ΔEb1
a = −ΔEa2

a . (14.48)

The formula 14.47 takes the form

ΔEren
a = (ΔEa − ΔEa

a) + ΔEa2
a + ΔEa,ren

a , (14.49)

where the termΔEc
a is absent. Instead of this, one has to cancel the divergencies

numerically in the expression (ΔEa − ΔEa
a) + ΔEa2

a . Later Mohr [12,13] was
able to cancel the divergencies in Equation 14.49 analytically. The Mohr’s
method remains up to now one of the most accurate ones in the tightly
bound electron QED theory (see the recent status of this method in [14]).

However, in the last decade, due to the development of the powerful numer-
ical methods, including B-spline approach [15,16], the direct evaluation of
Equation 14.47 became available. These numerical methods allow for the sum-
mations over the entire Dirac spectrum for arbitrary spherically symmetric
potentials. This enables one to evaluate directly the many-potential term in
the potential expansion. The direct potential expansion of the SE, analyzed
also in [17], was later reconsidered in [18]. For the numerical calculations with
the use of the direct potential expansion see, for example, [19,20].

Let us turn to the second lowest-order radiative correction described by
the Feynman graph (Figure 14.1b). For the analysis, one can use again the
potential expansion, also depicted in Figure 14.3. The first term of this expan-
sion, corresponding to Figure 14.3a vanishes due to the Furry theorem [21].
The divergency is contained only in the one potential term (Figure 14.3b).
After renormalization, this term reduces to the diagonal matrix element of
the Uehling potential for the atomic electron [22]:

φu(r) = 2e3Z
3πr

∫∞

1
dx e−2mrx

(
1 + 1

2x2

) √
x2 − 1
x2

, (14.50)

where Z is the nuclear charge and r the distance from the nucleus. Equation
14.50 represents a vacuum-polarization correction to the Coulomb interac-
tion of the electron with the point-like nucleus. The Uehling term, being the
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FIGURE 14.3
The potential expansion of the lowest order vacuum polarization correction. The notation are the
same as in Figure 14.2. (a) Zero-potential, (b) one-potential, and (c) many-potential contributions.

fist term of potential expansion of the exact one-loop VP correction usually
yields a fairly good approximation. Even for high Z values, the deviation
from the full VP contribution does not exceed 10%. The first evaluation of the
remainder contribution corresponding to the Feynman graph (Figure 14.3c)
was performed by Wichmann and Kroll [23] for H-like ions with 70 ≤ Z ≤ 90.
Later this contribution (usually referred to as Wichmann–Kroll term) was cal-
culated for the wide range of Z values, both for the point-like and extended
nuclei [24–26].

14.5 Second-Order Radiative Corrections to the Energy
Levels in One-Electron HCIs

The recent experimental accuracy achieved in the Lamb shift measurements
in heavy H-like ions [27] requires to take into account in theoretical calcula-
tions the complete set of two-loop radiative corrections. The corresponding
Feynman graphs are depicted in Figure 14.4. It is necessary to distinguish
between the “irreducible” and “reducible” graphs, respectively. According
to the definition given in Section 14.3, the graphs in Figure 14.4a, d, g, and
h are reducible, whereas the other graphs are irreducible. A reducible graph
can be divided again into two parts: irreducible part and reducible part. The
irreducible part of a reducible diagram appears as the sum over intermediate
electron states n in the eigenmode decomposition of the electron propagator
(Equation 14.33), corresponding to the cutted electron line, however, restricted
by the condition n 	= a. The remainder, which contains only the single “refer-
ence” state n = a, represents the reducible part of the reducible graph and is
called the reference state correction (RSC).

The existence of the nonzero RSC is the only reason that does not allow to
use Equations 14.40 and 14.41 for the evaluation of all the corrections in QED.
In [7], it was proven explicitly that for the second-order Coulomb–Coulomb
interelectron interaction, the RSC is exactly zero. The evaluation of the RSC
within the adiabatic S-matrix approach appears to be rather cumbersome [1];
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i) (j)

FIGURE 14.4
Two-loop radiative corrections for the H-like ions. The notation are the same as in Figures 14.2
and 14.3. The Feynman graphs (a)–(c) are called SESE graphs (“loop after loop,” “cross loop,” and
“loop in loop,” respectively), the graphs (d)–(f) are called VPVP graphs, and the graphs (g)–(j)
are called SEVP graphs.

much simpler are the corresponding evaluations with the TTGFM [2] or the
LPA [4].

The two-loop corrections presented in the first, second, and third rows in
Figure 14.4 are often called SESE, VPVP, and SEVP corrections, respectively.
These three groups of corrections represent three gauge-invariant subsets.
Some of these corrections are individually gauge-invariant: for example, the
irreducible contribution to the graph (Figure 14.4a), called “loop after loop”
or SESE-lal-irr correction, turns out to be gauge-invariant in any covariant
gauge. Its contribution to the Lamb shift for 1s1/2, 2s1/2, and 2p1/2 states of
H-line HCIs was first calculated in [28] for high Z values. In [29], this
calculation was extended to the entire range of nuclear charges 1 ≤ Z ≤ 92.

The first complete evaluation of the SESE set of QED corrections was pro-
vided in [30]. The contribution VPVP (d) was evaluated in [31] for few heavy
H-like ions and extended to larger number of Z in [32]. The corrections VPVP
(e and f) were calculated in [33,34] in the Uehling approximation; later an
exact value for the VPVP (e) contribution was obtained [35]. The SEVP (Figure
14.4g–i) contributions were evaluated in the Uehling approximation in [36]
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and in the exact form in [37]. The SEVP (Figure 14.4j) graph contribution has
been calculated only within the Uehling approximation in [37,38].

14.6 Other One-Electron Corrections

To compare the one-electron corrections, cited above, with the experimental
ones, it is necessary to take into account also the nuclear finite size, finite mass,
and the nuclear polarization by atomic electrons.

The nuclear finite size correction within QED theory of atoms is usually
included from the very beginning into the Dirac equation of the atomic
electron via introducing the Coulomb interaction potential with the extended
nucleus. As the most accurate fit for the nuclear charge density distribution,
the Fermi formula is usually employed:

ρ(r) = N
1 + exp[(r − c)/a] , (14.51)

where the parameter c corresponds to the charge radius, the parameter a is
a measure of the skin charge thickness, and N is the normalization constant.
Then, according to the Poisson equation, the potential is

V(r) =
∫

ρ(r′)

|r − r ′|dr ′. (14.52)

The influence of the nuclear size corrections on the Dirac energy levels and
on the QED corrections to the energy levels was studied in detail in [14,39].

The influence of the finite nuclear mass in the relativistic theory of the
H-like atoms (the recoil correction to the energy levels) was obtained by
Salpeter [40] utilizing the Bethe–Salpeter equation [41]. Actually Salpeter’s
result was semirelativistic since the expansion in terms of αZ (α is the fine
structure constant) parameter was also employed. For the hydrogen atom,
the use of the αZ expansion (Z = 1) is of course justified.

A generalization of the Bethe–Salpeter approach to all orders in αZ was
presented in [42] (see also [1]). However, this work was restricted to the recoil
correction, associated with the Coulomb interaction between the electron and
the nucleus. In this approximation, the recoil correction to the level a of the
H-line HCI looks like [1] (in atomic units)

ΔEa = 1
2M

(
p̂[P(+) − P(−)]p̂)

aa
, (14.53)

where p̂ is the momentum operator for the atomic electron, M is the mass of
the nucleus, and P(±) are the projectors onto the positive (negative) spectrum
of the Dirac equation for the atomic electron.

A closed expression for the relativistic recoil correction, including correc-
tions due to the transverse photons which have the same order of magnitude
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TABLE 14.1

Different Corrections to the Ground State of the H-like 238U91+ Ion

Correction Value Reference

Nuclear size 198.81

SE (Figure 14.1a) 355.05 [71]
VP (Figure 14.1b) −88.60 [24]

SESE (Figure 14.4ared,b,c) −0.90 [30]
SESE (Figure 14.4airr) −0.97 [28]
VPVP (Figure 14.4d) −0.22 [32]
VPVP (Figure 14.4e,f) −0.75 [32–34]
SEVP (Figure 14.4g,h,i) 1.14 [36]
SEVP (Figure 14.4j) 0.13 [37,38]

Recoil 0.46 [72]
Nuclear polarization −0.20 [51]

Total binding energy shift 463.95

Experiment 460.2 (4.6) [73]

Note: All the values are given in eV

as the correction (Equation 14.53) in case of HCIs, were derived in [43] and
in the complete form for the first time in [44,45]. In [43–45], a Green function
approach was applied to the derivation of the energy shift. The first accurate
calculations of the recoil correction for all Z values 1 ≤ Z ≤ 100 were compiled
in [46]. Recently, the recoil corrections in the H-like HCIs were reconsidered
within the Bethe–Salpeter equation approach [47,48].

Nuclear polarization corrections in HCIs can be described correctly within
a field-theoretical treatment based on the concept of effective photon propa-
gators with nuclear polarization insertions [49–51].

The most recent results for the calculations of the different QED and non-
QED corrections to the ground state of H-like uranium ions are given in Table
14.1 together with the latest experimental result.

14.7 Many-Electron Corrections

For the many-electron ions, apart from the one-electron corrections, the many-
electron corrections represented by the many-electron Feynman graphs have
to be considered.

In the first order of the QED perturbation theory, the many-electron
corrections are represented by the interelectron interaction correction. The
corresponding Feynman graph is depicted in Figure 14.5.
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a

a′

b
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FIGURE 14.5
The lowest order correction for the interelectron interaction: one-photon exchange.

Many-electron corrections of the second order are given by the two-electron
Feynman graphs (Figures 14.6 and 14.7) and by the three-electron Feynman
graph in Figure 14.8. The graphs in Figures 14.6 and 14.8 represent the inter-
electron interaction corrections. The graphs in Figure 14.7 are called the
screened self-energy and vacuum polarization corrections.

All the many-electron Feynman graphs of the first and second order have
been rigorously calculated for the low-lying two- and three-electron configu-
rations. The graphs in Figure 14.6 were first calculated for the ground state of
the two-electron highly charged ions [52,53]. In the case of the three-electron
configurations, the graphs in Figures 14.6 and 14.8 were first calculated
for the (1s)22p1/2 − (1s)22s splitting [54] (see also [55,56]). Calculation of the
interelectron interaction corrections for the quasidegenerate energy levels of
two-electron HCIs were first performed in [57,58]. The rigorous calculation
of the self-energy and vacuum polarization screening correction (Figure 14.7)
were first performed in [20,59] and in [60], respectively, for the low-lying three-
electron configurations. The complete calculation of the contributions of the
second-order Feynman graphs to the low-lying energy levels for two-electron
HCIs is presented in [56].

At present, Feynman graphs of the third order of the perturbation theory
are calculated in various approximations. Here we consider these graphs in
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b

b′

n2

(b)

FIGURE 14.6
The second-order corrections for the interelectron interaction: two-photon exchange. Graphs (a)
and (b) are called “box” and “cross” graphs, respectively.
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(a) (b) (c) (d)

(e) (f) (g)

(h) (i) (j) (k)

FIGURE 14.7
Feynman graphs representing the screened self-energy corrections (a–f) and the screened vacuum
polarization corrections (g–k).

the frameworks of the relativistic many-body perturbation theory (RMBPT).
It implies neglect of (1) retardation, (2) negative-energy part of the Dirac spec-
trum, and (3) “cross” graphs. One can show that item (3) follows from items
(1) and (2). The third-order interelectron interaction corrections calculated in
the frameworks of RMBPT can be considered as a dominant part of the cor-
rections. The radiative corrections of the third order of the QED perturbation
theory and the four-electron graphs are yet not considered. In this chapter,
we consider the two- and three-electron graphs in the frameworks of RMBPT,
that is, graphs in Figures 14.9 and 14.10. These corrections were first calculated
in [55,61].

In Table 14.2, we collect different corrections to the splitting 2p1/2 − 2s1/2 in
Li-like uranium. A part of radiative corrections of the second order for the
2p1/2 − 2s1/2 splitting is yet not calculated. This is the reducible part of the
graph (Figure 14.4) and the corrections represented by the Feynman graphs
(Figure 14.4b, c, and j).
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FIGURE 14.8
The three-electron Feynman graph representing second-order interelectron interaction
correction.

Initially, the most popular method applied for QED calculations was the adi-
abatic S-matrix approach. This method allows one easily to derive formulas
for numerical calculations of various corrections, however, only for relatively
simple cases. The irreducible graphs (and irreducible parts of the reducible
graphs) can be, in principle, evaluated by employing the adiabatic S-matrix
approach considered in Section 14.3. The application of the adiabatic S-matrix
approach for the reducible graphs becomes too complicated. This approach
was also not applied for quasidegenerate levels. Accordingly, there were
developed, more suitable QED approaches for description of HCIs.At present,
the major part of the QED calculations is performed by employing the adi-
abatic S-matrix approach, TTGFM [2], CEO approach [3], and the LPA [4].
Calculations performed with the different QED approaches are equivalent.

a

n1

n3

b

a′ b′

n2

n4

FIGURE 14.9
The three-photon exchange two-electron graph representing the third-order interelectron inter-
action correction. The cross at the wavy line (photon propagator) means the disregard of
retardation.
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FIGURE 14.10
The three-photon exchange three-electron graphs representing the third-order interelectron inter-
action correction (a through d). The cross at the wavy line (photon propagator) means the
disregard of retardation.

14.8 Line Profile Approach

In this section, we would like to present the LPA. The basic ideas of the QED
theory of the spectral line profile were first introduced in [62]. The application
of the line profile theory to the evaluation of the energy level shifts was first
discussed in [63] and later developed in [55]. The detailed description of the
LPA is given in [4].

In the frameworks of the LPA, the energy levels of HCIs are associated with
the resonances of a process of photon scattering on the ion. Accordingly, if we
investigate a level A, we consider a resonant process

A0 → A → A0, (14.54)

where an ion being in the ground-state A0 absorbs a photon ω and goes to the
excited-state A, and then decays back to the ground state.
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TABLE 14.2

Different Corrections to the Splitting 2p1/2 − 2s1/2 in Li-like 238U91+ Ion

Correction Value Reference

Nuclear size −33.35(6) [74]

Interelectron interaction 1st order (Figure 14.5) 368.83 [55]
2nd order (Figures 14.6 and 14.8) −13.37 [55]
3rd order (Figures 14.9 and 14.10) 0.17(2) [55]

First-order radiative SE (Figure 14.1a) −55.87 [71]
corrections VP (Figure 14.1b) 12.94 [37]

SE screening (Figure 14.7a–f) 1.52 [20]
VP screening (Figure 14.7g–k) −0.36 [60]

Second-order radiative SESE (Figure 14.4airr) 0.10 [28]
corrections VPVP (Figure 14.4d–f) 0.13 [32]

SEVP (Figure 14.4g–i) −0.21 [32]

Nuclear recoil −0.07 [46]

Nuclear polarization 0.03 [51]

Total theory QED 280.49(21)

Experiment 280.59(9) [75]

Note: All the values are given in eV

The energy level is characterized by two parameters: energy and width.
They are assumed to be not dependent on the features of the experiment where
they are measured. We note that the ion (a nucleus and a set of electrons) is
not a conservative system because it interacts with the vacuum. Accordingly,
the meaning of the energy should be explained.

The S-matrix of the scattering process, written as the series of the QED per-
turbation theory, contains terms singular at the position of the resonances.
It is naturally regularized by the introduction of the level width. In order to
make the energy of the level not depending on the features of the scattering
process, we employ the resonance approximation, where we retain only the
terms singular at the resonance. After the regularization, the absorption (or
emission) probability at the position of the resonance (ω ≈ EA − EA0 ), consid-
ered as a function of ω, can be well interpolated by the Lorentz contour. The
Lorentz contour is described by the position of the resonance and the width.
Accordingly, the energy of the level is defined by the position of the resonance.
The width of the level is defined as the width of the corresponding Lorentz
contour (A0 is the ground state).

The LPA allows one to evaluate the absorption probability beyond the reso-
nance approximation. The corresponding corrections to the energy are called
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the nonresonant corrections. These corrections are estimated for the resonant
photon scattering processes [64,65]. They are found to be rather small; how-
ever, the nonresonant corrections determine the limits for the accuracy of the
resonant frequency measurements [65]. For the two-photon 1s − 2s transi-
tion in hydrogen this limit is 10−5 Hz, and the accuracy of the corresponding
experiment is 46 Hz [66]. For the one-photon 1s − 2p transition in hydrogen,
the accuracy limit is 0.17 MHz, while the uncertainty of the measurement is
about 6 MHz [67].

14.9 Evaluation of Energy

Let us consider a one-electron ion. In the lowest order of the QED perturba-
tion theory, the S-matrix of the photon scattering process (Equation 14.54) is
depicted in Figure 14.11 and reads

S(2)

a0
= (−ie)2

∫
d4xu d4xd ψ̄a0(xu)γ

μu S(xu, xd)γ
μdψa0(xd)

× A∗(k′ ,λ′)
μu

(xu)A(k,λ)

μd
(xd), (14.55)

where ψa0(x) = ψa0(r) e−iεa0 t is a wave function of the electron in the ground
state (the 1s electron from the Dirac spectrum), γμ is the Dirac matrix, A(k,λ)

μ (x)

is potential of the electromagnetic field (photon wave function), and S(x, x′)
is the electron propagator defined by Equation 14.33.

a0

a0

n = a

k′, e′

k, e
a

FIGURE 14.11
Feynman graph representing the photon scattering process on a one-electron ion. The wavy line
with an arrow means the absorbed and emitted photons with momenta k, k′ and polarizations
e, e′, respectively.
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The S-matrix element after separating the time dependence in the integrand
can be presented as

S(2)

a0
= (−i)2

∫
dtu d3ru dtd d3rd dωn [ψ̄a0(ru)eγμu A∗(k′ ,λ′)

μu
(ru)]

× eitu(εa0 +ω′) e−iωn(tu−td)
i

2π

∑

n

ψn(ru)ψ̄n(rd)

ωn − εn(1 − i0)
e−itd(εa0 +ω)

× [eγμd A(k,λ)

μd
(rd)ψa0(rd)], (14.56)

where ω = |k| and ω′ = |k′| are frequencies of the absorbed and emitted pho-
tons, respectively. The summation over n is extended over the entire Dirac
spectrum for the bound electron, and εn are the Dirac electron energies. In
the numerical calculations, the ion is inserted into a box of a finite radius;
accordingly, all the Dirac spectrum becomes discrete. Moreover, the infinite
Dirac spectrum is substituted by a finite one [15,16,68]. The size of the box
and the number of eigenvectors in the approximate Dirac spectrum are chosen
according to the necessary accuracy. We note that the index n at the frequency
ωn signifies that the frequency variable ωn relates to the eigenmode decom-
position (sum over n) of the (one-electron) Dirac propagator (see Equation
14.33), that is, ωn is not a subject of the summation.

Integrating over time variables (tu, td) and designating the expressions in
the square brackets by

Φ(0)

a0
(rd) = eγμd A(k,λ)

μd
(rd)ψa0(rd), (14.57)

Φ̄(0)

a0
(ru) = ψ̄a0(ru)eγμu A∗(k′ ,λ′)

μu
(ru), (14.58)

we can write

S(2)

a0
= (−i)2(2π)2

∫
d3ru d3rd dωn Φ̄

(0)

a0
(ru)δ(ωn − ω′ − εa0)

× i
2π

∑

n

ψn(ru)ψ̄n(rd)

ωn − εn(1 − i0)
δ(ω + εa0 − ωn)Φ

(0)

a0
(rd). (14.59)

The function Φ(0)
a0

(r) can be considered as a “bare” vertex function, which
describes a generic process of an absorption of a photon by an electron in
the ground state. The function Φ(0)

a0
(r) defines the features of the considered

scattering process. In general, it is more complicated function than Equation
14.59. We employ the notation Φa0 for a generalized vertex function Φ(0)

a0
. The

final expressions for the energy will not depend on the functionΦa0(r); accord-
ingly, we will not specify its form. If it is necessary, the function Φa0(r) can
be evaluated by employing the perturbation theory. Also, the energy of the
ground state may differ from the Dirac energy εa0 . We employ the notation
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εa0 for the energy of the ground state a0. Within the framework of the QED
perturbation theory, we should consider εa0 = εa0 + O(α).

For evaluation of the corrections to the wave function Φa0 and energy εa0

corresponding to the ground state, one has to consider graphs with multiple
insertions, in particular, the insertions of the electron self-energy operator,
into the outer electron lines of graph in Figure 14.11. The consideration of
these insertions requires a regularization, because of the arising singulari-
ties. One way of regularization is introduction of an artificial state a� “lower
than ground” [4]. The partial width corresponding to the transition a0 → a�

is considered as a regularization parameter which is set to zero at the end
of the evaluation. Another way of regularization is application of the adia-
batic approach (see Section 14.3). The arising singularities are combined into
the additional factor exp[Σa0a0/(iγ)] to the S-matrix element [69]. As the self-
energy matrix element for the ground state (Σa0a0 ) is real, this exponent does
not contribute to the absolute value of the corresponding amplitude and,
accordingly, to the line profile. The evaluation of the corrections to the wave
function Φa0 and energy εa0 corresponding to the ground state is necessary
for justification of the LPA backgrounds. Formally, the corrections to the
ground state can be evaluated with the technique developed in the LPA for
the excited states.

Considering the general case, we rewrite Equation 14.59 as

S(2)

a0
= (−i)2(2π)2

∫
d3ru d3rd dωn Φ̄a0(ru)

× δ(ωn − ω′ − εa0)
i

2π

∑

n

ψn(ru)ψ̄n(rd)

ωn − εn(1 − i0)
δ(ω + εa0 − ωn)Φa0(rd).

(14.60)

After performing spatial integration, we introduce the matrix

Tna0 = −
∫

d3r ψ̄n(r)Φa0(r) (14.61)

and integrate over frequency ωn in Equation 14.60. This yields the generic
form

S(2)

a0
= (−2πi)δ(ω − ω′)

∑

n

T∗
a0nTna0

ω + εa0 − εn
. (14.62)

The amplitude of the scattering process is connected with the S-matrix ele-
ment by the relation 14.41. We obtain an expression for the amplitude in terms
of the matrices (Equation 14.61)

U(2)

a0
=
∑

n

T∗
a0nTna0

ω + εa0 − εn
. (14.63)
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The index k at the amplitudes U(k) signifies the order of the perturbation theory
(the power of |e| = √

α, the charge of the electron). It implies U = ∑∞
k=0 U(2k)

and U(0) = 0.
Let us investigate the line profile as a function of ω at one of its max-

ima (the position of the resonance). We will be interested in the energy
region close to the resonance value ωres = −εa0 + εa + O(α), where a one of
the excited states of an ion and εa is the corresponding Dirac energy. In the
resonance approximation, we retain only the term n = a when summing over
the Dirac spectrum Equation 14.63. This term is singular at ω = ωres and gives
a dominant contribution. Then the resonant transition amplitude is given by

U(2)

a0a0
= T∗

a0aTaa0

ω + εa0 − εa
= T∗D−1T. (14.64)

It is convenient to introduce the following generic notation:

T = Taa0 , (14.65)

D = ω + εa0 − V(0), (14.66)

V(0) = εa. (14.67)

The matrices T and T∗ describe the process of absorption or emission,
respectively. Accordingly, they define the process of scattering.

In order to obtain the Lorentz contour with a nonzero width we have to
account for radiative corrections. For this purpose, we will consider graph
(Figure 14.11), where the electron self-energy part is inserted into the internal
electron line. For simplicity we neglect here the vacuum polarization. In the
lowest order, this leads to the graph (Figure 14.12). The expression for the
scattering amplitude in the resonance approximation takes the form

U(4)

a0a = U(2)

a0a

V(2)(ω)

ω + εa0 − εa
= T∗D−1

[
V(2)(ω)D−1

]
T, (14.68)

where

V(2)(ω) = e2
(
Σ̂ren(ω + εa0)

)
aa

. (14.69)

The index 2k at V(2k) signifies the order of the perturbation theory (power of√
α) for the graphs which contribute to this function. It implies V = ∑∞

k=0 V(2k).
Here Σ̂ren(ω) is the renormalized electron self-energy operator (see Sec-
tion 14.4). Repeating these insertions up to higher orders (iterations), we can
compose a geometric progression with the lth term

Ql = U(2)

a0a

[
V(2)(ω)

ω + εa0 − εa

]l

= T∗D−1
[
V(2)(ω)D−1

]l
T. (14.70)
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a0

n2 = a

a0

n1 = a

k′, e′

k, e

FIGURE 14.12
Feynman graph corresponding the electron self-energy insertion into the electron propagator in
Figure 14.11.

This geometric progression is convergent for anyω except the interval near the
position of the resonance ω ∈ [−εa0 + εa − |V(2)|, −εa0 + εa + |V(2)|]. Applying
the formula for convergent geometric progression, we arrive at

Ua0a(ω) =
∞∑

l=0

Ql =
∞∑

l=0

T∗D−1
[
V(2)(ω)D−1

]l
T (14.71)

= T∗ 1
D − V(2)(ω)

T = T∗T
ω + εa0 − V(0) − V(2)(ω)

. (14.72)

Formally, this corresponds to a partial resummation of an infinite number of
diagrams of a particular class. The function V(2) defined by Equation 14.69
contains a nonzero imaginary part, and therefore, the resonance is shifted to
the complex plane and Equation 14.72 is defined for allω values. Accordingly,
Equation 14.72 presents the analytic continuation of the expansion

∑∞
l=0 Ql to

the entire complex plane. This analytical continuation is considered as the
regularization for the amplitude (Equation 14.71).

Taking the square modulus of the amplitude (Equation 14.71), integrating
over the directions of the absorbed and emitted photons, and summing over
the polarizations, we obtain the Lorentz profile for the absorption probability

dW(ω) = 1
2π

Γaa0 dω
(ω + εa0 − V(0) − Re{V(2)(ω)})2 + (Im{V(2)(ω)})2

. (14.73)

Here dW(ω) is the probability for absorption of a photon in the frequency
interval [ω,ω + dω] and Γaa0 is the partial width of the level a, connected with
the transition a0 → a.
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Having taken into account the graph (Figure 14.12), we improve the position
of the resonance

ωres = −εa0 + V(0) + Re
{
V(2)(εa − εa0)

} + O(α2). (14.74)

In the resonance approximation, the line profile (Equation 14.73) can be
described by a Lorentz contour which is characterized by two parameters:
the position of the resonance and the width. We define the energy shift of the
excited level a via the shift of the resonance

εa = ωres + εa0 = V(0) + Re
{
V(2)(εa − εa0)

} + O(α2) (14.75)

and the width of the excited level as the width of the Lorentz contour at the
point of the resonance

Γa = −2 Im{V(ωres)} = −2 Im
{
V(2)(εa − εa0)

} + O(α2). (14.76)

Here, Γa gives the total radiative (single-quantum) width of the level a.
We note that according to Equation 14.69,

V(2)(εa − εa0) = e2
(
Σ̂ren(εa)

)
aa

. (14.77)

One can see that expressions for the energy and the width of the level a do
not depend on the features of the scattering process.

For evaluation of the next order corrections to the energy, we have to con-
sider the contribution of the Feynman graphs in Figure 14.4. For simplicity,
we will consider only the graph Figure 14.4a. This graph is a reducible graph.
In the frameworks of the LPA, we have to consider a graph (Figure 14.13). If
n1 = n3 = a and n2 	= a, the graph of Figure 14.13 can be viewed as a compli-
cated insertion represented by Figure 14.4a in the graph (Figure 14.11) in the
resonance approximation. We can write down the following expression for
the scattering amplitude:

U(6)

a0a = U(2)

a0a

V(4)(ω)

ω + εa0 − εa
= T∗D−1

[
V(4)(ω)D−1

]
T, (14.78)

where

V(4)(ω) = e4
∑

n	=a

Σ̂ren(ω + εa0)anΣ̂
ren(ω + εa0)na

ω + εa0 − εn
. (14.79)

The singular term n = a is not included here by definition. This term was taken
into account in the geometric progression described above and represents
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a0

n3 = a

n2 ≠ a

n1 = a

k′, e′

a0

k, e

FIGURE 14.13
Feynman graph corresponding to the loop-after-loop self-energy insertion within the resonance
approximation.

exactly the second term of this progression. Then repeating the evaluations
leading to Equation 14.73 with

Ql = U(2)

a0a

(
V(2)(ω) + V(4)(ω)

ω + εa0 − εa

)l

(14.80)

= T∗D−1
[
(V(2)(ω) + V(4)(ω))D−1

]l
T, (14.81)

we obtain the modified resonance condition

V(0) + Re{ V(2)(ωres) + V(4)(ωres) } + O(α3) − εa0 − ωres = 0. (14.82)

Accordingly, we obtain the following expression for ωres:

ωres = −εa0 + V(0) + Re
{

V(2)(εa − εa0) + V(4)(εa − εa0)

+ V(2)(εa − εa0)

[
∂

∂ω
V(2)(ω)

]

ω = εa − εa0

}
+ O(α3). (14.83)
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The term V(4)(εa − εa0) is the contribution of the irreducible part of graph (Fig-
ure 14.4a). The term with the derivative defines the reducible part of the
contribution of the graph (Figure 14.4a).

Up to now, the third-order corrections are considered only for the interelec-
tron interaction. So, evaluating corrections of the third order we disregard
the radiative corrections. Application of the LPA to the many-electron ions is
performed similarly to the one-electron ion case. In this section, we will omit
many derivations and present only the final results. For the details, we refer
to a comprehensive review [4].

In the case of the many-electron ions, the matrix element V(0) is given by
the sum of the Dirac energies of electrons defining the energy level under
investigation. The matrix element V(2)(ω) represents the one-photon exchange
correction given by the graph in Figure 14.5. Important feature is that V(2)(ω)

in this case does not depend on ω. Accordingly, if we do not account for the
radiative corrections, we can write V(2)(ω) = V(2). The matrix element V(4)(ω)

depends on ω (even if we disregard retardation). It represents the two-photon
exchange corrections corresponding to the Feynman graphs in Figure 14.6.
The next order corrections originate from the graphs in Figures 14.9 and 14.10
(we do not consider the four-electron graphs). We will designate the many-
electron energies by a capital letter E.

Now the condition for ωres looks like

V(0) + Re{V(2)(ωres) + V(4)(ωres) + V(6)(ωres)} − EA0 − ωres = 0. (14.84)

Resolving this equation, we obtain

ωres = −EA0 + V(0) + Re

{
V(2)(E(0)

ab − EA0) + V(4)(E(0)

ab − EA0) + V(6)(E(0)

ab − EA0)

+ V(2)(E(0)

ab − EA0)

[
∂V(4)(ω)

∂ω

]

ω=E(0)

ab −EA0

}
+ O(α4), (14.85)

where E(0)

ab = εa + εb, that is, sum of the Dirac energies. Here we utilized the
fact that ∂V(2)(ω)/∂ω = 0 if we disregard radiative corrections. The term with
derivative in equation together with V(6) represent the third-order (in α) cor-
rections. We note that the term with derivative does not correspond to any
Feynman graph and arises even in the case when the retardation is neglected.

When we derived formulas 14.74 and 14.85, we supposed that the employed
perturbation theory series is well convergent. The interelectron interaction
corrections are of order 1/Z, where Z is the charge of the nucleus. Accordingly,
the employed perturbation theory is plausible only for heavy ions. It is also
necessary that the energy level under investigation is well isolated. However,
for many-electron ions, the typical situation is the two (or more) closely lying
energy levels. If the mixing of this levels is not prohibited by the symmetry,
such levels are called quasidegenerate energy levels. The standard example
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is the two-electron configurations (1s2p)3P1 and (1s2p)1P1 which are strongly
mixing in the region of middle and small Z [58].

We now turn to the application of the LPAto quasidegenerate levels. We con-
sider levels that are not distinguishable by the symmetry and lying too close
to each other for being treated separately by QED perturbation theory. With-
out loss of generality, we can restrict ourselves to two mixing configurations
in two-electron ions.

Let us denote the considered two-electron wave functions (in the j–j cou-
pling scheme) by Ψ

(0)

1 (r1, r2) and Ψ
(0)

2 (r1, r2). The energies corresponding to
these wave functions are denoted by E(0)

1 and E(0)

2 and they are supposed to
be close to the exact energies of the electron configurations under consid-
eration. Employing the LPA, we will consider a scattering of a photon on
a two-electron ion in its ground-state A0. One may seek for the positions
of resonances near the values ωres

1 = −EA0 + E(0)

1 + O(α) and ωres
2 = −EA0 +

E(0)

2 + O(α). Here EA0 is the energy of the ground state. Within the resonance
approximation, we will have to retain two terms in the sum (Equation 14.63)
corresponding to the basic functions Ψ(0)

1 (r1, r2) and Ψ
(0)

2 (r1, r2). The scattering
amplitude may be written in a matrix form as

UA0 = T+D−1[ΔVD−1]T, (14.86)

where D is a 2 × 2 matrix, defined on the functions Ψ(0) = (Ψ
(0)

1 ,Ψ(0)

2 ):

D = ω + EA0 − V(0), (14.87)

V(0) = ĥD(r1) + ĥD(r2). (14.88)

Here ĥD(r1) and ĥD(r2) are the one-electron Dirac Hamiltonians (Equa-
tion 14.12) acting on the one-electron Dirac wave functions depending on
r1 or r2, respectively. We also introduced a notation

ΔV = V − V(0) = V(1) + V(2) + V(3) + · · · . (14.89)

Since the functions Ψ(0)

1 and Ψ
(0)

2 are orthogonal, the matrix D is diagonal.
We compose a geometric matrix progression with the lth term

Ql = T+D−1[ΔVD−1]lT (14.90)

and perform the resummation in the usual manner. The expression for the
amplitude reads

UA0 = T+[D − ΔV]−1T ≡ T+ 1
D − ΔV

T = T+ 1
ω + EA0 − V

T. (14.91)

Introducing the vector Ψ = (Ψ1,Ψ2) by means of the linear transformation
Ψ = BΨ(0), where the transformation matrix B is assumed to diagonalize
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the matrix V = V(0) + ΔV, that is, with Vdiag = B+VB. The expression for the
amplitude can now be written in the following form:

UA0 = T+
A0Ψ1

1
ω + EA0 − [B+VB]Ψ1Ψ1

TΨ1A0

+ T+
A0Ψ2

1
ω + EA0 − [B+VB]Ψ2Ψ2

TΨ2A0

= T+
A0Ψ1

1

ω + EA0 − Vdiag
Ψ1Ψ1

(ω)
TΨ1A0

+ T+
A0Ψ2

1

ω + EA0 − Vdiag
Ψ2Ψ2

(ω)
TΨ2A0 . (14.92)

Accordingly, the positions of the resonances are determined by the equations

ωres
1 + EA0 − Re{Vdiag

Ψ1Ψ1
(ωres

1 )} = 0, (14.93)

ωres
2 + EA0 − Re{Vdiag

Ψ2Ψ2
(ωres

2 )} = 0. (14.94)

Hence, the energy of the configurations are

EΨ1 = Re{Vdiag
Ψ1Ψ1

(ωres
1 )}, (14.95)

EΨ2 = Re{Vdiag
Ψ2Ψ2

(ωres
2 )}. (14.96)

We can expand Equations 14.93 and 14.94 in a Taylor series around the val-
ues ωres

1 = −EA0 + E(0)

1 and ωres
2 = −EA0 + E(0)

2 , respectively. As in the case of
nondegenerate levels, this can be achieved up to any desired accuracy.

The LPA outlined above can be easily employed for an arbitrary number
of degenerate levels. The generalization of the method to N-electron ions can
also be achieved by the method similar to the one described at the end of the
previous subsection.

14.10 Evaluation of Transition Probabilities

Let us describe the transition process, where an ion in the initial state (I) emits
a photon (ω0) and decays into the final state (F)

I
ω0−→ F. (14.97)

Within the framework of the LPA, each (excited) state of an ion is associ-
ated with the position of the resonance. Therefore, we will consider a more
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complicated process, which incorporates the process (Equation 14.97) as an
intermediate one

A0
ω−→ I

ω0−→ F
ω′−→ A0, (14.98)

that is, a transition from the state A0 (we can assume it to be the ground state)
to the state I with absorption of photon ω. Then, the state I decays to the
state F with emission of photon ω0 and, finally, the state F decays back to the
state A0 with emission of photon ω′. The initial state (I) is associated with
the resonance near ω = −EA0 + E(0)

I , where E(0)

I is the zeroth order energy of
the state I (sum of the Dirac energies). The final state (F) is defined by the
resonance near ω′ = −EA0 + E(0)

F .
In a way similar to the application of the LPA for the investigation of energy

levels, the amplitude of scattering process (Equation 14.98) can be written as

U = T+ 1
D(ω′) − ΔV(ω′)

Ξ(ω0)
1

D(ω) − ΔV(ω)
T, (14.99)

where the matrix T describes the absorption of the photon ω by the ground
state A0. The diagonal matrix D(ω) and the matrix of the interaction operator
ΔV(ω) are defined by Equations 14.87 and 14.89, respectively.

The right denominator corresponds to the resonance associated with the
state I and the left one refers to the resonance for the state F. Again the function
Ξ(ω0) stands for a complicated vertex insertion, which represents the emission
of a photon ω0, while the ion undergoes the transition (decay) from the state I
to F. The transition matrix element involved in the vertex Ξ(ω0) is calculated
with the eigenvectors ΨI,F corresponding to the states I and F; it is represented
by the amplitude of the decay process (Equation 14.97)

UI→F = (Ξ(ω0))ΨFΨI . (14.100)

The eigenvectors ΨI and ΨF and the vertex Ξ(ω0) can be constructed by
employing the perturbation theory order by order [4].

In the lowest order of the perturbation theory the vertex Ξ(ω0) is given by
eγμAμ, where e is the charge of the electron, γμ the Dirac matrix, and Aμ the
photon wave function in the coordinate representation. For the second-order
corrections to Ξ(ω0), we refer to [4].

The transition probability for the decay I → F is given by the expression

wI→F =
∫

d3k0

(2π)3
2π|UI→F|2δ(EF + ω0 − EI), (14.101)

whereω0 = |k0| is the frequency of the emitted photon and k0 the wave vector.
The full transition probability is obtained after we have summed over the
projections of the final state F and averaged over the projections of the initial
state I:

WI→F = 1
2JI + 1

∑

MIMF

wI→F. (14.102)
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In order to derive the amplitude defined in Equation 14.99, we have to con-
struct the wave functions ΦI and ΦF. These functions are the eigenvectors
of the matrix V, which was introduced at the end of Section 14.9. How-
ever, the diagonalization of the matrix V and evaluation of the corresponding
eigenvectors is a serious task, because V is an infinite matrix. A possible solu-
tion of this problem is to replace it by a large but finite-dimensional matrix.
Another option is the employment of perturbation theory. In this section, we
will concentrate on the development of the proper perturbation theory.

The perturbation theory for the case of a nondegenerate level (as well as for
the case of the fully degenerate levels) is well known [70]. Here we will intro-
duce a perturbation theory for the case of quasidegenerate levels. Consider a
set of N states with wave functions {Ψ} defined, for example, in the j–j cou-
pling scheme. Let us assume that these states are mixing with each other, that
is, they may have the same symmetry and the corresponding energy levels
are lying close to each other. Under such condition, the standard perturba-
tion theory may not be applicable and has to be modified. Let g = {Ψig }ig=N

ig=1

denote the set of these N states. We are interested in building an eigenvector
corresponding to a state ng (Ψng ∈ g); this eigenvector will be designated as
Φng . We also suppose that all other states (not elements of the set g) are either
not mixing with the state ng or their energy levels are far enough from the
level ng; we suppose that the set g is large enough to embrace all the closely
lying levels. Otherwise, we would have to enlarge the set g and apply again
the perturbation theory developed below.

It is convenient to write down the infinite matrix V in a block form

V =
[

V11 V12

V21 V22

]
, (14.103)

where the subblock V11 ≡ (V)ig jg is constructed entirely on the states from the
set g and the block V22 does not contain any of the states from the set g. From
Section 14.1.8, we know that the matrix V can be written as a sum

V = V(0) + ΔV, (14.104)

where the matrix V(0) is a diagonal one. The part ΔV contains the small
parameter α and can be treated as a perturbation.

We can write the matrix V as

V =
[

V11 V12

V21 V22

]
=
[

V(0)

11 + ΔV11 ΔV12

ΔV21 V(0)

22 + ΔV22

]
. (14.105)

The block V11 is a finite matrix and can be diagonalized numerically by
means of the matrix B:

Ṽ11 = BTV11B. (14.106)
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In general, the matrix V possesses complex elements and is symmetrical, that
is, Vij = Vji. Accordingly, the matrix B is a complex orthogonal matrix, that is,

BTB = I = B−1B, (14.107)

where I is a unit matrix (Iij = δij) of the proper dimension.
Compose a block diagonal matrix

A =
[

B 0
0 I

]
, (14.108)

which by definition is also an orthogonal matrix AT = A−1.
Acting by the matrix A on the matrix V yields

Ṽ = ATVA =
[

Ṽ11 BTΔV12

ΔV21B V22

]
. (14.109)

Since by assumption the required state Ψng is not (or weakly) mixing with the
states not included in the set g, the matrix Ṽ can be diagonalized with the
standard procedure [70]

Ṽdiag = C̃TṼC̃, (14.110)

where the matrix C can be constructed order by order. The zeroth and the first
orders of the matrix C look like

C̃ij = C̃(0)

ij + C̃(1)

ij = Iij +
⎡

⎣
0 (BTΔV12)ij

Ej−Ei

(ΔV21B)ij

Ej−Ei

(V22)ij

Ej−Ei

⎤

⎦ . (14.111)

The diagonalized matrices V and Ṽ coincide, so we can write

Vdiag = Ṽdiag = (AC̃)TV(AC̃). (14.112)

Accordingly, an eigenvector Φ corresponding to a basic function Ψ can be
defined as

Φ = (AC̃)Ψ. (14.113)

Now we expand this expression for a state Φng ∈ g in the perturbation theory
series

Φng = AC̃Ψ(0)

ng
=
∑

kg∈g

BkgngΨ
(0)

kg
+
∑

k /∈g
lg∈g

(ΔV21)klg

Blgng

E(0)
ng − E(0)

k

Ψ
(0)

k . (14.114)
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Expression for ΔV21 is given by Equation 14.105. Summation over index k
means the summation over all two-electron configurations (e.g., in j–j cou-
pling scheme) including the negative part of the Dirac spectrum, which are
not included in the set g. Note that the employment of the j–j coupling scheme
is not obligatory.

In case, when the investigated state Ψng is a well-isolated and non-
degenerated level, the set g consists only of this state g = {Ψng }. The matrix B
reduces to a one-dimensional unit matrix.

The scheme, presented above, allows one for the evaluation of the transition
probabilities between arbitrary quasidegenerate levels within rigorous QED
approach.
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15.1 Introduction

The studies of the parity nonconservation (PNC) effects in atoms began in the
1970s as soon as the standard model (SM) of the electroweak interactions was
introduced [1,2]. The first proposals for the atomic PNC experiments were
provided in [3] (optical dichroism, Cs atom) and in [4] (optical rotation, Tl,
Bi, and Pb atoms). The first observation of the PNC effect in atoms (optical
rotation, Bi) was reported in Novosibirsk [5], and the most accurate recent
experiment belongs to the Boulder group [6] (Cs atom, optical dichroism).
The accuracy of the latter experiment reaches 0.5% that allows also for the
observation of the small nuclear-spin-dependent PNC contribution caused
by the anapole moment of the nucleus [7,8]. The atomic PNC experiments
are indirect, that is, they require adequate theoretical description to extract
the SM constants from the experimental data. To describe the PNC effect in
the heavy many-electron atom with the required accuracy (better than 0.5%)
appeared to be very hard problem. Due to the very short radius of the weak
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interactions, the PNC effects are proportional to the density of the valence
electrons at the nucleus surface. Then the electron correlation between all
55 electrons in the Cs atom is involved. Moreover, the relativistic Breit inter-
action also appeared to be significant as well as quantum electrodynamical
(QED) effects: vacuum polarization and electron self-energy corrections. The
modern status of the problem is presented in detail in [9] (see also the
most accurate latest calculation of QED corrections to the PNC effects in Cs
in [10]). Still not all the electroweak radiative corrections to the PNC effects in
heavy atoms are included, and the agreement of the atomic PNC experiments
with the SM based on the high-energy determination of the free parameters
requires further approval. The use of heavy atoms is necessitated by the Z3

enhancement of the PNC effects with the growth in the nuclear charge Z.
It is, therefore, greatly attractive to use much simpler systems such as the

highly charged ions (HCIs) with high Z values for the search of PNC effects
in atomic physics. A number of proposals [11–18] were made during the last
decades for the search of PNC effects in HCIs. In this chapter, we will discuss
the recent status of the problem and the most prominent ways for its solution.

15.2 Relativistic Effective PNC Hamiltonian in Atoms

For the description of the PNC effects in heavy atoms and HCIs, it is necessary
to use the fully relativistic theory for the electrons. However, the nucleons
within the nuclei can be considered as nonrelativistic. This follows from the
order of magnitude of the energies involved: these energies can be as large
as the rest energy of the electrons mec2, where me is the electron mass and c
the speed of the light, but essentially lower than that of the nucleons. Within
this approximation, the effective relativistic Hamiltonian of the interaction
between the atomic electron and the nucleus is [9]

ĤW = − GF

2
√

2
QWρ(r)γ5. (15.1)

Here GF = −1027 × 10−5m−2
p is the Fermi constant, mp the proton mass, QW

the so-called weak charge of the nucleus given as

QW = −N + Z(1 − 4 sin2
θW). (15.2)

Here N and Z are the numbers of neutrons and protons in the nucleus and
θW is the Weinberg angle (a free parameter of the SM). From the high-energy
experiments it follows that 1 − 4 sin2

θW ≈ 0.08. In Equation 15.1, enters also
the nucleon density ρ(r) within the nucleus; it is assumed that these densities
are the same for protons and neutrons. Finally, γ5 in Equation 15.1 is the Dirac
pseudoscalar matrix. The value of QW given by Equation 15.2 is modified by
the radiative corrections.
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The Hamiltonian Equation 15.1 represents the nuclear-spin-independent
part of the effective PNC interaction between the atomic electron and the
nucleus. The dominant nuclear-spin-dependent part of this interaction,
caused by the anapole moment of the nucleus, is [9]

Ĥa = GF√
2
κaFl(I)(�α�I)ρ(r), (15.3)

where κa is the anapole moment of the nucleus, �α are the Dirac matrices, �I is
the nuclear spin, and Fl(I) is given by

Fl(I) = (−1)I+1/2−l I + 1/2
I(I + 1)

. (15.4)

Equation 15.3 and 15.4 are valid for the nuclei within one valence nucleon
within a shell model for the nucleus and l is the orbital angular momentum
of this nucleon. The anapole moment κa increases with atomic number and
for the heavy nuclei is approximately equal to κa ∼ αA2/3, where α is the fine
structure constant and A the atomic number.

15.3 Mixing of Atomic States by the PNC Hamiltonian

The standard situation in atoms, favorable for the search of the PNC effects,
is the admixture of the PNC E1 amplitude to the basic M1 amplitude. The
relative weakness of the basic transition leads to the enhancement of the
PNC effect. In one-electron ions, one can consider ns → 1s + γ(M1) transi-
tion as the basic one. In general, the amplitude corresponding to the M1
transition is

A(M)

njlm,n′j′l′m′ ,JM = 〈njlm|�α�A(M)

JM |n′j′l′m′〉, (15.5)

where njlm and n′j′l′m′ are the quantum numbers of the initial and final
one-electron states, respectively. This set of quantum numbers includes the
principal quantum number n, the total electron angular momentum j, and
its projection m. The quantum number l in the relativistic theory does not
relate to the orbital angular momentum which is not conserved, but fixes
the parity of the state. In Equation 15.1, �α are the Dirac matrices and �A(M)

JM

is the photon vector function for the magnetic type of photons with the
angular photon momentum J and its projection M. One can find the explicit
expression for the functions �A(M)

JM in many books on QED theory, for example,
in [19,20].
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The PNC interaction in atoms admixes to the �A(M)

JM amplitude the �A(E)

JM

amplitude via the mixing of atomic states with opposite parity:

A(E)

njl,n′j′l′ ,JM =
∑

n′′j′′l′′m′′

〈njlm|ĤW|n′′j′′l′′m′′〉
En′′j′′l′′ − En′j′l′

× 〈n′′j′′l′′m′′|�α�A(E)

JM |n′j′l′m′〉, (15.6)

where En′′j′′l′′ − En′j′l′ is the energy interval between the mixed levels. In many
cases (see below the situation in the two-electron ions), there is one level of
opposite parity most close to n′j′l′. Then we can retain only one term in the
sum in Equation 15.6.

The evaluation of the matrix element of the PNC interaction Equation 15.1
can be performed easily in a very general case. The wave function Ψnjlm of the
electron in an arbitrary central field can be expressed as

Ψnjlm =
(

ϕnjlm

χnjlm

)
, (15.7)

ϕnjlm = gnjl(r)Ωjlm(�n), (15.8)

χnjlm = ifnjl(r)Ωjl̄m(�n), (15.9)

where �n ≡ �r/r and l̄ = 2j − 1. In Equations 15.6 through 15.9, the spherical
spinors Ωjlm(�n) are introduced to obtain

Ωjlm(�n) =
∑

mlms

Cl1/2
jm (mlms)Ylml(�ν)ηms , (15.10)

where η is the two-component spinor function.
Insertion of the wave functions Equation 15.6 into the matrix element of

the operator ĤW in Equation 15.6 after integration over the electron variables
yields

〈njlm|ĤW|n′′j′′l′′m′′〉 ≡ iGnjl;n′′j′′l′′δll̄′′δjj′′δmm′′

= − GF

2
√

2
QWi

∫
[gnjl(r)fn′′j′′l′′(r) + fnjlgn′′j′′l′′(r)]

× ρ(r)r2 dr δll̄′′δjj′′δmm′′. (15.11)

In the standard situation with mixing ns1/2 and n′′p1/2 states

Gn1/20;n′′1/21 = − GF

2
√

2
QWi

∫
[gn1/20(r)fn′′1/20(r) + fn1/20gn′′1/20(r)]ρ(r)r2 dr. (15.12)
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In the nonrelativistic limit, only the components gn1/20(r) and fn1/20(r) are
nonzero in the limit r → 0, so that the mixing of ns1/2 and np1/2 is most effec-
tive for the enhancement of the PNC effect. It is also important that the matrix
element Equation 15.11 appears to be purely imaginary.

With the PNC amplitude Equation 15.6 taken into account, the probability
of the transition ns → n′s + γ is

dWJ
ns→n′s = π

∑

mm′
(|A(M)

njlm,n′j′l′m′ ,JM|2 + 2ReA(M)∗
njlm,n′j′l′m′ ,JMA(E)

njlm,n′j′l′m′ ,JM). (15.13)

In Equation 15.13, we neglect the term quadratic in the PNC Hamil-
tonian. We are interested in the probability dW, not integrated over the
directions of the photon emission and not averaged over the photon polar-
izations. Therefore, we change the photon quantum numbers from JM (total
angular momentum and its projection) to �k and �e (photon momentum and
polarization, respectively). We perform further evaluations in the dipole
approximation for the mixing of M1 and E1 amplitudes. Then, neglecting
retardation, we have

A(M)∗
njlm,n′j′l′m′ ,JM = 〈njlm|�α�A(E)

1M|n′j′l′m′〉∗ ⇒ 〈njm| �μ(�e × �ν)|n′j′m′〉∗, (15.14)

〈njl̄m|�α�A(E)

1M|n′j′l′m′〉 ⇒ 〈n′′jm|�d �e|n′j′m′〉, (15.15)

A(E)

njlm,n′j′l′m′ ,JM ⇒
∑

n′′

iGnjl,n′′jl̄

En′′jl̄ − Enjl
〈n′′jm|�d �e|n′j′m′〉. (15.16)

Here μ and d are the magnetic and electric dipole moment operators of the
atomic electron, respectively, �e the polarization vector for the photon, and
�ν ≡ �k/|�k|.

For performing the angular integrations in Equations 15.14 through 15.16,
we present the scalar products in spherical components

�μ(�e × �ν) =
∑

q

(−1)qμ1
q(�e × �ν)−q, (15.17)

�d �e =
∑

q′
(−1)q′

d1
q′ e−q′ (15.18)

and employ the Wigner–Eckart theorem:

〈njm|μ1
q|n′j′m′〉∗ = (−1)j′−m′

(
j′ 1 j
m̄′ q m

)
〈nj‖μ1‖n′j′〉, (15.19)

〈n′′jm|d1
q|n′j′m′〉 = (−1)j−m

(
j 1 j′

m̄ q′ m′

)
〈n′′j‖d1‖n′j′〉, (15.20)

where 〈nj‖ · · · ‖n′j′〉 are reduced matrix elements, and m̄ = −m.
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Performing now the summation over mm′ in the interference term in
Equation 15.13, we obtain

∑

mm′

(
j′ 1 j
m̄′ q m

)(
j 1 j′

m̄ q′ m′

)
= 1

3
δqq′ , (15.21)

and we find after summation over q,

∑

mm′
2 Re A(M)∗

njlm,n′j′l′m′ A(E)

njlm,n′j′l′m′

= 2
3

Re i((�e∗ × �ν)�e)
∑

n′′

Gnjl,n′′jl

En′′jl̄ − Enjl
〈nj‖μ1‖n′j′〉〈n′′j‖d1‖n′j′〉. (15.22)

Rearranging the vector–scalar product (�e∗ × �ν)�e = (�e × �e∗)�ν and introducing
the photon spin by the definition �sph = i(�e × �e∗), which is defined only for the
circularly polarized photon, we arrive at the final expression for the transition
probability

dWns→n′s = dWM1
ns→n′s[1 + (�sph�ν)P1], (15.23)

where

P1 = 2
∑

n′′

Gns,n′′p

En′′p − Ens

〈n′′p‖d1‖n′s〉
〈ns‖μ1‖n′s〉 . (15.24)

The coefficient P is usually called “the degree of the parity violation.” In case
of the neutral Cs atom, for the valence electron n = 7, n′ = 6, and P � 10−4.

When the levels n′′p and ns become too close, the width Γ = Γn′′p + Γns

should be introduced and Equation 15.24 should be replaced by

P1 = 2 Re
∑

n′′

Gns,n′′p

En′′p − Ens − i
2Γ

〈n′′p‖d1‖n′s〉
〈ns‖μ1‖n′s〉 . (15.25)

15.4 PNC Experiments with HCIs

PNC effects in atoms and HCIs can be observed as different types of asym-
metries in atomic transitions. The most general expression for the one-photon
transition probability of the type Equation 15.23 including different types of
the PNC effects reads

dWns−n′s = dWM1
ns−n′s[1 + (�sph�ν)P1 + (�ξ�ν)P2

+ (�n�ν)P3 + (�ξ�h)Q1 + (�e × �ν)�ξQ2], (15.26)
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where �ξ denotes the polarization vector in case of the polarized ions,
�h = �H/| �H|, �H is the external magnetic field, Pi (i = 1, 2, 3) and Qi (i = 1, 2)

are the coefficients, and P1 is given by Equation 15.24. In Equation 15.26, the
terms with P coefficients correspond to the different PNC effects and the terms
with Q coefficients are parity-conserving but can be used for the measurement
of the ion beam polarization. Below we will consider the possibility of each
type of experiments and discuss their advantages and disadvantages.

15.4.1 PNC Effects with Circularly Polarized Photons

The experiments with the constant P1, that is, the observation of the circular
dichroism in the transition ns → n′s + γ is the standard way for the search of
the PNC effects in neutral atoms. In HCIs the direct use of this approach is
prevented by the lack of detectors for circularly polarized photons with energy
of about 100 keV. However, in [15] it was proposed to use the relativistic
Doppler effect for the excitation of 1s − 2s transitions in H-like ions via head-
on collision with the laser photons. According to the estimates in [15] with
the visible and near-UV lasers in existing storage rings, it is possible to excite
1s − 2s transitions in H-like HCIs up to Z = 48. For Z = 10, P1 ≈ 4 × 10−6 [15].
It is important that the circularly polarized laser is available in the desired
frequency range.

15.4.2 Energy Level Crossings in Two-Electron Ions

In the neutral atoms, the essential enhancement of the coefficient P1 occurs
mainly due to the Z3 dependence of the factor Gns,n′′p in Equation 15.24 and due
to the ratio of E1/M1 amplitudes. The energy denominator in Equation 15.23
does not play a serious role. This denominator becomes important in case of
hydrogen atom: when we set n′′ = n, the energy difference Enp − Ens represents
the Lamb shift and becomes small: Enp − Ens ∼ n−3 × mα(αZ)4ru. The PNC
experiments with the hydrogen atom were discussed theoretically in [21]. In
the HCIs, the Lamb shift grows rapidly and the magnitude of the P1 coefficient
drops down.

Another situation occurs in the He-like HCI where the levels with opposite
parity may become very close to each other. This can be clearly seen when
we consider the Z-dependence of the levels of the first excited configuration
(n = 1 and n′ = 2, where n and n′ are the principal quantum numbers for the
two electrons) of He-like HCIs. The picture of this dependence is given in
Figure 15.1, where the results of the most accurate modern calculations [23]
are used. The crossing (or near-crossing) of the levels with opposite parity
occur at Z = 32 (Ge), Z = 64 (Gd) and Z = 90 (Th). Apart from this, the lev-
els of the opposite parity 23P0, 23P1, and 21S0 are very close to each other at
Z = 6 (C). Though Z values are integers, the accuracy of these crossing can
be very high. For example, the splitting E(23P0) − E(21S0) = 0.004 ± 0.74 eV
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FIGURE 15.1
The ratios δ(23P0) = (E(21S0) − E(23P0))/E(21S0) and (δ)23P1 = (E(21S0) − E(23P1))/E(21S0) show
the relative closeness for energy levels with opposite parity for He-like ions with different Z
values [22]. The notation from the LS-coupling limit are used. The level crossings occur at Z = 32
(Ge), Z = 64 (Gd), and Z = 92 (U).

for Z = 64 [22], where the inaccuracy arises due to the higher-order inter-
electronic interaction correlations, not included in the evaluation in [22].
This value should be compared to the energy interval E(21S0) − E(11S0) =
55866.01 eV.

For the first time, the proposal to use the crossings of the levels 21S0 and
23P1, and 21P1 for Z = 6 and close to Z = 30 for the PNC experiments was
made in [11]. The degree of the PNC effects was estimated as P ≈ 5 × 10−4f ,
where f stands for the dimensionless constant, replacing the contribution
of the anapole moment of the nucleus. Since the total angular momenta of
the admixed levels are different, only the anapole moment interaction con-
tributes to the level mixing. In 1974, when the paper [11] was published, it
was not yet known that the anapole moment contribution dominates in the
PNC nuclear-spin-dependent interaction between the atomic electron and
the nucleus. The dominance of the anapole moment contribution was first
established in 1980 [8]. The near-degeneracy of the levels 23P0 and 21S0 at
Z = 92 (U) was first discussed in connection with PNC effects in [12], and
then in [26]. In [12], the basic transition 23P0 → 11S0 was considered, which
occurs as a two-photon E1M1 transition; in [13], the one-photon hyperfine-
quenched 21S0 → 11S0 transition was chosen as a basic one. The levels 21S0

and 23P0 are mixed by the interaction 15.1. The degree of the PNC was
calculated as P1 � 10−4 [13]. The same level mixing 23P0 and 21S0 with the
transition 21S0 → 23S1 for Z = 6 was discussed in [23]. An original idea of
how to avoid detection of the circular polarization of x-ray photons in PNC
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experiments with HCI was outlined in [14]. Here it was proposed to observe
the two-photon emission from the 23P0 level in He-like uranium, stimulated
by the circularly polarized optical laser. The degree of the PNC effect was
again P = 3 × 10−4.

15.4.3 PNC Effects with Polarized HCIs

PNC effects with polarized ion beams were considered in [16,17]. In [16],
an experiment was proposed for the determination of QW in He-like Eu and
in [17] a similar experiment was discussed where the anapole moment of
the nucleus using He-like Ge ions could be measured. The coefficient P2 in
Equations 15.26 looks like

P2 = 3λ
I + 1

 1, (15.27)

where λ is the degree of the ion beam polarization and I the nuclear spin.
The measurement of the PNC effect in this case consists of registration the
asymmetry of the photon emission with respect to the direction of the ion
beam polarization. The idea of the experiment is based on the near-crossing
of the 21S0 and 23P0 levels. The level scheme for the excited configura-
tions in 151

63 Eu61+ ions (Z = 63, I = 5/2, abundance of the isotope 47, 8) is
shown in Figure 15.2. The basic transition is the hyperfine-quenched (HFQ)
one-photon transition 21S0 → 11S0 + γ(M1). The PNC-admixed transition
is 1s2s1S0 + (PNC mixing)1s2p3P0 + (HF mixing)1s2p3P1 → (1s2)1S0 + γ(E1).
The calculated asymmetry in the photon emission with respect to the ion
beam polarization is [16]

P2 ≈ λ × 10−4 (15.28)

The level crossing actually occurs for Gd (Z = 64) where the spacing between
the 21S0 and 23P0 levels is very small [22]: ΔE = (0.004 ± 0.078) eV. In this
case, according to Equation 15.25

Re
1

ΔE − i
2Γ

= ΔE
(ΔE)2 + 1

4Γ
2
, (15.29)

where Γ is defined by the width of the 23P0 level: Γ = 0.0016 eV. The mini-
mum value of the expression 15.29 corresponds to the spacingΔE = 0.0078 eV
which gives Pmin

2 � λ × 10−3, that is, 10 times larger than the value Equation
15.28 for Eu. The maximum value, corresponding to ΔE = Γ = 0.0016 eV is
Pmax

2 = 0.052.
The latter result is unprecedented for PNC effects in atoms and ions, though

the big discrepancy between Pmin
2 and Pmax

2 does not allow us to draw definite
conclusions for the weak interaction constants. However, the experimental
situation in Gd62+ is less favorable than in Eu61+ where the level spacing is



428 Handbook for Highly Charged Ion Spectroscopic Research

1s2s1S+
0

1s2p3P–
0

1s21S+
0

0.27(10)
E1

0.12(6)
M1

0.20(13)
M1

0.5(8)
E1M1

0.11(10)
E1

0.63(16)
E1

0.84(12)
2E1

0.52(5)
M1

0.10(8)
E1

14030.82

14031.22

14048.20

14141.70

55866.10

1s2p3S–
1

1s2s3S+
1

g2
r 0.59(13)
hfq E1

g2
r 0.35(8)
hfq M1

FIGURE 15.2
Energy level scheme of the first excites states of He-like europium. Numbers on the right-hand
side indicate the ionization energies in eV. The partial probabilities of radiative transitions are
given in s−1. Numbers in parentheses indicate powers of 10. The double lines denote two-photon
transitions.

much larger: ΔE = −0.224(69) [23]. The reason is that in Gd62+, the lifetime
of the 21S0 level defined by the 2E1 two-photon transition to the ground state
is about one order of magnitude smaller than the lifetime of the 23P0 level,
which is determined by the HFQ E1 transition to the ground state. This sup-
plies a strong background from 23S0 → 11S0 + γ transitions in experiments
with Gd62+: the HFQ 23P0 → 11S0 + γ(E1) transition rate is five orders of mag-
nitude larger than the basic HFQ 21S0 → 11S0 + γ(M1) transition rate, and
both transitions are not distinguishable in the x-ray spectra due to their close
frequencies.

In Eu61+, the situation is different. The weak asymmetry effect is smaller, but
the 21S0 level lives significantly longer than the 23P0 level. The 21S0 lifetime
equals about 1.19 ps and corresponds to a typical decay length of about 0.1 mm
in the laboratory. This enables one to “burn out” the 23P1 level and to get rid
of the parasitic 23P0 → 11S0 + γ(E1) transition.
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In case of mixing of the 21S0 and 23P0 states in two-electron HCIs, the formula
15.25 should be replaced by

P1 = 2 Re
G21S0,23P0

E(23P0) − E(21S0) − i
2Γ

〈23P0‖AE1
HFQ‖11S0〉

〈21S0‖AM1
HFQ‖11S0〉 . (15.30)

Unlike Equation 15.25, we retained only one term 23P0 in the sum over inter-
mediate states: Γ = Γ(23P0) + Γ(21S0). The reduced matrix elements of the
HFQ transitions 〈21S0‖AM1

HFQ‖11S0〉 and 〈23P0‖AE1
HFQ‖11S0〉 are

〈21S0‖AM1
HFQ‖11S0〉 = 〈21S0‖ĤHFS‖23S1〉

E(21S0) − E(23S1)
〈23S1‖AM1‖11S0〉, (15.31)

〈23P0‖AE1
HFQ‖11S0〉 = 〈23P0‖ĤHFS‖23P1〉

E(23P0) − E(23P1)
〈23P1‖AE1‖11S0〉, (15.32)

where ĤHFS is the operator of the hyperfine interaction and 〈23S1‖AM1‖11S0〉
and 〈23P1‖AE1‖11S0〉 are the ordinary reduced transition matrix elements in
the frames of the relativistic theory [20].

15.4.4 Parity Violation Effects with HCIs in an External Magnetic Field

Now we turn to the next term in the right-hand side of Equation 15.26, which
describes the asymmetry of the photon emission in the external magnetic
field. This effect was considered theoretically in [24] for the hydrogen atom,
but never before for HCIs. Following [24], we can write down the coefficient
P3 in Equation 15.26 for the case of the 21S0 and 23P0 level crossing in He-like
HCIs like

P3 = 2 Re
[ΔEZ(H) − ΔEZ(−H)]G21S0,23P0

[E(23P0) − E(21S0) − i
2Γ]2

× 〈23P0‖AE1
HFQ‖11S0〉

〈21S0‖AM1
HFQ‖11S0〉 , (15.33)

where ΔEZ(H) is the distance between Zeeman sublevels with the same total
angular momentum projection, belonging to the two levels mixed by the
effective PNC Hamiltonian Equation 15.1. Unlike the situation considered
in [24], we assume that ΔEZ(H) � E(23P0) − E(21S0). We do not suppose that
the Zeeman structure can be resolved in the experiment. Then the value of
ΔEZ(H) in Equation 15.33 is the weighted sum of the contributions of all
Zeeman sublevels. The Zeeman splitting of the 21S0 level occurs via the
electron magnetic moment with the coefficient

ξ2
S =

∣∣∣∣∣
〈21S0|ĤHFS|23S1〉

E(21S0) − E(23S1)

∣∣∣∣∣

2

(15.34)
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and the Zeeman splitting of the 23P0 level occurs via the electron magnetic
moment with the coefficient

ξ2
P =

∣∣∣∣∣
〈23P0|ĤHFS|23P1〉

E(23P0) − E(23P1)

∣∣∣∣∣

2

. (15.35)

There is also direct Zeeman splitting of 21S0 and 23P0 levels via the nuclear
magnetic moment, however this contribution cancels in ΔEZ(H).

The Zeeman sublevels in case of zero electronic total angular momentum
(i.e., for the states 21S0 and 23P0) can be labeled by the values of the nuclear
angular momentum projection MI . For different MI values, the equality holds

ΔEZ(H, −MI) = ΔEZ(−H, MI). (15.36)

Then the weighted sum mentioned above looks like

ΔEZ(H) − ΔEZ(−H) = 1
2I + 1

∑

MI

[ΔEZ(H, MI) − ΔEZ(H, −MI)]

= 4μ
2I + 1

H[ξ2
Sg(23S1) − ξ2

Pg(23P1)], (15.37)

where g(23S1) and g(23P1) are the bound electron g-factors for the He-like
HCIs.

We define the g-factor for the two-electron ion in a homogeneous magnetic
field �B, oriented along z-axis like

g(22S+1LJ) = 2
BZM

〈22S+1LJ|�α1
�A1 + �α2

�A2|22S+1LJ〉, (15.38)

where we use the standard LS-coupling scheme notation for defining the
different component of the multiplets in HCIs: L, S, and J are the values of the
two-electrons spin, orbital momentum, and the total momentum, respectively,
and M is the projection of the total momentum. In principle, in the HCI, the
LS-coupling scheme breaks down but some of the LS states, including 23S1

and 23P1, which are of interest here, do not mix up with the other LS states,
and we can use the corresponding notation.

Insertion of the vector potential �A in Equation 15.38 in the form

�Ai = 1
2
(�B × �ri) (15.39)

and integration over angles yields

g(23S1) = −4
3
(G1s1/2 + G2s1/2), (15.40)

g(23P1) = −4
3
(G1s1/2 + G2p1/2), (15.41)
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where

Gnlj =
∞∫

0

r3gnjl(r)fnjl(r) dr. (15.42)

Substituting in Equation 15.42, the explicit expressions for the radial Dirac
function for the point-like nucleus results:

G1s1/2 = −1
4
(1 + 2

√
1 − (αZ)2), (15.43)

G2s1/2 = −1
4

⎛

⎝1 + 2

√
1 + √

1 − (αZ)2

2

⎞

⎠ , (15.44)

G2p1/2 = 1
4

⎛

⎝−1 + 2

√
1 + √

1 − (αZ)2

2

⎞

⎠ . (15.45)

The expressions 15.43 and 15.44 coincide with the ones given in [25].
For the most favorable case in Gd62+, when Pmax

2 = 0.052 and for the magnetic
field 5 T, we receive ΔEZ(H) − ΔEZ(−H) = 0.14 × 10−8 eV and Pmax

3 = 0.14 ×
10−6. Thus, the PNC effect with the external magnetic field is relatively small
even in the case of the full degeneracy of the 21S0 and 23P0 levels in the two
electron HCIs.

15.5 Conclusions

There are few proposals [14,15] of how to measure the optical dichroism (coef-
ficient P1) avoiding the direct measurement in the x-ray region. A proposal to
measure the asymmetry of the photon emission with respect to the direction
of the ion beam polarization [17] (i.e., coefficient P2) requires the production of
the polarized beams. Schemes for the beam polarization production, preser-
vation, and controlling were recently discussed in [26,27]. The observation of
the asymmetry of the photon emission in an external magnetic field avoids
many difficulties with the x-ray circular polarization measurement or with
the necessity to produce the polarized ion beams. However, the magnitude
of the PNC effect in the fields available at the moment is too small. The coeffi-
cients Q1 and Q2 in Equation 15.26 do not correspond to any PNC effects but,
in principle, can be employed for the controlling of the ion beam polariza-
tion. The term with the coefficient Q1 describes the dependence of the photon
emission transition rate on the mutual orientation of the ion beam polariza-
tion and an external magnetic field. The term with the coefficient Q2 describes
the dependence of the photon emission on the mutual orientation of the ion
beam polarization and the plane orthogonal to the photon polarization and
the direction of the photon emission.
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The spectroscopy of highly charged ions plays a key role in numerous areas 
of physics, from quantum electrodynamics (QED) and parity nonconservation 
(PNC) testing to fusion and plasma physics to x-ray astronomy. Handbook 
for Highly Charged Ion Spectroscopic Research brings together many 
of the techniques and ideas needed to carry out state-of-the-art research  
in this field. 

The first part of the book presents techniques of light/ion sources, 
spectrometers, and detectors. It also covers coincidence techniques and 
examines how atomic properties change along an isoelectronic sequence. 
The second part focuses on atomic structure and applications. In addition, 
it discusses theoretical ideas, such as QED and PNC, that are significant in 
precise spectroscopic studies of highly charged ions. Extensive references 
are included at the end of each chapter.

Features

	 •	Provides a complete overview of modern methods for studying 
		  highly charged ions
	 •	Describes electron beam ion traps, free electron lasers, spectroscopic 	
		  instruments, crystal spectrometers, charge-coupled device detectors, 	
		  and microchannel-plate detectors
	 •	Illustrates the application of spectroscopic techniques and tools in 	
		  tokamak fusion devices, inertial confinement fusion experiments, and 	
		  laser-produced plasma experiments
	 •	Discusses QED theory and PNC effects of highly charged ions 	
	 •	Highlights emerging developments in semiconductor detection, ITER 	
		  and future fusion reactors, and plasma diagnostics

With the latest developments in fusion and x-ray astronomy research 
relying heavily on high-quality atomic data, the need for precise, up-to-date 
spectroscopic techniques is as vital now as it has ever been. This timely 
handbook explores how these spectroscopic methods for highly charged ions 
are used in various areas of physics.
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