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Preface

Spectroscopy of highly charged ions is of enormous interest due to its key role
in testing quantum electrodynamics (QED), in strong fields and to possible
tests on parity nonconservation (PNC), both of which are discussed in this
volume. However, highly charged ions also play crucial roles in the physics
of hot plasmas, for example, those produced in tokamak fusion devices and
in inertial confinement fusion experiments. Much of the diagnostics of matter
under such extreme environments relies heavily on spectroscopy and the
availability of atomic data. The field of x-ray astronomy hinges almost entirely
on the use of spectral lines from highly charged ions to provide information
from distant astrophysical plasmas and objects.

Given these fundamental interests and the current rapid developments in
fusion and x-ray astronomy, it is clear that the spectroscopy of highly charged
ionsis a very rich area of research with strong and important connections with
many important subfields of physics, for example, nuclear physics. The need
for high-quality atomic data is as important now as it has ever been.

Hence we feel that the idea behind this book is very timely. The aim of this
book was to bring together a number of the techniques and ideas needed for
highly charged ion spectroscopy research.

The book is organized in two parts. Part I brings together techniques of
light/ion sources, spectrometers, and detectors and includes also a chapter
on coincidence techniques. This part ends with a discussion on how atomic
properties change along an isoelectronic sequence. Part I is devoted to inves-
tigations of atomic structure and to applications and also to some of the
theoretical ideas where precise studies of highly charged ion spectroscopy
can be of fundamental significance, for example, QED and PNC.

Yaming Zou
Roger Hutton
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Light Sources for Atomic Spectroscopy
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1.1 Introduction

The development of appropriate sources for the excitation of atomic spectra is
an essential task in atomic spectroscopy. For a long time, classic sources such
as electrode-less discharges, arcs, and sparks were used by spectroscopists
in the study of the spectra of elements with low ionization degrees. This last
source was also used in studies of intermediate and highly ionized atoms,
and some examples can be found in the works reported by Sugar et al. [1],
Kaufman et al. [2], Churilov et al. [3,4], and Ryabtsev et al. [5]. Such sources
basically consist of two electrodes connected to a capacitor which is charged
to a high voltage until electric breakdown take place. The differing degrees
of ionization produced by this kind of source can be handled by varying the
inductance in the circuit. In some cases, by placing an insulator between the
electrodes, the spark will be able to slide along the surface of the insulator.

3



4 Handbook for Highly Charged Ion Spectroscopic Research

This allows better or more controlled operation, but it does not unfortunately
lead to higher stages of ionization [6].

Many studies have been made to develop new spectral sources that permit
researchers to obtain new and better data. In this chapter, we will describe
some of the different kinds of gas discharge and plasma sources used in atomic
spectroscopy, such as hollow cathodes, theta pinch discharges, and capillary
and pulsed discharges, which have different applications in the study of plas-
mas, the development of lasers for the vacuum ultraviolet and X region, the
interpretation of spectra from space, the modeling of stellar atmospheres, and
to test atomic theoretical models.

1.2 Hollow Cathode

This class of spectroscopic light source is a gaseous discharge, such as a glow
discharge, where gases and vapors can be excited at pressures of a few Torr.
If the cathode is made hollow (Figure 1.1), when the discharge pressure is
reduced, the negative glow fills the hollow cathode (HC).

The material of the cathode, or any metal lining it, is vaporized by bom-
bardment of the gas and excited by electron collisions. In many cases, noble
gases, or mixtures of them, are used as carrier gases to obtain changes in the
sputtering and the excitation. In this form the cathode material and the filling
gas can be studied by changing the current, voltage, and the gas pressure. An
important advantage of this discharge is that the electric field in the emission
region is very low and consequently the Stark shift and broadening of the
spectral lines are small. Another advantage can be obtained by cooling one
extreme of the HC in order to reduce the Doppler widths of the lines.

/” —
4—
\—
(—
_> “
/I H
)
0O 1 2 3 4 5
[N )
Brass Titanium [ ]Glass [l Rubber
FIGURE 1.1

Cross-section of the HC lamp.
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The discharge in the cathode is very stable and may run for hours without
any noticeable changes in intensity, an essential feature for Fourier trans-
form spectroscopy, for example. Operating currents usually fall in the region
0.1-2 A, and other discharge conditions are 100-500 V and pressure ranging
between 0.05 and 4 Torr, depending on the cathode material and the car-
rier gas. With these parameters, it is possible to obtain the first degrees of
ionization of the cathode material and carrier gas.

Typical dimensions of the HC are in the order of 50 mm length and 10 mm
internal diameter.

A symmetric HC discharge tube was also developed where the symmetric
design implies that the discharge tube has two anodes (Figure 1.2).

Many works have been made to study different spectra with this kind of
discharge making a good use of the above-mentioned advantages, and some
examples can be found in the works reported by Valero [7] and Persson [8].
It is also an ideal light source to work in Fourier transform spectroscopy
and in recent years was extensively applied to study the spectra of ions of
astrophysical interest [9-13].

Pulsed HC discharges have been used to study the spectrum and term
system of some elements by discharging a capacitor through the HC. An
example of this is the work on Fe II by Johansson et al. [14].

T T lGas

Silica window

Glass insulator

T Water

FIGURE 1.2
Cross-section of the double-sided HC lamp.
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Studies related with recombination lasers [15] made use of flowing HC
discharge, where a fast gas flow can be used to expand the already super-
cooled negative glow plasma outside the ionization region, thereby creating
a recombining plasma without energetic electrons.

1.3 Pinch Discharges

Due to the efforts made to obtain high density and temperatures of plasmas
toward controlled thermonuclear fusion, different kinds of plasma devices
were developed which have found subsequent use in the study of the spectra
of intermediate and highly ionized atoms.

Light sources using pinch discharges, such as zeta and theta-pinch, were
applied to study the spectra of highly charged ions (HCIs) in order to improve
the knowledge of the level structure and transitions, including the so-called
forbidden lines (for instance, magnetic dipole transitions) that are useful for
determining ion densities, ion temperatures, or other plasma characteristics.

In the theta-pinch device, a capacitor bank charged from a high-voltage
power supply is discharged over a gas-filled cylindrical tube through an exter-
nal coil around it. The compression from the generated magnetic field (pinch
effect) heats the plasma producing ionization/excitation to several ionization
degrees. The ionization stage reached depends on the delivered energy into
the tube.

An example of this kind of machine to obtain intermediate and highly
ionized spectra is the 2 k] theta-pinch used by Pettersson [16] to study the
spectrum of O III. This device was also used to study the spectra of Ne III
[17] and Kr III to Kr VIII [18,19]. In this equipment, which has some differ-
ences compared to a previous one built in Uppsala by Bockasten et al. [20]
tostudy NIV, N V, OV, O VI, and Ne VIII spectra, the total capacitance was
7.7 uF and the total inductance was 76 nH. The maximum current at 10kV
discharge voltage was 100 kA, and the period of the damped oscillation was
4.8 us. The glass tube inside the coil was made of Pyrex and the diameter of
the coil was 7 cm with a length of 40 cm. The coil surrounding the discharge
tube was connected between the upper and lower plates. A schematic of the
discharge circuit is shown in Figure 1.3.

The spark gap used was pressurized with air at about 6 kPacm ™2 and the
pressure of the filling gas was varied between 1 and 32 mTorr. The gas was
preionized using a radio frequency (r.f.) discharge. The repetition rate of the
theta-pinch discharge was about 15 per minute at a capacitor bank of 10kV.

A similar theta pinch was built in Campinas, Brazil, to study noble gas
spectra [21-24]. In this case, the internal diameter of the Pyrex tube was 8 cm,
the length was 100 cm, the total capacitance was 7.5 wF, and the operation
energy was between 1.5 and 3.4 k]. The calculated electron temperature was
30-200 eV and the density was in the region of 10" cm™.
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FIGURE 1.3

Schematic of the discharge circuit.

A 40 k] theta pinch [25], where the electron temperature was 200-300 eV and
the density was 10'*-10"” cm~?, was used to study high ionization degrees in
Ar, Co, and Ni.

A 30k] theta pinch was used to excite argon ion spectra from Ar V to Ar
X [26]. Xe VII and Xe VIII spectra were studied by Roberts et al. [27] and
Knystautas et al. [28] using a 50k] theta pinch with electron temperature at
or around 100 eV and electron density of 5 x 10" cm™.

Other pinch devices were developed which have found use in the spec-
troscopy of highly ionized atoms. Some examples are the toroidal plasma
device ZETA which was used to study transitions in noble gases [29,30], the
gas-liner pinch with electron density 1018 cm ™3, and electron temperature of
7eV, used to study Stark broadening of Ar IV lines [31] and also employed
for Stark broadening measurements of multiply ionized species [32-34].

1.4 Capillary Discharges

Capillary discharges as sources to study highly ionized spectra of noble gases
have been used by Schonheit [35] and Léveque et al. [36] to study the Ar
IV to Ar VIII emission spectra. Also the generation of soft x-ray and XUV
radiation in capillary plasmas was analyzed several years ago by Bogen et al.
[37]. Electron—ion recombination processes have been indicated as playing an
important role in achieving population inversion in these systems, and the
possibility to obtaining soft x-ray amplification in a capillary discharge has
motivated several experimental studies [38,39].

As an example of these devices [40], pure Ar gas, or a mixture of Ar and H,,
was injected into a capillary channel 4 mm in diameter and 12 cm tube length.
The capacitor was charged by a seven-stage 700 kV Marx generator, and the
capillary tube was excited by discharging the capacitor. The capillary is in
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the axis of a 3nF circular parallel plate capacitor containing ethylene glycol
as dielectric. The current pulses used had an amplitude of ~40 kA and a half
period of 60ns. The gas pressure was on the order of 700 mTorr. With these
parameters, line amplification at 46.9nm was observed with a population
inversion suitable for lasing.

A modified device using a fast capillary discharge with inductive storage
was also used for lasing effects investigations by Antsiferov et al. [41] and
Ryabtsev et al. [42]. In this experimental device, high current rates could be
reached with much lower voltages.

Studies on xenon emission spectra in the EUV region originating from Xe
IX, Xe X, Xe XI, and Xe XII ions using capillary discharge plasmas were made
by Klosner and Silfvast [43] in a 6-mm long 1-mm diameter capillary channel,
where the pressure of the gas was varied from 0.05 to 1 Torr and the gas was
excited by two 0.25-F capacitors charged at voltages to ~5kV. The estimated
peak electron temperature was ~50 eV.

The influence of the prepulse current on the 46.9-nm Ne-like Ar laser
emission using a capillary discharge was recently reported by Tan et al. [44].

1.5 Other Kind of High Current Discharges

The pulsed laser-tube-like source (without end mirrors) was extensively used
by the Group at La Plata in the study of Ne, Ar, Kr, and Xe spectra in inter-
mediate and high degrees of ionization [45-55], related with the interest of
spectroscopic data from rare gases due to application in astrophysics, laser
physics, fusion diagnostic, and so on.

The light source consisted of a Pyrex tube ending in quartz windows with
an internal diameter from 3 to 6 mm and distance between electrodes varies
from 20 to 120 cm approximately. The electrodes are made of tungsten cov-
ered with indium. At one side of the tube, there is an inlet connected via a
pressure reduction system to the bottles of noble gases. The pressure range is
varied between 1 and 300 mTorr approximately. Gas excitation is produced by
discharging through the tube a bank of low-inductance capacitors between
1 and 280 nF, charged up to 20kV.

The typical current observed by using a Rogowsky coil shows a damped
sinusoidal period of 1.2us, having peak values between 1 and 4KkA.
A schematic of the electronic circuit is shown in Figure 1.4. To obtain bet-
ter stability in the discharge, the triggered spark gap shown in Figure 1.4 was
replaced by a coaxial hydrogen thyratron [52].

When this light source is adapted to study spectra in the VUV region,
one end of the tube is connected to a vacuum spectrograph through a nylon
flange adaptor. The other end has a window for observing the discharge and
alignment of the tube [56].
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40-200 kQ 20-280 nF
||
20 kV Spark
H.V.PS. gap 10kQ |:
=
Electric l
pulse
trigger To the
spectrograph

FIGURE 1.4
Schematic of the electronic circuit.

As an example, when the tube has 3 mm internal diameter and 80 cm length,
a xenon gas pressure of 45 mTorr, a capacitor of 30nF giving a current with
maximum up to 2kA, and a pulse swinging period of 1.2 us, the electron
density is estimated to be 10" cm™ and the electron temperature is in the
order of 1eV [57,58]. These parameters correspond to low xenon ionization
degrees, but the electron temperature can reach about one order of magnitude
higher when Xe IX ions are produced in this kind of source.

1.6 Advances in Light Source Techniques
1.6.1 Beam Foil Spectroscopy

A major development in light source for atomic spectroscopy occurred in the
early 1960s when both Bashkin [59] and Kay [60] reported light from ion beams
that had passed through thin carbon foils. This was the birth of what was to
be found close to a revolution in the study of HCls, the so-called technique of
beam foil spectroscopy (BFS). A schematic diagram of an experimental setup
for BFS is shown in Figure 1.5.

Basically an ion beam, from an accelerator, is sent through a thin foil, usu-
ally of carbon, where the ions are ionized/excited. The degree of ionization
depends on the velocity of the ions and the thickness of the foil. A major factor
in determining the importance of this technique in the studies of atomic struc-
tureis that thebeam velocity is almost always in the region of a few mm / ps for
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FIGURE 1.5
Schematic setup for a typical BFS experiment. (Courtesy of Elmar Trabert.)

very HCIs to mm/ns for lower charge states. As a matter of fortuosity, atomic
lifetimes are very often in the picosecond range for HCIs and in the nanosec-
ond range for less HCIs. This means that if the beam were viewed through
a perpendicular slit, in particular, the entrance slit of a monochromator, then
the decay of excited levels would occur over easy-to-measure distances. Mea-
surement of atomic lifetimes using BFS will be covered in Chapter 10, and so
will notbe discussed here (see also a recent review [61]). BFS obviously played
a crucial role in lifetime measurements, as basically there was no technique
previously available, and all lifetime data, for anything other than neutral or
possible single charged ions, came from theoretical calculations. However,
BFS also played an important role in spectroscopy of HCIs. BFS had one
property that was both its greatest advantage (for spectroscopy) and great-
est disadvantage (for lifetime measurements). That is, that all atomic energy
levels appear to be populated by the beam-foil excitation method. For spec-
troscopy, this property meant that full spectral analyses could be carried out.
However, for lifetime work, this leads to severe problems due to level repop-
ulation through cascades. The population of all levels was put to good use in
spectroscopic terms in, for example, a study of ground-state quantum electro-
dynamics (QED) for He-like O via a measurement of the ionization potential.
The problems caused by cascading were solved by a technique known as
ANDC (arbitrary normalized decay curves) which was an idea by Curtis
et al. [62] and implemented in a computer code (CANDY) by Engstrom [63].
One of the most interesting results from lifetime work taking into account
cascade repopulation was for the resonance transitions in Na-like ions [64].
Here, a systematic discrepancy was found between cascade-corrected mea-
surements and all calculated lifetime values at that time from any of the
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available computer codes. This was soon found to be due to the fact that
it was not good enough to treat the 2p° shell is totally closed. Once the shell
was “opened,” that is, core polarization was included in the calculation, an
agreement with the experimental results was obtained [65].

1.6.1.1 Electron Cyclotron Resonance lon Source-Based Spectroscopy

Electron cyclotron resonance (ECR) ion sources were pioneered in the mid-
1970s and early 1980s by Geller, Bliman, and coworkers in France. In fact, the
construction of the first ECR ion source dedicated to atomic physics research
was initiated already back in 1976. The basic idea behind ECR ion sources is
that in a minimum B-type magnetic field, electrons can be made to absorb
energy from a microwave field. This absorption of energy goes to kinetic
energy, and the hot electrons can then ionize atoms inside the magnetic bottle.
Itis, however, interesting to try to imagine where the first free electron comes
from. Such ion sources are not capable of producing extreme HClIs as in the
case of EBITs but they can produce a much larger number of ions.

The ECR plasma can be used as a light source and is indeed used this way by
a group in Paris [66]; such a work was first done by Jean Jacques Bonnet and
Samuel Bliman already in the late 1970s. However, most of the spectroscopic
uses of ECRs have been with extracted ion beams. As examples of typical
beams from a modern (commercial) ECR ion source beams of Ar®*, extracted
at an energy of around 10keV/q, can reach many hundreds of mAs.

A very interesting method for using ECR beams for spectroscopy comes
from the process of electron transfer in slow ion—atom collisions. Initial work
on such spectroscopy was reported by Bliman in the mid-1980s [67]. In the
case of Ar®*, for example, collisions at 10keV/q (i.e., 80 keV) are considered
as slow on the atomic scale. In this respect, slow means that the velocity of
the ion is slow compared to the velocity of the electrons in the atomic tar-
get. The main process in such collisions is that a number of electrons can be
transferred from the target atom to the ion. If the target atoms are hydrogen
or helium, then only one or two electrons can be transferred if the gas pres-
sure is keptlow enough to ensure single collision conditions. The term “single
collision conditions” needs some explanation, it is not a fixed target pressure
but depends on the cross-section of the process involved. In other words, the
pressure should be chosen such that the process with the largest cross-section
has the condition of occurring under single collision conditions (that the ion
makes one collision while getting across the gaseous target). Given single col-
lision conditions and electron capture as the dominant process, rather simple
spectra can be obtained. In the example here, Ar*" on He, then only Ar’* and
Ar®* can result. Ar’* is Na-like and a well-known spectrum, making this an
ideal way to study the spectrum of Mg-like Ar (Ar®*). This method of spec-
troscopy was well demonstrated for a slightly more complex spectrum, that of
the 3d° 45?2 2D levels of Cu-like Kr [68]. Lines from these levels were considered
of importance in x-ray laser development. In the work of Hutton et al. [68],
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a discussion of line widths, and so on, was taken up and it would appear
that such spectroscopy should be of wide interest. However, the reality is that
this method of generating spectra never really fulfilled its promise. Having
said that, a number of interesting results came from ECR-based spectroscopy,
although these results were not the intention of the experiments at the time.
In the mid-1980s, there were many discussions with respect to the nature
of double-electron capture from helium targets [69]. Two processes were dis-
cussed. One was a sequential capture, that is, first one electron was transferred
and then the other. This was expected to lead to fairly symmetric states, such
as 1524141 for O°" on He. However, it was clear that some of the lines in
the Auger spectrum were the result of populating highly asymmetric states,
such as 1s?3Inl’ when Ne could be quite large, and this process was known
as correlated capture. It was later understood that before making the distinc-
tion between correlated and uncorrelated capture, a good understanding of
configuration interacting between the 4/4]" and 3Inl’ states was needed.

For some value of 7, there would be almost energy degeneracy between
4]4]' and 3Inl’ states and large configuration mixing could occur. Different
approaches to couple the Auger spectra with the X-VUV spectra needed fur-
ther theoretical atomic structure calculations to support the configuration
interaction and mixing. The fluorescence yield for each level made it possible
to relate the main Auger decay to the weak radiative decays of these dou-
bly excited states. Such effects were also seen in optical spectra produced by
HClIs traversing a microcapillary target [70]. Hence one was forced to con-
sider strong electron correlation effects for HCIs which were often neglected.
A spectacular result of such correlation was demonstrated in experiments by
Schuch et al. [71], where a beam of very highly charged ions, albeit from an
EBIT, was impinged on a metal target. There was a surge in that experimen-
tal direction after the release of the first results in Physical Review Letter [72]
introducing the concept of “hollow atoms.”

1.6.1.2 Laser-Produced Plasma Spectroscopy

As discussed in Chapter 9, laser-produced plasmas have played a key role in
the development of the spectroscopy of HClIs. By firing a high-power laser
onto a solid target, very hot and dense plasmas could be obtained. The high
plasma density leads to a very bright spectra and these sources seemed an
idea for the spectroscopy of HCls. Two drawbacks in this method were later
identified and these along with the high costs of large laser facilities have led
to a lull in such spectroscopic efforts. One drawback is that the plasma con-
sisted of many charge states leading to problems with satellite lines. Another
problem was found in the calibration of such spectra. As the ions in the
plasma are moving quite fast and at different velocities for different charge
states, it was found to be difficult to get good calibrations for high accu-
racy wavelength measurements. With the advent of electron beam ion traps,
which produce HCIs in a more controlled manner and also at much lower
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temperatures, there seems little interest in laser-produced plasmas for pure
spectroscopy. Laser-produced plasmas have found other uses, for example,
in inertial confinement fusion, and such things are discussed in Chapter 12.
Here spectroscopy mainly plays the role of a diagnostic tool although some
very interesting effects on atomic structure in very dense plasmas have been
observed.

1.6.1.3 Tokamak Spectroscopy

Tokamaks are of course not developed as spectroscopic light sources but as
devices for producing nuclear fusion and related studies; however, they have
provided some interesting spectroscopic data over the years. Chapter 11 will
describe the use of atomic data in the diagnostics of fusion plasmas, so here
we will just mention a few examples of tokamaks being used as spectro-
scopic light sources. A recent review of the use of tokamaks to provide new
spectroscopic data can be found in [73]. Clearly, one of the milestones of
tokamak-based spectroscopy was the observation of forbidden lines from
HClIs by Suckewer and Hinnov [74]. Forbidden lines had been known long
before these observations, mainly from astrophysical spectroscopy, but they
were difficult to observe under laboratory conditions. The unique environ-
ment of high temperature and low density did not exist in many laboratory
light sources until quite recently. This topic is better covered in Chapter 9.

1.6.1.4 Electron Beam lon Traps

The first spectra from an electron beam ion trap (EBIT) were reported more
than 20 years ago. Since then, EBITs have come to dominate the study of
spectroscopy of HClIs. This subject will be dealt with in detail in Chapter 2,
so only some highlights will be mentioned here. A useful reference to EBIT-
based spectroscopy is the proceedings from the conference “20 Years of EBIT
Spectroscopy,” which was held in Berkeley in 2006 [75]. Among the highlights
of first observations and very high accuracy measurements using EBITs that
should be mentioned are: (a) the first M3 decay [76], (b) the first observation of
magnetic sensitive lines [77], (c) resolution of Zeeman line splitting for highly
ionized argon [78], (d) very precise lifetime measurements for HCIs [79], and
(e) spectroscopy of very highly charged ions. These five categories will be
discussed in a little detail in the following.

(1) Before the introduction of EBITs as a light source for studies of HCI
spectroscopy, the idea of observing such an exotic object as an M3 transition
would probably have been laughed at. Indeed, the first observation of such
a transition, in Ni-like uranium, without doubt, took some thinking about
before it was possible to identify such a line. Relatively new additions to the
range of spectrometers/detectors available at EBITs are the microcalorimeters
at the EBITs in Livermore (Livermore micro) and NIST (NIST micro). Using
an EBIT/calorimeter combination, not only is it possible to observe the M3
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decay in Ni-like Xe, butitis also possible to measure the 3d°4s°D; level lifetime
[80]. Ni-like ions are very interesting as all levels belonging to the first excited
configuration are forbidden to decay via E1 transitions (see Figure 1.6).

A measurement of the °Dj; lifetime in Ni-like Xe performed in [80] gave a
lifetime result which disagreed with the then currently available theoretical
results. There followed new calculations increasing the amount of electron
correlation, but there was no convergence to the experimental lifetimes [80].
This discrepancy was later found to be due to the hyperfine interaction mixing
the ®D; level with the 3D, (and also the 'D,) level [81]. This result showed that
the lifetime of the *D; level did not have a unique value for ions with a nuclear
spin. The ideas presented in [81] were very quickly confirmed by using pure
Xe isotopes (***Xe and '*Xe) in separate experiments [82].

(2) Figure 1.7 shows a spectrum recorded at the Livermore Electron Beam
Ion Trap, EBIT, of the spectral region containing lines from the decay of the
2p°3s °P; lines of Ne-like argon [77].

The line from the 2p°® 'S, — 2p°3s *P,, marked as B in Figure 1.7, is strictly
forbidden to decay via a one photon transition in the absence of a nuclear
spin. However, the external magnetic field present in the EBIT light source
opens up an extra decay channel, the so-called Zeeman-induced transition.
The (2p] ,3s),-0 level will be mixed with the (2p] ,3s),-; level by the magnetic
field and hence the *P, level will have an open E1 decay channel. It turns out
that the decay rate associated with this Zeeman-induced transition scales as
the square of the magnetic field. The ratio of this line intensity to that of a close
by, in terms of wavelength, allowed line then shows a monotonic increase as a
function of the magnetic field strength. The work so far on magnetic sensitive
lines has been done using an EBIT light source which generally operates with a

1g 1p 3D
9 2 1 1.86E4
3d74s M1 2 1.88E4
2.06E8 E2 3
249E8 ~ /
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8152 2.72E8

3d10

FIGURE 1.6
Schematic diagram of the energy and decay properties levels of the first excited configuration of
Ni-like Xe.
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FIGURE 1.7
This shows the magnetically induced line, B, for the strictly forbidden 2p°'Sy — 2p>3s®P, transition
in Ne-like Ar.

magnetic field around 3 T, which is very relevant to the situation at tokamaks.
Unfortunately, this interesting effect has so far only been seen for Ne-like
Ar [77]; however, the effect should exist for all Ne-like ions and the relative
strength of the magnetic-induced line depends on energy level separations
and the competition from the M1 decay of the 3P, level to the 3P; level of
the same 2p°3s term. However, other cases where an appreciable effect may
be expected and perhaps elements of other sequences such as Ar-like ions
deserve study. In Ar-like ions, the 3p°3d °P, is the lowest excited level and
hence there are no competing decay channels.

(3) Perhaps the highest resolution spectroscopy done on HCIs has been
done in the visible spectral region on Ar'**, B-like Ar, where Zeeman splitting
for the 1s*2s*2p P, ), — 2P;,, M1 ground-state transitions was observed [78].
We must remember that all EBITs operate with a magnetic field, usually on
the order of a few Tesla, and this has its consequences, another of such will be
discussed later. It is very rare that an ionic system is confined to a region with
such a well-defined magnetic field as in an EBIT. Magnetic field accuracies in
the trap region of an EBIT are generally precise on the 10~* T level.

Figure 1.8 shows the Zeeman components of the 2Py = 2P ground-state
M1 transition in B-like argon [78].

(4) Way back in the 1940s when Edlén first understood the origin of anumber
of unidentified spectral lines in spectra of the solar corona as being forbidden
transitions in HClIs, it was not possible to observe such lines in laboratory light
sources. It is relatively easy to observe forbidden transitions in HCIs using an
EBIT and even to measure the lifetime of the upper energy level. As discussed
in Chapter 2, in an EBIT a cloud of HCIs is generated through successive
electron impact collisions with atoms in the interaction region of the drift tube
assembly. The charge state distribution is determined mainly by the energy of
the electron beam. The ions are trapped along the beam direction by applying
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FIGURE 1.8
This shows the Zeeman components of the 2P;,, — 2P5, ground state M1 transition in B-like
Argon. (From Draganic et al., Phys. Rev. Lett. 91, 183001, 2003. With permission.)

suitable voltages to the drift tubes. Radial trapping is done in the first instance
by the space charge of the electron beam. To measure atomic lifetimes using
an EBIT, the charge state of interest is first created by using a well-chosen
electron beam energy. The electron beam is then switched off, and photons
from the transition of interest are recorded as a function of time after switching
off the beam. One thing of importance here is that the lifetime of the upper
level should be compared to the time required to switch off the electron beam
and also short compared to the time taken for the ions to move away from
the trapping volume. There is a secondary trapping mechanism, the so-called
magnetic trap mode where the EBIT behaves in a way similar to a Penning
trap (PB mag trap mode [83]). If the lifetime under investigation fits into this
category, then it appears that very accurate measurements can be made. There
are of course a number of systematic effects that can be investigated but final
lifetimes with error bars of the order 0.1% can be obtained. As an example, the
M1 decay rate of the 3s3p *P/, upper level of the 2P ground term in Al-like
Fe has been measured to be 16.726(—0.010/40.020) ms [79]. The decay of this
particular level gives rise to the famous corona green line.

(5) In the past, a routine method for studying spectroscopy of HCIs was
through laser-produced plasmas. However, in a work on Na-like spectroscopy
using laser-produced plasmas at a number of laser centers, an interesting
trend was found when comparing observed and calculated energy levels was
found [84]. This problem is illustrated in Figure 1.9 [85].

There is a clear divergence in the difference (Energy , — Energy_ ) for the
3512 — 3ps2 transition energy in Na-like ions when comparing results from
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FIGURE 1.9
The difference (Energy s — Energy..q) for the 3s;, — 3ps), transition energy in Na-like ions. (The
calculation is from Seely et al., At. Data Nucl. Data Tables 47,1, 1991.)

laser-produced plasmas and other experimental techniques, in particular,
with EBIT results. This divergence could lead to very difficult problems
for theoretical development. The measurement marked EBIT-II was done
in Livermore in 1991 [86] and cast doubt on the reliability of the results
from laser-produced plasmas. Since then, the 1991 EBIT results have been
corroborated by an accelerator-based experiment (BFS) for Na-like Pb at
the GSI UNILAC [87] and a higher Z EBIT result for Na-like U, also from
Livermore [88]. A similar situation, that is, a divergence between EBIT results
and those from laser-produced plasma, has also been observed for Cu-like
ions. One point that comes to mind, and shows another of the advantages
EBITs offer to atomic spectroscopy, is that it is very much easier to introduce
calibration lines into EBIT spectra. Spectral calibration lines can be obtained
by a number of methods, including: (i) by making use of the fact that the ions
in an EBIT move relatively slowly and hence by using an external (fixed) spec-
tral lamp, such as an argon lamp or an HC, or (ii) introducing a calibration
element into the EBIT. Both these methods have been used with great success
in past EBIT experiments.

1.6.1.5 Astrophysical Plasmas

The first wavelengths associated with forbidden transitions were measured
using solar corona spectra way back in 1869. Of course, it was not understood
at that time that these wavelengths corresponded to forbidden transitions.
The origin of these wavelengths remained a mystery until the mid-1940s when
these were identified as forbidden transitions in HCISs of calcium, iron, nickel,
and so on [89]. We usually think about atomic spectroscopy as a means of
providing data for astrophysical plasma diagnostics, however, just as in the
case of tokamaks mentioned a few sections previously, there are exceptions.
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A more recent example of where an astrophysical plasma was used to provide
atomic data is the work of Brage et al. [90]. In that work, a planetary nebula
(NG(C3918) is used as a light source to provide a measure of the hyperfine-
induced decay rate of the 2s2p *P, decay in Be-like N. This turns out to be one of
the longest lifetimes ever measured. More details on the use of astrophysical
plasmas as light sources for atomic spectroscopy, especially in comparison of
spectra with laboratory light sources, are given in Chapter 9.
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2.1 Introduction

The history of spectroscopic studies of highly charged ions (HCls) goes back
to the 1930s. At that time, HCIs were produced using vacuum spark tech-
niques. With such techniques, the charge state distribution was rather broad
and not easy to control, but the precise spectroscopic studies of vacuum spark
led to the first identification of HClIs in astrophysical plasma, for example,
highly charged Fe in the solar corona [1]. These are very important studies as
they dispelled the ideas concerning the elements coronium and nebulium and
revealed the corona temperature to be several millions of degrees instead of
several thousands of degreesbelieved at the time. Since then, many techniques
for producing HCIs have been developed, among which the most successful
one was the beam-foil (BF) method. The BF technique was developed inde-
pendently by Bashkin [2] and Kay [3] and pioneered by several groups. In this
technique, an ion beam from an accelerator passes through a thin foil (usually

21
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a carbon foil), where the ions are stripped and excited. Higher incident ion
beam energies will lead to higher average charge state distributions of the
ions passing through the foil. Other techniques, such as various spark forms
(sliding, vacuum, etc.) and laser-produced plasmas, have also made impor-
tant contributions to the knowledge of HCI spectra and structure. In recent
years, the interest for HCIs has been growing due to the efforts to produce con-
trollable fusion power. HCIs from wall materials would degrade the fusion
plasma operation, as the photon radiation of the HCIs exhausts large amounts
of the energy of the plasma, and the radiation power increases rapidly with
increasing atomic number of the HCIs. On the other hand, the photons emit-
ted from the HClIs provide valuable diagnostics of the plasma temperature,
plasma density, and plasma movement. Being both a blessing and a menace
for the success of controlled fusion experiments, detailed knowledge of the
HClIs involved in fusion plasmas is imperative. Laser plasma spectra often
suffer from many charge states, satellite line contamination, and Doppler shift
and broadening. BF spectroscopy of HCIs requires access to large accelerator
facilities and hence expensive.

A more convenient and cheaper method to produce HClIs in a controlled
manner was suggested by Plumlee [4] in the 1950s. He suggested using an
electron beam to create HCls, at the same time to trap them. The creation
process being that of electron impact ionization, whereas the trapping would
be provided by the space charge field of the electron beam. Although this
seems to be a rather straightforward idea, the practical application of this to
produce the first electron beam ion source (EBIS) took more than 10 years
[5]. Then in 1986, the first electron beam ion trap (EBIT) was developed at
the Lawrence Livermore National Laboratory (LLNL) based on the currently
available EBISs at that time, along with some further improvements by Marrs
et al. [6]. The original design of the LLNL EBIT allowed operation up to elec-
tron beam energy of around 40 keV. However, it was consequently redesigned
to operate at much higher electron beam energies (up to 200 keV) in 1993. The
power of this technique was demonstrated in 1994 when bare uranium was
detected in the LLNL EBIT via radiative recombination (RR). This experi-
ment was done with the electron beam energy set at 198keV [7]. After the
groundbreaking developments at LLNL, EBITs have been set up in Oxford
[8], NIST [9], Tokyo [10], Berlin [11], Freiburg [12] (since relocated to Heidel-
berg), Dresden [13], Shanghai [14], Vancouver [15], Stockholm [16], Belfast
[17], and Darmstadt [18].

Before the development of EBITs, HCIs of charge state above 30 only were
available from large accelerators and hence not convenient for easy access
and study. As was shown in LLNL, EBITs can produce almost any charge
state of any element and capable of acting both as HCI light sources and
ion sources. As HCI ion sources, EBITs can provide low-velocity ions with
much higher charge states compared with electron cyclotron resonance ion
sources and with much lower cost compared with high-energy accelerators.
As HCI light sources, they can basically provide light from emission states
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of any charge state of any element in the periodic table. Because the HClIs
produced in an EBIT are moving at much lower velocities compared to those
produced in heavy ion accelerators, the spectra suffer much less from Doppler
shifts and spectral line broadening. These are very good characteristics for
precise spectroscopic research. And because of the flexibility in producing
various ions with EBITs, such devices are very powerful tools for studies along
isoelectronic and isonuclear-charge sequences aimed to reveal the underlying
physics behind many physical properties. In an EBIT, tenuous plasmas can be
formed from basically any element, as long as the element can be injected into
the trap region. The way an EBIT works gifts it with the property of a tunable
and almost mono-energy electron beam. The range the tunable electron beam
energy can cover spans from a few hundreds of eV to few hundreds of keV.
This property makes it possible to use EBITs, especially when combined with
spectroscopic techniques, for detailed studies of processes in hot plasmas,
that is, disentanglement studies of the various processes in hot plasmas and
to assist plasma diagnostics for temperature, density, electromagnetic field,
and ion motion.

2.2 Electron Beam Ion Trap

As is well known for two-particle collisions, only when the mass of one part-
ner is negligible compared to the other, can the kinetic energy of the lighter
partner be transferred efficiently to its heavier partners’ internal energy. On
the other hand, in collisions between two particles of comparable mass, a
large part of the kinetic energy must remain as “center of mass motion” so as
to make both energy and momentum conservation rules happy. In the later
case, the efficiency of energy transfer is much lower, hence, colliders in which
zero center of mass motion is obtained were invented to overcome this prob-
lem. Fortunately, in the case of EBIT, the collisions belong to the former case,
that is, light electrons and heavy atoms/ions, and hence the energy transfer
efficiency is very high.

The core of an EBIT is an area where ions are trapped and undergo succes-
sive collisions with electrons, with ions, and with neutral atoms or molecules
of the residual gas. This was transplanted from EBIS devices [5], which were
the first successful application of Plumlee’s idea [4]. The main structure of an
EBIS is shown in Figure 2.1. The principal features of an EBIS are: an electron
gun to produce the electron beam; a (superconducting) magnetic solenoid
to produce a (strong) magnetic field for compressing the electron beam to a
higher current density; a cryogenic system to maintain the superconduction
(if a superconducting magnetic solenoid is employed) and to produce the
needed ultrahigh vacuum in the trap region; drift tubes to produce a poten-
tial well for axial trapping of the ions and to supply the high voltage (relative
to the cathode of the electron gun) required to accelerate the electron beam to
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FIGURE 2.1
The main parts of an EBIS.

the needed high energy; the electron beam to provide radial trapping of ions
and at the same time to collide with atoms and ions to successively strip their
electrons and to excite them; an electron collector to collect the electrons after
they have finished their job; and an ion extraction assembly to remove the
HClISs from the trap region, to inject them into an accelerator, or to introduce
them to a collision chamber for other collision experiments. An EBIS is mainly
used as an ion source, and the ion intensity is the major concern. Hence a long
drift tube assembly (around 1 m) is most commonly chosen in EBIS design, as
the number of trapped ions and consequently extracted ions increases with
increasing drift tube length. Unfortunately, at the same time, the long drift
tube introduces plasma instability inside the trap region. These instabilities
in some sense prohibit getting very high charge states of the trapped ions.
Marrs et al., in developing their EBIT, shrank the trap region to only a few
centimeters, which made evaporation cooling more efficient and so effectively
solved the problem of plasma instabilities, hence removed many of the obsta-
cles hindering the production of extremely high charge states. On top of this,
they used a pair of superconducting Helmholtz coils instead of a solenoid to
produce a both high and uniform magnetic field inside the trap region. This
construction immediately made it possible to directly view the trap region
of the EBIT through observation ports on the central drift tube using various
diagnostic devises. This made EBIT not only an excellent source for HCIs, but
also an excellent light source. A sketch of the main parts of an EBIT is shown
in Figure 2.2.

2.2.1 Electron Gun

One of the most important parts in an EBIT is an electron gun. In many EBITs,
spherical concave cathode Pierce-type guns are used. Normally, it contains
a spherically concave cathode, a focus electrode, an anode, an exit electrode
(also called second anode), and bucking coils. The electric field between the
cathode and the anode extracts the electrons by providing them alongitudinal
velocity. The focus electrode is to correct the fringing effect of this field. The
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FIGURE 2.2
A sketch of the main parts of an EBIT.

exit electrode is to further adjust the electron beam for better quality. The main
part of the electron gun is usually shielded by soft iron from the main magnetic
field of the EBIT, and the bucking coils are to further offset the magnetic
field at the cathode, so as to get a more easily controllable electron beam. An
example is shown in the left-hand side lower inset in Figure 2.2, which is a
sketch of the electron gun employed at the Shanghai EBIT. In the Shanghai
EBIT, the cathode is a standard series barium tungsten dispenser cathode with
Sc coating, from HeatWave Labs, Inc. (http:/ /www.cathode.com). It works
at 950-1200°C to overcome the working function of the cathode surface for
emitting electrons. The perveance of the electron gun in the Shanghai EBIT is
around 0.45 A/ V32,

2.2.2 Drift Tube Assembly

The electron beam emitted by the gun is then accelerated by the high voltage
between the drift tub assembly and the cathode. When the electrons arrive
into the central drift tube region, they gain the kinetic energy required for
specific tasks. The drift tube assembly in an EBIT normally contains three
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sections, as shown in Figure 2.2. In some cases, when EBIT and EBIS are
combined, it could contain many sections. Bias voltages are applied on the
two end sections, making them more positive relative to the central one, so a
potential well is formed along the axis to trap positively charged ions. Radial
trapping of the ions is done by the electron beam space charge combined
with the axial strong magnetic field which will be described in Section 2.2.3.
So when an EBIT is working, positively charged ions are trapped in the central
drift tube, along the electron beam.

Normally the size of the ion cloud, also called the EBIT plasma, is lower
than 100 pm in diameter and few centimeters long.

2.2.3 Helmholtz Coils

The electron beam current density from an electron gun in an EBIT is usually
around a few amperes per cm?. However, it turns out that this is not enough as
all the reaction rates of ion electron collisions are proportional to the current
density instead of current only. So the electron beam is compressed by a strong
magnetic field provided by a pair of Helmholtz coils. A strong compression,
leading to an increase in the current density of three orders of magnitude
(in the central drift tube region), can be achieved by using superconducting
Helmholtz coils. The coils have to be designed carefully in order to get both a
strong and uniform magnetic field in the center of the central drift tube. The
magnetic field strength in that region is usually a few Tesla. As an example,
in the Shanghai EBIT, the Helmholtz coils are made from Cu:SC =1:1 super-
conducting wire from Oxford Instruments. The wires are fixed with a special
technique to protect against displacement through quenching of the magnetic
field. The highest field strength at the Shanghai EBIT could reach 5.5T. The
uniformity of the field along the electron beam is around 10~* within the cen-
ter trap region. The superconducting coils are immersed in a liquid helium
vessel which is shielded by two cryogenic screens, at 20 and 80 K, respectively,
refrigerated by a CVI CGR-511 2-stage refrigerator, to reduce the consumption
of liquid helium.

2.2.4 Electron Collector and lon or Atom/Molecule Injection

The electron collector in an EBIT collects the electrons after they pass the drift
tubes. Some EBITs also equipped with ion extraction assemblies to extractions
for collision studies, for retrapping, and so on. The left-hand side upper inset
in Figure 2.2 shows the structure of the electron collector in the Shanghai EBIT.
It contains a beam position monitor system, focusing and defocusing coils,
depressor electrodes, collecting electrodes, and extraction electrode (for ion
injection and extraction). The whole collector is magnetically shielded. The
beam monitor is to monitor the electron beam position, to ensure itis traveling
along the central axis of the EBIT system. The focusing coil is to make sure
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the electron beam can properly enter the collector assembly, the defocusing
coil is to help spread the electron beam onto the collecting electrode, and the
depressor electrode is to prevent second electrons (eject from the collector
caused by the electron beam hitting it) coming back to the drift tube region.
Gas injection, Knudson cell, metal vapor vacuum arc (MEVVA) ion source,
and sometimes laser ion source are used to inject atoms, molecules, or low-
charge ions into an EBIT. Low-charge ions are usually produced by MEVVA or
laser ion sources and introduced through the electron collector to the central
drift tube region, while neutral species are introduced through observation
ports on the central drift tube. After atoms or molecules are introduced into
the EBIT, which become positively charged ions as soon as they are hit by the
electron beam, and subsequently get trapped in the central drift tube. In the
Shanghai EBIT, there are eight observation ports on the central drift tube
to facilitate beam diagnostics, gas injection, and spectroscopy from visible
through VUV up to the hard x-ray region.

A more realistic drawing of the Shanghai EBIT is shown in Figure 2.3. For
high-energy EBITs, usually the electron collector and the electron gun are sit-
ting on a same high (negative)-voltage platform to reduce the electric power
consumption and hence to reduce the heat production. The drift tube assem-
bly is sitting on a separate high (positive)-voltage platform. The capability of
the high voltage difference between these two platforms roughly decides the
upper limit of the electron beam energy of an EBIT.

Let us now consider the requirements on the electron beam energy of an
EBIT. In principle, as long as the energy gained by the electrons, through
acceleration on their way from the electron gun cathode to the central drift
tube, exceeds the binding energy of the electron to be striped from an ion
(or atom), the ion (or atom) can be further ionized. In an atom or ion, inner
electrons are bound more tightly by the nuclear charge, and so need more
energy to getionized. The innermost shell is called K-shell (principal number
n = 1) in which only up to two electrons can coexist. The neighboring outer
shell is the L-shell (n = 2), in which up to eight electrons can exist and are
less tightly bound. Then from inside to outside, there are M, N, O, ... shells.
Along an isoelectronic sequence, electrons in the same shell are bound tighter
for heavier ions (with higher atomic number Z). So, with a higher energy
electron beam, the shell accessible for ionization gets deeper (in other words,
closer to the nucleus) or heavier ions along a given isoelectronic sequence can
be ionized. For example, when the electron beam energy exceeds the binding
energy of the only electron in a hydrogen atom, 13.6 eV, the H atom can be
ionized to become a bare nucleus. However, for a hydrogen-like uranium ion,
the ground-state binding energy of the electron is 131.82 keV. Only when the
electron beam energy exceeds 131.82 keV, does it become possible for bare U
to appear. However, it does not mean that with an electron beam energy of
132 keV, the trap will be full of bare U ions. Even with much higher energy,
say around 200 keV, only a few bare U were observed in the Livermore Super
EBIT. The reasons will be discussed in Section 2.3.
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FIGURE 2.3
A drawing of the Shanghai EBIT.

2.3 The Ions Trapped in an EBIT

When ions are trapped inside the central drift tube region of an EBIT, they
undergo various collisions with electrons, with ions, and with residual gas
atoms (or molecules). During collisions with electrons, they can be ionized
by direct and indirect ionizations, excited by direct and indirect excitations,
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and can capture electrons through resonant and nonresonant recombinations.
Ionization and excitation are similar processes; in the former case, electrons
are excited to continuous states, whereas in the later case to bound states.
Ionization contributes to increase the ion charge, while excitation does not.
However, recombination always lowers the ion charge. Although (cryogenic)
EBITs are run under very high vacuum, residual gas never totally disappears.
Collisions of the trapped ions with the residual gas atoms (or molecules) will
lead to charge exchange (CX), that is, the ions capture some loosely bound
electrons from the atoms (molecules). The CX cross-sections of HCIs are rather
large and hence very efficient in lowering the charge states. Even for modest
charge state, like Ar'®* the CX cross-section is about five orders of magnitude
higher than the electron impact ionization cross-section at around threshold.
The charge state distribution in the trap is determined by the competition of
the above-mentioned processes. To get very high charge states, high electron
beam energy is necessary, and at the same time it is important to suppress
CX processes by keeping the EBIT under a vacuum as high as possible. On
the other hand, to increase the electron beam density, so as to increase the
ionization rate, will also help.

During collisions with energetic electrons, ions are continuously heated.
When theions obtain sufficient kinetic energy to overcome the trapping poten-
tial, they will escape from the trap. The characteristic time for this process
depends on the depth of the trap, the electron beam energy and density, ion
species, and so on. The kinetic energy transferred from the electron beam
to the ions will be redistributed among the ions through ion—ion collisions.
The characteristic time for the redistribution is on the order of millisecond.
Based on this, evaporative cooling is realized to keep the trapped ions longer
before they get hot enough to escape. The trapping potential, which equals
to the trapping voltage multiplied by the ion charge, is different for differ-
ent charged ions. Higher charged ions are trapped more tightly, even with
the same bias on the drift tubes. Although higher charge states have higher
heating rates from the collisions with the energetic electron beam, they also
have higher collision rates with other ions to redistribute the obtained kinetic
energy. In a short while, lower charged ions will get enough kinetic energy
and escape from the trap carrying away the “heat” they acquired. If lower
charged ions are continuously supplied, they can continuously obtain “heat”
from higher charged ions and take the “heat” away. In this way, the trap can
be cooled down, and the higher charged ions can then accumulate “heat”
much slower and so stay inside the trap longer. This is the principle of evapo-
rative cooling. To realize this, light element atoms (molecules) are introduced
into the trap continuously, as soon as they collide with the electron beam and
become ionized, and they can cool the higher charged ions inside the trap in
the way described above. By virtue of this technique, it is possible to keep
HClIs trapped in an EBIT for a few hours.

A detailed understanding of the factors determining charge state distribu-
tions, ion temperatures, and so on in an EBIT device is very important in
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planning and understanding experiments. Adjusting operating parameters
such as electron beam energy, electron beam current, magnetic field strength,
axial trapping potential, injection density, and so on can be facilitated by such
an understanding. This requires considerable knowledge of the physical pro-
cesses taking place in the trap region of an EBIT. Taking into account the
processes of electron impact ionization, dielectronic recombination (DR), RR,
ion—atom collisions involving multiple CX (up to four-electron transfer), and
ion escape caused by too high kinetic energy, the rate equation controlling the
evolution of the ion density of a specific charge state in an EBIT trap can be
expressed as [19]
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where R, is the effective ionization rate from charge state g; to g;, R?%; the
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effective DR rate, R\, the effective RR rate, R the effective CX rate, R and
Ri*=< are, respectively, the axial and radial escape rates, and R:*" the source
rate caused by CX between ions with continually injected neutral atoms (of
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The effective rate for electron impact ionization is determined by the electron
impact ionization cross-section ¢i";,,, the geometrical electron ion overlap
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A semiempirical formula [20] can be employed to evaluate the ionization
cross-section from charge state g; to g;1:
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In which E, is the electron beam energy, ¢; the number of electrons in the jth
subshell, I; the binding energy, and a;;, b;;, c; are constants. The parameters a; =
45 x 107 % cm?eV?, b; = 0,and ¢; = 0 will lead to reasonably good results for
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ion charge states above 3, but two or three times underestimation is expected
for lower charge states [21]. The electron beam energy in EBIT is usually high

rion on
enough so that relativistic correction is needed 7%, | = &0, [22]:
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Here ¢ and t are the electron beam energy and target binding energy,
respectively, in units of the electron rest mass.

DR is a resonant process. In this process, a free electron is captured by an
ion, and at the same time a bound electron in the ion is promoted, forming a
multiply excited intermediate state situated above the autoionization thresh-
old. The process is finally completed by stabilization through emitting one or
more photons, so as to reduce the ion energy to below its ionization limit. DR
processes are generally labeled using an inverse Auger process notation. For
instance, a process in which an electron is captured, whereas a bound electron
is excited from the K-shell, results in an autoionization state in which one of
the two active electrons is in the L-shell, and the other in an 7 shell (n can be
L,M, N, O, etc.). This process is labeled as KLn DR. DR process only happens
when the excess energy in capturing the free electron matches the excitation
energy for promoting the bound electron in the ion. In an EBIT, the electron
beam energy is almost monochromatic with a small spread, and hence reso-
nant processes, such as DR, can be neglected basically. Such processes must
be considered specifically at the resonance energies.

In contrast, RR is a nonresonant process that can occur at any electron
energy. In this process, a free electron is captured by an ion, and the excess
energy is released by photon emission. The excess energy equals the sum of
the kinetic energy of the free electron and the ionization energy of the final
state of RR. The effective rate of this process in an EBIT plasma which can be
written as

R ]e o fle,i) 2.6)
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and the RR cross-section o®* can be described by a semiempirical formula
given by Kim and Pratt [23]:
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in which « is the fine structure constant, X, electron Compton wavelength,
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and

(nv)eff =n, + (1 - an) - 031 (210)

where Z is the atomic number, 1, the principal quantum number of the valence
shell of the recombined electron, and W, the number ratio of the unoccupied
states over the total states of the valence shell.

In all of the above-mentioned processes involving electron ion collisions,
the electron beam and ion cloud over lap factor f (¢, i) is a matter that needs to
be noticed. Very often it is assumed to be 1, which means that the ion cloud
and electron beam are 100% overlapped. But it is not true. Assume a radial
Boltzmann distribution for the ion cloud of charge state g;:

ni(r) = n;(0) exp (%) (2.11)

and a Gaussian shape for the electron beam radial distribution:

2
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1;(0) and 7.(0) denote the densities of the ion cloud and of the electron beam
along the central axis, respectively, and the potential function

o) = (1) + ¢i(r) (2.13)

accounts for radial trapping by both the electron beam space charge and radial
screening from ions closer to the beam center. Ignoring small variation along
the Z-axis, the overlap factor between the electron beam and ion cloud can
then be expressed as
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where L and r; are the length and radius of the drift tube, respectively.
The electron beam is not involved in the CX process in an EBIT. The effective
rate of the CX process is

RX
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in which n, is the density of the neutral atoms and v; the mean velocity of
the ions with charge g;. In the work done by Selberg et al. [24], semiempirical
scaling rules for transfer of a well-defined number of target electrons from
various target atoms were obtained, and a good agreement with experiments
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was seen. According to the scaling rule, the CX cross-section with r electron
transfer, for an ion of charge g; is

ox 27 x10P)gr

0, = 2.16
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where [; is the ionization potential (in eV) of the jth electron, N the number
of outer shell electrons, and the cross-section is given in unit of cm?.

Aswas mentioned above, the ions trapped in an EBIT are heated all the time
by the collisions with the electrons of the electron beam, and then distribute
the heat through collisions with other ions. Actually ion—ion collisions tend
to reduce the thermal difference among the ions. When the ions are thermally
energetic enough, they can overcome the trap potential and escape from the
trap. The escape rate can be described as [25]
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where V, is the trap depth and T; the temperature of the ions of charge state
g;- The total Coulomb collision rate is
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in which M; is the mass of the ion g; and In A;; the ion—ion Coulomb logarithm.
Now the overlap between the g; and g; ion clouds has to be considered. The
overlap factor is then
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Here 1,(0) and 7;(0) are the ion densities along the central axis, and ¢(r); and

¢(r); are the effective radial potentials experienced by the two ion species.
The ion temperature in an EBIT is determined by electron collision heat-

ing, energy exchange among ions, and ion escape. The rate equation for ion
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temperature evolution is then
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The contribution from electron heating [26] is
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in which the electron-ion Coulomb collision frequency is
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where 7, is the electron velocity, €, the permittivity of free space, g; is the ion
charge state, and In A; the electron—-ion Coulomb logarithm. The contribution
to the temperature evolution from collisions between the ions of charge states
g; and g; is [25]
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Escaping ions take away energy, which can be expressed [27] for both axial
and radial escape by
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with different potential expressions in w; for the two escapes. Here v; is the
total Coulomb collision rate described above in Equation 2.19.

Using the above formulas, the time evolution of charge state distribution
and ion temperature of the EBIT plasma can be calculated. The following is
an example of a calculation done for Dy ions in an EBIT trap when the electron
beam energy is 150 keV, the beam current 150 mA, the drift tubes are biased
to produce an axial trap of 300 eV in depth, and under a magnetic field of 3 T.
At time zero (when the trap was just closed), a certain amount of neutral Dy
atoms were sent into the EBIT trap in order to have an initial density of neutral
Dy of Np, = 10° cm ™. For the purpose of seeing how the coolant gas works,
Ne gas was injected continuously to keep a constant density of neutral Ne of
N, = 10* cm ™ in the EBIT. Figures 2.4 and 2.5 show the time evolution of the
charge state distributions of Dy and Ne ions, respectively. From Figure 2.4,
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FIGURE 2.4
The time evolution of the charge state distributions of Dy ions.

we can see that in the early stages, lower charge states are dominate, most
of them grow up with time at the beginning, and consequently decline when
higher charge states start growing up. Equilibrium establishes after the high-
est charge states have appeared. This is quite obvious, as electrons in an ion
are stripped sequentially by the electron beam, and it takes longer to strip
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FIGURE 2.5
The time evolution of the charge state distributions of Ne ions.



36 Handbook for Highly Charged Ion Spectroscopic Research

away a higher number of electrons and hence to reach the higher charge
states. With the condition described above, equilibrium is established about
30's after the trap is closed and at the equilibrium, charge state of 65+ is most
favorable, 64+ the second, 66+ is the highest charge state reached and also
the third favorable. We notice that when higher charge states increase, the
lower charge states decrease. This is because there is no more supply of Dy
atoms after time zero. This is not true for the Ne case shown in Figure 2.5.
Although lower charge states also appear earlier than higher charge states in
Figure 2.5, they do not decline with the appearance of the higher charge states.
Instead, they experience a relatively constant period and then increase again
until equilibrium is established. Higher charge states behave in a similar way
but with a time delay. For the higher charge state, more delay is seen. When
equilibrium is reached, all the charge states keep more or less constant with
the time. It is worth to notice that the Ne atoms are injected constantly. The
constant density of Ne ions means that the escape rate of the Ne ions should
balance the injection. For the equilibrium charge state distribution of Ne ions,
the most favorable charge state is 8+, the second and third favorable are 1+
and 2+, respectively, instead of 9+ or 7+. Bare Ne ions exist only as a small
(but not negligible) fraction. Favoritism of the lower charged Ne ions roots
from the constant injection of neutral Ne atoms, which leads constant pro-
duction of fresh low-charged Ne ions. Otherwise, with such a high electron
beam energy, one would expect that bare Ne ions would be the most probable
charge state.

In the time period between 1 and 10, there is a dip in the Ne'** ion density.
During this same time period, the drop off of the middle high-charge state
Dy ions is steeper than the drop off of the less highly charged Dy ions in
the time period earlier. The cooling effects of middle charge state ions to the
higher charge states should take the responsibility for the special behavior
in this time period. After this period, the cooling duty transfers to lower
charge states, mostly the singly charged Ne ions. This can be proven (see
Figure 2.6) by the equilibrium temperature of the Ne'* of 300 eV, same as the
trapping potential for Ne'*. Figure 2.6 shows the temperature evolution of
both Dy ions and Ne ions. We can see from Figure 2.6 that the equilibrium
temperatures of Ne" ions or Dy”* ions are all lower than g times 300eV or p
times 300 eV.

We can expect that the constant injection of neutral Ne atoms finally con-
tributes as a constant supply of Ne'* ions, and the constant escape of the Ne'*
ions takes away thermal energy at a constant rate from the EBIT trap, which
would balance the constant heat load from electron beam impact. So we can
expect a constant temperature of the ions inside the EBIT trap when the equi-
librium is reached. This is confirmed also by the results of the simulation
which are shown in Figure 2.6. Although the highly charged Dy ions have
higher temperatures, as shown in Figure 2.6, their trapping potential is also
higher. Thanks to the coolant activities of Ne'", highly charged Dy ions can
stay inside the EBIT trap for a long time.
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FIGURE 2.6
The temperature evolution of both Dy ions and Ne ions.

2.4 HCI Spectroscopy at EBITs

When ions are trapped in an EBIT, they undergo numerous collision pro-
cesses with electrons, with ions, and with atoms or molecules. Many of these
processes result in photon emission. By properly adjusting the electron beam
energy, electron beam current, magnetic field strength, and coolant density,
the charge states balance in the EBIT plasma can be controlled. By properly
tuning the electron beam energy, the excitation states of the ions in the EBIT
plasma can also be controlled to some degree. EBIT plasma usually has a
cylindrical shape, 2 cm long, and 70-100 pm in diameter being quite typical.
Hence the EBIT plasma is basically a line source, very suitable for grating
and crystal spectrometers for high-resolution spectroscopic studies. A sketch
of the setup for spectroscopic experiments at an EBIT is shown in Figure 2.7.
Spectrometers can either view the EBIT plasma directly or be coupled through
lenses or other focusing elements to the EBIT.

2.4.1 HCI Spectroscopy for Fundamental Physics

As EBIT can basically produce and trap ions of any charge states of any ele-
ments and is an ideal light source for spectroscopic studies of ions along
an isoelectronic sequence. Due to this property, one can access many inter-
esting physical phenomena. An isoelectronic sequence is a sequence of ions
with a similar electronic configuration, for example, along the H sequence,
we have H, He'*, Li*, Be**, B*, ..., U”'f,..., and for the He sequence He,
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FIGURE 2.7
A sketch of setup for spectroscopic experiments at an EBIT.

Li'*t, Be*", B, ..., U™, .... The physical processes giving contributions to
the final energy or lifetime of an atomic energy level evolve differently along
an isoelectronic sequence. Hence, the behavior of a physical quantity along
the sequence can often reveal the underlying physics. For example, along the
H sequence, the energy intervals between the main shells are proportional to
the square of the atomic numbers Z, whereas the energy intervals between
subshells inside a main shell are linearly proportional to Z. The spin-orbit
interaction, which arises from relativistic effects, is proportional to the fourth
power of Z and also the Lamb shift, which is a manifestation of quantum
electrodynamic (QED) effects, scales roughly with the fourth power of Z.
Hyperfine structure scales with the third power of Z, and so on. Table 2.1
lists the Z dependence for the probabilities of allowed and forbidden tran-
sitions [28], hyperfine interaction, QED effects, relativistic effects, and parity
violation effects along the H isoelectronic sequence. All the transition rates in
Table 2.1 increase as a function of the atomic number, and most of the forbid-
den transition rates increase faster than those of the allowed transitions (this
of course is embedded in the definition of allowed and forbidden transitions).
Hence, for very-highly charged ions, many forbidden transitions are compa-
rable in rates to allowed transitions or in some cases even exceed the rates
of allowed transitions. Different forbidden transitions are induced by differ-
ent physical effects. Spin forbidden transitions come from mixing of wave
functions of different spin states by the spin-orbit interaction. Parity violation
transitions come from the mixing of different parity wave functions by the
weak interaction arising from the small overlap of electron and nuclear wave
functions. Through spectroscopic studies of various forbidden transitions,
one can test theories of not only atomic physics, but also parity violation,
nuclear structure, and so on. Examples of spectroscopic studies of forbid-
den transitions at EBIT are shown in [29,30]. In the work of [29], magnetic
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TABLE 2.1

The Z-dependence of the Probabilities of Allowed
and Forbidden Transitions, Hyperfine Interaction,
QED Effects, Relativistic Effects and Parity Viola-
tion Effects along the H Isoelectronic Sequence

E1(An =0) z

E1(An #0) 74
M1 (An = 0) 7
M1 (An #0) 76
M1 (within fine structure) VAS
E2 (An = 0) z

E2 (An # 0) 76
E2 (within fine structure) ze
2E1 Z°
E1M1 Z°
Hyperfine splitting z3
QED effect A
ESO z4
Parity violation VA

dipole transitions of titanium-like xenon and barium ions were studied. The
transition was 3d* °D, — °D; within the ground configuration. In their exper-
iments, light emitted from the NIST EBIT was imaged by a pair of lenses to
the entrance slit of an f /3.5 Ebert scanning monochromator, and detected by
a blue sensitive photomultiplier. Their results show poor agreements with
ab initio calculations. In [30], magnetic dipole transitions of highly charged
argon and barium ions were studied using the Oxford EBIT. Light from the
Oxford EBIT was also imaged by a pair of lenses, but onto the entrance slit
of a 1m focal length, f/10 Monospek plane-grating spectrometer, a charge-
coupled device (CCD) was used as a detector instead of a photomultiplier.
The results for the same transitions of the same ions in [29,30] agree with each
other, with higher accuracies for the later measurements. Discrepancies with
theoretical predictions persist. Hence these measurements highlight the need
for improving calculations for many electron atoms.

QED effects have been stringently tested by ultrahigh precision spec-
troscopy for H atoms. However, higher-order effects start to become influ-
ential for heavier ions, giving significant contribution to the self-energy term
for Z > 40 [31]. With increasing Z, the overlap of electronic and nuclear wave
functions becomes substantial, and the electrostatic distribution of the nucleus
notonly affects the eigenvalues of the Dirac equation, but also has implications
for the Lamb shift. This contribution will exceed that from vacuum polariza-
tion for Z > 70 [32] and reach the same order of magnitude as the self-energy
term. These effects can only be studied through experiments using very heavy
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HClISs. There are many good works done on related aspects since the first EBIT
was set up in LLNL, the examples of which are shown in [33-35].

The hyperfine interaction has been mostly studied through its effect on spec-
tral line splitting. For Z > 50 H-like ions however, the ground-state splitting is
already large enough so that transitions among these levels fall into the range
suitable for very high-resolution spectroscopic studies, that is, the visible
region. Precise studies of hyperfine splitting can lead to important knowl-
edge concerning nuclear electric and magnetic distributions. These properties
are very important to not only nuclear physics, but also to a precise under-
standing of QED effects. EBIT is an excellent machine for performing such
studies, as can be seen in [36-38]. In [36], a direct measurement of the sponta-
neous emission due to hyperfine splitting of the ground state of hydrogen-like
1$5Ho%* was made, at the Super EBIT in LLNL. They measured the transition
between the F = 4 and F = 3 levels of the 1s 2S5, , of "*Ho®" ions. The transi-
tion wavelength is around 5726 A, in the visible range, so they used a prism
spectrograph instead of a monochromator for higher efficiency, directly view-
ing the EBIT plasma at an electron beam energy of 132 keV and a current of
285mA. Holmium was introduced into the EBIT via low-charge states Ho
ions produced by an MEVVA source. They employed a CCD to record the
photons after wavelength dispersion by the prism spectrograph. Their work
leads to a renewed nuclear dipole magnetic moment for the 'Ho nuclide.
Using the same apparatus, the same group obtained the nuclear magnetiza-
tion distribution radii of " Re and " Re nuclides, by studying the F = 3 to
F = 2 hyperfine transitions in the 1s ground states of the two isotopes [37].
They found that these radii are substantially larger than their nuclear charge
distribution radii.

Also the finite overlap of the wave functions of electrons and the atomic
nucleus couples the states of the inner-shell electrons and nuclear particles,
which can influence the rates of nuclear decays or even induce unexpected
decay channels. A successful example of such a study can be seen in the work
by Jung et al. at GSI [39]. Here the totally forbidden  decay of the neutral
1Dy atom to '“"Ho was observed with bare Dy ions.

2.4.2 EBIT-Based Spectroscopy in Assisting Plasma Diagnostics

Many laboratory and astrophysical plasmas involve a Maxwell-Boltzmann
energy distribution of electrons colliding with an ensemble of ions. To under-
stand the behavior of plasmas from their emission spectra needs accurate
electron—ion collision rate coefficients, which include cross-sections for vari-
ous processes, such as excitations, ionizations, recombinations, and so on. The
cross-sections are needed in the whole energy range at a certain plasma tem-
peratures. Theoretical calculations need to make approximations in almost
all the cases and may not always lead to accurate results. Experimental stud-
ies using laboratory plasma sources, such as laser plasmas, tokamaks, and 6
pinch devices, often suffer from limited accuracies caused by complications
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such as density effects, radiative transfer, ion abundance, field gradients
and temperature effects, and so on, and the combinations of all these effects
simultaneously.

At LLNL, a special setup was devised to simulate a Maxwell-Boltzmann
electron distribution for clean and optically thin EBIT plasmas, in order to
study collisions between ions of specific charge states with electrons of a
Maxwell-Boltzmann energy distribution [40]. In their work, they developed
a system to sweep the electron beam, in energy and current as a function of
time, to simulate conditions in hot plasma. The current is swept to keep the
electron density constant during the energy sweep, so as to keep the same
effect of the space charge distribution. While the energy sweeping is done by
converting the number distribution to time distribution, for example, for a
higher number fraction at a given energy the time duration in sweeping was
set to a longer value according to a Maxwell-Boltzmann distribution. The
energy sweep covered the majority of the energy range of the electrons at a
given temperature, with a minimum and a maximum energy cut off according
to their EBIT operation conditions. Because EBIT operating parameters can be
easily changed, a wide range of temperatures can be simulated. Ion density
effects are generally unimportant, as the EBIT plasma is usually optically thin.
By measuring the emitted photons at the same time as sweeping electron
beam energy and current, they could automatically integrate the collision
cross-sections with the desired electron energy distribution. The observed
properties of ions in such experiments are directly dependent on the relevant
rate coefficients [40].

The spectroscopy of HCls, in particular, He-like and Li-like ions, is very
useful for plasma diagnostics. Their spectra show, in addition to the strong res-
onance lines, numerous satellites which are produced by DRs and inner-shell
excitations. Since the intensity ratios between the resonance lines and their
dielectronic satellites depend only on the electron energy distribution, they
are sensitive measures of electron temperature. The intensity ratios between
the resonance lines and their inner-shell excited satellites are proportional
to the relative density of the neighboring charge states. These satellites then
provide information of charge balance and impurity ion transport. From the
experimental point of view, the satellite spectra of He-like ions of medium Z
elements are very attractive, because the separation between the resonance
line and satellites are sufficiently large to allow for clean identifications. At
the same time, the wavelength range of the spectrum is small enough, so
that the sensitivity of the instrument is constant over the entire range. The
measurements of the satellites-to-resonance line ratios are therefore reliable.

In a work done at TEXTOR-94 [41], satellite spectra of He-like Ar from a
discharge with auxiliary heating by neutral-beam injection was measured,
as shown in Figure 2 in [41]. In that work, the intensity ratio of the line q,
from the Li-like 15?25 2S,,, — 152s2p 2P, , transition, over the line w, from the
He-like 1s* 'S, — 1s2p ' P, transition, was used to deduce the charge state ratio
of Ar®"/Ar'*", believing that the satellite line q was produced by impact



42 Handbook for Highly Charged Ion Spectroscopic Research

excitation of the ground state of Li-like Ar 15?25 %S, ,. However, the result was
about four times higher than theoretical predictions. A few years later, the
n = 2 — 1 spectral emission pattern of He-like Ar, together with the associated
satellite emissions, was studied using high-resolution x-ray spectroscopy at
the Berlin EBIT [42]. In the work [42], a mono-energetic electron beam was
sweptin energy between 1.9 and 3.9 keV (from below the resonance energy for
dielectronic satellites to above the direct excitation threshold for n =1 — 2),
and spectra were recorded at each electron beam energy. In this way, the
satellites caused by dielectronic resonance are separated from those caused by
direct excitations, as they happen at different electron energies. Their results
showed that the line q could be caused by both direct excitation of the ground-
state Li-like Ar 1s?2s 25, ), and by DR of the ground-state He-like Ar 1s* 'S,
This questions the applicability of using the q/w line ratio to deduce the
corresponding charge state ratio, that is, Li-like /He-like, directly.

X-ray emissions from He- and Li-like Ar ions are also used in diagnos-
tics for inertial confinement fusion plasmas. Ar is usually added as a dopant
to the fuel. The electron temperature is deduced from the intensity ratio of
the transitions between n = 3 and 1 levels of H-like and He-like Ar, Iy /Ii1ep,
while the density is derived from Stark broadening of the K; line. But the
satellites from Li-like 1s3[nl’ — 1s*nl’ transitions could distort the profile of
the K; line. They can cause asymmetry of the line profile and broadening of
the line width. This would mislead the temperature and density interpreta-
tion, if the satellite contributions were not properly taken into account. These
contributions were usually estimated by theoretical models, with only the
n = 2 and 3 satellites being taken into consideration [43,44]. In 1995, the con-
tributions of higher-n satellites to the Ky line of He-like Ar were measured
[45], using a high-resolution crystal spectrometer to analyze the x-ray emis-
sion of the Ar ions trapped and excited in the LLNL EBIT. The electron beam
energy was swept to hit the KLM, KMM, KMN, and KMO dielectronic reso-
nances, as well as through the excitation threshold of n = 1 — 3. Their results
showed that the resonance strength of n = 4 satellites was larger than that of
n = 3, while the resonance strength of n = 5 was nearly equal to that of n = 3.
This means that the contribution of the satellites from n > 4 was considerably
larger than expected from standard scaling procedure. This result has lead to
reassessment of line profile calculations of the He-like K; line used in density
diagnostics in laser fusion.

DR is an important process in high-temperature plasmas. It affects the
charge state balance and energy-level populations as well as the plasma tem-
perature. As mentioned above, resolvable satellite lines caused by DR are
often used for electron temperature determinations, whereas unresolvable
satellite lines disturb the determination of line shape, line intensity, and line
position, consequently corrupting the determination of temperature, density,
and ion movement in plasmas. Therefore, whether the influence of DR being
good or bad to plasmas, it plays an important role. Its occurrence strength
is vital for accurate modeling of high-temperature plasmas. DR studies are
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also important for testing atomic structure and atomic collision theories since
such resonances carry information on QED, relativistic effects, electron corre-
lations, and so on. There are many experiments done at EBITs for DR studies,
including resonance strengths and resonance energies of various ion species.
Examples are shown in [46-55]. In the work [53-55], resonance strengths and
energies were studied for KLL DR of He-like up to O-like Xe ions at Shanghai
EBIT. A schematic drawing of the experimental setup is shown in Figure 2.8.

In these experiments, the electron beam was compressed to a diameter (full-
width at half-maximum) of 70 pm, under a magnetic field of 2-3 T. The energy
of the electron beam was scanned through the KLL resonances, in the range
19.5-23.8 keV. During the experiments, Xe gas was continuously injected and
the x-rays from the ion cloud in the EBIT were detected by a high-purity Ge
detector in a direction perpendicular to the electron beam. By recording the
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FIGURE 2.8
Schematic drawing of the experimental setup used in studying DR.
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x-ray spectrum at each step of electron beam energy, two-dimensional spectra
were obtained. An example is shown in Figure 2.9. This kind of spectrum is
also called scatter plot, with the x-axis for electron beam energy, y-axis for
photon energy (vice versa), and color shade depicts the intensity. The bright
sports in Figure 2.9 show the events of KLL DR processes of He-like, Li-like,
... to O-like Xe ions. The rather uniform events in the inclined lines are from
RR processes to the Xe ions, from the up most inclined line to lower, they are
RRton =2,3,4,....Itis not difficult to understand that the photon energy
gets lower and the energy spread gets narrower for RR to higher n orbitals (n
is the principal quantum number), and the energy interval between the RR
to the neighboring orbitals also gets smaller for higher 7, because the photon
energy from an RR equals the kinetic energy of the free electron recombined,
plus the ionization energy of the final state of the corresponding RR process.
Projecting the events in a scatter plot onto its photon energy axis will lead to
a photon emission spectrum, whereas projecting to the electron energy axis
will lead to a spectrum of excitation function. By properly analyzing these
spectra, the relevant DR strengths and energies can be obtained.

In the experiments in [53,54], the electron beam energy was scanned very
slowly, in the so-called steady-state mode. This way, the EBIT plasma can reach
equilibrium at each step of electron beam energy. This is good for resonance
energy measurements, as EBIT is a complicated system, and an RC delay is
not avoidable. The steady-state measurements [54], with the help of the high-
precision high-stability high-voltage deviders developed in [56], lead to very
high precisions of the DR resonance energy determinations, at an average
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FIGURE 2.9
An x-ray scatter plot of Xe ions in the electron beam energy range 20-22.4 keV.
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of 0.03%. But in the steady-state mode, one has less control over the charge
states of the ions in the EBIT plasma. In fact, the charge state balance changes
when scanning through a DR resonance in the steady-state mode, as the ions
have enough time to recombine in a significant number. This fact makes the
data analysis extremely complicated and introduces more uncertainties in
deducing the DR strengths. A typical uncertainty in DR strengths determina-
tion of the middle high Z ions, using a steady-state mode as shown in [53]
is around 20%. To improve the precision in DR strength determination, work
[55] used a fast scan technique. The timing scheme employed in [55] started
with 4s charge breeding time (cooking time) at the electron beam energy
of 23.0keV, to obtain the desired charge state distribution (see Figure 2.10).
The beam energy was then ramped linearly down through the KLL DR res-
onances to 19.8keV and back up in 25ms. The beam energy was then kept
at 23.0keV for another 75 ms before the next ramping in order to maintain
the charge state distribution. After 80 ramping-maintaining circles, the trap
was dumped to prevent accumulation of other heavy ions, such as tungsten
and barium, which could be sputtered from the cathode of the electron
gun and make their way into the trap. The trap was then refilled with fresh
ions and another cooking-ramping-maintaining circle was started. The x-ray
energy, electron beam energy, and the time were all recorded simultaneously,
event by event. In this way, the charge state distribution basically remained
constant during the measurements, only 1.5% change for the highest reso-
nance (the worst case) according to the estimation in [55]. This work lead
to an average precision of 9% in the DR strength determination, improved
obviously from the results in [53].

In the past few decades, EBITs have been producing definite values of elec-
tron impact excitation, ionization, and resonance excitation cross-sections,
as well as dielectronic resonance strengths. Some results have demonstrated
shortcomings of theoretical data. For example, systematic measurements of
n = 3to1line emission from He-likeions at the LLNL EBIT [57] showed signif-
icant disagreement between the measured and the calculated ratios of the 1s3p
*P; — 15215y intercombination and the 1s3p*P; — 1s*'S, resonance lines for low
and medium Z ions. In [56], systematic disagreement was also reported for the
measured and the calculated ratios of the 2p°3d °D; — 2p° 'S, intercombination

T=120s

40s |25 mS' 75 ms i 23.0 keV

19.8 keV

FIGURE 2.10
The timing scheme for fast scan in the DR strength measurements in [55].
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and 2p°3d 'P, — 2p° 'S, resonance lines in the Ne isoelectronic sequence. On
top of these, EBIT spectroscopy has been used for disentangling the emissions
from tokamak plasmas, as shown in [58].

EBIT spectroscopy is a useful tool for producing accurate data to test theo-
ries of fundamental physics, for disentangling plasma processes and assisting
plasma diagnostics.
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3.1 Introduction

The term “spectrometer” refers to any energy-resolving instrument; however,
in this chapter we will concentrate on photon energy-resolving instruments
or, to be more specific, wavelength-dispersive instruments. The basic theme
of this chapter concerns techniques for the study of highly charged ions
(HCIs), and one aspect of this should be their spectra. Spectra from HCls
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can cover very large ranges in photon energy, or wavelength, that is, from
over 100 keV photons for H-like resonance lines in very-highly charged ions
to less than 1 eV photons for hyperfine transitions. For example, the 1s hyper-
fine splitting gives a transition at 3858.2260 & 0.30 A (3.2eV) in 2®TI*+ [1],
whereas the 1s to 2p resonance transitions have energies more than 90 keV
(simple Z scaling). Another example is provided by transitions in highly
ionized iron. The resonance transitions in He-like iron, Fe XXV (from n = 2
to n = 1), occur in the x-ray region, at 1.85A, or 6.7keV. These lines have
been observed in solar flares and in tokamaks [2]. In Al-like Fe XIV, there
is a forbidden M1 transition within the 3s?3p?P ground term, a strong line
in the solar corona, at 5303 A. Already in 1945, Edlén [3] had identified 23
such corona lines, in highly charged Ar, Ca, Fe, and Ni, with wavelengths
ranging from 3328 to 10,797 A. The unit A is not an official SI unit but is
named after the Swedish physicist Angstrém and is equal to 107" m, that is,
0.1nm.

Excited energy levels in an HCI, A?*, decay by electronic transitions, result-
ing in the emission of electromagnetic radiation. However, nonradiative
transitions to the ground state, or to some excited state in the next ion A@*V*
by electron emission, are sometimes also energetically possible. To determine
excitation energies and energy differences in ions, both photon and electron
spectroscopies are therefore applicable. In this chapter, the emphasis is placed,
as said above, on photon spectroscopy of multiply ionized atoms. This is often
called classical spectroscopy, which may sound a bit old-fashioned. However,
it can often be the only possible way for experimental studies of spectra and
structures of HClISs, for instance, when investigating solar and stellar spectra
or hot thermonuclear fusion plasmas.

As the energy, and so the wavelength, region covers a very large range,
a variety of spectrographs and spectrometers will be needed. For instance,
in He-like boron, B 1V, 141 spectral lines have been observed between 43
and 4813 A [4]. In a famous and pioneering paper, Edlén and Swings [5]
studied the Fe III spectrum between 500 and 6500 A and observed 1500
spectral lines in this region. They classified all these lines which resulted
in 320 new energy levels for Fe III, which are of great importance in
astrophysics.

It will be seen in the following that a number of optical techniques will
be needed to cover such large ranges in photon energies. Basically, three
wavelength regions can be defined where different techniques must be used.
They are (i) from infrared down to about 1850 A, (ii) 1850 A down to around
10 A, and (iii) below 10 A. Each of these regions and their peculiarities will be
discussed below.

Before discussing the three regions defined above, a few general remarks
about photon spectrometers and other instruments used in photon spec-
troscopy are called for.
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3.2 General about Spectroscopic Instruments

The group of the so-called classical spectroscopic instruments can be divided
between those with prisms and those with gratings. Of these, the latter are
dominant, especially when HCIs are being studied because of their limited
useful wavelength region for prism-based instruments. There are also sev-
eral types of interferometers, often used in the so-called Fourier transform
spectroscopy. Such instruments are very important for accurate atomic and
molecular studies, but so far have seen limited applications in the case of
multiply ionized atoms.

For the instruments to be discussed here, we can distinguish some special
chief outlines. In a typical spectrometer, the light to be studied enters the
instrument through an entrance slit in the focal plane of a spherical mirror or
grating. In the case of the mirror, the divergent bundle of light will be made
parallel by the collimator lens or spherical mirror and sent to a grating as
dispersing element and then to a focusing mirror which forms an image of
the entrance slit in the focal plane. The rays leave the grating with angles
which depend on the wavelengths, and hence the position of the image of the
entrance slit is a function x()) of the wavelength.

Photographic emulsion was the dominating detector for spectroscopic
instruments for many years. It has several good properties thanks to which
it can still be used. Among the good properties are the integrating capability,
the two-dimensional registration with high resolution, storage of the signal
directly in the detector with high information density, and practically unlim-
ited storage time. The data storage capacity of a photographic plate should
not be mocked. Twenty years ago, or so, data were recorded on 9in. floppy
discs but who can read such things now! Among the disadvantages, the most
serious one is the highly nonlinear response to light intensity. Moreover, the
sensitivity is lower than that for photoelectrical detection and the emulsions
are not generally sensitive to single-photon events. This method of photon
detection misses any time variation of the light intensity, and photographic
emulsion can thus be described as a detector of illumination. Photographic
plates have been almost exclusively replaced by either micro-channel plates
(MCPs), detectors (see Chapter 6), or charge-coupled device (CCD)-based
detectors (see Chapter 5).

There are several designations and names for spectroscopic instruments
which are sometimes used without any accurate distinction. A spectrograph
usually means an instrument with a photographic plate in the spectral image
plane, sometimes recording a large range of wavelengths simultaneously.
Nowadays, photographic plates are often replaced by electronic array detec-
tors as mentioned in the previous paragraph. The term “monochromator”
means that a single-exit slit is used to select a spectral line or a narrow
spectral band. We can also have a scanning monochromator, by rotating the
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disperser (for instance, a grating) which can thus also be called as a scanning
spectrometer.

Spectroscopic instruments for different wavelength ranges are constructed
according to different principles. Thus, spectrographs for photographic
registration can only be used for wavelengths below 11,000 A. Furthermore,
because of reduced reflectivity, at low angles of incidence, for all materials and
for wavelengths shorter than 1000-1500 A (see Figure 3.1), reflections should
usually be minimal, that is, only one. Below 300 A, one really must apply
grazing incidence methods for this single reflection as the reflectivity for all
materials increases with the incidence angle. Readers may demonstrate this
to themselves using the XOP software [6]. XOP is a freely downloadable set of
software which performs the calculation of the reflectivity of many materials
as a function of incidence angle, photon energy, surface roughness, and so on.
Because of transmission problems, it is also necessary to eliminate air (and
thus measure in vacuum) when radiation below 2000 A is observed, that is,
the vacuum UV region. Figure 3.2 shows an example calculated using XOP.
It is for the reflection of 1000 A photons from a gold surface as a function of
angle (given in milliradians) and measured from the surface (i.e., not from
the normal). The surface is assumed to be perfectly smooth, but roughness
can be dealt with by the software.

Reflectivity of coatings
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FIGURE 3.1

Reflectivity for a number of common mirror coatings as a function of wavelength (jum) at normal
incidence, that s, light incident along (or close to the normal of the optical component). (Courtesy
of McPherson Inc., Massachusetts, USA [7].)
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Material: Au energy: 12.4000 eV; rough rms = 0.000000 A
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FIGURE 3.2

Reflection of 1000 A photons from a gold surface as a function of angle (given in milliradians)
and measured from the surface (i.e., not from the normal). The surface is assumed to be perfectly
smooth in this case.

Not only does the wavelength region influence the construction of a spec-
troscopic instrument, but also the width of the region in which one would
like to work with a certain instrument. Those who want to study the hyper-
fine structure of a certain spectral line will often select a laser spectroscopic
method. For term analysis, where many spectral lines are needed, a variety
of instruments may be required. Out of interest, the region below 1850 A and
down to around 100 A is often called the vacuum ultraviolet region. There are
three underlying reasons for this change at around 1850 A: (i) the absorption
of quartz, (ii) the absorption of oxygen, and (iii) more of historic interest, the
absorption of the gelatin in standard photographic plates.

3.3 Diffraction Gratings

With the exception of interferometers, almost all spectroscopic instruments
use reflective gratings as the dispersive element. However, the first grat-
ings to be produced were of the transmission type and were constructed
by the American astronomer D. Rittenhouse in 1785. Rittenhouse (1732-
1796) was viewing a distant light source through a fine silk handkerchief.
He then made up a square of parallel hairs and found that red light was bent
more than blue light. In the early nineteenth century, the German physicist
Joseph von Fraunhofer (1787-1826) discovered the dark lines in the Sun’s
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spectrum, now known as Fraunhofer lines. He was also the first scientist
to extensively use diffraction gratings, which he himself made on glass or
metal surfaces. It is considered that his work set the stage for the develop-
ment of spectroscopy. Somewhat more modern diffraction gratings were first
developed by the American physicist Henry A. Rowland (1848-1901). He also
invented the concave grating, which could replace prisms and plane gratings
and revolutionized spectrum analysis. Around 1882, he managed to construct
a machine which could engrave as many as 20,000 lines/in. (785 lines/mm)
for diffraction gratings. He then ruled on spherical concave surfaces, thus
eliminating the need for additional lenses and mirrors in spectrometers and
used them to develop exact spectrometry. Later developments were made at
the Massachusetts Institute of Technology (MIT) and also by the company
Bausch and Lomb and others [8].

From 1965, a new technique of grating production has been developed. This
is the holographic method, which produces gratings by recording interference
fringes on photosensitive materials. This procedure results in the grove spac-
ing being absolutely constant, and the gratings are therefore free of ghosts.
The efficiency is, however, lower than that of ruled gratings.

From the mid-1980s, a new form of diffraction grating became available, the
so-called aberration-corrected flat-field grating. These were originally pro-
duced by Hamamatsu using a mechanical ruling device but more recently
have been manufactured using holographic techniques, for example, those
produced by Jobin Yvon [9]. Note that Yvon, along with a number of other
companies, provided excellent online guides and details of grating design,
use, and technology.

3.4 Spectrometer Slits

Before discussing the effect of slits on the performance of a spectroscopic
instrument, it is interesting to think about why spectral features are most
often lines.

A line is called a line just because it is the line-shaped image of the line-
shaped slit in the focal plane of the spectrometer. And that is how it looked
on a photographic plate. It is interesting to notice how things change with
time. For some time, and in almost all “modern” instruments, a spectral line
was just the photon or light intensity distribution as a function of wave-
length. But currently, most instruments use CCDs or other imaging detectors,
so now the lines look like lines again, in the original sense. One can also ask
whether other shapes for the entrance aperture could be used. Newton used a
circular opening in his first prism experiment, but as soon as one thinks of try-
ing to separate spectral features, like, for example, Fraunhofer did, then you
need the smallest possible extension of the input aperture in the dispersion
direction. But it does not matter if the aperture is wide in the perpendicular
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direction. A very small dot would be difficult to see directly with the eye in the
early instruments and also later when photographic plates began to be used.
However, circular apertures are fine for use in combination with CCD detec-
tors, except now lines become spots. The use of circular apertures has great
implications, for example, in the design of echelle-based spectrometers (see
Section 3.7.2).

3.5 Entrance Slit

Whether a spectrometer has two slits or one is depending on whether it is
designed to be a monochromator or a spectrograph. In either case, the width
of the slit (or slits) plays an important role in defining the characteristics of the
instrument. The most obvious function is that the entrance slit will limit the
amount of light, not only intensity but more importantly angular direction,
entering the spectrometer.

The width of the entrance slit may also be the defining factor for the resolu-
tion of the spectrometer. Basically, the optics in a spectrometer is designed to
image the entrance slit, usually in a one-to-one manner on the spectral image
plane. If the width of the slit is smaller than the diffraction limited image
of the optics, then the slit does not define the resolution and the resolution
will be diffraction-limited. If the width of the entrance slit is greater than the
diffraction-limited image, then the resolution is defined by the width of the
entrance slit.

The instrument profile of a spectrograph is given by the convolution of the
slit function and the diffraction profile defined by the aperture of the disper-
sive element (grating). In the case of a monochromator, the instrument profile
must include the exit slit function as part of the convolution. Although the
role of exit slits has been greatly reduced in recent years, due to the increasing
use of multichannel detection techniques, it is still useful to look at the role of
an exit slit. One of the roles of an exit slit is to limit the amount of light falling
onto the detector, in the case of single-channel detection. A little argument
will show that the optimal width of the exit slit is exactly the same width as
the entrance slit.

First consider the case where diffraction can be ignored and look at the
influence of the entrance and exit slits. If we assume that the entrance slit has
a width g, and luminance (see below for a definition) B, then we can describe
the slit as a rectangle. We can also assume that the exit slit can be defined by a
width 4, and a transmission =1 over the slit width and 0 outside. If we ignore
diffraction and aberration, then the convolution can be seen as a scanning of
the exit slit over the entrance slit. Hence the flow of light onto a detector will be
proportional to the total area presented by the two slits and this area changes
during the scanning (convolution). There are two situations to consider: (i)
the entrance slit is narrower than the exit slit, and (ii) the entrance slit is the
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broadest. However, the optimal appears when 4, = a, and where the slits lead
to a triangular instrument profile.

Luminance describes the amount of light that passes through or is emitted
from a particular area, and falls within a given solid angle. It is an invariant in
geometrical optics, that is, if a light bundle is hard focused, then it will appear
as though the spotisbrighter, but the solid angle will also be larger, so the lumi-
nance in constant (except for absorption at lenses, etc.). This is an important
concept in optics and is similar to the idea of emittance in ion beam optics.

3.6 Aberrations

No discussion of spectrometers would be complete without a mention of aber-
rations, as in the end it is often these that limit resolution or light collection.
The easiest way to approach aberration studies for a particular instrument
is through ray tracing. Here free downloadable software such as Zmax or
Shadow can be used. The most common aberrations when discussing spec-
trometers are spherical aberration and astigmatism. Below we will discuss
these aberrations from Seidel theory. The basis of this is to take the next higher-
order approximation to the theory of geometrical optics. Geometrical optics,
or Gaussian theory of image formation, works in the region when the so-
called paraxial rays are considered, that is, sina = tan a = a. The next order
of approximation is given by letting sina = a — o’/3! and tana = o + o’ /3!
Doing this allows the construction of a third-order theory of image forma-
tion which takes into account nonparaxial rays. The deviations from perfect
imaging will be the Seidel aberrations, of which spherical aberration and
astigmatism are just two of the terms. There are five Seidel terms, each rep-
resenting a different form of aberration and each term is a complex function
of the position in the object and image planes, the radius of curvature of the
optical element, and also the refractive index (if needed). The five Seidel terms
were first defined and developed in the original article by Seidel in 1856 [10].
Spherical aberration refers to the fact that even light from an infinitely distant
object will not be focused to a point by a spherical mirror. This is caused by
the fact that light rays are reflected with a larger angle by the outer parts of a
mirror compared to those from the inner mirror region.

Like all aberrations, this is best studied using ray-tracing techniques. How-
ever, an interesting measure of the importance of spherical aberration is the
circle of least confusion. Here, a comparison can be made between the size of
the circle of least confusion and the size of the image due to diffraction. This
can be done by comparing the two terms below:

Asy = 1?/8f2, which gives the size of the circle of least confusion and
Agr = N\ /2h, which gives the diffraction-limited image size.
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Here, h is the height of the light rays from the optical axis (i.e., the mirror
radius), f the focal length, and X the wavelength.

As an example, a mirror with f =3m and & = 6.5cm gives Agy = 4pm,
whereas a mirror with the same radius but f = 1.5m has Asy = 16 um. For
5000 A wavelength photons, the values of Ay are 12.5 and 6 um for the 3
and 1.5m mirrors, respectively. Hence the spatial resolution of the 3 m mir-
ror is limited by diffraction, whereas for the 1.5m mirror it is by spherical
aberration.

Another aberration that should be mentioned as of importance to spectrom-
eter is astigmatism. Astigmatism leads to a point object not being imaged as
a point. There will be two positions where the image will be a straight line
and the lines are perpendicular to each other. The distance between the two
focus positions is given by the Seidel theory as hy?, where y is the distance
of the object from the optical axis. This aberration limits the useful height
of spectrometer entrance slits, for example. Seidel theory was developed for
normal, or close to normal incidence. The size of most aberrations increase
as a function of the incidence angle, which is particularly true for astigma-
tism. Grazing incidence spectrometers are very limited in both entrance slit
height and grating width by aberrations. For a full discussion of this, see
the work of Mack et al. [11]. In particular, astigmatism will limit the use-
ful grating size and hence the light collection angle for very high incidence
angles. This has to be weighted against the increase in reflectivity as a func-
tion of incidence angle for wavelengths below 1000-1500 A when choosing
spectrometer geometry (see Section 3.8). Before leaving this short discussion
on aberrations, we should mention coma. This aberration comes about when
imaging a point that does not lie on the optical axis. The importance of coma
can be judged by the Seidel expression h*y, where h and y are as above. Coma
is particularly irritating in spectroscopic instruments because it will lead to
asymmetric line shapes and all the problems incorporated with this. A full
account of aberrations and their influence on optical systems can be found
in the book by Welford [12]. As mentioned a number of times in this chapter,
the way to estimate the importance of aberrations on the performance of an
optical instrument is through ray-tracing.

3.7 Plane Grating Mounts

In spectrometers that employ plane gratings, the grating only performs the
task of dispersing the light depending on wavelength. Focusing, and so on
is done by auxiliary optical components. Hence wavelength dispersion and
focusing can be optimized independently and this leads to plane grating
spectrometers usually having higher light gathering properties. Plane grating
spectrometers are usually more flexible than instruments using curved grat-
ings as the grating can be changed without changing the optical properties.
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Hence, it is often recommended to use plane grating instruments whenever
it is possible. A number of mountings for plane gratings exist and some will
be discussed below.

3.7.1 Czerny-Turner Mounting

One of the biggest advantages of this mounting is that coma can be totally
eliminated, at least in the meridian plane.

The basic optics of this instrument is quite straightforward and it is rela-
tively easy to understand how coma can be eliminated. The coma introduced
by the collimating mirror, C, is equal and opposite in sign to that introduced
by the focusing mirror, E (see Figure 3.3).

There are other mounts for plane gratings, for example, the Ebert and Eagle
mounting, which can be described in the book by Samson and Ederer [13].

3.7.2 Echelle Mounting

Inrecent years, echelle gratings have become more popular in the construction
of spectroscopic instruments. The main reasons for this are the developments
in two-dimensional photon detectors such as MCPs and CCD-based detectors.
An echelle grating acts more like an interferometer than a grating and works
in a very high order of diffraction (see Figure 3.4).

Although echelle gratings offer very high wavelength dispersion, they give
rise to very low divergence. Hence the most common way to use echelle
gratings is with a cross-disperser, which can be either a grating or prism.
For work below, the transmission cut-off of quartz at about 1850 A gratings
must be used. An interesting solution for an echelle cross-disperser geom-
etry was given in 1958 by Harrison [8]. In Section 3.8, we will develop the
idea of the Rowland circle. However, there is a second solution to the imag-
ing properties of concave gratings, the so-called Wadsworth solution. This

FIGURE 3.3
This shows one of the schemes for using a plane grating, the so-called CzernyTurner mounting.
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FIGURE 3.4
This shows the operation of an echelle grating. GN is the grating normal, FN the face normal,
and d is the groove spacing.

geometry is very suited to work with an echelle grating. As will be shown
in the section below, this solution requires the object to be at an infinite dis-
tance from the grating and the spectrum will be imaged along the direction of
p (diffraction angle) =0 and on a curved surface given as v = R/(1 4 cosa),
where R is the radius of curvature of the grating and « the angle of inci-
dence. The mounting of an echelle grating requires parallel light impinging
on the grating from an angle. The reflected and dispersed light will also
be a parallel beam, hence the match with the Wadsworth mounting of the
cross-disperser. The final spectrum will be two-dimensional with the cross-
disperser throwing the different orders from the echelle ideally by just the
height of the entrance slit. An example of such an instrument is described in
the following section.

As we will see in the following section, the development of the focusing
properties of a concave grating led to a number of conditions that must be
tulfilled. One being the grating equation which tells in which direction a given
wavelength will be focused, but not where. The following equation tells where
the light at a given wavelength will be focused:

cosa 1 cosp 1
cosoc( . R)—i—cosB( p” R>_O,
where 7 is the object distance, 7 the image distance, and R the radius of
curvature.

One solution is to let the light source be at an infinite distance, that is,
r = 0o, which is the same as using parallel light to fall on the echelle and also
p (the diffraction angle) = 0. The spectrum will then fall on a surface given by
r" = R/(1 + cosa). This is known as the Wadsworth mounting of a concave
grating.

Asan example, we will consider the design of an echelle-based spectrometer
where the wavelength resolution should be around 0.1A and the working
range from 1500 to 6000 A. Also we will consider that the instrument should
be compact for convenience. A further important parameter in the design of
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echelle spectrometers is the height of the object, as this defines how far each
echelle order needs to be “thrown” to get good order sorting. In the example
here, the object was an ion beam of 3mm in diameter. Hence the entrance
slit was chosen to be 3 mm in height. Using CCD detectors, there is no longer
any reason why a slit is needed and circular apertures can be used. Such an
instrument will be briefly mentioned below but we can mention here that it is
very important to match the spectrometer to the properties of both the light
source and detector. Most likely the optical components are going to be the
cheapest part of any spectrometer.

For example, here 1 m radius of curvature optics are chosen. The line den-
sity of the echelle grating is fixed once the design criteria of the instrument
are specified. It is surprising how little the choice is to the designer in fact.
The free spectral range of an echelle grating is given by A\*/(2d sin 6), where
d is the groove separation and 0 the blaze angle. The plate factor, that is, the
number of A per mm, along an echelle order is % /R tan 6, where R is the radius
of curvature of the concave grating (and most likely the collimating concave
mirror too). The plate factor is directly related to the required resolution and
the properties of the detector. If we choose, for example, 2 A/mm at 4000 A,
then the blaze angle is determined as we specified R = 1 m. The blaze angle
should be 63°. If we choose the maximum length of the echelle order contains
4000 A, this determines the echelle line spacing to be around 31 lines/mm.
These parameters are very close to those of some commercially produced
echelle gratings, for example, blaze angle of 63.26° and 31.6 lines/mm. The
order sorting concave grating is now basically fixed by the detector dimen-
sions. The instrument was required to work up to 6000 A, so based on CCD
chip of 25 mm length, we can require the echelle order containing 6000 A to be,
say 21 mm, in length and a free spectral range of 63 A. We now require the plate
factor of the order sorter to be \frs/slit height. This leads to a groove density of
around 1100 lines/mm at 6000 A and the spectrometer is completely specified.

3.8 Concave Grating Mounts

The geometry of plane grating mountings requires at least three reflections,
collimation, dispersion, and finally focus. Such a spectrometer operating at
short wavelength and at normal incidence, that is, the incident angle being
less than around 10°, would have very bad efficiency due to the low reflectivity
of all materials for wavelengths shorter than 1000-1500 A (see Figure 3.1). For
example, 20% of 20% of 20% would be a reflectivity of 0.8%. Hence mountings
of gratings where the number of reflections can be minimized and preferably
only one are highly useful, which shows the importance of concave grating.
For wavelengths below 300 A, the one “allowed” reflection must be at grazing
incidence as reflectivity increases at higher angles of incidence. Of course,
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there is a price to pay for the increased efficiency and that is the inability
to compensate for aberrations. In particular, astigmatism is high for concave
grating-based spectrometers.

Most mountings of concave gratings are based on the so-called Rowland
circle geometry which will be introduced below. A full derivation of the results
that will be presented here can be found in the work of Beutler [14].

3.8.1 Rowland Circle

The imaging properties of the concave grating can be understood via the
following arguments. First, we define a co-ordinate system as in Figure 3.5:
A(x,y,0) is the position of an object in the z = 0 plane and B(x',y/,0) is the
position of the image after diffraction by the grating. P(u, w,[) is any point
on the grating surface and O is the centre of the grating. We then set up
equations to describe the optical path from A to B via P. This path length is
then minimized according to Fermats principle and this will lead to a set of
relations defining the imaging properties of the grating;:

(AP = (x —¢y)* + (y — w)* + (z — 1)?,
(BP)? = (' =0 + (y —w)* + (' — D%
We then change co-ordinates and use the relation defining the surface of the
grating:
x=rcosa and x =rcosp,
y=rsina and ¥y =r'sinp.
The equation for the grating surface is (¢ — R)? + w? + I* = R>.

The optical path F = AP + PB should then be subject to Fermats principle
and for an image both 8F /8w and 3F /8] should be zero for all values of w and /.

Concave s “A (£,0)
grating
X (normal to
grating)

FIGURE 3.5
Schematic diagram of optical system.
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However, it is not important in this case that all light paths from A to B are
equal, but that all waves reaching B, from A, are in phase. For a grating, there
is the possibility for different path lengths as there are reflections from very
discrete areas, namely the grating rulings. This can be taken into account by
allowing the light path to change by an integer number of wavelengths as w
(the distance along the grating perpendicular to the grooves) changes by one
grating ruling, that is,

iy
F:AP+PB+Z%ﬂ

where m is the diffraction order, a the grating spacing (1/line density), and
the wavelength.

Using the above relations, F can be written as a function of the variables
r,v,o,pB,d,p,w, and I.

The last part of the development requires F to be written as an expansion in
various powers of w and /. The terms in the expansion can then be grouped
together and useful relations can be obtained. There are a number of ways to
do such an expansion but the one developed by Beutler in his 1945 paper leads
to the most useful expressions. For a full derivation, the reader is directed to
Beutlers paper.

Here AP = TF;and PB = XF;. The first two terms, thatis, i = 1 and 2 will be

F,=r—wsinaq,

F, = sz

1 cos’a  cosa
( ) + higher-order terms,
r

F, =1 —wsin,

1 2
22} (CO:, P — @) + higher-order terms.

We can now examine the condition for a focus, that is, look at 8F/3w and
3F/8l = 0 for all positions on the grating. Any deviation from zero will
represent aberrations, which, in principle, can be calculated.

The first term gives

. . wWMN
Fi=r—wsina++ —wsinf + —.
a

If
SF 8F
Sw 8
then

. . mh
—sina —sinp + — =0.
a

This is nothing else, but the grating equation.
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In the special case of plane gratings, R = oo and also r = = oo, so the
above equations are always zero and the only relation to think about is the
grating equation and the plane grating cannot introduce any aberrations.

The grating equation tells in which direction an image at a given wavelength
can be expected, but not where the focus will be. The position of the focus
comes from the next order of the expansion.

cos’a  cosa  cos’P  cosP
F, =0.5w* - —
2= 0w ( R r R )
05w sina [ cos’a _ cosa N sinP [ cos?B _ cosp '
r r R 7’ 7 R

Now consider the first term and put its derivative w.r.t. w and I equal to 0.
Again 8F /3] = 0 by default. Then 3F /3w = 0 implies either w = 0 or

cos’o  cosa  cos*P  cosP

0,
r R r R

which leads to

cosa 1 cosp 1
- = —=1]=0.
cosoc( . R) —i—cosB( ” R)

One solution to the above is given by r = Rcosa and 7" = R cos .

If this solution is chosen, then even the higher-order terms in x.8 are zero.
This solution represents a circle with radius R/2 and points on the circle are
given by (r,a) and (7, 8). This is the well-known Rowland circle. There are,
of course, terms that depend on / and cross-terms that depend on both I and
w that do not vanish and lead to aberrations. However, the overall imaging
properties are not.

There is another useful solution to the above imaging equations. A second
solution leads to the Wadsworth mounting as discussed in Section 3.7.2. The
Wadsworth solution requires the light source to be at an infinite distance
from the grating, that is, r = oo, which can be represented by parallel light
impinging on the grating. The image is then on the grating axis, thatis, p = 0.

There are basically two types of spectrometers based on the Rowland circle.
These operate in different wavelength regions, as discussed above, and are
based on either normal or grazing incidence geometry. A discussion of these
two types of instruments follows.

3.9 Normal Incidence Spectrometers

From the formulation above, it is clear that if an entrance slit is positioned on
the Rowland circle, then the spectrum will also be imaged on the Rowland
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circle. The image where the incidence angle equals the diffraction angle is
the zeroth-order image, or mirror reflection (sin a + sin p = nx/d and n = 0).
This image contains light of all wavelengths and is often the strongest image
produced by the spectrometer and hence a very useful calibration mark.
We will mention this in more detail under the discussion of grating blaze
angles. In principle, any position along the Rowland circle can be chosen for
an entrance slit.

However, as with most optics, aberrations increase for off-axis imaging.
Hence, if the incidence angle is kept small, the spectral image will not be
distorted significantly by aberrations. In a classic design by Paul McPherson,
the incidence angle was chosen to be 7.5°. Most commercial normal incidence
spectrometers use this angle (or something very close) and unless the gratings
are aberration-corrected, the opening angle is usually limited to less than f /10.
Normal incidence instruments are relatively easy to construct and in the old
days would have an entrance slit and a photographic plate bent to match the
Rowland circle. In principle, a very wide wavelength range can be covered
by a large enough plate, but in practice this would lead to problems with
emulsions having different sensitivities for different wavelength regions. Also
the geometrical size of such instruments can become very large, leading to
problems of stabilities, and so on. The largest normal incidence instrument
was built at the Argonne National Laboratory and had a diameter of 9m.
This geometry is not very convenient for using photoelectric detectors, such
as photomultipliers, and so on. Hence the scanning design introduced by
McPherson (see Figure 3.6) in 1963 made a huge impact on the usefulness of
the normal incidence mounting.

Several other mountings for concave gratings are possible, as discussed in
the book by Thorn et al. [15].

FIGURE 3.6

(a) shows schematically how by moving and rotating the grating the Rowland circle can be
moved to keep the focus at the exit slit, and (b) shows how this leads to a much more compact
spectrometer.
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FIGURE 3.7
Layout of the optics.

3.10 Grazing Incidence Spectrometers

Grazing incidence spectrometers work exactly as one would imagine from
the name, with the incident light falling at a very high (grazing) angle with
respect to the grating. Typically this angle is between 85° and 89°, and the
higher the angle, the better the reflectivity. One can then ask why not always
use grazing incidence? The answer can be found above in the discussion on
aberrations. As an example, we will consider the efficiency of a 1 m normal
incidence spectrometer compared to a 1 m grazing incidence instrument.

Another classic problem with the grazing incidence geometry is clear from
Figure 3.7, in which the angle of the detector to the incoming photons will
also be grazing and lead to reflection off the detector surface. This can be a
problem if, for example, a CCD detector is used in the image plane. A solution
to this problem will be discussed in Section 3.12.2. A second problem associ-
ated more with grazing incidence spectrometers, although in principle it is a
more general problem, is that of curved line shapes in the image plane (see
Figure 3.7). This can, of course, be taken care of using software for any given
spectrometer as the line curvature is known based on the exact geometry of
the instrument.

3.11 What Influences the Efficiency of a Spectrometer?

The overall efficiency of a spectrometer is influenced by a number of
effects/parameters, an example being the reflective properties of the optics.
For wavelengths under 2000 A, it is advised to minimize the number of reflec-
tions and optimally use only one. As said earlier, this is because the reflective
properties of all materials drop rapidly for shorter wavelengths. The rapid
drop in reflectivity can be combated by using the optic at a high incidence
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angle. An illustration of this is shown in Figure 3.2 (GI-gold) where the reflec-
tivity of gold is plotted as a function of incidence angle for a wavelength of
400 A. One could then ask “why not always work using grazing incidence
optics?” The answer, as indicated earlier, is that grazing optics suffer from
large aberration properties and hence limit the light collection angles that can
be used (see [11]). Hence it may well be that a normal incidence spectrometer
can be more efficient than a grazing incidence spectrometer ever for quite
short-wavelength light, indeed normal incidence spectrometers have been
used down to around 250 A.

Afurther influence on the efficiency of a spectrometer is the so-called grating
blaze. Blaze will be explained below, however, if a grating is not blazed most
of the diffracted light ends up in the zeroth-order, that is, the directly reflected
light and hence contains no spectral information. Blaze is therefore defined
as the concentration of a limited region of the spectrum into any order other
than the zero order. Blazed gratings are manufactured to produce maximum
efficiency at designated wavelengths. A grating may, therefore, be described
as “blazed at 250nm” or “blazed at 1 um,” etc., by appropriate selection of
groove geometry.

The blaze condition is achieved by controlling the groove shape to be right-
angled triangles, as shown in Figure 3.8. The groove profile is most often
calculated for under the Littrow condition for reflection, that is, the input and
output rays propagate along the same axis:

. . [
sina + sinf = R

However when blazed, « = p = w, where w is the blaze angle.

Hence, 2 sin w = n\/d gives the blaze angle.

As a general approximation, for blazed gratings the strength of a signal is
reduced by 50% at two-thirds the blaze wavelength, and 1.8 times the blaze
wavelength.

Groove | Grating
normal normal

FIGURE 3.8
The principle of the grating blaze angle.



Spectroscopic Instruments 67

3.11.1 Aside

A major break through in grating design/manufacture occurred in the early
1980s. This was the invention of variable-spacing gratings. Such gratings
could lead to flat-field spectral imaging and combined with the soon-
to-be developed CCD and multichannel plate detectors has led to very
powerful spectrometers of particular interest at synchrotron facilities. This
breakthrough will be described below.

3.12 The Aberration-Corrected Flat-Field Spectrograph

Based on their development of numerically controlled ruling engines, in the
early 1980s, Harada and Kita reported the availability of mechanically ruled
aberration-corrected concave gratings, which are still widely used in vacuum
ultraviolet spectroscopy nowadays.

The discussion below follows the work of Harada et al. from the early 1980s.

3.12.1 Principles of Flat-Field Spectrograph

For any spectrograph, the diffracted light varies with wavelength following
the so-called grating equation:

. . mh
sina+sinf = 7

If the groove spacing d is constant, for a given wavelength \ and diffraction
order m, the angle of diffraction p is determined only by the angle of incidence
a. If the slit of the spectrograph and the grating is placed on the Rowland circle,
whose diameter is equal to the radius of curvature of the grating surface, then
the diffracted light has to fall on the Rowland circle, as shown in Figure 3.9a.
However, if the groove spacing varies, which is true in mechanically ruled
aberration-corrected concave gratings, the angle of diffraction p now depends
both on the angle of incidence a and the groove spacing d. So the angle of
diffraction p can be regulated through proper ruling of the grooves. Through
proper design of the groove spacing, aberration-corrected concave gratings
can be made, as shown in Figure 3.9b.

3.12.2 Design of Aberration-Corrected Concave Gratings through Fermat’s
Principle

Figure 3.10 shows a typical optical set up of a grazing incidence flat field
spectrometer. As shown in Figure 3.5, the light emitting from A(x,y,0) is
diffracted at P(u, w,l) and focused at B(x', i/, 0). The light path function F can
be expessed by

F = (AP) + (PB) + nm\.
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(b)
Ay
S B
/ B A
/ 2 1
o
Flat focusing
field

FIGURE 3.9
Concave gratings with (a) invariable and (b) variable line space.

The above equation can be derived following the throught that the light
diffracted at two adjacent grooves is enhanced only when the light path
difference equals m\. And n is the groove number counted from the center of

the grating.
According to Fermat'’s principle, the real light path has to satisfy
oF F
— =0 and o _ 0.
dw al

In the papers [17,18], the authors used a simpler way to rule the grating, which
in contrast to their 1980 ruling process, in which aside from the groove spacing
they also included the groove tilting angle 6 [16]. In the following discussion,
only the groove spacing varies, and the tilting angle is always zero.

The variation of the groove spacing is defined as

0o

® T 1 ¥ 2by/Ryw + (3bs/RA)w? + (4by /R)w + ---

where oy is the nominal spacing of the grooves, or the groove spacing at the
center of the grating. B; (j = 2,3,4,...) are the ruling parameters.

Grating normal 4%

Bl B _sigie Spectral
) =—77.

r=237 mm [I)‘lane
o.=87° 200A

Entrance
slit
Gy T’

y

Concave grating

FIGURE 3.10
Schematic and design specifications for the flat-field spectrograph using a mechanically ruled
aberration-corrected concave grating: 1200 groves/mm; R = 5649 mm; 50 x 30 mm? ruled area.
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Combining the above several equations, the light path function as a power
series of w and I can be expressed as

F=r+r/+w1:1()+w2F2()+leo2+w3F30+w12F12+w4F40
+ W*PFy + *Fy + T(w®).

In the above equation, every F; term can be expressed by the term F; = C;; +
(m\/oo)M;.

For the detailed expression of each term, C; and M;;, please refer to the
literature [16]. In general, C; is the term corresponding to the conventional
grating, M is the term arising from the varied spacing grooves. Fy, is related
to the dispersion of the grating, F,, to the horizontal focal condition, Fp, to
astigmatism, F3, to coma-type aberration, and other F;; term to higher-order
aberrations.

To achieve completely stigmatic image focusing, the condition F; = 0 have
to be satisfied. However, it is impossible to satisfy the stigmatic condition for
the total wavelength range in which the grating is used, so in practical design
one only needs to make the key term of F;; zero or minimum.

We can obtain, for example, for F;, = 0 and F», =0,

, R cos® B

"= r[cosa 4 cos P — 2(sin o + sin B)b,] — Rcos?a’

When some of the grating and mounting parameters such as oy, o, 7, and the
position of the flat detector surface are predetermined, the above equation
which gives the combination of R and b, will minimize the deviation between
the horizontal focal curve F, = 0 and the detector plane within the diffraction
domain of p. Coma and spherical aberrations can be reduced by choice of
proper values of b; and b, to minimize the values of F3, and Fy, respectively,
within the diffraction domain of .
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4.1 Introduction

Since the transition energy as well as the energy level of an atomic system
can be scaled as Z? and n~? (where Z denotes the atomic number and n the
principal quantum number) [1], most transitions fall in the x-ray range for
highly charged heavy ions. Figure 4.1 shows examples of the Z dependence
of transition wavelengths. As seen in Figure 4.1, not only An # 0 transitions,
but also An = 0 transitions can fall in the x-ray range for heavy ions. Thus,
x-ray spectroscopy is one of the most important methods in studying highly
charged ions. There are two ways to analyze the energy (wavelength) of an
x-ray photon. One is called the energy-dispersive method by which quantities

71
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FIGURE 4.1

Atomicnumber dependence of transition wavelengths. Theoretical values by Johnson and Soff [2]
and Chen and Reed [3] are used. (From M. H. Chen and K. J. Reed, Phys. Rev. A 47, 1874, 1993.
With permission.)

proportional to the photon energy are measured. For example, for semi-
conductor detectors, the number of electron-hole pairs produced in the
semiconductor through the interaction with an x-ray photon is measured.
The resolution E/AE of a semiconductor detector is usually limited by the
statistical variability of the number of electron-hole pairs to the order of
10%. Another way to analyze the x-ray energy (wavelength) is called the
wavelength-dispersive method in which diffraction by a grating or a crys-
tal is used. Generally, a grating is used for soft x-rays (>50A), and a crystal
for hard x-rays (<50 A). The resolution of the wavelength-dispersive method
with a crystal is typically on the order of 10°-10*. Recently new types of
energy-dispersive instruments show remarkable development. For example,
the resolution of an x-ray micro-calorimeter [4] reaches the value comparable
to that of the wavelength-dispersive spectrometer. However, the technique
for such a detector is still state of the art so that it is rather difficult to acquire
such detectors without collaborating with groups involved in research and
development of these devices. In addition, the effective size of such a detector
is generally very small (typically less than 1 mm?). Thus, crystal spectrome-
ters are still the most important tools for the high-resolution spectroscopy

of hard x-rays. In this chapter, various types of crystal spectrometers are
described.
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4.2 Basic Consideration
4.2.1 Principle

The principle of a crystal spectrometer is based on the Bragg diffraction, which
is shown in Figure 4.2, where an x-ray with a wavelength \ is incident on
a crystal surface with a lattice constant d. The x-ray is reflected when the
following condition is met:

). = 2dsin 6, (4.1)

where 0 is the incident angle (measured from the crystal surface) and is also
equal to the reflection angle, and # the order of reflection. On the other hand,
when this equation is not met, the x-ray is not reflected but absorbed in (or
penetrates) the crystal. This is Bragg’s law, which is the most and almost
only important equation for crystal spectrometers. Since d is a constant, the
wavelength can be related directly to the angle 6. If the incident x-rays are in
the form of parallel light, then all of x-rays are incident on the lattice plane
with the same angle so that all of them are reflected if Bragg’s condition is
met (Figure 4.2b). Consequently, none of the x-rays will be reflected if Bragg’s
condition is not met. On the other hand, if the incident x-rays are in the form
of divergent light, such as light diverging from a point, then the incidence
angle is dependent on the position of the crystal where the photon hits so that
only a portion of the x-rays are reflected (Figure 4.2c).

@)

(b) (c)

FIGURE 4.2
Bragg diffraction. (a) Bragg diffraction (principle), (b) diffraction of a parallel light, and (c)
diffraction of a dispersive light.
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4.2.2 Basic Structure of a Spectrometer

A common visible spectrometer consists of (1) an entrance slit, (2) a lens (or a
mirror) for converting the divergent light to a parallel light, (3) a dispersion
element (such as a grating, a prism, etc.), (4) a lens (or a mirror) for focussing
the reflected parallel light onto a exit slit (or the surface of the imaging detec-
tor), and (5) a detector. However, since neither lenses nor mirrors are useful
for x-rays, except in special cases, an x-ray spectrometer consists of a slit, a
crystal, and a detector only. Some spectrometers do not need a slit depending
on the type of crystals or the shape of the source.

Since the transmission of x-rays ranging from 1 to 10keV in air is low,
the x-ray path in the spectrometer must be vacuum or He atmosphere. For
example, the transmission of a 5keV x-ray in air is only less than 1% when
the path length is 1 m. Although the transmission increases with the photon
energy, it is still only about 50% even for a 10 keV x-ray. On the other hand,
the transmission in a He atmosphere (with a path length of 1 m) is larger than
90% for x-rays with a photon energy larger than 2 keV.

Both vacuum and He atmosphere spectrometers have advantages and dis-
advantages. For He-based spectrometers, no vacuum vessel is needed as He
can flow through the system during operation. Thus, a lightweight vessel can
be made at a low price because it can be made of, for example, acrylic resins
sealed with adhesive tapes. However, because the x-ray light source is inside
a vacuum chamber, for most cases in spectroscopy of highly charged ions,
the source and the spectrometer must be divided by a window which can
stand the 1 atmospheric pressure difference. Beryllium is usually used as a
window because of its high transmittance for x-rays, but the absorption by
the beryllium window is considerable for photon energies below 3 keV. For
example, the transmission of a 3 keV photon is only about 30% for a 0.3-mm
thick beryllium window. On the other hand, for a vacuum spectrometer, it is
not needed to use such a window in principle. A window is often used also
for a vacuum spectrometer because it is rather difficult to obtain ultra-high
vacuum inside the spectrometer; however, in this case, the window can be
very thin as it does not need to withstand 1 atmosphere pressure difference
and hence the absorption by the window is negligible. One of the disadvan-
tages of a vacuum spectrometer is that it must be constructed from stainless
steel (or titanium), which is heavy and expensive. Another drawback with
vacuum-based spectrometers is that in some designs it is difficult to change
the Bragg angle without breaking the vacuum.

4.2.3 Nature of Crystals

For the ideal case, where the x-rays are reflected from an infinitely thick ideal
crystal and the absorption can be ignored, the incident x-ray is reflected only
when Bragg’s condition is strictly met. For actual reflection, however, since
only the finite number of atoms can contribute to the reflection, the angle
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which can reflect x-rays has a finite width near the Bragg angle 65 (e.g., see
References [5,6]). The angular dependence of the reflected light intensity is
called the rocking curve. According to the width of the rocking curve, crystals
can be classified roughly into two types, perfect or mosaic crystals. A perfect
crystal has a sharp curve (80 ~ 10”) with a high peak intensity, whereas a
mosaic crystal has a broad curve (86 ~ 10') with a low peak intensity. Thus, in
general, a perfect crystal is preferred for high-resolution studies. On the other
hand, a mosaic crystal is preferred when the efficiency is important because
its integrated reflectivity is higher than that of a perfect crystal. Typical perfect
crystalsareSi(2d = 3.84 Afor (220) and 6.27 A for (111)) and Ge (2d = 4.00 A for
(220), 6.53 A for (111)), whereas a typical mosaic crystal is (pyrolytic) graphite
(2d = 6.71 A). Ina sense, all crystals other than perfect crystal can be classified
as a mosaic crystal, but they have individual differences so that some of them
have properties close to those of a perfect crystal. Alist of the c