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Preface

This LNEE volume contains the papers presented at the International Conference on
Industrial Engineering, Management Science and Applications (ICIMSA2015) which
was held in Tokyo, Japan on May 26-28, 2015.

ICIMSA2015 received over 350 paper submissions from various countries. After a
rigorous peer-review process, 114 full-length papers were accepted for presentation at
the conference. This is intended for maintaining the high standards of the conference
proceedings.

The conference is intended to bring together the researchers and technologists work-
ing in different aspects of Industrial Engineering, Management Science and Applica-
tions. In addition to the contributed papers, internationally known experts from several
countries were invited to deliver Keynote speeches at ICIMSA2015.

Much of the credit of the success of the conference is due to the topic coordina-
tors who have devoted their expertise and experience in promoting and in general co-
ordination of the activities for the organization and operation of the conference. The
coordinators of various session topics have devoted a considerable time and energy in
soliciting papers from relevant researchers for presentation at the conference. The Ses-
sion Chairs of the different session played important role in conducting the proceedings
of the session in a timely and efficient manner.

On behalf of the Organizing Committee, we would like to thank Springer LNEE for
publishing the proceedings of ICIMSA2015. We also would like to express our sincere
and grateful thanks to our Program Committee and Reviewers for providing extra help
in the review process. The quality of a refereed volume depends mainly on the expertise
and dedication of the reviewers.

Our sincere thanks to the Institute of Creative Advanced Technology, Engineering
and Science (iCatse) for designing the conference web page and also spending count-
less days in preparing the final conference program in time for printing. We would also
like to thank the ICIMSA2015 Secretariat and Staff for arranging a large number of the
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invitation letters and assisting in the various stages of the editorial work. Finally we
would like to thank our organization committee for their several months of hard work
in sorting out manuscripts from our authors.

We look forward to seeing all of you next year at ICIMSA2016 in Korea.

Mitsuo Gen
Fuzzy Logic Systems Institute and Tokyo University of Science, Japan

Xiaoxia Huang
University of Science and Technology Beijing, China

Kuinam J. Kim
Kyonggi University, Republic of Korea

Yabe Hiroshi
Tokyo University of Science, Japan
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Abstract. Thailand may encounter both opportunities and crises when the 
ASEAN Economic Community (AEC) is implemented by the end of 2015. AEC 
will open more opportunities to enterprises in both trade and investment, which 
will create a competitive market of over 600 million people, as well as enhance 
the competitive advantage. As such, it may be necessary for enterprises to 
redesign their supply chains via finding a new production base which has low 
labor cost, high labor skill and numerous of labor available. This strategy will help 
companies especially for garment industry in order to maintain a competitive 
position in the global market. Therefore, location decision play a key role in 
achieving corporate competitiveness, and as a result of this, selecting the right 
country is a critical issue of these new strategies. Hence, this research aims to 1) 
investigate factors affecting location decision for garment industry, 2) select 
countries in ASEAN region which has potential for establishing or expanding a 
production base of Thai garment industry, and 3) propose a generic model for 
location selection decision using Fuzzy Analytical Network Process (FANP). The 
results from the empirical study reveal that according to the entrepreneurs’ 
opinion, key criteria affecting location decision for garment industry are 1) raw 
materials factors, 2) labor factors, 3) logistics system, 4) infrastructure, 5) 
government policies and 6) economy factors, respectively. The top four sub-
criteria of those main factors are also taken in consideration in this research as 
their important details. Three outstanding countries i.e. Myanmar, Cambodia and 
Vietnam are mentioned for alternative location decision from interviewing expert 
persons. Due to both tangible and intangible criteria are included in the problem, 
Multi Criteria Decision Making Approach (MCDM) is then employed to this 
research. The generic model for regional location selection decision is proposed 
using Fuzzy Analytical Network Process (FANP) technique. This model 
contributes to planning practice for top management by suggesting a more 
comprehensive decision making tool in location selection. 

Keywords: Garment Industry, ASEAN Economic Community, Location 
Decision, Multiple Criteria Decision Making (MCDM), Fuzzy Analytical 
Network Process (FANP).  
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1 Introduction 

The garment industry is one of the important industries for a handful of countries. The 
industry is fully integrated into a whole supply chain, including an upstream sector 
(i.e. synthetic fiber and yarn manufacturing), an intermediate sector (i.e. 
manufacturing fabric, spinning, weaving, knitting, bleaching and dyeing) and a 
downstream sector (i.e. garment manufacturing). In addition, garment sector has 
played the largest sector in terms of production, GDP and employment as well as 
export values. Nevertheless, the industry faces some serious challenges in the middle 
of rising competition in the ASEAN region subject to fierce competition, as well as 
the increased cost of labor and raw materials and shortage of labor with in the 
country. Moreover, export values have been declined as key customers i.e. US and 
Europe have faced with economic recession. These will be a severe situation for most 
of garment companies which have their no brand name and innovation.  

By the end of 2015, the Association of Southeast Asian Nations (ASEAN) 
countries proclaim to transform into the next stage of an economic era by having a 
single market and production base called ASEAN Economic Community (AEC). The 
objective of AEC is to achieve “a stable, prosperous and highly competitive ASEAN 
economic” [1]. The principle of AEC is based on four pillars, i.e. 1) a single market 
and production base, 2) highly competitive economic region, 3) equitable economic 
development and 4) full integration in global economy. In addition, there will be an 
elimination of tariffs in the sense of having free flow of goods/services/investment 
capitals among ASEAN countries. Some sophisticated procedures related to customs 
will also be streamlined. The implementation of a single market and production base 
will direct ASEAN countries to the five core elements which are 1) free flow of 
goods, 2) free flow of services, 3) free flow of investment, 4) free flow of capital, and 
5) free flow of skilled labor. These will lead to a transformation in the way of doing 
business in ASEAN region and therefore, there is a need to reconsider the logistics 
and supply chain system for ASEAN countries in general and in specific, for each 
particular country in AEC [2]. Despite more challenges in high-wage rate and 
shortage labors issues and the increase of minimum wage to 300 baht per day, Thai 
garment industry should not only prepare to overcome these challenges but also 
should to take advantage of AEC liberalizations by shifting or expanding investment 
to a neighbor country which has lower manufacturing cost, as well as an abundance 
and fruitful resources.  

Accordingly, this research aims to 1) investigate factors affecting location decision 
for garment industry, 2) select countries in ASEAN region which has potential for 
establishing or expanding a production base of Thai garment industry, and 3) propose 
a generic model for location selection decision using Fuzzy Analytical Network 
Process (FANP). Hence, this paper is organized as follows. The first section provides 
short information about garment industry in Thailand and some benefit of AEC. In 
Section 2, research methodologies and FANP are explained. In the following section, 
the results of this research and a proposed model will be mentioned. Finally, the  
conclusion and further work will be highlighted in the last section. 
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2 Research Methodologies 

2.1 Interview and Questionnaire 

 The initial part of this primary research was conducted via site visits and in-depth 
interviews. Several key parties, for instance, government offices, Thailand Textile 
Institute (THTI), Thai Garment Manufacturers Association (TGMA), top management 
in garment industry were interviewed over a three month period at the beginning of 
2014. Principally, the main objective of this stage was to understand the current 
situation and problems within the industry as, effect of AEC, as well as factors 
affecting location decision. Then a questionnaire was developed to investigate key 
success factors and sub-factors which garment companies have considered locating 
facilities elsewhere. Queries were collected from theories and interview results, with 
all 8 main factors and 57 sub-factors. Each variable gauges according to Likert Scale. 
Ratings are divided into 5 levels [3]. Level 1 means that factor has minimal influence 
on the decision making while level 5 means that factor has maximum influence on the 
decision making.  

2.2 Alternative Location 

In order to expand or enlarge a production base of garment industry in AEC country, 
it is necessary to further investigate by looking at statistical information, investment 
situation, import, and export products of each country. Furthermore, in-depth 
interviews with senior industry executives of Thai and CLMV garment companies in 
Lao, Myanmar, Vietnam and Cambodia, as well as site visits with some potential 
location countries were also conducted. 

2.3 Generic Model for Location Decision 

Multi Criteria Decision Making (MCDM), an advanced field of operations research, 
was employed to this study as it  can provides decision makers to investigate a number 
of alternatives in light of conflicting priorities [4-6]. Multiple criteria analysis (MCA) 
provides a framework for breaking a problem into its constituent parts which considered 
both tangible and intangible factors and this attribute fits to the subjectivity feature of 
economical decision problems [7].   

a) The Analytic Network Process (ANP) 

The ANP, introduced by Saaty [8], is a generalization of the AHP.  However, ANP is 
employed whenever the problem cannot be structured hierarchically. ANP allows both 
interaction and feedback within clusters of element (inner dependence) and between 
clusters (outer dependence). It is a multi-criteria theory of measurement used to  
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derive relative priority scales of scales of absolute numbers from individual 
judgments that also belong to a fundamental scale of absolute numbers.  These 
judgments represent the relative influence, of one of two elements over the other in 
the system, with respect to an underlying control criterion. Through its supermatrix, 
whose entries are themselves matrixes of column weights, and the ANP draws the 
result of dependence and feedback within and between elements clusters [9].  ANP 
models have two parts. One is a control hierarchy or network of objectives and 
criteria that control the interactions in the system under study. Another is there are 
many sub-networks of influences among the elements and clusters of the problem, 
one for each control criterion [8-9].  

b) Fuzzy Analytic Network Process 

Zadeh [10] introduced the fuzzy set theory to deal with the uncertainty due to 
imprecision and vagueness. A major contribution of fuzzy set theory is its capability 
of representing vague data. The theory also allows mathematical operators and 
programming to apply to the fuzzy domain [11]. Generally, a fuzzy set is defined by a 
membership function, which represents the grade of any element x of X that have the 
partial membership to M. The degree to which an element belongs to a set is defined 
by the value between zero and one. If an element x really belongs to M , ߤM (x) =1 
and clearly not ߤM (x) = 0 

A triangular fuzzy number is defined as (l,m,u) , where l ≤m ≤u . The parameters l, 
m and u respectively, denote the smallest possible value, the most promising value, 
and the largest possible value that describe a fuzzy event. (l,m,u) has the following 
triangular type membership function. 

 

(ݔ)ܯߤ    ൌ ൝ ݔ) െ ݈)/(݉ െ ݈) ݈  ݔ  ݑ)݉ െ ݑ)/(ݔ െ ݉) ݉  ݔ  0ݑ ݁ݏ݅ݓݎ݄݁ݐ                         (1) 

 
The decision makers could be uncertain about their own level of preference, due to 

incomplete information or knowledge, complexity and uncertainty within the decision 
environment, or a lack of an appropriate measurement units and scale. Therefore, the 
fuzzy ANP has been used to solve the problem of location selection. The decision-
makers use the linguistic variables shown in Fig. 1 to evaluate the importance of the 
criteria and the ratings of alternatives with respect to qualitative criteria. The algebraic 
operations with fuzzy numbers used in this paper can be found in Fig. 1. 

The membership functions of triangular fuzzy number M1, M3, M5, M7 and M9 are 
used to represent the pair-wise comparison of decision variables from “Very bad” to 
“Excellent”, and TFNs M2, M4, M6 and M8 represent the middle preference values 
between them. Then according to the concept of extent analysis, each object is taken 
and extent analysis for each goal gi is performed, respectively [11].  
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Fig. 1. The membership functions of triangular fuzzy number [11] 

3 A Proposed Model for Location Decision in an AEC 
Perspective 

3.1 Factors Influencing Decision-Making 

For identification of location decision criteria and sub-criteria, questionnaires were 
distributed to 119 garment companies, both Thailand and the CLMV countries. 
Weight from average score, mean score of eight criteria and fifty-seven sub-criteria 
were computed. Then, Table 1 provided a process of ranking main criteria from 
companies’ point of views as follows.  

Table 1. Rank of main criteria 

Criteria 
(1) 

Weight from 
AVG (%) (2) 

Weight from 
AVG Score  

(3) 

(4 )= 
(2) * (3) 

Percent 
(5) 

Rank 
(6) 

Labor  0.19 3.83 0.73 18.86 1 

Raw Materials  0.16 4.12 0.66 17.05 2 

Economy 0.14 3.84 0.54 13.95 3 

Logistics System 0.12 3.92 0.47 12.14 4 

Infrastructure 0.12 3.83  0.46 12.04 5 

Government Policies 0.09 3.82 0.35  8.93 6 

Location Facilities 0.09 3.78 0.34 8.78 7 

Risk 0.09 3.58 0.32 8.27 8 

Total 1.00 30.72 3.87 100  
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According to Table 1, six main criteria which can mean score more than 3.80 (see 
Column 3) were employed to further study. The top four ranks sub-criteria of each 
main criterion were also selected in order to structure a location decision modeling in 
the next step. The criteria and sub-criteria, which are claimed as key success factors 
for locating a garment company are displayed in Table 2.  

Table 2. Criteria and their sub-criteria affecting location decision 

Criteria Sub-criteria 

Labor 

• Low labor cost 
• Labor availability 
• Flexibility of wage determination 
• High labor skill 

Raw Materials  

• Material quality 
• Supplier quality 
• Material availability 
• Supplier reliability 

Logistics System  

• Low cost transport 
• Transport lead time 
• Ease of transport document 
• Low investment in import/export 

Infrastructure 

• Available of road transport 
• Reliability of road transport 
• Cost of vehicle transport 
• Connectivity 

Government Policies 

• Government security 
• High government potential 
• Law enforcement 
• Funding for infrastructures project 

Economy 

• Exchange rate 
• High rate inflation 
• Interest rate spread 
• Domestic market size 

3.2 Decision Alternatives  

According to statistical information [12] along with in-depth interviews with senior 
industry executives of Thai and CLMV garment companies and site visits with some 
potential countries, it is revealed that the best trade and investment opportunities for 
Thai garment companies are the CLMV countries, especially Myanmar, Vietnam and 
Cambodia. The statistical information reveals that there are a number of investors 
from elsewhere, for instance; Europe, USA, Canada and Korea, seeking more 
investment in a garment production in Myanmar, Vietnam and Cambodia. This 
information can be assumed that labors have skillful for making clothes. Furthermore, 
labor cost is lower than Thailand 3-4 times. Investment climate related to governance 
of each country has a remarkable policy to support garment industry for local and 
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foreigner investors as well. Since 2012, Vietnam has also had to increase minimum 
wage, making 1.5 times higher than Cambodia and Myanmar. However, Vietnam will 
have larger market than the others [12]. Cambodia and Myanmar belong to the group 
of least developed countries (LDC); therefore, Cambodia can be benefit from the 
Generalized System of Preference (GSP) of US, EU and Japan while Myanmar can 
benefit of the GSP of Japan [13]. Lao PDR, which is a member of the CLMV country, 
can also benefit of the GSP privileges; however, according to experts’ opinion, Lao 
PDR may not be a suitable country for locating or expanding a new manufacturing 
base in a long run. The main concern is that a number of populations of Lao PDR are 
lowest among four countries. The foregoing discussion also reveals that Lao men do 
not like to work in garment industry. Therefore, in the research, Myanmar, Vietnam 
and Cambodia are selected as alternative countries in this proposed model. 

3.3 A Proposed Model of Decision-Making Process 

One of the primary investigations of this study is to explore the complexity of the 
decision-making process at the industry level. As such, it is important to understand 
how the decisions are made and the various levels of decision-making involved. The 
study reveals that the decision making for this problem is hierarchy involving with 
various criteria and sub-criteria. Also, these factors are interrelated with each other. In 
order to allow all factors to be evaluated and taken place in the same network; 
therefore, the application of the Analytic Network Process (ANP), a multi attribute 
approach for decision making, can be adopted as a tool for a top management to make 
a more proper and acceptable sense. However, due to the complexity of the problem 
in reality, the decision maker may feel more confident about making a fuzzy 
judgment rather than in making a crisp evaluation [14]. Consequently, in this research 
Fuzzy Analytical Network Process (FANP) is employed to handle interdependency 
among evaluation criteria and integrate the divergent judgments of experts in a 
location selection senior exclusive. 

The ANP model is formed by criteria and sub-criteria obtained from an empirical 
study as discussed above. The proposed model is comprised of four stages. The 
ultimate goal of this study, which is to choose the best location in AEC for expanding 
a new production base, is placed in the first level. Six criteria are structured in the 
second stage which has two way direction arrows. The arrow in this stage represents 
the inner-dependence among the factors. Sub-criteria related to their criteria are in the 
third stage of the proposed model. These sub-criteria have also interrelationships 
among each other. The last stage is location alternatives. According to this study, 
three countries i.e. Myanmar, Vietnam and Cambodia are selected into this model. 
There is interdependence among the items and the alternatives as well. Fig. 2 presented 
the shamanic structure of the proposed model. 

Next step, data will be obtained via 5 senior garment industry executives by pair-
wise comparisons among factors, sub-factors and alternatives based on the 
relationship motioned above by using triangular fuzzy scales. FANP computations 
using Mathlab [15] will continue, with the final results reported by middle of 2015. 
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Fig. 2. The proposed model for location decision 
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4 Conclusion and Further Work 

From the theoretical perspective, this paper has developed a FANP-based location 
decision modeling for garment companies to employ as a tool in order to select the 
best country when they are considering a new production base. The prototype of the 
proposed model is presented step by step. The process methodology has started from 
investigating main criteria and their criteria for international location decision by 
empirical study using in-depth interview and questionnaire. The process of seeking 
suitable countries for locating a new manufacturing plant for garment industry in 
ASEAN region was also mentioned in this paper. In the next stage of this research, 
the validity and effectiveness of the proposed model will be tested the proposed 
model through senior exclusives’ view point from Thai garment companies. 
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Abstract. Sustainable campus has became an important issue amongst universities 
around the world. Universities can generate a significant impacts to environment 
due to the high usage of energy, extensive transportation, massive waste, high 
consumption of materials, and extensive development of buildings and facilities. 
Thus, there is a need to assess the sustainable campus performance. This paper 
proposes a set of key performance indicators (KPIs) for sustainable campus 
assessment consisting of six categories divided into a total of 35 indicators. 
Analytical Hierarchy Process (AHP) method is applied to determine the 
importance weight of the KPIs. The results indicated the most important category 
for the sustainable campus assessment is education with an importance weight of 
0.2665, while energy and climate change is regarded as the least important 
category. It is hoped the proposed KPIs can assist the universities to achieve the 
higher performance in sustainable campus. 

Keywords: Analytic hierarchy process, key performance indicators, performance, 
sustainable campus, university. 

1 Introduction 

Nowadays, campus sustainability has become an increasingly issue of global concern 
for university policy makers and planners as a result of the realization of the impacts 
the activities and operations of universities have on the environment [1]. Like 
manufacturing, an university can also generate a significant impact to environment. It 
might becaused of the high usage of energy, extensive transportation, massive waste, 
high consumption of materials, and extensive development of buildings and facilities 
[2]. Increasing concerns to sustainability have forced universities to consider 
sustainability into their strategies and activities.  

A sustainable university defined as a higher educational institution, as a whole or 
as a part, that addresses, involves and promotes, on a regional or global level, the 
minimization of negative environmental, economic, societal, and helth effects 
generated in the use of their resources in order to fulfill its functions of teaching, 
research, outreach and partnership, and stewarship in ways to help society make the 
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transition to sustainable lifestyle [3]. According to the definition, sustainable campus 
must address the integration all the three aspects of sustainability of environmental, 
economic, and social in a better balance. University has several activities and 
complex operations which potentially generate significant environmental impacts. 
Sustainability must affects every sphere of a university, from the classrooms and 
laboratories, to housing, transportation and other services, and to the entire campus 
[1]. Therefore, assessing the sustainable campus has become a necessity.  

In this study, a literature review was carried out in an attempt to identify key 
performance indicators (KPIs) used to assess the sustainable campus. One of the most 
commonly used indicators for the sustainable campus assessment is referred to the UI 
Greenmetric World University Ranking consisting of six categories and a total of 33 
indicators [4]. It is a world university ranking for universities to assess and compare 
campus sustainability efforts [4]. The UI Greenmetric World University Ranking is 
the first attempt to make a global ranking of universities’ sustainable behavior [5]. 
This paper proposes a set of Key Performance Indicators (KPIs) to assess the 
sustainable campus. The Analytical Hierarchy Process (AHP) methodology is applied 
to weighting the KPIs. It is believed that the proposed KPIs can aid universities to 
improve their sustainable campus performance.   

2 Methodology 

The methodology has two main stages. First, the key performance indicators (KPIs) 
for sustainable campus assessment were identified and derived from the literature. 
The KPIs were then validated to a case of university. Second, the importance weight 
of the KPIs is determined using Analytic Hierarchy Process (AHP) methodology.  

Analytic Hierarchy Process (AHP) first introduced by Thomas L. Saaty in 1971 
has become one of the most widely used methods for multiple criteria decision 
making (MCDM) problems. It is a decision approach designed to aid in making the 
solution of complex multiple criteria problems to a number of application domains 
[6]. It has been known as an essential tool for both practitioner and academics to 
conduct researches in decisions making and examining management theories [7]. 
AHP as a problem solving method is flexible and systematic that can represent the 
elements of a complex problem [8]. 

AHP method has several benefits [7]. First, it helps to decompose an unstructured 
problem into a rational decision hierarchy. Second, it can elicit more information 
from the experts or decision makers by employing the pair-wise comparison of 
individual groups of elements. Third, it sets the computations to assign weights to the 
elements. Fourth, it uses the consistency measure to validate the consistency of the 
rating from the experts and decision makers. 

3 Identification of KPIs 

This study starts with the development of key performance indicators (KPIs) for 
sustainable campus assessment through the literature review. The KPIs have been 
mostly adopted from the UI Greenmetric World University Ranking [4]. Besides, the 
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KPIs were also taken from the Alshuwaikhat and Abubakar’s campus sustainability 
framework [1], sustainable UKM programme’s framework [9], University of 
Nottingham’s campus sustainability indicators [10], and University of Connecticut’s 
campus sustainability indicators [11]. All the six categories and 33 of a total 35 
indicators of the proposed KPIs are identified and derived from the UI Greenmetric 
World University Ranking. Another two indicators of category of the energy and 
climate change were taken from the other literatures. As a result, the KPIs of 
sustainable campus assessment consist of six categories divided into a total of 35 
indicators were identified as shown in Table 1. 

Table 1. The KPIs of sustainable campus assessment 

Categories Indicators 
1. Setting and Infrastructure 1. Open space area/total area 

2. Open space area/total people 
3. Area on campus covered in forested vegetation 
4. Area on campus covered in planted vegetation 
5. Non-retentive surfaces/total area 
6. Sustainability budget/total university budget 

2. Energy and Climate Change 7. Energy efficient appliances usage 
8. Renewable energy usage policy 
9. Total electricity use/total people 
10. Energy conservation program 
11. Green Building 
12. Climate change adaptation and mitigation program 
13. Greenhouse gas emission reduction policy 
14. Smooking area policy on campus 
15. Sustainable food program on campus 

3. Waste 16. Recycling program for university waste 
17. Toxic waste recycling 
18. Organic waste teatment (garbage) 
19. Inorganic waste teatment (rubbish) 
20. Sewerage disposal 
21. Policy to reduce the use of paper and plastic on campus 

4. Water 22. Water conservation program 
23. Piped water 

5. Transportation 24. Total cars entering/total people 
25. Total bicycles/total people 
26. Transportation policy on limiting vehicles on campus 
27. Transportation policy on limiting parking space 
28. Campus buses 
29. Bicycle and pedestrian policy 

6. Education 30. Sustainability courses / total courses 
31. Sustainability research funding/total research funding 
32. Sustainability publications 
33. Sustainability events 
34. Sustainability organizations (student) 
35. Sustainability website 
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The KPIs of sustainable campus assessment are then validated to a case of 
university located in Padang, West Sumatra, Indonesia.  Established in 1956, 
Andalas University is the oldest university outside of Java Island, and the fourth 
oldest university in Indonesia. Currently, Andalas University has 15 faculies and 
about 25,000 students. In 2014, Andalas University has been accredited by National 
Accreditation Board for Higher Education with rank A (excellent). In term of 
sustainable campus, Andalas University has placed rank 146th and become ranked 8th 
of Indonesian universities in UI Greenmetric World University Ranking 2014.  

A total of 5 members of green campus team from the university were consulted to 
validated the KPIs. The experts suggest that all categories and indicators of the KPIs 
are highly important. Thus, proposed as the KPIs to assess the sustainable campus. 

4 Determining the Importance Weight of KPIs  

Analytic Hierarchy Process (AHP) methodology was applied to determine the 
importance weight of the KPIs of sustainable campus assessment. The methodology 
consists of constructing the hierarchy, conducting the pairwise comparisons, 
constructing the pairwise comparisons matrix, computing the consistency ratio, and 
calculating the importance weight. Details are given as follows. 

4.1 Constructing the Hierarchy 

The proposed key performance indicators (KPIs) for sustainable campus assessment 
are then used in constructing a hierarchy. The three groups were defined and 
constructed in the hierarchy including goal, categories, and indicators. In the  

 

 
Fig. 1. The hierarchy structure of KPIs 
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hierarchy, assessing sustainable campus performance is set to be the goal. The next 
level consists of six categories of setting and infrastructure, energy and climate 
change, waste, water, transportation, and education. The third level consists of the 
indicators that described each of categories with a total of 35 indicators. The 
hierarchy is depicted in Fig. 1. 

4.2 Conducting the Pairwise Comparisons 

Once the hierarchy has been constructed, the importance weight of the KPIs should be 
calculated. A pairwise comparison questionnaire was then designed. A total of 30 
experts from Andalas University were consulted to give their preferences on the KPIs. 
Those experts consist of dean and vice dean of each faculty in Andalas University. 
The pairwise comparisons were determined between categories, and indicators within 
each category of the KPIs. A Saaty’ scale of 1 to 9 (1= equally, 3= moderate, 5= 
strong, 7= very strong, 9= extreme) was used to reflect these preferences. The 
consistency ratio (CR) was used to check the consistency of the pairwise comparisons 
for each expert. The CR values are less than 0.1 which means it matches the 
consistency test. If it is not yet consistent, the comparison has to be repeated again.  

4.3 Constructing the Pairwise Comparisons Matrix 

The preferences from the 30 experts were geometrically averaged and the pairwise 
comparisons matrices were then constructed. For example, the pairwise comparison 
matrix of the categories of sustainable campus assessment as below: 

 

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

1010.2452.1720.1113.2121.2
497.01563.0835.0961.0340.1
689.0775.11212.1928.1397.1
581.0198.1825.01456.1412.1
473.0041.1519.0687.01836.0lim&
472.0746.0716.0708.0196.11inf&

lim&inf&

Education
tionTransporta

Water
Waste

atechangecEnergy
erastructurSetting

EducationtionTransportaWaterWasteatechangecEnergyerastructurSetting

 

 
All the diagonal elements of the matrix are equal to 1 as the elements are compared 

with themselves. The values of elements in the upper triangular matrix are obtained 
from the averaged preferences of pairwise comparisons and the reciprocals of these 
values are presented in the lower triangular matrix. 

4.4 Computing the Consistency Ratio 

The consistency ratio (CR) is used to check the consistency of pairwise comparisons 
and a value of less than 0.1 is acceptable [8]. The consistency test was performed to 
all the combined pairwise comparison matrixes. The results show that the consistency 
ratio (CR) values ranged from 0.0000 to 0.0081, which means that all the pairwise 
comparisons are consistent since the values are within the acceptable level 
recommended by Saaty [8]. It indicates that the experts have assigned their 
preferences consistently in determining the importance weights of the KPIs to assess 
sustainable campus performance. 
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4.5 Calculating the Importance Weight 

The importance weight of KPIs are then calculated using the Expert Choice software. 
Table 2 presents a summary of the results of the importance weights of the KPIs of 
sustainable campus assessment. The importance weights show the importance value 
of one indicator over other indicators. In term of categories, education is the highest 
importance weight with a value of 0.2665. It is not suprisingly since the main function 
of an university in education field. Universities have responsibility in sustainable 
development to promote the sustainability culture to its students, staff, and 
community [ 2]. It followed by water with an importance weight of 0.2005. Clean 
water has become one of the main problems faced by any people in any place of the 
world. Universities with a high number students, staffs, and communities should be 
consider the need of clean water for their activities.    

Table 2. The importance weights of KPIs 

Categories Weight Indicators Weight 
1. Setting and 
Infrastructure 

0.1234 1. Open space area/total area 
2. Open space area/total people 
3. Area on campus covered in forested vegetation 
4. Area on campus covered in planted vegetation 
5. Non-retentive surfaces/total area 
6. Sustainability budget/total university budget 

0.0150 
0.0134 
0.0237 
0.0170 
0.0145 
0.0392 

2. Energy and 
Climate Change 

0.1156 7. Energy efficient appliances usage 
8. Renewable energy usage policy 
9. Total electricity use/total people 
10. Energy conservation program 
11. Green Building 
12. Climate change adaptation and mitigation program 
13. Greenhouse gas emission reduction policy 
14. Smooking area policy on campus 
15. Sustainable food program on campus 

0.0145 
0.0174 
0.0084 
0.0172 
0.0157 
0.0121 
0.0131 
0.0081 
0.0096 

3. Waste 0.1630 16. Recycling program for university waste 
17. Toxic waste recycling 
18. Organic waste teatment (garbage) 
19. Inorganic waste teatment (rubbish) 
20. Sewerage disposal 
21. Policy to reduce the use of paper and plastic on campus 

0.0398 
0.0191 
0.0306 
0.0284 
0.0202 
0.0248 

4. Water 0.2005 22. Water conservation program 
23. Piped water 

0.1490 
0.0510 

5. Transportation 0.1309 24. Total cars entering/total people 
25. Total bicycles/total people 
26. Transportation policy on limiting vehicles on campus 
27. Transportation policy on limiting parking space 
28. Campus buses 
29. Bicycle and pedestrian policy 

0.0151 
0.0106 
0.0248 
0.0206 
0.0376 
0.0224 

6. Education 0.2665 30. Sustainability courses / total courses 
31. Sustainability research funding/total research funding 
32. Sustainability publications 
33. Sustainability events 
34. Sustainability organizations (student) 
35. Sustainability website 

0.0299 
0.0272 
0.0510 
0.0513 
0.0654 
0.0422 
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The third category is waste with an importance value of 0.1630. This category is 
most related to environmental. As mention earlier, universities generate massive 
waste as a result of their activities and operations. Waste management is needed to 
solve this problem and to promote sustainability in campus environment. The next 
categories are transportation with a value of 0.1309, setting and infrastructure 
(0.1234), and energy and climate change (0.1156). 

In term of indicators, water conservation program (0.1490) is regarded to the most 
important indicator. This indicator is of water category which suggested as the second 
highest important category. It followed by sustainability organizations (students) with 
an importance value of 0.0654, sustainability events (0.0513), piped water (0.0510), 
and sustainability publications (0.0510). Those indicators are categorized in 
education, and water category of the KPIs. Of all the indicators of KPIs of sustainable 
campus assessment, smoking area policy on campus with an importance weight of 
0.0081 is suggested as the least important indicators. 

5 Conclusions 

An university can generate a significant environmental impacts due to the high usage 
of energy, extensive transportation, massive waste, high consumption of materials, 
and extensive development of buildings and facilities. Thus, it is essential to assess 
the sustainable campus performance. This paper has developed a set of Key 
Performance Indicators (KPIs) for sustainable campus assessment. The KPIs are 
identified and derived from the literature and then validated to a case of university. 
Based on the results, six categories divided into a total of 35 indicators are proposed 
as the KPIs of sustainable campus assessment. The importance weight of the KPIs 
then determined using Analytic Hierarchy Process (AHP) methodology. First, the 
hierarchy structure is established based on the proposed KPIs of sustainable campus 
assessment. Next, the pairwise comparisons conducted to the policy makers from the 
case of university using Saaty’s scale of 1-9. The pairwise comparisons matrix are 
then contructed and the consistency ratio (CR) is computed. Finally, the importance 
weights of the KPIs is calculated. 

The results show the importance value of one indicator over other indicators. 
Category of education is regarded as the most important category of the KPIs, 
followed by water, and waste. In term of indicators, water conservation program is 
suggested to the highest important indicator, followed by sustainability organizations 
(students), sustainability events, piped water, and sustainability publications. It is 
hoped the KPIs can aid the policy makers and planners of university to achieve a 
higher performance in the context of sustainable campus. Future research will focus 
on developing a tool to assess sustainable campus performance.          
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Abstract. A digitalized medical image data has personal information such as 
name and phone number or medical image that contains patient’s physical 
characteristics, so it requires protective measure. The simplest way for meeting 
this demand is encrypting that, but, in recently, performance problem occurs 
owing to a considerable increase of data size with the development of medical 
imaging equipment. Thus, we need the way that provides protection function by 
transforming only some elements of medical image information. In this paper, 
we propose the method of obfuscation and integrity verification by encrypting 
at the least part of medical image that is stored in JPEG or JPEG2000 format.  

1 Introduction 

As Picture Archiving and Communication System (PACS) is introduced, digitized 
medical image information such as MRI, CT, X-ray is widely used. Such medical 
image information should comply with Digital Imaging and Communications in 
Medicine (DICOM) standard for compatibility between systems [1]. This medical 
image information according to DICOM standard includes many medical images with 
personal information of patient. For this reason, if medical imaging information is 
managed without appropriate protection, there may problem such as personal 
information leakage or reusing medical image that patients do not agree [2].  

To solve this problem, encrypting whole file is very effective in terms of safety. 
But recently, a single size of medical image reached 6MB by performance 
enhancement of medical recording equipment. Also, because DICOM file contains 
many image files, file size becomes more and more massive. It is difficult to apply 
encrypting the whole DICOM file because of matter of performance.  

Therefore it is necessary that a method is capable of providing protection to 
transform only the partial element of DICOM file. In this paper, to solve this problem, 
distinguishing a minimum part of medical image in JPEG/JPEG2000 format and 
encrypt it, we propose a method (MPEM-JPEG/JPEG2000) that has obfuscation and 
integrity check. 

2 Related Study 

M. Ulutas proposed a technique which adds further authentication procedure in 
managing the data on the EPR medical image based on ‘Secret sharing’ presented by 
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Shamir [3]. Secret sharing divides the secret key used for encryption into n pieces of 
key based on the proposed polynomial, they are used for decryption after assembled 
[4]. If secret sharing applies to encryption of the medical data, increase the reliability 
by storing to divide the key, we can expect an effect of enhancing the confidentiality, 
since it needs a number of key in decryption. But this method is very effective in 
terms of safety because of encrypting personal information and medical image, in the 
case of large files, it is difficult universally to use it because the dependence of the 
computing power is very large. 

Giakoumak proposed a multiple watermarking method based on wavelet transform 
for copyright protection and integrity verification of the medical image [5]. The 
method performs wavelet transform on an image to protect and selects low frequency 
region that is key information and inserts the digital signed watermark. The 
watermark image is inserted in the frequency domain. This method very effects on the 
integrity verification of medical image and copyright protection due to robust against 
techniques that bypass the watermarking such as Cut-and-paste attack or 
counterfeiting attack. However, such watermarking techniques don’t exist or are 
insufficient obfuscation effect, if a watermarked medical image has been collected 
without consent of the patient, there may be a risk that can exposes like physical 
defects and pathological records of patients. 

3 JPEG Medical Image Protection Using DQT Encryption 

3.1 DQT (Define Quantization Table) 

An image compression process of JPEG format is composed of color transform, DCT 
process, quantization, Huffman coding process like the Fig 1. DQT and the quantization 
is a key process in the lossy compression of JPEG standard, a quantization table which 
plays an important role in image restoration is generated in two processes. DCT is a 
process that reduces the size as minimizing the loss of quality of the image by storing 
the image frequency data obtained by the discrete cosine transform. 

 

Fig. 1. Compression and Decompression Process of JPEG Image 



 Minimum Partial Encryption for JPEG/JPEG2000 Medical Image Protection 21 

 

(1) is a representation of discrete cosine transform process by formula. The 
amplitude C of cosine is called DCT coefficients, DCT will obtain new array F using 
the existing array f. At this time, DCT coefficients data is divided into 8x8 
quantization table and stored. If this quantization table is abnormally corrupted, since 
DCT coefficient restoration not be achieved successfully in image restoration, it is not 
restored to the original image. (2) is expressed as a formula that array T  is to be 
output. Array T is different from array f because the DCT coefficients E is 
abnormally restored due to corrupted quantization table [6]. 

,݅)ܨ  ݆) ൌ ,݅)ܥ ݆) ∑ ∑ ݂(݊, ݉) cos (ଶାଵ)గଶே cos (ଶାଵ)గଶேேିଵேିଵ (0,0)ܥ   ൌ ଵே , ,݅)ܥ ݆) ൌ ଶே (݅ ് 0 , ݆ ് 0 )   (1)
 ܶ(݊, ݉) ൌ ∑ ∑ ,݅)ܧ ,݅)ܨ(݆ ݆) cos (ଶାଵ)గଶே cos (ଶାଵ)గଶேேିଵேିଵ   

(2)
 

3.2 MPEM-JPEG (Minimum Partial Encryption Method for JPEG) 

As described in section 3.1, a quantization table corruption can be used for image 
obfuscation. In particular, the quantization table has the size only up to 256bytes in 
least 64bytes regardless of the image size. MPEM-JPEG proposed in this paper is 
how to perform image obfuscation to encrypt only the quantization table.  

MPEM-JPEG has the following four kinds of advantages. Firstly, encrypting the 
quantization table of a fixed size less than 256 bytes regardless of the size, it can 
significantly reduce the computing power dependence such as memory usage. 
Secondly, although such obfuscation method can’t ensure 100% confidentiality of 
medical image, it achieves an obfuscation level image can’t be read out. Thirdly, it 
can prove the integrity without any padding bits by using CBC-MAC because size of 
DQT is a multiple of 128bit [7]. Finally, encrypting by extracting only the 
quantization table in order to apply the MPEM-JPEG, it is not necessary to change 
the conventional JPEG image compression process.   

3.3 Testing Result 

Fig. 2 is a result that a medical image is obfuscated using PEM and restored. (B) and 
(E) is to encrypt quantization table having a size of 128 bytes that is included in the 
original image (A) and (D) by using an AES-CBC algorithm. As shown below, 
although the overall outline can be recognized, it is not possible to recognize morbid 
records or part related to the physical characteristics of the patient because of 
obfuscation. (C) and (F) is to decrypt the quantization table, we can see that being 
restored to the same state as the original image.  
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Fig. 2. Original Image-(A),(D), Encrypted image(B),(E), Restored Image-(C),(F) 

4 JPEG2000 medical image protection using DWT 

4.1 DWT (Discrete Wavelet Transform) 

Image compression process of JPEG2000 format is consists of DWT, quantization, 
entropy coding process such as Fig. 3, there is a differences as compared with the 
JPEG. That is a quantization table is not generated in quantization process and DCT 
process has turned into a DWT process [8]. Medical image protection scheme using 
DQT encryption proposed in chapter 3 can’t be applied to the image of the JPEG2000 
format because there is no quantization table. 

 
Fig. 3. Compression and Decompression Process of JPEG2000 Image 
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Critical part of image compression in JPEG2000 is DWT process. Since DCT 
process of JPEG format allocates less bits or removes high-frequency components 
that a human eye does not recognize, it has a disadvantage that is to occur blocking 
artifacts in the compressed image with high magnification. On the other hand, DWT 
process of JPEG2000 does not cause the blocking artifact by splitting the image each 
frequency domain. An original image is decomposed into LL, LH, HL, HH image 
data from filtering by using high pass filter (H) and low pass filter (L) in DWT 
process [9] [10].  

 
 
 
 
 
 
 
 
 
 

Fig. 4. (A) Original Image, (B) 1 Level DWT, (C) 2 Level DWT 

Fig. 4 shows the DWT process. It is called 1 level DWT transformation that 
filtering is completed once, after filtering the LL image once again, this is 2 levels 
DWT transformation. The more the number of DWT, the higher the compression 
ratio. Small brain imaging data (C) located on the left top in Fig 3 is a resolution level 
R0 as the image data created after the last DWT process. Since the R0 region includes 
a sensitive data of the low frequency band to a human eye, it can be seen to appear in 
a similar form to the original image. If this R0 region is abnormally corrupted, it is not 
restored to the original image because the low-frequency data of the original image 
can’t be obtained exactly. 

4.2 MPEM-JPEG2000(Minimum Partial Encryption Method for JPEG2000) 

As described in section 4.1, it can be used for image obfuscation to corrupt LL image 
data in R0 region. The size of R0 region is variable depending on the original image 
and resolution level, it can be obtained from the header of the packet including R0 
region. Packet headers have a size of 3~4 bytes, it can be found through storing the 
size of data included in packet. 

The proposed MPEM-JPEG2000 in this paper is how to perform the image 
obfuscation by encrypting only image data in this R0 region. As MPEM-JPEG2000 is 
encrypting very small data compared with the original image, it can significantly 
reduce the computing power dependence. Also since MPEM-2000 encrypts to extract 
only R0 region in JPEG2000 image, it does not change an existing JPEG image 
compression process. 
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Fig. 5. (A) Original JPEG2000 Image, (B) Encrypted JPEG2000 Image 

4.3 Testing Result 

Fig. 5 shows the result of medical image obfuscation by using MPEM-JPEG2000. (A) 
is JPEG2000 original image (1 level DWT) that has size of 87.9KB extracted from 
the actual DICOM files, (B) is a result of encrypting the entire packet 222bytes 
including the R0 region. As shown in (B), despite encrypting 222bytes which is 0.25% 
of the original image 87.9KB, we can see that the original image is completely 
impossible to distinguish.  

5 Conclusion 

In this paper, we proposed a minimum partial encryption for medical image in JPEG 
and JPEG2000 to manage safety and efficiently. First, we introduced encrypting a 
quantization table to protect medical image in JPEG format. This method can 
significantly reduce the computing power dependence such as memory usage because 
it just encrypt a quantization table with a minimum of 64bytes and a maximum of 
256bytes regardless of size. Next we proposed to encrypt LL image data that is 
generated after the last DWT process for medical images protection in JPEG2000 
format. Although it encrypts only very small partial compared with an original image, 
there is an advantage that to recognize entire image is impossible since the proposed 
method is to encrypt only the data of the low frequency band sensitive to a human 
eye. Two proposed method have an advantage that is not require change about 
compression process because only some of the data needed for obfuscation is encrypt. 
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Abstract. This paper studies the optimal hedging strategies for risk neutral 
players in a competitive supply chain setting. We consider two processors 
procuring two commodities from spot markets to process and sell through 
index-based contracts to a retailer. Commodity prices are stochastic and 
correlated. The retailer is facing price sensitive demand curves so it controls its 
market demands through market pricing. First, we characterize the optimal 
index-based contracts for processors which implies that processors prefer to be 
exposed to commodity price risks. We show that the processor‘s optimal 
contract consists of a processing margin which is independent of its financial 
hedging decisions and a hedge ratio which is a function of commodity price 
volatility. We show that processors can benefit from market pricing, when these 
prices are linked to input commodity prices and index-based contracts are a 
means to link these prices. We also explore how commodity and product market 
parameters affect optimal hedging decisions. 

Keywords: Supply chain hedging, commodity procurement, index-based 
contracts. 

1 Introduction 

Nowadays, commodities are exposed to even more unexpected price fluctuations due 
to the drastic uncertainty in supply-demand and potential global political and financial 
crises. A recent example of unexpected drastic changes in commodity prices is the oil 
price which dropped from more than 100 dollars per barrel to about 40 in the second 
half of 2014. This fluctuation creates unprecedented challenges for commodity 
processors in procurement and process of their outputs. Usually, since commodity 
processors have limited market power to pass any shock in their input commodity prices 
to their downstream firms and customers, they are more susceptible to downside effect 
of high input commodity prices. They are usually exposed not only to input price risks 
but also to demand risks since their demand is also correlated with commodity prices. 
This highlights the importance of hedging in mitigating price risk and maximizing a 
firm's expected value. 

Hedging, as Van Mieghem (2003) defines, "involves taking counterbalancing 
actions so that, loosely speaking, the future value varies less over the possible states 
of nature". One way to do hedging is to trade financial instruments, like futures, 
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options and other financial derivatives which is referred to as financial hedging. In 
this paper, we study index-based contracts as a tool that processors use to reduce 
volatility of their profits. In an index-based contract, transaction price is determined 
as a function of spot and forward prices which is a weighted function of forward 
prices observed at the time of contracting for the ordering time and the spot price to 
be observed at the time of ordering. The weight on the forward contract versus the 
one on the spot price determines the volatility of the processor's transaction prices and 
therefore its profit. 

Index-based price contract is commonly used in many industries dealing with 
commodities like agribusinesses and petroleum industries. For example, Kuwornu  
et al., (2009) studies a food supply chain agency problem where providing price is 
correlated with the retail value, which is random. In the petroleum industry, the 
largest natural gas supplier in the world, Russia, was negotiating with China as one of 
the largest consumers of natural gas in the world for about 10 years to price the future 
supply for the next 30 years. Since gas price is quite volatile and might change 
drastically during the next 30 years, it is believed that the transaction price is in the 
form of index-based contract as a function of the oil price (Wall Street Journal, 2014). 

In our model, the index-based contract between supply chain firms is correlated 
with the spot price of the processor's input commodity. It's similar to trading in an 
over-the-counter market1, where firms are free to negotiate any mutual trading in the 
future, and the contracts do not have to be specified as in the exchange-traded 
markets. After supply chain firms agree on the index-based contract, unit price would 
be realized at the time of contract execution. This form of contract helps the processor 
link its future prices to its input prices, thus makes its profit less volatile, following 
Van Mieghem (2003), we refer to this contract as financial hedging. 

A commodity processor that produces a commodity based product to sell through a 
downstream firm is not only exposed to its own input price risks but it might be also 
exposed to substitutable commodity prices through its downstream orders for 
substitutable products. For example, a beef processor is not only exposed to the beef 
spot prices but it is also exposed to the pork spot prices since consumers may consider 
substituting beef products with pork in the case of sudden increase in the beef 
products prices. While we expect that beef and pork spot prices be correlated but still 
this correlation is partial and consumers may substitute one for the other. 

We study a supply chain where two commodity processors that procure raw 
material from commodity spot markets process and sell their substitutable outputs to a 
common retailer. Spot prices for these input commodities are stochastic and 
correlated. We assume that retailer's demand is price sensitive so the retailer controls 
its market demand through market pricing. While all firms are risk neutral, we show 
that processors partially hedge their exposure to the input commodity price risks. 
Unlike processors, under certain conditions, retailer has a strong preference to be fully 
exposed to the commodity price risks. For example, when commodities are not close 
substitutes, the retailer's profit is maximized under cost plus contracts where 
processors completely pass their exposure to the input commodity prices to the 
retailer. This is due to the fact that the retailer has a natural hedge against any changes 
in its input prices, i.e., any increase in retailer's input costs can be reflected in its 

                                                           
1 Options, Futures, and Other Derivatives, John C. Hull, 8th edition. 
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market prices. This not only increases the retailer's margin but it also results in a 
smaller customer orders when input costs are high. Similarly, any decrease in the 
input commodity prices would result in lower market prices but it brings higher orders 
which again benefits the retailer. We also show that how index-based contracts 
perform as a mechanism which allows processors to benefit from retailer's natural 
hedge. 

While we show that partial hedging is optimal for processors, we also show that it 
decreases supply chain profit. We also investigate how commodity and product 
market parameters affect optimal hedging strategies. We show that more volatility is 
favorable for all firms since it increases the value of the natural hedge for the whole 
supply chain. Similarly, any strong correlation between commodity prices or high 
degree of substitution decrease the value of the natural hedge and therefore 
processor's optimal hedge ratios. 

The rest of the paper is organized as follows. In section 2, we set up our model. 
The optimal partial hedging strategy is analyzed in Section 3. And, finally, we 
conclude the paper in section 4. 

2 The Model 

We consider a retailer procuring two substituable products (e.g., packed meat like 
beef and pork) from two processors. These two processors, denoted by P1 and P2 
procure two input commodities from two spot markets, and after processing these 
commodities they sell their outputs to the retailer. An important feature of our model 
is that the processors' products are not commodity anymore, i.e., the retailer faces two 
demand curves which allows it to control its demand by pricing its products in the 
market. We consider a linear duopoly demand model as follows. 

ଵݍ   ൌ  1 െ ₁  ଶݍ (1)                                   ,₂ߛ  ൌ ߙ  െ ₂   (2)                                   .₁ߛ
 
This model has been widely used to model price competition in the market (see, 

e.g., Feng and Lu, 2013). In this model, ߙ denotes P2's market size while P1's market 
size has been normalized to 1. Without loss of generality we assume that ߙ  1. The 
parameter ߛ  captures the demand interdependence for the products and satisfies 0  ߛ ൏ 1 . When ߛ  is equal to zero, the retailer's demands for its products are 
independent and there is no market competition between these products. As ߛ 
increases, products become more substitutable, and one product's price has a larger 
impact on the other product's demand. Thus ߛ  also reflects the intensity of 
competition between the processors' products. ߙ  1 implies that P2's product has a 
stronger position than P1's product in the market, i.e., P2 enjoys a higher demand if 
the retailer charge the same market price for both of these products. All firms' 
production costs are normalized to zero to simplify our exposition without affecting 
the qualitative findings. Each firm's objective is to maximize its own profit. 

We model this problem as a one period model. At the beginning of the period, ݐ ൌ 0, both processors offer their index-based contracts to the retailer as Stackelberg 
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leaders in the pricing game and at the end of the period, ݐ ൌ 1, the retailer places its 
orders at both processors, after realization of commodity and therefore transaction 
prices. We assume that there is a time lag between firms' decisions on priceing 
structure and ordering, which is in-line with what we observe in practice. It is 
straightforward to show that without this assumption there is no value for hedging 
through index-based contracts. Processors are exposed to input commodity price 
risks. Since they are offering index based contracts to the retailer, retailer is also 
exposed to commodity price risks. Let ݍ  and ݓ  denote the order quantity and 
contracted index-based price between processor ݅ and the retailer, for ݅ ൌ 1,2. We 
denote index-based price for processor ܲ݅ as: 

ݓ  ൌ ܾܨ  (1 െ ܾ) ܵ  ݀,                       (3) 
 

where ܵ and ܨ denote commodity ݅'s spot and forward prices for ݐ ൌ 1 and ݀ is 
the fixed processing margin charged by processor ݅. In this contract, ܾ denotes the 
hedging ratio for the retailer, since it fixes part of the contract price at ܾܨ . This 
indicates that 100 ൈ ܾ  percent of ݍ  is bought at ܨ  while the rest needs to be 
bought at the spot price, ܵ. By reducing the hedge ratio, ܾ, processors reduce their 
exposure to the input commodity price risk while this increases the retailer’s exposure 
to commodity price risks. For example, when ܾଵ=0, processor P1 guarantees its profit 
margin to be ݀ଵ since it is offering a cost plus contract (i.e., ݓ ൌ ܵ  ݀) to the 
retailer, and when ܾଵ ൌ 1, the retailer is not exposed to any price risks since the 
contract price is fixed (i.e., ݓଵ ൌ ଵܨ  ݀ଵ). The second scenario is indeed the perfect 
hedging in Van Mieghem (2003)2. Figure 1 provides a schematic view of the supply 
chain. 

 

 

Fig. 1. Schematic view of the supply chain 

To facilitate our analysis, we are making the following standard assumptions. 

Assumption 1. There is no arbitrage opportunity in the spot market, and risk premium 
for forward markets is normalized to zero, i.e., ܧሾ ܵሿ ൌ ݅ , forܨ ൌ 1,2. 

We assume that the commodity market is competitive with the same information 
available to all players in the market, so if the expected spot price is not equal to the 
forward price, there will exist profit making opportunities without risk, so risk-neutral 

                                                           
2 Perfecting hedging is a portfolio that provides a constant future value in any state of nature. 
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speculators will enter the market which induce the equality of forward price and 
expected spot prices (Popescu and Seshadri 2013). We also assume that both input 
commodity prices are positively correlated. 

Assumption 2. Input commodity prices are positively correlated, i.e.,0 ൏ ߩ ൏ 1. 
Since we are assuming that final products are substitutable, it is natural to assume 

that this assumption is also satisfied which indicates that processors‘ input prices are 
positively correlated. In practice, when processors offer index-based contracts they 
choose a ratio between 0 and 1. We formalize this assumption as follows. 

Assumption 3. The hedge ratios for both processors satisfy 0  ܾ  1, for ݅ ൌ 1,2. 
This assumption helps to ensure the price of the index contract is always positive, 

and the processors can fully or partially hedge their exposures to commodity price 
risks. 

In what follows, we characterize the subgame perfect equilibrium of the 
procurement game, so we start our analysis by investigating the retailer's optimal 
decisions which is its market price after realization of spot prices for input 
commodities. 

We formulate the retailer's pricing decisions in the market as: 
ோߨభ,మݔܽ݉  ൌ ଵ)ଵݍ െ (ଵݓ  ଶ)ଶݍ െ  ଶ),                   (4)ݓ
 
where order quantities are given by (1) and (2) and index-based prices are given by 

(3). To simplify our exposition, we assume that poduction cost of both processors are 
normalized to zero and there is no inventory or managerial cost for the retailer. 

Anticipating the retailer's optimal ordering, processors solve for their optimal 
index-based contract (ܾ, ݀)  at the beginning of the period to maximize their 
expected profits, ܧሾߨሿ , where expectations are taken with respect to both 
commodity prices joint distribution at the end of the period. We can write processor ݅'s problem as: 

 
ሿߨሾܧ ,ௗݔܽ݉  ൌ ݓ)ݍሾܧ െ ܵ)ሿ.                (5) 

 
In the next section we try to shed some light on the processors' preference for 

partial hedging in a supply chain setting. 

3 Analysis 

In the previous section, we formulate our problem. After solving (5), our analysis 
indicates that processors need to partially hedge their exposure to their input 

commodity price risks by offering 0  ܾ ൏ ଵଶ, for ݅ ൌ 1,2. Notice that processors are 

risk neutral in our settings but still they ask for index-based contracts. To better 
understand this preference, we start by investigating the retailer's profit function. It is 
straightforward to show that for any given index-based contract, the retailer's profit is 
convex in its input prices. This indicates that as a direct result of Jensen's inequality, 
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the retailer does not have any incentive to hedge its exposure to input price risks when 
it is offered index-based contracts by its processors.  

As offered hedge ratios by processors increase, the input price of the retailer 
becomes less volatile, i.e., the input commodity prices affect retailer‘s input prices 
less. As a result of less volatile input prices, the retailer has less flexibility to 
manipulate its market prices and therefore demands. This reduces the retailer‘s 
expected profit. As a result, the retailer prefers to be fully unhedged (i.e., ܾଵ ൌ ܾଶ ൌ0) (when substitute rate is not very large)but since processors are the Stackelberg 
leaders in the pricing stage, the retailer‘s preference for cost-plus contract needs to be 
inline with processors‘ interest, which we show is not. 

 
Proposition 1. The processor Pi’s expected profits are joint concave in it’s own hedge 
ratio and processing margin. The optimal hedge ratios are given by: ܾଵכ ൌ 2 െ ଶߛଶߩ െ ଵ4ߪ/ଶߪߩߛ െ ଶߛଶߩ , ܾଶכ ൌ 2 െ ଶߛଶߩ െ ଶ4ߪ/ଵߪߩߛ െ ଶߛଶߩ , 
and optimal processing margins are given by: ݀ଵכ ൌ 2  ߛߙ  ଵܨଶߛ  ଶܨߛ െ ଵ4ܨ2 െ ଶߛ , ݀ଶכ ൌ ߙ2  ߛ  ଶܨଶߛ  ଵܨߛ െ ଶ4ܨ2 െ ଶߛ , 
where ߪଵ and ߪଶ denote standard deviations for the first and the second commodity 
prices, respectively.  
 

In our model, processors are Stackelberg leaders in the pricing stage but it is the 
retailer that determines market prices and therefore order quantities. This is in-line 
with what we usually observe in practice where firms negotiate over their transaction 
price structure which would be realized at the time of contract execution and 
processors are required to produce and deliver retailer's order quantities (i.e., contracts 
are enforceable). Even though processors do not have the power to determine market 
prices and order quantities, still they can pass part of their exposure to the input price 
risks to the retailer to affect their market prices and order quantities. Index-based 
contracts, is a means that processors use to benefit from retailer's natural hedge. High 
input costs results in high transaction prices which would be accompanied by lower 
orders from the retailer. Similarly, low input costs reduce transaction prices which 
brings larger order to processors. But, processor's profit does not monotonically 
increase in hedge ratios. As hedge ratios increase, initially processors benefit from 
sharing extra value generated through retailer's market pricing but at the same time, it 
reduces the value that retailer's market price brings to the supply chain (Since it 
reduces retailer's input price volatility). This results in concave profit functions for 
processors in their hedge ratios. In summary, processors can benefit from market 
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pricing, when these prices are linked to input commodity prices. Index-price contract 
is a means to link them. 

After characterizing the optimal hedge ratios for processors, we can investigate 
how different final product and commodity market parameters affect optimal contract 
terms. The following proposition characterizes the effect of input commodity price 
variances (ߪ²), correlation (ߩ) and market substitution rate (ߛ), on the optimal hedge 
ratios (ܾכ). 

 
Proposition 2. a) Commodity Price Variances: The hedging ratio for each commodity 
increases in its price variance, while it decreases in the competing commodity price 
variance. 
b) Commodity Price Correlation: The hedging ratio for each commodity decreases in ߩ.  
c) Demand Substitution factor: The hedging ratio for each commodity decreases in ߛ. 

 
Part (a) indicates that for a processor, if its input commodity price volatility 

increases, it would ask for larger hedge ratio. As volatility of the input commodity 
price increases, the value of the retailer's option to price its product in the market 
increases, therefore the processor would be able to ask for a larger share of this 
option's value. On the other hand, if competing commodity price becomes more 
volatile, the processor needs to ask for smaller margins since competing processor 
would be able to increase its requested margin. 

If the correlation of the two commodity prices increases, the retailer's option to 
price its products would become less valuable which indicates that both processors 
need to reduce their hedge ratios and margind. Similarly, when the retailer's products 
are more substitutable, the retailer's option to price its products would be less valuable 
and again both processors need to reduce their resuested margins and hedge ratios. 

And finally, it is interesting to know how the whole supply chain profit would 
change as a function of the processors' partial hedging policies. 

 
Proposition 3. The whole supply chain's expected profit is concave in ܾ  and 
maximizes at ܾଵ ൌ ܾଶ ൌ 0. 

 
This observation is inline with our previous findings. Any partial hedging policy 

by processors reduces the volatility in input prices for the retailer, which reduces the 
value of the whole supply chain's option to customize market prices based on input 
prices. This results in reduction in the whole supply chain profit. Therefore, to 
maximize supply chain profit, cost plus contract are the favorite form of contracts. 

4 Conclusion 

In this paper, we explore a new form of financial hedging in supply chain settings 
through index-based contracts. Index-base contract is a popular mechanism that 
commodity processors usually use to pass part of their exposure to commodity price 
risks to their customers in commodity-based supply chains. We study a general 
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framework in which all firms are risk neutral and still we show that commodity 
processors are interested to partially hedge their exposure to commodity price risks. In 
particular, we show that even though processors can ask for full hedge by offering 
cost-plus contracts to their retailer, they still prefer to be exposed to the commodity 
price risk. While processors are exposed to commodity price risks, they are also 
exposed to the demand risk when they pass part of their exposure to commodity price 
risks to the retailer through index-based contracts. We show that for the retailer, their 
ability to charge different prices based on the realized input prices to control their 
market demand works as a natural hedge against the volatile input prices which brings 
extra value to the retailer compared to a retailer which is fully hedged. Since 
processors do not have the capability to affect their production quantity after spot 
market realization, they choose to partially hedge their exposure, which indicates that 
the retailer is also partially exposed to the commodity price risk. In summary, 
processors can benefit from market pricing, when these prices are linked to input 
commodity prices. Index-price contract is a means to link them.We show that 
processor's optimal contract consists of a margin charged for production and also a 
margin that it charges to benefit from retailer's market pricing power. We show that 
how different commodity and product market parameters affect processors optimal 
hedging decisions. For example, all firms prefer more volatile commodity prices 
which decreases processors' hedge ratios.  

Our paper provides another explanation for the existence of partial hedging and 
index-based contracts in commodity processing supply chains. 
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Abstract. This study aimed to present an application of Material Flow Cost 
Accounting (MFCA) to discover loss in the process and dynamic programming in 
decision making of improvement solutions. The research focused on internal 
supply chain operations of the case study. Based on MFCA analysis, the overall 
cost can be classified as the cost of positive product as 46.97% and the cost of 
negative product as 53.03%. The highest cost of negative product was material cost 
(MC) 45.52% following by system cost (SC) 6.41%, and energy cost (EC) 1.10% 
of the total product cost. The improvement solutions were proposed for MC 
reduction. Industrial engineering problem solving tools; cause and effect diagram, 
pareto diagram and why-why analysis, were used to investigate root causes for 
negative MC. Seven improvement solutions were proposed and evaluated based on 
MFCA calculation. The decision making was carried out using dynamic 
programming when the incursion was formulated using the cost of positive product 
increased by each solution. Finally, only the 1st, 2nd, 6th and 7th solution were 
selected and the cost of positive product can be increased from 46.97% to 56.08% 
and the cost of negative product reduced from 53.03% to 43.92% 

1 Introduction 

Material Flow Cost Accounting (MFCA) is one of environment management tools 
that aim to reduce the environmental impact and cost at the same time because wastes 
from operations mean loss of input resources. The key concept of MFCA is to present 
the cost of production in term of the cost of positive and negative products. The cost 
of negative product is the main problem that should be reduced as small as possible. 
To reduce the cost of negative product, there is always more than one solution that 
can be considered. In many cases, it is very difficult to make decision on which 
solutions are the optimal plan for the improvement. 

This study aims to apply the concept of MFCA to improve the production line of 
the case study company. The improvement solutions are proposed based on MFCA 
analysis and industrial engineering tools, i.e. ECRS concept, cause and effect diagram 
and pareto chart, to reduce input material and the cost of negative product and  
increase the cost of positive product. During decision making for improvement, the 
concept of MFCA is adopted in dynamic programming to select the best improvement 
solution among all solutions.  
                                                           
* Corresponding author. 
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2 Preliminaries 

MFCA is a concept that interprets waste and environmental impacts in term of cost to 
allow management person to easily understand. Based on MFCA concept, cost is 
classified as “cost of positive product”, cost of quantity of materials made into 
company products,  and “cost of negative product” which is overall materials wasted. 
Both costs can be identified into four categories of cost as material cost (MC), system 
cost (SC), energy cost (EC) and waste management cost (WC) [1, 2]. The total cost of 
negative product from all four parts is considered to be reduced during the step of 
improvement solution implementation.  

To implement MFCA, there are 7 steps as presented in [2] that are; (i) Select the 
target product and process, (ii) Collect concerned data and information, (iii) Perform 
MFCA calculation, (iv) Identify points for improvement, (v) Introduce improvement 
methods, (vi) Implement improvement methods and (vii) Evaluate improvement 
methods by performing MFCA calculation again and comparing the results. 

There were many research works applied MFCA in various case studies: plastic 
packaging company [3], brewery manufacturer [4], textile producers [5, 6], adhesive 
tape factory [7] and household drain boards company [7]. 

MFCA can be used as an identification tool for pointing the location of waste along 
a production line. To reduce the cost of negative product, other industrial engineering 
techniques should be employed. ECRS’s principle was applied after MFCA analysis 
in order to reduce material wastes from plastic packaging production line in [3]. 
Design and experiment (DOE) was applied with MFCA to reduced wastes from 
wooden product in [8]. Plant layout and design was implemented after MFCA 
analysis in [9] in food industry to reduce the transportation distance in the case study 
production line to reduce defect product during the internal transportation.  

After MFCA analysis, there was certainly more than one solution for improvement. 
When there were many improvement solutions, decision making techniques should be 
considered. Dynamic programming is one widely used tool for find the best solutions 
among many solutions with different effects. The concept of dynamic programming is 
to solve large problem by breaking into small problems and solve small problem until 
all problems are solved [10]. The application of Dynamic programming and MFCA 
was firstly proposed in [11] for multistage serial production processes using the cost 
of positive product and the investment cost for each improvement solution to form the 
recursion equation.  

3 Research Methodology 

The research methodology was presented as follows: 

3.1 Perform MFCA Procedure 

During this step, 7 steps of MFCA implementation were carried out. Firstly, Target 
product and process were selected. Then, data of the target product and process 
including process steps, machine list, raw material used in process, raw material cost, 
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labor cost, electricity charge, energy consumption and loss in process, were collected. 
Secondly, these data were used to create the material flow chart to represent the flow 
and loss of material along the whole processes. The cost of positive and negative 
product can be calculated using material balance concept and MC, SC, EC and WC 
were also classified during the third step. Then, during the fourth and fifth steps, the 
results from MFCA analysis were presented in from of Pareto chart to identify the 
main negative product cost and problem analysis tools, cause and effect diagram and 
why – why analysis, were used to find out the root cause of the main negative product 
cost. Subsequently, improvement methods were proposed based on ECRS concept. 
The sixth and seventh steps were to implement the improvement solution and 
evaluated the results using MFCA calculation again.  Finally, there were many 
improvement solutions with different effects that were carried on to the next step of 
dynamic programming to make the decision on the practical improvement solutions. 

3.2 Decision Making Using Dynamic Programming Technique 

The characteristic of dynamic programming is the problem can break into the small 
problems or stage and there are the decision choices in each stage or state. The 
solution was separated in to T stages and must repeat the equation for returning the 
calculation from stage t, t+1,...,T to stage t+1, t+2,...,T. This research identified the 
process as stage and the improvement method as Fig 1. 

Each stage (t) was set as each process or quality center (QC). In each stage, there 
can be more than one improvement method defined as node (i). 

The incursion can be formulated as equation (1) and (2) 

௧݂(ݏ)כ ൌ ݔܽ݉ ௧݂(ݏ,  ௧) (1)ݔ

௧݂(ݏ, (௧ݔ ൌ ቆ ௦௧ܥܲ  ௦௧ܥܶכ௦௧ିଵܥܲ  כ௦௧ିଵܥܶ ቇ כ 100% 
(2) 

Given: ௧݂   = Positive Product Cost of stage t in % ݔ௧   = Selected method after stage t ܲܥ௦௧  = Total Positive Product Cost of stage t in THB ܶܥ௦௧  = Total Cost of stage t in THB 

3.3 Improvement Solution Evaluation Using MFCA Analysis 

The set of improvement solutions selected based on dynamic programming was 
evaluated again based on MFCA analysis to present the overall improvement gain 
from these set selected solutions.  
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Fig. 1. Dynamic Programming Formulation for MFCA 

4 Results 

4.1 MFCA Analysis 

The comfort chair was selected to be the target product because it was the main 
product of the case study company. The production process of this product consists of 
6 processes or QC presented as material flow chart as Fig 2. This flow chart was 
created to show the input material and waste of this production line. 

From Fig. 2, it was found that the maximum loss occurred at QC3 as 20.36%. All 
of the waste from wood can be used as fuel in factory’s boilers and no rework process 
found in operations so there was no WC occurred along this production line and WC 
was ignored for this case study. 

 

 

Fig. 2. Material flow chart of comfort chair 
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The MFCA analysis displayed the detail of newly input total cost, total cost handed 
over from previous process, process total of input cost, percent quantity of negative 
product, percent quantity of positive product, positive product cost and negative 
product cost as shown in Fig 3.  

 

 

Fig. 3. Example of MFCA analysis for QC3 

The results from MFCA analysis showed total cost of one production lot of 
comfort chair (50 sets) was 53,495.82 THB1 divided as the cost of positive product 
25,128.77 THB (46.97%) classified as MC 20,598.06 THB (38.50%), SC 3,986.59 
THB (7.45%) and EC 544.11 THB (1.02%) relatively, and for the cost of negative 
product was 28,367.05 THB (53.03%) classified as MC 24,349.66 THB (45.52%), SC 
3,427.61 THB (6.41%) and EC 589.79 THB (1.10%) as shown in Table 1. From these 
results, the maximum negative product cost was MC as 84% comparing with the total 
cost of negative product.  

                                                           
1 Approximately 32.40 THB = 1 USD as of January 2015. 
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Based on the data from MFCA analysis, the Pareto chart was developed as Fig 4 to 
present the process with negative product cost of MC. From the chart, the maximum 
negative product cost occurred at QC3 as 44.74% following by QC4 as 37.57%.  

Table 1. MFCA calculation (Before improvement) (cost unit: THB) 

 

 

Fig. 4. Pareto chart for costs of negative product for MC 

Cause and effect diagram and why – why analysis were applied to find out root 
causes of the negative MC and the result showed that the maximum loss occurred in 
process of wood log preparation for operation and sawing because the log size was 
not fit to the size of the final part. ECRS concept was used to design the improvement 
methods. The objective of MFCA was to maximize the benefit from material usage 
that reflected to reducing input material and increasing positive product cost. There 
were 7 improvement methods proposed as follows. 

1) Reducing unnecessary paper usage (QC1): To reduce input material. 
2) Separating starting wood log length before performing operations (QC 3): To 

increase positive product cost. 
3) Cutting wood log length before operations (QC 3): To increase positive  

product cost. 

 

MC SC EC Total Cost 

Total 
44,947.72 7,414.20 1,133.89 53,495.82 

84.02% 13.86% 2.12% 100.00% 

Positive 
20,598.06 3,986.59 544.11 5,128.77 

38.50% 7.45% 1.02% 46.97% 

Negative 
24,349.66 3,427.61 589.79 28,367.05 

45.52% 6.41% 1.10% 53.03% 
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4) Using one wood log for making 2 back legs (QC 3+4): To reduce input material 
and increase positive product cost. (see Fig.5a) 

5) Using one wood log for making back leg and back stand (QC 3+4): To reduce 
input material and increase positive product cost. (see Fig.5b) 

6) Using one wood sheet for making 2 back leg and back stand (QC 3+4): To reduce 
input material and increase positive product cost. (see Fig.5c) 

7) Reducing used quantity of painting color at (QC 5). Reduce input. 
The results of all improvement solutions from MFCA calculation were presented 

as Table 2. 
 

 

Fig. 5. Drawing for a) 4th solution, b) 5th solution and c) 6th solution 

Table 2. MFCA calculations for improvement methods (cost unit: THB) 

Method Current 1 2 3 4 5 6 7 

Total 
53,495.82 53,490.64 48,687.07 48,814.75 51,233.82 52,914.14 50,942.89 53,304.14 

100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

Positive 
25,128.77 25,128.76 25,351.96 25,412.25 25,306.06 25,190.62 25,456.42 25,170.44 

46.97% 46.98% 52.07% 52.06% 49.39% 47.61% 49.97% 47.22% 

Negative 
28,367.05 28,361.87 23,335.11 23,402.50 25,927.76 27,723.52 25,486.46 28,133.69 

53.03% 53.02% 47.93% 47.94% 50.61% 52.39% 50.03% 52.78% 

a)

 

b) 

 

c)  
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4.2 Dynamic Programming  

To set up dynamic programming for this case problem, stage and node were defined 
as in Fig 6. Each node represent each improvement solution and each stage 
represented process or QC that the solution was implemented. 

The incursion addressed as equation (1) and (2) were formalized the working-
backward procedure to find the optimal decision for each stage that implied to 
maximize the cost of positive product for each method at each stage. The results of 
dynamic programming were presented as Table 3 to 5 and the final decision was 
presented as Fig 7. The optimal solution was to implement solution 1, 2, 6 and 7. 

 

 

Fig. 6. Dynamic programming for the case study 

Table 3. Dynamic programming operation for stage 1  

State, s ݔଵ ܲܥଵכ כଵܥܶ (ݔ)݂  כଵݔ
4 7 25,349.37 51,042.14 49.66% 7 
5 7 25,232.87 52,722.46 47.86% 7 
*6 7 25,501.12 50,751.21 50.25% 7 

Table 4. Dynamic programming operation for stage 2 

State, s 
 כଶݔ (ଶݔ)כଶ݂ כଶܥܶ כଶܥܲ ଶݔ

4 5 6 
*2 55.38% 53.15% 56.07% 25,760.86 45,942.46 56.07% 6 
3 55.37% 53.14% 56.06% 25,826.67 46,070.14 56.06% 6 

Table 5. Dynamic programming operation for stage 3 

State, s 
 כଷݔ (ଷݔ)כଷ݂ כଷܥܶ כଷܥܲ ଷݔ

2 3 
*1 56.08% 56.07% 25,760.86 45,937.28 56.08% 2 
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Fig. 7. Final solution from dynamic programming  

4.3 Solution Evaluation Using MFCA Calculation  

The results of MFCA calculation for the decision making from dynamic programming 
was presented in Table 6. The total input cost was reduced from 53,495.82 THB to 
45,937.28 THB and the cost of positive product was increased from 46.97% to 
56.08% and the cost of negative product reduced from 53.03% to 43.92% as 
presented. 

Table 6. Improvement solutions evaluation based on MFCA (cost unit: THB) 

5 Conclusion 

This study aimed to present the application of MFCA and dynamic programming in 
supply chain operations improvement. The case study results showed that when 
MFCA was implemented the cost of positive and negative products can be clearly 
identified. To improve operations of the case study, one main product was selected to 
study and the source of negative product cost can be identified as material waste from 
the production line. Thus, seven improvement solutions were proposed and evaluated 

MC SC EC Total Cost 

Total 
37,429.79 7,384.96 1,122.52 45,937.28 

81.48% 16.08% 2.44% 100.00% 

Positive 
20,598.06 4,514.39 648.40 25,760.86 

44.84% 9.83% 1.41% 56.08% 

Negative 
16,831.73 2,870.57 474.12 20,176.42 

36.64% 6.25% 1.03% 43.92% 
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based on MFCA concept. The positive cost from each solution was used to formulate 
incursion equation for dynamic programming. The results from dynamic 
programming showed that only the 1st, 2nd, 6th and 7th solution should be implemented 
to obtain the maximum value of total positive product cost comparing with current 
situation. The benefit of dynamic programming when applied with MFCA was in 
making decision on the optimal set of solution when there was more than one 
alternative for operations improvement. 
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Abstract. The principle of Value Engineering is applied to make an innovative 
product that can help the public and the environment. Value Engineering is a 
technique in which the value of a system’s output is optimized by improving the 
function or reducing the cost. Innovation is the application or creation of new 
product to satisfy new requirements and market needs. Wood has been an 
important construction material since humans began building shelters. It has 
always been used extensively for furniture, such as chairs, tables and beds. But 
there will come a time that the consumption of woods is more than the amount 
of trees that are growing back. For these purpose a composite board that can be 
an alternative to wood using waste to reduce the need to consume natural 
resources is created. The coconut coir fibers, plastic resin, and hardener are 
used as the materials for the composite board. In order to come up with the 
product, the techniques including coir pounding and washing, mold waxing, 
molding, pressing, drying, and polishing were executed. Upon completion of 
the project, a naturally wood looking product is manufactured because of the 
coir strands which even made the product stronger than ordinary plywood. 

Keywords: Value engineering, coconut coir fiber, wood, composite board. 

1 Problem and Its Background 

Demand for plywood in 2013 reached 436,251 cubic meters which was only satisfied 
through importation.1  There is also an Executive Order No. 23 Sec. 2011, declaring 
a national moratorium on logging natural and residual forests.2 Cost of plywood is 
inevitably increasing because of these known facts.  

An idea for an alternative product of wood came up which is a Coco Board. 
Coconut tree is abundant in the Philippines.3 Considering that it is a tree of life4 
because of the many purposes of every part of this tree.5  The leaves are used for 

                                                           
1 GNP, 2013. 
2 Bendijo, 2014. 
3 Coconut - Tree of Life, 2005. 
4 Ramos, 2013. 
5 165 + Uses for the Coconut Tree - There's More To It Than Coconut Oil, July 23, 2012. 
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broomstick, its fruits are also exported for coconut juice which is considered a 
fountain of youth, and also for virgin coconut oil and its fruits' shell is used for floor 
polishing among many others.  

The coco husk6 is one of its parts where we can still look into. It is the rough 
external covering of a coconut used for fuel and are a source of energy. While coco 
husk fiber which is also called coir7 is the fiber removed from the coconut and it is 
used for making floor mats, doormats, brushes and mattresses.  

Using Value Analysis, the possibility of developing a coco board can be studied. 
Value Analysis8 is a systematic analysis that identifies and selects the best value 
alternatives for designs, materials, processes, and systems. It proceeds by repeatedly 
asking "can the cost of this item or step be reduced or eliminated, without diminishing 
the effectiveness, required quality or customer satisfaction?"  Its objectives are to 
distinguish between the incurred costs which are the actual use of resources and the 
costs inherent which is the locked-in cost in a particular design and to minimize the 
locked-in costs. 

2 Statement of the problem 

The general problem of the study is: How can the values of coco coir are analyzed for 
the production of coco board? 

Specifically, the study seeks answers to the following questions: 
1. Where can we see the abundant supply of coco coir in the Philippines? 
2. What is the sustainability of coco board if developed in terms of  

2.1. materials; 
2.2. process; and 
2.3. cost  

3. What is the demand for plywood that can be supplied by coco board? 
4. How to manufacture a coco board? 
5. What are the different tests that will be implemented in the coco board? 

3 Significance of the Study 

The study will look into the analysis of developing coco board using Value Analysis. 
It aims to find out the possibility of manufacturing coco board in the Philippines.  

The study may also be beneficial for the Department of Environment and Natural 
Resources for the preservation of our forestry. It will lessen cutting of trees as the 
main source of plywood. And likewise reduce waste of coco husk will be the primary 
source of coco board. 

This will also be beneficial for the present manufacturer and seller of plywood like 
hardware stores for this will be an alternative for plywood which has an increase in 

                                                           
6 Coconut Husk is a Cutting Edge Technology, 2012. 
7 What is Coco Coir, 2012. 
8 Value Analysis, 2014. 
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demand but low in supply. Instead of resulting for importation, developing coco board 
is a great alternative for meeting the demand for plywood. 

4 Scopes and Delimitation 

The scope of the study is solely for the manufacture of coco board using coco coir as 
its raw material. It aims to find out the sustainability of the product in terms of 
materials, process and cost. It also aims to determine the demand of existing plywood 
that can be catered by the manufacture of coco board.                   

The marketing of the product is not included in the study, as well as the other parts 
of the coconut tree. It only focuses on the manufacture of coco board and coco coir as 
its primary raw material. 

5 Population of the Study 

A survey is conducted to the primary and secondary users of plywood which is 
similar to the product being developed which is coco board. The primary users 
considered are the home owners, furniture shops and interior designers who use the 
product most often, while the secondary users are schools and government agencies. 

The number of respondents to the survey is 100 persons from the province of 
Bulacan only. Interview is also given to the respondents after they answer the 
questionnaire to better understand what they need and want for the product being 
developed.  

6 Research Method and Instrumentation  

Value Analysis is the focus of this research. It starts with the survey of what the 
customers want to improve in the product. The product is plywood that is used in 
building houses and creating furniture and fixtures. The improvements that the 
customers want are then converted into Needs Statements and then arranging it into 
hierarchy. Based from the survey, the customers want durable, cheap or economical 
and decorative material for plywood that can be used for creating furniture. The 
secondary needs are convenience, and resistance to water and termites. 

A Need Metric Matrix is then created to see how the needs of the customers can be 
formulated in the improvements for the new product which is coco board. 

Benchmarking from local brands of plywood is also done to find out the ideal and 
marginal value of the product specification.  

Using Combination Table, the final concepts for the product is set. Several 
composition of mixture of percentage by weight of coco coir and adhesive can be 
tested. 

The durability of the product being developed must be tested before it can be 
manufactured and then distributed in the market. 
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A mixture of coco coir and adhesive can produce a board that is called coco board. 
Product can be produced by adding the amount in weight needed of coco coir and 
adhesive. 

7 Board Process Design 

The process of producing a coco board starts by separating the coconut coir from the 
outer husk of the coconut. Coconut coir is properly washed in tap water to remove  
the coco peat. Pound the coconut coir until some of it are separated and then remove 
the coco peat. The coconut coir is dried in direct sunlight. Then, prepare the binders 
which are polyester resin and hardener. Set the coir into the mold to attain its desired 
shape. Remove the coir into the mold. Apply wax in the surface of the mold to have a 
shiny look after it has been made and to easily remove from the molder. Pour the 
binder into the mold with the desired amount. Lay the contoured coir into the mold 
with the binder. Press the composite material to remove the excess binder and to 
flatten the composite material to attain its designed durability. Let it dry for1440 
minutes or until it reaches its desired hardness. The composite material will be 
removed from the mold when the composite material achieves its desired hardness. 
Lastly, polish it for the final process. 

Table 1. Time of Production 

PROCESS 
TIME 
(mins.) 

Separate coir from husk 3
Wash the coir 3
Pound the coir 3
Set aside 1
Prepare the binder 2
Set the coir in the mold 2
Remove the coir in the mold 3
Apply wax in the surface of the 
mold 3
Pour the binder into the mold 3
Lay the contoured coir to the mold 2
Press the composite material 2
Remove the composite material 
from the mold  3
Drying 1440
Polish 3
TOTAL 1473
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7.1 Experimental System 

Testing of strength, durability, and loading capacity of the product can be done by 
experts. Suitable machine and equipment are only available in the laboratory and can 
also be utilized only by the experts in the field. The objective of testing the product is 
to find out the strength, durability and loading capacity of the product being 
developed and compared it to existing product in the market today.  

8 Presentation, Analysis and Interpretation of Data 

The abundant supply of Coconut production can be found in the provinces of Quezon 
and Davao Oriental. There is an increasing supply of coconut all over the country, 
including the province of Bulacan wherein the study is focused. 

The cost of producing Coco board is also sustainable since coir only costs 10 pesos 
per kilo, resin costs 400 pesos per gallon and hardener costs 200 pesos per gallon 
only.  

Table 2. Costing of Coco Board 

Year  Hardener Resin  Coir 
 

TOTAL 

2014 200 400 10
 

610  

2015 
 

210 
 

420 10
 

640  

2016 
 

222 
 

440 10
 

672  

2017 
 

236 
 

460 10
 

706  

2018 
 

248 
 

480 10
 

738  

2019 
 

260 
 

500 10
 

770  
 
A forecast on the costs of raw materials is also presented in Table 4 below. Using 

linear regression, the total cost of raw materials for the next five years is computed.  
Studies also show that accumulation of coir pith near coir factories causes solid 

waste pollution problem plus the fact that it undergoes a very slow decomposition rate 
because of its low carbon to lignin ration of less than 0.5%. In this regard, using coco 
coir as main material of the board can also solve the waste management disposal of 
the coir. And can only prove the sustainability of the cost of coco board. 

The increasing demand of plywood can be supplied with coco board. Forecasting 
showed an increase of 11.1% in the demand for plywood. While there will be a steady 
supply of 297,482 cu. m. because of the implementation of EO 23. This means that 
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there is a gap between the demand and supply of plywood, which gives an 
opportunity for alternative materials such as coco board to get into the market. 

8.1 Manufacturing Process of Coco Board 

The Product Life Cycle of the Coco board begins with the requirement definition 
followed by the design stage then manufacturing and finally testing stage. 

 

Fig. 1. Product Life Cycle 

Requirement definition stage fits into other stages in manufacture of Coco board. 
In this stage the output from one process become inputs to other processes. This 
includes the raw materials which are coco coir, resin and hardener. The design stage 
is where the concept of manufacturing is created taking in consideration the costing, 
appearance, functionality, strength and durability of the product being developed. The 
manufacture stage is where the process took place. The mixture of coco coir, resin 
and hardener produced the end product which is the coco board. The testing stage is 
where the final product undergone test that proved the strength and durability of coco 
board. 

 

 

Fig. 2. Image of Coco Board 
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9 The Different Tests that will be Implemented in the Coco 
Board 

Conducting a comprehensive strength test for the block showed that the compressive 
strength of the block having 70/30 combination (meaning 30% of the composition is 
coco coir) has 8188psi and 56mpa, a 60/40 combination has 8731psi and 60mpa while 
a 50/50 combination has 9520psi and 66mpa as shown in Table 6. Coco board is more 
durable compared to plywood which only has 3011psi.  

Studies on granite environmental coconut products as presented in the related 
studies can also back up this research. Coconut fiber logs, blocks, blankets and 
wattles are ideal for erosion control, soil erosion prevention, bank restoration and 
stream reinforcement.  

Using the Factorial Statistical treatment with the weight of Coco Coir as variable, it 
is found out that as the amount of coco coir increases the better the strength and 
durability of the product.  

 

 

Fig. 3. ANOVA of Test Result 

Unlike in the traditional manufacturing of plywood wherein the first step is to cut 
tree, coco board only uses waste material of coconut.  

With the results presented in the ANOVA, coir is significant to be a good 
composition of board with a probability of 0.0038 (f value = 16.29) that implies a 
good impact with regards to the tested material. Also, a low in probability means that 
a material is more reliable to be used. Thus, it has a good characteristic tobe used as a 
board. 

Conducting a comprehensive strength test for the block showed that the 
compressive strength of the block having 70/30 combination (meaning 30% of the 
composition is coco coir) has a 8188psi and 56mpa, a 60/40 combination has 8731psi 
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and 60mpa while a 50/50 combination has 9520psi and 66mpa. Coco board is more 
durable compared to plywood which only has 3011psi. Studies on granite 
environmental coconut products as presented in the related studies can also back up 
this research. Coconut fiber logs, blocks, blankets and wattles are ideal for erosion 
control, soil erosion prevention, bank restoration and stream reinforcement.  

10 Conclusions 

In view of the foregoing findings, the following conclusions were drawn: 

1. There is abundant supply of Coco coir in the Philippines. 

2. The development of Coco board is sustainable in terms of materials, process and 
cost. 

3. There is an increasing demand of plywood that can be catered by Coco board if 
developed. 

4. Manufacturing of Coco board is practical and economical. 
5. Strength and Durability & Loading Capacity tests proved the acceptability of 

Coco board. 
 

11 Recommendations 

In light of the findings and conclusion of the study, the following recommendations 
will be drawn: 

1. Further study on the sources of the coco coir all over the Philippines to maximize 
the production of coco board. 

2. Machineries for compression and drying of coco board can also be studied to it 
make easier and faster.  

3. Different variations of coco board as to the thickness, length and width can also 
be set into study depending on the usage of the board. 

4. Additional components for the production of coco coir can also be studied so as 
to lessen the price of production more. 

5. Curing time of the coco board can also take into consideration to find out if it 
affects the strength and durability of the product. 
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Abstract. In this study, conventional filter system (with a polypropylene 
membrane) was used with L. delbrueckii to treat dye waste from textile waste 
water. The purpose of this study was to determine the effect of temperature on 
the colour and TSS removal of dye wastes in an integrated biological and 
filtration treatment system. Temperature was varied in a range of 33oC, 35 oC, 
37 oC and 39 oC and pH was controlled at 6 for 50 wt% dilution of dye. Fourier 
Transform Infrared Sprectroscopy (FTIR), Inductively Coupled Plasma-Optical 
Emission Spectroscopy (ICP-OES), color removal, pH profile and total 
suspended solid (TSS) analyses were done on the dye waste before and after the 
treatment. The optimum temperature and pH identified for dye degradation 
were at 37oC and 6 with initial color removal of 22.6% and final removal of 
75%. Initial total suspended solid removed was 5% whereas the final removal 
was 75%.  

1 Introduction 

Nowadays, there are many industries in Malaysia use dyes as one of their tools to 
produce variety of products such as textile industries, paper printing industries, rubber 
industries, and also plastic industries. However, among these industries, textile 
industries use dyes the most in their production [1]. Even though Malaysia is 
developing rapidly in these few decades, there are still some traditional methods 
preserved to produce a good textile art such as batik canting. Batik is widely produced 
in Kelantan and Terengganu that are located at the north-east of Peninsular Malaysia 
and has been divided into small and medium enterprises (SMEs) [2]. Although the 
batik canting industry is beneficial to Malaysia’s economic growth, there are also 
some negative impacts caused by this industry mainly on dye and chemical waste 
production.  

Since there are many types of dyes and pigments used in batik production, the 
waste from this process contains dye compounds. This type of waste causes negative 
impact to the environment especially to the water bodies such as rivers and streams. 

                                                           
* Corresponding author. 
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In Kelantan, some of the industrial units are built alongside of river and also at the 
manufacturer’s home backyard [3]. Unfortunately, the effluents from the process, 
especially in Kelantan, are discharged directly into the stream without any or with 
minimum treatment. It was found that the discharges of batik industry in Kelantan 
have only 5 percent level of compliance with Environmental Quality Act 1974 
between January and September 2010 compared to other industrial effluents [3]. 

It has been proven that different synthetic compounds in dye waste shows different 
biological activity in the water. Unfortunately, traditional wastewater treatment that is 
currently being used is not capable of treating dye waste due to its chemical stability 
and many kind of synthetic compound present in the dye [4]. Hence, new technology 
must be developed to overcome this problem. 

Recent studies have found that anaerobic bacteria such as L. delbrueckii are able to 
treat dye waste up to 60 percent of colour removal [2]. It is also stated that the use of 
anaerobic membrane bioreactors is advantageous since it can generate energy which 
is methane gas, during the treatment process [5]. However, the study of the use of 
membrane with L. delbrueckii is less found. Thus, a further study should be done on 
the effectiveness of the dye treatment by using L. delbrueckii utilizing membrane 
filter.  

In this study, L. delbrueckii, anaerobic bacteria, was used to treat the dye waste 
from batik canting process in an integrated biological and filtration treatment system 
in which a polypropylene (PP) membrane was applied. Previous studies have shown 
that L. delbrueckii can be used to treat the dye waste by removing up to 45-60% of 
colour in the waste water. Commercial membrane filter was used in this research to 
study the effectiveness of the dye waste treatment by using this integrated biological 
and filtration treatment system. The objectives of this study were to determine the 
effect of temperature on the colour and TSS removal of batik dye wastes after treated 
with L. delbrueckii and further filtration system using PP membrane. 

2 Methodology 

2.1 Inoculation and Cultivation of L. delbrueckii 

Throughout this study, Lactobacillus delbrueckii subsp. Lactis ATCC: 12315 were 
used. The bacteria strains were obtained from Bioprocess Laboratory, UiTM Shah 
Alam, Malaysia. The inoculation of L. delbrueckii was done on agar plate. The 
method used was streaking techniques under aseptic conditions.  The microorganism 
was incubated at 370C for 24 hours. Then, the microorganism was transferred to 
MRS(Man de Rose) broth. In order to maintain the concentration of L. delbrueckii 
during degradation process, serial dilution was performed and incubated.  

2.2 Characterization of Dyes Wastewater 

The dye waste was diluted to 50% concentration. Firstly, using a UV-vis 
Spectrophotometer (Uviline 9400, SECOMAM), the maximum absorbance of the  
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sample (300 nm) was measured. The functional group existed in the sample was 
determined by using Fourier Transform Infrared Spectroscopy (FTIR). The 
application of Inductively Coupled Plasma Atomic Emission Spectroscopy (ICP-
OES) was used to determine metal element in the sample. 

2.3 Experimental Set-up and Degradation Process 

A conventional filter (with a polypropylene membrane type) was installed in the 
water filter casing. Dyes wastewater was added to the water filter casing for 300 ml. 
The bacteria, L. delbrueckii was fed in and the degradation process was started. The 
wastewater penetrated through the membrane filter and was drawn out into the 
vacuum Erlenmeyer flask under vacuum pressure [18]. The sample was collected 
from the flask. 

This study was done under different temperature and at controlled pH in 72 hours. 
Table 1 shows the conditions used for dye degradation. The pH adjustment was made 
by using 1 mol sodium hydroxide (NaOH) or 1 mol hydrochloric acid (HCl) 
according to the required pH. The ratio for the inoculums and composition of dye 
waste water are 3:50 or 0.06 [2]. Degradation process was conducted under anaerobic 
condition in an incubator. In every 12 hours of interval time, the treated sample was 
taken and analyzed. The completed time for degradation process was 72 hours. The 
sample was being analyzed at hour 0, 12, 24, 36, 48, 60 and 72 hours for each 
parameter. 

Table 1. Control and variables condition 

Parameter pH Temperature 

Operating 
Condition 

6 

33oC 
35oC 
37oC 
39oC 

2.4 Analytical Methods 

pH was measured to determine any changes of pH after the process. The colour 
changes of the treated water were also identified by using UV-vis spectrophotometer 
at maximum wavelength. TSS was also measured. Colony forming unit (CFU) 
measurement of the treated sample was analyzed. FTIR spectrophotometer was used 
again to detect the functional group that presence in the treated water sample.  The 
determination of the trace metals after the experiment was made by applying the ICP 
test. 
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3 Results and Discussion 

3.1 Characterization of Dyes Waste  

ICP-OES Analysis 
Referring to [6] dye that contains metal ions does affect the efficiency of dye 
degradation by anaerobic bacteria. It is known that metal-complex dyes might cause 
toxicity to the degradation of bacteria [7]. Table 2 shows the metal elements present 
in dye waste in this study. 

As presented in Table 2, the metal elements present in the dye waste before 
degradation process were aluminium (Al), arsenic (As), calcium (Ca), cobalt (Co), 
copper (Cu), potassium (K), magnesium (Mg), manganese (Mn),  lead (Pb) and 
vanadium (V). After the degradation took place, Ca, K, Mg and Mn were degraded. 
Ca, Mg and Mn were completely degraded whereas K was degraded into very low 
concentration. A study done by Umesh et. al. [8] on effect of metals on decolorization 
of Reactive Blue HERD by Comamonas sp. UVS showed that the supplementation of 
1.0 g L−1 Mg2+ to the growth medium reduced the time required for decolorization of 
dye from 6 to 3 h. However, the lowest concentration of Cu2+ inhibited decolorization 
[9]. Bakshi et. al. [3] also reported that decolorization of dye increase to 6% and 9% 
with the presence of Zn2+ and Mg2+ . Therefore, the presence of Mg in the dye waste 
in this study helps in increasing the degradation of dye. However, Cu was also present 
and might reduce the degradation effectiveness since it can inhibit the anaerobic 
bacteria.   

Table 2. Metals Element in Dye Wastes 

Symbol Elements 
Concentration 
Before After 

Al Aluminium + + 
As Arsenic + + 
Ba Barium - - 
Ca Calcium +* - 
Cd Cadmium - - 
Co Cobalt +* +* 
Cu Copper +* +* 
Fe Iron - - 
K Potassium + +* 
Li Lithium - - 

Mg Magnesium +* - 
+   = Present    -   = Absent      +*   = Present with very low concentration 
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FTIR 
Figure 1 shows the spectrum of FTIR analyses on the dye waste for the temperature of 
33oC, 35oC, 37oC and 39oC at initial and final samples. Based on the graph, the peaks 
observed were generally similar for all conditions. However, there were slight 
different at temperature of 37oC and 39oC. The peaks were similar at the initial and 
final sample and indicated that there was no degradation of the functional group 
occurred during the treatment. At time zero, the peaks observed at the temperature of 
37oC were at 3296.98 cm-1 with broad peak which indicated hydroxyl group (-OH), 
2107.10 cm-1 with stretch peak indicated alkynes (C≡C), 1635.74 cm-1 with bend peak 
showed primary amines (N-H), 1365.52 cm-1 with bend peak mean nitro group (N=O) 
and 1217.03 cm-1 with stretch peak indicated ethers (C-O). After the treatment at hour 
72, the functional groups identified were similar with functional group in the initial 
sample. However, the wavelength numbers were slightly different for hydroxyl group 
and alkynes.  

FTIR spectrum is a plot of percentage transmittance versus wave number or 
wavelength. As the readings moves along the x-axis on the graph, the bond vibration 
energy varies. Therefore, the x-axis of absorption band on the graph represents the 
different energy for different molecules tested [11]. A slight reduction of alkynes 
from 2107.10 cm-1 to 2103.34 cm-1 showed a slight changes on the alkynes molecules 
structure after the treatment by L. delbruekii.  

 
Growth Curve of L. delbruekii 
Fig. 2 shows the growth curve of L. delbruekii in temperature of 37oC and pH 6. From 
the graph, it took 36 hours for the bacteria to enter the exponential phase which 
occurred for 12 hours during the treatment. After 48 hours, the bacteria entered 
stationary phase until hour 72. However, Zuraidah et. al. [12] had studied the growth 
of L. delbruekii and found that the exponential phase of the bacteria started at hour 25 
and entered the stationary phase at hour 70. However, as stated by Umesh et. al. [8], 
the type of dye is very important since some of the dye might cause toxicity to the 
bacteria used in the degradation. The presence of copper in dye waste in this study 
might influence the growth of the anaerobic. 

3.2 Effect of Temperature on the Colour Removal 

Temperature is a critical factor that can influence the cell growth and also the rate of 
color removal during the degradation process [13]. Fig. 3 showed the result of color 
removal percentage for different temperature of 33oC, 35 oC, 37 oC and 39 oC. Based 
on the result of this study, the maximum color removal observed was 75.5% for the 
temperature of 37oC whereas the color removals for other temperature conditions 
were between 48% and 52%.  
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Fig. 1. FTIR: a) initial and b) final (different temperature) at 33oC, 35 oC, 37 oC and 39 oC 
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Fig. 2. Profile of L. delbrueckii growing rate during degradation of dye waste 

 

Fig. 3. Colour removal percentage for temperature of 33oC, 35 oC, 37 oC and 39 oC. 

Zuraida et. al. [12] has studied on color degradation of textile dye using  
L. delbruekii in a shake flask and reported that the optimum condition for the color 
removal was 37oC with pH 6 and the maximum color removal observed was 46% [2]. 
Another study performed by You et. al. [11], on anaerobic membrane bioreactor using 
Bacillus cereus showed that the maximum color removal of Reactive Black 5 was 
62.5% using polytetraflouroethylene (PTFE) membranes. According to Sandhya [14], 
the enzyme that anaerobically degrades dye is azoreductase enzyme.  

Based on the result of FTIR analyses, there was no sulfonate group present in the 
dye sample. Based on work done by Hitz et. al. [7], acid dyes has lower colour 
removal due to the presence of sulfonate group whereas direct dye exhibit higher 
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colour removal since there were no sulfonate groups present in the dye sample [15]. 
Nigam et. al. (1996) stated that azo dye compound consist of hydroxyl group or 
amino group are more likely to be degraded compared to dye containing methyl, 
methoxy, sulfo, or nitro group [16].  

3.3 Effect of Temperature on the TSS 

The maximum total suspended solid removed in this study was 70% at the 
temperature 37oC and pH 6.  Fig. 4 shows the turbidity removal percentage for all of 
the conditions used in this study. Due to the presence of polypropylene membrane in 
the bioreactor, the suspended solids were retained causing the TSS to decrease after 
the treatment [10]. Since there was no additional carbon sources such as glucose or 
lactose supplied to the L. delbrueki during the degradation, the bacteria use an 
alternative carbon source to acquire energy [17]. Therefore, the degradation of 
suspended solid in this study might also occur because the bacteria consume the 
carbon source that might present dye waste. Moreover, since the degradation process 
occurred in 3 days (72 hours), the suspended particles inside the dye waste settled at 
the bottom of the filter casing which increased the removal of total suspended solid in 
the dye waste.  

 

 

Fig. 4. TSS removal percentage for temperature of 33oC, 35 oC, 37 oC and 39 oC 

3.4 Temperature and pH Profile 

The changes in pH during the study are shown in Fig. 5. Based on the result, it was 
indicated that the pH in all of the conditions were increased towards alkaline 
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Fig. 5. Effect of degradation on pH in the dye waste for temperature of 33oC, 35oC, 37oC, and 
39oC 

Based on FTIR result, the functional groups present in the dye after the treatment 
were all in base condition. Since there was no carboxylic acid present in the dye 
waste, most of the components were in basic conditions causing the pH to change 
towards basicity during the treatment process. Ali et. al. [9] had studied on starvation 
of Lactobacillus casei with absence or limited lactose and found out that the bacteria 
produce less than 3mM of lactic acid during the fermentation without lactose as the 
carbon source[18]. This production of lactic acid might not significantly affect the pH 
of the dye waste during the treatment process.  

4 Conclusion 

From the study, it is proven that at temperature of 37oC and pH 7 the L. delbruekii in 
an integrated biological and filtration treatment system is able to degrade dye waste 
from textile industries. At the optimum condition, it has shown up to 75.5% of colour 
removal and 70% of TSS removal.  
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Abstract. Multi-agent systems have been successfully used to represent 
distributed manufacturing systems. Each part or characteristic of the system can 
be represented by an agent which acts independently and in a cooperative way. 
A better integrated operation can emerge as the result of each agent following 
its own rules and communicating with the others. Better decisions from a 
holistic viewpoint can be achieved when manufacturing asset management is 
supported by a multi-agent approach. A model to manage distributed 
manufacturing is proposed and applied to on-shore oil fields. The distributed 
characteristics of oil field units, such as wells, collecting stations, compressing 
stations and supplies mean that they have to cooperate to reach production 
targets. The integrated management model carries out a cost analysis and helps 
to identify unprofitable assets and to support decision making processes. Agents 
help to reduce the load of information for the operator, giving more time to 
focus on situations that require greater attention.  Example applications are 
presented in which the proposed multi-agent model, its ontology and rules, 
could help oil field surveillance and support decision-making process. 

1 Introduction 

An agent is a computational system that is situated in an environment and that is 
capable of acting independently in this environment in order to achieve its design goals. 
In multi-agent systems, the ability for interaction means that each agent may be 
affected by other agents, or by humans, and perform tasks in pursuit of their goals [1].  
This is typical in supply chain situation, where agents represent different links in this 
chain such as suppliers and customers.  

Some authors present successful applications of multi-agent systems to problems in 
supply chain integration [2, 3, 4, 5]. According to [2], multi-agent systems seem 
appropriate for supply chains because the different business units involved can be 
modeled as autonomous agents.  For [3, 5], the potential benefits of this approach are: 
the establishment of an effective mechanism for trading; the adoption of a technology 
for multi-attribute negotiation; the offer of an effective mechanism to improve 
performance across the supply chain, thus supporting decision-making. To achieve the 
desired level of collaboration, [4] presents a decentralized approach to the supply chain 
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through three subsystems based on agents. The first is the communication subsystems 
within the plants (which will manage unforeseen events that may cause the need for a 
new production schedule of the plant or part of it). The second is the interplant 
communication subsystem, which will manage events occurring in a plant that will 
affect other plants. Finally, the third is the communication subsystem of the supply 
chain, which will manage events in the plant that affect suppliers and /or external 
customers. 

An oil field can be considered as a set of distributed systems consisting of surface 
facilities, wells, reservoirs, logistic systems, suppliers and. The supply chain approach 
is useful to study oil fields because it allows an extensive analysis of the production 
process, similar to a network of integrated operations. The proposed model seeks to 
represent each of the production functions of the field as an agent, as well as their 
relationships with service providers, equipment and the maintenance staff.  

The independence of agents is also a desired characteristic for oil fields, since 
production systems may evolve over time, adding new equipment and capacities. For 
example, a well may change its artificial lift technology or even change its function 
from producer to water injection well, or a new collection station can be incorporated 
into the model. Modelling the oil field as a collection of independent agents allows 
changes to be handled without any modification of the model.  

Internally, the operatives seek the best result through cooperation rules that lead to 
greater profitability for the asset. The operatives are connected through a flow value 
where there is an increase in value at each stage as the raw material moves along the 
transformation process. Management involves the administration of the manufacturing 
value stream (monitoring resources used at each stage of the process) as well as 
investments for improved system performance. 

  Externally, maintenance and provision service suppliers compete for work on the 
oil field. Therefore a natural progression of service improvement can be achieved 
through a careful selection of service providers on the oil field. The independence of 
the agents and their capacity to act and react also enables using them to monitor the 
facilities, minimizing some of activities previously undertaken by operators. This 
condition can lead the oil field to function as an unassisted plant. 

The paper is organized as follows. Section 1 is this introduction. Section 2 
synthesizes some challenges and opportunities in oil field management to support the 
proposed model. Section 3 presents the multi-agent model in the following aspects: 
framework, ontology (the agent knowledge environment), structure of agents, and 
applications and system interfaces, to show how the system acts during production 
surveillance activities and profitability analyses. Finally, Section 4 provides conclusions 
and future work. 

2 Challenges in Oil Field Management 

According to [6], there is huge complexity involved in managing an asset operating in 
the oil and gas industry. For the authors, the management of these assets is a complex 
activity due to several factors, among them: the need for physical control while 
physical and chemical rules of procedure are respected; frequent changes in operation 
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according to economic, social and strategic needs; equipment reliability and criteria of 
integrity, and safety of staff working on assets. The authors consider the management 
of operating assets as the joint work of several disciplines and hierarchies. It requires 
the coordination of people and their knowledge of procedures incorporated in the work 
and the coordination of business processes. This can only be successful if it is guided by 
a clear strategy with stakeholders who are mobilized and aligned to the strategic 
objectives. 

Traditionally, according to [7], efforts to increase the ultimate capacity of oil 
recovery have resulted in competition. This has often resulted in incompatible plans 
and proposals from various disciplines of the asset management team. Each one focuses 
on issues in their respective areas, but they have no ability to understand the 
ramifications for other disciplines or the asset as a whole.  

The complexity of the problem is further increased by restrictions arising from the 
current workforce. The retirement of senior professionals reduces the number of 
experienced workers in the area of oil exploration and production. A small team means 
that fewer people understand the complexity and implications of competing proposals, 
and few people are qualified to evaluate these proposals and make recommendations. 
The authors also point out that the ultimate goal of all team members of a group of 
assets is to make decisions that benefit the entire business, not only their respective 
domains [7]. 

[8] corroborate [7] with regard to the difficulty of forming a technical body. From 
the authors' experience at Shell Exploration and Production, they mention the difficulty 
of transmitting knowledge and lack of methods for sharing information in the technical 
area. This makes it imperative to implement systems that standardize the work, capture 
knowledge and automate surveillance activities. 

In the opinion of [9], the areas that compose assets, such as wells, reservoirs and 
facilities, are well developed but still treated separately. There is a need for engineers to 
understand the systems in an integrated manner and they should be able to perform cost 
estimates for the facilities. This competence will enable better assessments at the 
various stages involved in the development of active installations, reservoirs and wells. 

[10] have had positive results with optimization and integrated operation of oil 
fields including the reservoir, the surface facilities and an economic model. They 
believe that the current industry still has a very segmented supply chain. Each part of 
the chain is treated separately from the other. The authors attribute this to the fact that in 
different parts of the supply chain people are recruited with specific knowledge and use 
different tools to support decision-making. This limits integration, even in situations 
where integration has clear potential. 

Many technologies for digital oil fields have been developed [11] and applied 
[12,13]: Remote Real-Time Facility Monitoring and Control, Real-Time Production 
Surveillance, Intelligent Wells, 4D Visualization and Modelling, Remote 
Communications, Workflow and Knowledge Management Systems. These models 
represent an evolution from existing production workflows and applications in a 
collaborative decision-making environment that brings together reservoir, production 
and process engineering domains [13]. All of these help to reach useful Integrated 
Asset Models. Nevertheless, these models are almost static, based on pre-determined 
configurations and, in general, have a hierarchical configuration, which results in 
useful but limited deterministic solutions.  
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The authors [6, 7, 8, 9, 10] highlight the possibilities of gaining advantage with 
integrated asset management in the oil and gas industry, and [11] and [12] suggest some 
solutions in this direction. However, in spite of the technological development, there is 
much work still to be done in old assets, to solve the lack of communication between 
different areas, integration between systems, standardized methods and procedures, or 
even trained professionals [13]. 

There is a gap in the oil industry: the need for decision-making taking into account 
not only the production systems, but also other elements that constitute the supply chain 
of this industry. There is the possibility to offer the engineers and managers an 
integrated view of an oil field including service providers and cost analysis of each part 
of the field. This situation is even more critical in mature oil fields, where the yield is 
not as high as more recent ones and operation investments may not be justified [14]. 
Thus, this research aims to improve decision-making in onshore mature oil fields 
through an analysis of economic variables and techniques. It considers the oil field as a 
set of wells, reservoirs, surface facilities, suppliers and teams which act to release the 
oil and pipe it to the refinery in processing condition.  

3 The Multi-agent Model  

Because the elements that compose the oil field are distributed in nature, a multi-agent 
approach presents a suitable model, as noted by previous researchers [2, 3, 4]. The 
independence of agents is also a desired characteristic for oil fields. The production 
systems can be modeled separately with specific rules and production targets. In oil 
fields, the production systems may change over time, e.g. the mode of production of a 
well may change, its role may change from oil producer to water injection well, or a 
new collecting station may be incorporated into the model. In the multi-agent model, 
these changes can be done without modifying the whole model. The model can provide 
the platform that integrates simulations and economic models, to provide a total asset 
solution with full transparency and capabilities to seek optimization along the entire 
value chain. Each agent in the model can access different existing systems, with their 
own local culture, to reach a better global solution.  

The independence and capacity of action and reaction of the agents also reflects the 
possibility of using them to monitor facilities, minimizing some of the activities 
previously undertaken by the operator. When the agents are intelligent, in addition to 
monitoring, they can be used to analyze the situation, to suggest action and to act, 
resulting in better conditions for the entire field. 

3.1 Framework 

The proposed model considered three types of agents: operational, intervention and 
supply agents (Figure 1). These agents are classified according to their role in the 
supply chain. The operational agents are those directly related to production. They do 
the processing of the product from extraction of oil and gas from the reservoir to the 
refinery. This category of agent includes: wells and other smaller stations; collecting 
station; carrier systems; compression unit; oil transfer unit; water handling and 
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injection units; storage unit. Intervention agents are those who perform preventive or 
corrective maintenance in industrial facilities, as well as small repairs and even larger 
investments. There are two types of intervention agents: internal and external 
intervention agents. The latter are partner companies that perform services and are 
managed by internal intervention agents. The external supply agents procure inputs 
(spare parts, chemicals and other necessary items to conduct operational processes) for 
production and are driven and coordinated by the internal supply agent. 

Operational agents’ 
tasks: 

 Monitor information 
on the monthly costs 
of production; 

 Send and receive 
messages to and 
from other agents; 

 Check the monthly 
production level 
through statistical 
process control; 

 Send requests to 
intervention agents in 
cases of violations of 
control limits; 
Calculate the value of

Supply agents’ tasks: 

 Respond to requests indicating 
the material to be purchased; 

 Trigger external supply agents, 
if necessary; 

 Send messages with costs and 
delivery dates for requested

Intervention agents’ tasks: 

 Respond to requests indicating 
the work to be performed; 

 Trigger external intervention 
agents and supply agents; 

 Send messages with costs and 
dates of scheduled services; 
Send and receive messages to

 

Fig. 1.  Multi-agent framework for an oil field 

The costs incurred by each operating agent are the expenses needed to perform their 
functions, such as labor, energy, supplies and maintenance service requests. The latter 
are made by the internal intervention agent who may require the supply agent to 
procure services, parts and equipments. The agent that performs the service will have a 
price paid by the agent who requested the service. The operational agent, that provides 
its product with a cost to other agents, will also have an income, paid by the one who 
purchased it. Thus, incomes are amounts paid for services rendered or products 
purchased by other agents. The profit function can be obtained from the difference 
between incomes and costs for the entire system as well as the agents individually.  

3.2 Ontology 

Another aspect to be considered in the construction of the model concerns the ontology. 
The ontology is the representation of abstract concepts such as events, time, physical 
objects and beliefs. In multi-agent systems, this is the knowledge representation of the 
agent. All the actors involved in the same environment and that relate to each other 
must share the same ontology. The possibilities for status display of industrial control 
systems based on ontology are mentioned by [15]. According to the authors, the use of 
ontologies for an explicit description of the world has many advantages, including ease 
of integration and extensibility. Some authors suggest the use of ontology for 
geological interpretation [16], oil exploitation [17], exploration [18], and process 
surveillance [19]. 
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Table 1. Set of terms and concepts of the ontology. 

Term Concept
Well Equipment used to link the surface and the reservoir. 

Extraction Well Equipment used to extract oil from the reservoir.
Water Injection Well Equipment used to pressurize the reservoir and improve its 

production.
Production Mechanism Techniques used to achieve a better production quality of the 

extraction well. 
Collecting Station System used to collect oil from wells and separate gaseous and 

liquid phases.
Treatment Station Equipment used in the treatment of the produced oil, including 

separating all the water present in the production. 
Compression Station System used to compress the produced gas in the exploration 

process, sending it to extraction wells and refineries. 
Manifold System of pumps and pipes used to transport the treated oil 

from treatment station to the storage station. 
Moving Station System of pumps and pipes used to transport produced water 

from the treatment station to the injection stations and 
controlled disposal. 

Storage Station Large tanks that hold the produced oil in the oilfield before be 
sent to refineries.

Water Injection Station Equipment which performs reinjection of produced water into 
the reservoir, aiming to pressurize it. 

Refinery Consumer of oil and gas produced in the field.
Internal Intervention Team  Human resources group of the company responsible for 

performing services within the oilfield. 
External Intervention 
Team 

Outsourced human resources group responsible for conducting 
services in the field.

Services Interventions with the purpose of corrective or preventive 
maintenance, or investments such as installing new equipment 
to expand the oilfield capacity. 

Supply Acquired materials for the performance of services in the 
oilfield. 

Oil Main product of the oilfield. 
Crude Oil Emulsion of oil, gas and water. Product extracted from the 

reservoir through the wells
Pre Treated Oil Emulsion of oil and water. Product of the action of the 

separators in the collection stations. 
Treated Oil Treated product containing oil only.
Water Liquid separated from the oil during the treatment process. 
Gas Gaseous phase of the production.
Gas LP Compressed gaseous phase of the production at a low pressure. 
Gas HP Compressed gaseous phase of the production at a high pressure. 
Chemical Inputs used in the oilfield.
Manpower Specialized staff to carry out general and specific services 

within the oilfield. 
Eletric Power Power used to make the equipment of the field work. 
Problem Unexpected situation which happens in some component of the 

oilfield. 
Sensor Equipment that collects useful information on production and 

costs.  
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During the ontology construction process, the Protégé 4.2 software was chosen for 
formatting and editing diagrams. Protégé is an open-source software, which is easy to 
learn and to use, and well suited to academic work. The integration of the ontology with 
the agents was realized with the class Ontology.java, one of the components of the 
JADE framework [20]. Following [1], we enumerate all the relevant terms of the 
ontology in Table 1. 

The classes in the ontology are defined based on the kind of agents used in the 
model: operational agent, intervention agent, supply agent. After the definition of the 
classes it is necessary to set up properties representing the relationships among classes 
(Object Properties), or to represent the classes’ attributes (Data Properties). Some 
relationship properties are common to all the classes, for example hasCost, hasSensor 
and isPartOf. Other relationships are specific, like isInjectorOf, which is specific to 
water injector wells. The following examples describe a few of the many properties of 
classes in the ontology: 

− The hasCost relationship links some component of the oilfield to all the costs 
related to the consumption of chemicals, electric power, maintenance, investments, 
suppliers and services.  

− hasSensor links each component to the sensor. This sensor has all the necessary 
information on production and costs.  

− isPartOf indicates that all components are parts of the oilfield. 
− isInjectorOf is a property of the water injection well, because it is a type of well 

used to inject produced water in the reservoir to improve the production through 
pressurization. 

4 Structure of Agents 

There are four basic kinds of agent programs that embody the principles underlying 
almost all intelligent systems [21]: Simple reflex agents; Model-based reflex agents; 
Goal-based agents; and Utility-based agents. Each kind of agent combines particular 
components in particular ways to generate actions.  

The agents in this model were proposed according to model-based reflex agents. 
This agent type maintains an internal state that depends on the agents’ perception 
history and thereby reflects at least some of the observed aspects of the current state 
[21]. Figure 2 describes the structure of the reflex agents. 

 

Sensors: Simulate real-world sensors from basic 
queries on databases which contain some 
information that the agent uses to evaluate the 
current state of the oil field component. 
State: The representation of how the world is now 
using instantiated objects of classes defined in the 

 

Fig. 2. Model-based reflex agents. Based on Russel and Norvig (2009) 
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The platform JADE—Java Agent DEvelopment Environment Framework [20] 
—was used for the implementation of the multi-agent system. JADE is based on the 
JAVA programming language and provides very useful resources for developing 
multi-agent applications. The system is connected to a MySQL 5.0 database in which 
the environment information is stored during the simulation run. The agent behaviours 
were implemented based on the JADE standard behaviour classes 
CyclicBehaviour.java and OneShotBehavior.java. Transmission of information from 
one agent to another is accomplished through FIPA-ACL, a message-asynchronous 
mechanism, and these messages use FIPA-ACL communicative act, such as follow, 
inform, call for proposal (CFP), propose, accept-proposal, reject-proposal, refuse, 
agree, failure and request.  

Intervention and supply agents have their activities registered in files called yellow 
pages [20]. These files facilitate the search for services when there is some unexpected 
event. When more than one intervention or supply agent provides the same service 
type, the choice of a supplier is made based on criteria of cost and service quality 
through the cooperation protocols Contract-Net and Request. The agent can trigger 
alerts whenever the cost or performance is not compatible with its function. For 
example, if the cost of a well exceeds the revenue from the volume of oil transferred to 
the collection station, the agent can send a warning message about this.  

5 Applications and System Interfaces 

In an abnormal situation, when unexpected events occur, operational agents start to 
interact with intervention agents, and intervention agents start to interact with supply 
agents. In this scenario, unexpected events are characterised by alerts that are generated 
every time the production level exceeds the upper or lower control bounds, according to 
statistical process control rules. The monitoring process is continuous. When the 
production flow is not satisfactory, the system initiates a process to identify possible 
problems. The operational agents exchange messages with intervention agents 
informing them about the event. The intervention agents receive messages and direct 
them to supply agents to request materials. These agents confirm the sending of the 
required equipment and materials, and the intervention agents send messages 
concerning service programming. As soon as the problem is solved, the supply agents 
send messages with costs to intervention agents, who in turn pass on their costs to the 
operational agents.  

Figure 3a, the main interface, designed to represent all the oil field agents on a single 
screen, shows the interface at a moment when an alert is generated, informing the user 
about the occurrence of some unexpected event. The intervention and supply agents 
post messages to the user interface so that the operator has information about events 
that occur (Figure 3b) and the necessary mechanisms to solve possible problems, rather 
than raw data.  
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Fig. 3a. User interface emitting an alert about 
an unexpected event.   

Fig. 3b. User interface showing a production 
graph and messages exchanged between 
agents. 

Fig. 3. Multi-agent System interface 

6 Conclusion 

The model suggested herein contributes to decision-making processes, by supplying 
operators and managers with integrated information about the entire system and 
alternatives for solving specific problems that have been identified by a global analysis. In 
addition, the proposed cost model enables profitability analysis per agent or process step 
and for the entire oil field. Modelling with multi-agent systems offers advantages such as 
easy inclusion or exclusion of elements in the system, which often occurs in the field when 
wells are activated or deactivated or when the lift methods are modified. Through artificial 
intelligence techniques, rather than simply detecting points of inefficiency, the model can 
be extended to integrate solution detection and implementation. An intelligent agent can 
indicate a better production strategy, a more reliable supplier or other interventions 
directing the oil field strategy towards profitability.     

The proposed model was developed based on an oil field located on-shore in Brazil, 
but the proposed approach can be applied also to other applications, including off-shore 
oil fields. Each operation on the platform, wells and other ground support systems can 
be represented by agents. These intelligent agents modeled with cost information and 
production data for each production system can help managers to make more rational 
decisions. 

The proposed model integrates the different systems in an oil field and each 
production step is modeled as an intelligent agent. Each stage of production has 
individual goals and performance metrics and they interact with other agents in a 
collaborative way to achieve the overall goal of the field. The model offers an effective 
mechanism to improve oil field performance and decision-making processes, as well as 
offering a systemic view for operators, supervisors and managers, providing new 
perspectives for oil field management. We believe that the proposed model can be 
successfully applied to oil field management on a daily basis and further evaluation will 
be carried out to validate its effectiveness in gathering intelligence from real operators 
in real applications. 
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Abstract. Gas Tungsten Arc Welding (GTAW) requires high heat input for 
welding. After welding, the workpiece cools down non-uniformly which creates 
residual stresses.  Generally tensile residual stress weaken the strength of the 
welded joints and shorten the fatigue life of the material. It is very important to 
identify appropriate welding conditions in order to prevent negative effects 
from the residual stresses.  In this research, the full factorial design of 
experiment technique was constructed for predicting residual stress occurred 
after the GTAW welding process.  The values of the residual stresses were 
obtained from the results from the Finite Element Analysis (FEA) model, which 
had been verified by the residual stress measurement from the X-ray diffraction 
(XRD) machine. Effects of four welding process parameters: efficiency, arc 
voltage, arc current, and welding speed on residual stresses at the center of the 
welded joint and at the heated affected zone (HAZ) were investigated. Each 
factor had 2 levels (24 Full Factorial Design). The regression equation for 
predicting the residual stress from significant factors was constructed. The 
results showed that the arc voltage, arc current, welding speed and interaction 
effects between efficiency and welding speed were significant factors, with the 
most compressive residual stress value of about -50.97 MPa. 

1 Introduction 

Residual stress in the welded bead is caused by non-uniform cooling rate of the 
workpiece after welding. The generated residual stress creates changes in both macro 
and micro-structures. Residual stress in the workpiece creates permanent deformation 
which affects the strength as well as the fatigue life of the materials. Determination of 
the residual stress can be done in several ways: (I) Non-destructive method such as X-
ray diffraction (XRD) [6], which is a commonly used method, Neutrons diffraction, 
Ultrasonic and so on. (II) Destructive method such as Deep-hole drilling, Contour 
method, Slitting and so on. (III) Using a mathematical model based on the  
finite element analysis (FEA) program such as ANSYS, ABAQUS, MSC/MARC, etc. 
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The results from the XRD method compared with the FEA model was consistent 
[3][5]; therefore, the FEA model is commonly used for predicting the residual stress 
values. The welding process parameters that affect to the residual stress can be 
identified by using a statistical method. Design of experiment [4][8] such as full 
factorial design, fractional factorial design, Taguchi method and so on, can be used 
for determining significant factors, before using response surface method (RSM) such 
as Central composite design (CCD) for obtaining the optimal response.  In this 
research, 24 full factorial design was used for determining significant factors of four 
GTAW welding parameters: arc current, arc voltage, welding speed, and efficiency, 
to the residual stresses occurred after the welding process. Linear regression 
technique was used for determining an equation for predicting residual stress values 
from given significant factors. 

2 Experiment 

Specimen used in this research (shown in Figure 1) was stainless steel grade 304, size 
width x length x thickness = 150 x 200 x 3 mm., with butt joint welded, single pass by 
GTAW robotic arm welding. Chemical compositions, mechanical and physical 
properties for the stainless steel grade 304 are shown in Tables 1-3 [1].  

Table 1. Composition ranges for 304 grade stainless steel 

Grade 304 C Mn Si P S Cr Mo Ni N 
Minimum - - - - - 18.0 - 8.0 - 
Maximum 0.08 2.0 0.75 0.045 0.030 20.0 - 10.5 0.10 

Table 2. Mechanical properties of 304 grade stainless steel 

Grade Tensile  
strength  
[MPa] 

minimum 

Yield strength 
0.2% proof 

 [MPa] 
minimum 

Elongation 
(% in 50 mm) 

minimum 

Hardness 
Rockwell B 

[HRB] 
maximum 

Brinell 
[HB] 

maximum 

304 515 205 40 92 201 

 

Table 3. Physical properties of 304 grade stainless steel in the annealed condition 

Grade Density  
[kg/m3] 

Elastic  
modulus 

[GPa] 

Mean coefficient 
of thermal 

Expansion [µm/m/0C]

Thermal 
conductivity 

[W/mK]

Specific 
heat 

0-1000C  
[J/kgK] 0-1000C 0-5380C 1000C 5000C 

304/L/H 8000 193 17.2 18.4 16.2 21.5 500 
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Table 4. GTAW welding process parameter 

Factors Unit 
Level

Low High
Efficiency % 50 84

Arc voltage V 15 28
Arc current A 90 140

Welding speed mm/min 100 200

Table 5. Residual stress result 

Standard 
Order

Run 
Order Efficiency Arc 

voltage
Arc 

current
Welding 

speed
Residual 

stress (MPa) 
16 1 84 28 140 200 -40.5310 

4 2 84 28 90 100 -48.5460 
13 3 50 15 140 200 -44.8625 
11 4 50 28 90 200 -46.1390 
6 5 84 15 140 100 -48.8850 
12 6 84 28 90 200 -44.5870 
1 7 50 15 90 100 -48.7280 

10 8 84 15 90 200 -47.7470 
14 9 84 15 140 200 -46.0500 
5 10 50 15 140 100 -45.4120 
7 11 50 28 140 100 -43.1215 
9 12 50 15 90 200 -47.6750 
8 13 84 28 140 100 -42.9810 

15 14 50 28 140 200 -44.3450 
2 15 84 15 90 100 -50.9730 
3 16 50 28 90 100 -44.8390 

 

 
Fig. 4. Pareto chart of the standardized effects 
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Fig. 5. Normal plot of the standardized effects 

 
Fig. 6. Residual plots for residual stress 
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Analysis of Variance for Residual Stress 
 
Source              DF   Seq SS   Adj SS   Adj MS      F      P 
Main Effects         4   83.032  83.0324  20.7581  17.15  0.004 
  Eff                1    1.676   1.6757   1.6757   1.38  0.292 
  Volt               1   39.826  39.8256  39.8256  32.91  0.002 
  Current            1   33.195  33.1949  33.1949  27.43  0.003 
  Speed              1    8.336   8.3362   8.3362   6.89  0.047 
2-Way Interactions   6   18.787  18.7867   3.1311   2.59  0.158 
  Eff*Volt           1    4.815   4.8147   4.8147   3.98  0.103 
  Eff*Current        1    0.886   0.8864   0.8864   0.73  0.431 
  Eff*Speed          1   11.207  11.2074  11.2074   9.26  0.029 
  Volt*Current       1    0.648   0.6476   0.6476   0.54  0.497 
  Volt*Speed         1    0.892   0.8921   0.8921   0.74  0.430 
  Current*Speed      1    0.338   0.3384   0.3384   0.28  0.620 
Residual Error       5    6.051   6.0508   1.2102 
Total               15  107.870 

Fig. 7. Results of full factorial analysis 

5.2 Residual Stress Predictive Equation 

The predictive equation of residual stress was obtained from the regression analysis of 
significant factors mentioned in previous section (shown in Eq. 2) 

 
Residual Stress = - 46.0 - 0.324 Eff + 1.58 Volt + 1.44 Current + 0.722 Speed (2) 

6 Conclusion 

The 24 full factorial experimental design was used for determining significant GTAW 
welding process parameters to the occurred residual stresses after the process. The 
residual stress values in this research were obtained from the constructed FEA 
predictive model, which was verified by XRD measurement on a given condition. 
This FEA model applied the birth-death technique which can simulate the GTAW 
welding process more realistically.  The full factorial results showed that the arc 
voltage, arc current, welding speed, and the interaction of efficiency and welding 
speeds were significant factors.  These significant factors were then used for creating 
a regression equation for predicting residual stress values.   
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Abstract. This paper employs a MATLAB based system identification toolbox 
(SID) to obtain a mathematical model of a loss-in-weight (LIW) feeder. In this 
study a pseudorandom binary sequence (PRBS) was used to excite a loss-in-
weight feeder used in a cement manufacturing process. The input and output da-
ta were then processed using a MATLAB system identification toolbox that 
yielded an ARMAX model of the process. The identified model was sufficient-
ly validated in the MATLAB control toolbox. Details of data capture, system 
identification, open-loop simulation, and validation tests were presented in this 
paper. The results are well assuring to control practitioners and students that 
MATLAB SID toolbox is a perfect candidate for offline process identification.  

Keywords: Loss-In-Weight Systems, System Identification, Modeling, Raw 
Cement Feeder, MATLAB Control Toolbox. 

1 Introduction 

A model is the result systematic and purposeful mapping of relationships between a 
system’s physical variables onto mathematical structures such as algebraic equations, 
differential equations or systems of differential equations. Mathematical models can 
be developed using different approaches. Theoretical approaches which employ phys-
ical laws of nature and empirical approaches that are based on experimentation with 
the existing systems. Some other approaches may combine both theoretical and em-
pirical methods. It is often beneficial, therefore, to combine mathematical model 
building with experiments [1]. However, if a plant cannot be experimented on or if 
the plant does not exist at all then theoretical modeling has to be employed to arrive at 
a mathematical model suitable for control algorithm synthesis and system simulation.  

Experimental modelling of a plant or system identification requires accurate mea-
surement of input and output signals. The input signals can either be the operating 
signals of the plant or artificial test signals. This involves careful planning of the in-
puts to be applied so that sufficient information about the system dynamics is  
obtained.  This is imperative in obtaining good quality data that contains sufficient 
information about the system behavior [2].  There are two ways to carry out this 
process; by applying an excitation rich in desired frequencies and directly identifying 
a parametric model from input-output data or by finding a non-parametric frequency 
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response of plant by performing one or more experiments with periodic inputs. Then 
finding a parametric model based on frequency response samples. The measurements 
are processed in an identification procedure that yields the plant’s mathematical mod-
el. The result of the identification is an experimental model. In this paper an experi-
mental model is obtained for a loss-in-weight feeder used in a cement manufacturing 
industry. Input and output data from the plant are processed using the MATLAB sys-
tem identification toolbox (SID) to yield an ARMAX model of the system. The pro-
cedure elucidated the suitability of using MATLAB SID toolbox in process modeling.  

2 System Description 

In the cement manufacture process, the rate at which the raw meal is fed into the kiln 
is one of the critical factors required to ensure product consistency and quality. The 
purpose of any feeder is to deliver material at a setpoint or desired rate. This rate or 
‘feedrate’ is measured as units of weight delivered per unit of time, such as pounds 
per minute, tons per hour, etc. The feeder controller is the device that controls this 
operation by constantly measuring the actual feedrate of the material being delivered 
and comparing it to the desired feedrate and making corrections as necessary. The 
desired feedrate entered into the controller is called the ‘setpoint’. It can be entered 
directly into the controller by the operator or it may be imported from an external 
source, such as a remote analogue signal coming from the process. The output of the 
feeder controller is called the control signal which manipulates the rate at which the 
feeder delivers material. A Loss-In-Weight (LIW) feeder system consists of a hopper 
and feeder mounted on load cells commonly used to deliver raw cement at a desired 
feedrate. When operated in a continuous discharge mode, accurate gravimetric opera-
tion is achieved by controlling the speed of the feeder in order to provide a constant 
decrease in the weight of the feed hopper [3]. Feedrate regulation is in the main based 
on closed-loop control to deliver powders and other bulk solids at a desired feedrate.  

Many industrial processes are designed to handle bulk solids, often in granular or 
powdered form. Various devices such as conveyors, screw augers, pneumatic tubes, 
vibrating platforms, bucket elevators, and so on can be used for transporting and meter-
ing these materials. The screw conveyor varies the flow by varying the speed of the 
screw. A variable speed motor drives the feed screw that discharges the material. As the 
material is discharged from the hopper, a feeder controller keeps track of the weight; 
constantly comparing it to how much the weight should have decreased based on the 
set-point. If the weight is not decreasing fast enough, the controller increases the control 
signal to speed it up. If the weight is decreasing too fast on the other hand, the control 
signal will be decreased accordingly. To measure the feedrate, the hopper is mounted on 
load cells. The hopper is supported in such a way that the weight of the hopper and its 
contents is sensed by three load cells.  An analog electrical signal from the load cells 
which corresponds to the mean weight on the load cells is used for feedback purposes. 
Two screw feeders actuated by thyristor driven variable speed motors are used to trans-
fer material from the hopper at a specified rate [3]. The advantage of this method is that 
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there is no lag between the time the material is weighed and when it actually leaves the 
weighing device.  

Automatic control requires that the transport device be controllable over a reason-
able range by means of some type of control variable. As material leaves the hopper, 
the weight will go down, showing a loss-in-weight to the controller. A microproces-
sor-based controller MC2 is employed in the control loop’s error channel.  It com-
pares the feedrate set-point value with the actual feedrate and employs a digital PID 
control algorithm to generate the control signals that actuate the thyristor regulating 
the speed of the motors. The paper addresses the issue of designing and simulating an 
industrial process. A model of a LIW feeder is developed from actual open loop LIW 
process data using the MATLAB SID toolbox. The problem generally consists of data 
acquisition, estimation, characterization, and verification [4]. The procedure was fol-
lowed to acquire input-output data necessary for system identification from a 45ton 
loss-in-weight raw cement feeder. Simulation results based on the identified process 
are then presented. 

3 Data Acquisition 

The first and most important step is to acquire the input - output data of the system to 
be identified. Open loop input-output data relating PV to CO was extracted for the 
purpose of this study. The average operating SP for the feeder under investigation, 
Feeder 1 (main) was 90 tons per hour (TPH).  At this constant SP, the CO was 
shifted between two levels by ±20% for the period of this experiment.  The procedure 
was facilitated by the microprocessor based MC2 process controller in the “manual 
%” mode of operation. This is the first setpoint mode available in the MC2 feeder 
controller. This mode allows the user to control the controller output directly. There is 
no closed loop control of feedrate in this mode. The output to the motor speed con-
troller can simply be regulated by setting this parameter which is adjustable from 0 to 
100%. The method was both safe and realizable. The following algorithm shows the 
order in which identification data was obtained. 

Step 1: Log on SP @ 90TPH %feedrate set at 90 tph  
Step 2: Set to manual %manual mode @ ±20% of CO  
Step 3: While time < specified duration %read and store 
  Read PV 
  Read CO 
Step 4: Read SP %confirm SP 
      Read clock %read and store in tie 
go to step 1. %loop 

Fig. 1 shows the LIW Feeder identification data set when imported and prepro-
cessed. The upper sub - plot being the measured feedrate in tons per hour (output 
signal) and the lower sub - plot represents the input signal as % change in CO. The 
output data vector is a scaled measured feedrate in tons per hour (PV) while the input 
data vector is in form of percentage change in CO. That measured data set was  
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researchers, the PEM method will consistently estimate a system if the data set is 
informative and the model set contains the true system, irrespective of whether or not 
data have been collected under feedback [4]. All these technical provisions are there-
fore on the side of experiments in open-loop.   

5 Model Structure 

The third step defines the structure of the system, for example, type and order of the 
differential equation relating the input to the output. The set of systems from which a 
model is chosen is usually defined by a model structure.  Once the structure is cho-
sen, an appropriate excitation is applied to the true plant and input-output data is 
measured [6].  Appropriateness here refers to the ability to outweigh the effect of 
disturbances and to excite the desirable system dynamics.  

The measured input - output data is then mapped into a model which best explains 

this data. Let { }e(t) be a pseudorandom sequence which is similar to white noise in 

the sense that  
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This relation is to hold for τ  at least as large as the dominating time constant of  
the unknown system. Let y(t) and u(t) be scalar signals and consider the model 

structure 
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The parameter vector is taken as 
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The model in Eqn. (2) can be written explicitly as the difference equation 
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But the previous form using the polynomial formalism will be more convenient. This 
model is called an ARMAX model, which is short for an autoregressive moving aver-

age with an exogenous signal (a control variable u(t) ). When all 0bi = , it is called 

an MA (moving average) process, while for an autoregressive (AR) process all 0ci =
The ARMAX model structure is chosen and MATLAB is required to select the best 
model order in the range of 1 – 10. The result indicates that a second order ARMA 
model best describes the system under investigation. Using a sampling interval of 
1secs, the state space model for the identified process is: 
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u  is the control signal, y  is the federate, and x  is the state vector. 

The corresponding pulse transfer function is: 
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The process model can be re-written in the difference equation form as 
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Fig. 2 reveals that the LIW is a self-regulating process with a considerably high 
overshoot of around 20% and settling period of about 0.80secs at known sampling 
rate. This configuration results into a steady state offset of about 0.1. These are indi-
cators to an open loop stable second order process with trivial delay. The overshoot 
should be reduced to its barest minimum and the offset removed without jeopardy to 
the settling time. The process is therefore validated with the remaining one half of the 
data that were not used for model estimation (i.e. Fedatddv). Standard validation tools 
are residual analysis and cross – validation [7]. 
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Fig. 2. Time Response of the Identified Process 

6 Model Validation 

The final step, verification, consists of relating the system to the identified model 
responses in time or frequency domain to instill confidence in the obtained model.  
Residual (correlation) analysis, Bode plots and cross-validation tests are generally 
employed for model validation. In the residual analysis models are statistically eva-
luated by way of correlation tests.  The auto–correlation and cross-correlation func-
tions of the errors with the outputs do not go significantly outside the 99% confidence 
bounds as shown in Fig. 3. While, on the other hand, cross–validation test was admi-
nistered to establish the percentage fit between the predicted and the measured output 
from the SID toolbox. Fig. 4 shows that the simulated outputs follow the measured 
output closely, since relatively very high percentage of fit was obtained. Though the 
process is self-regulating, its step response with a peak overshoot of around 20% and 
an offset of 10%, indicates the need for tight closed-loop control. 
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Fig. 3. The Auto-correlation and Cross-correlation Functions for Open-loop Feeder Model 

 

 

Fig. 4. Cross Validation Test for the Feeder Model 
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7 Conclusion 

This paper presented details of the determination of an experimental model a 45 ton 
loss-in-weight raw cement feeder. The complete hardware setup and the algorithm 
followed for data acquisition, analysis and interpretation have been explained. Details 
of the procedure used to identify the model of a loss-in-weight raw meal feedrate 
process have been presented. The approach employed the microcontroller in the fee-
drate control loop to capture the process input and output experimental data with the 
control loop in manual mode. From the data the MATLAB system identification tool-
box produced pulse transfer function for the process. Cross-validation test based on 
the comparative analysis between the actual and simulated open loop transient re-
sponse of the model identified yielded a very high correlation.  Simulation results 
indicate a great deal of flexibility and straightforward industrial process modelling 
using the MATLAB SID toolbox. Though the process is self-regulating, its step re-
sponse with a peak overshoot of around 20% and an offset of 10%, indicates the need 
for tight closed-loop control. 
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Abstract. Post stroke rehabilitation consumes a huge amount of health care 
resources in terms of costs related to hospital and home assistance. Recently, 
robot-assisted rehabilitation has been adapted to support physiotherapists in 
providing high-intensity and repetitive rehabilitation sessions. It has been 
observed that robotics offers an objective and reliable instrumented tool to 
monitor patient’s progress and accurately assess their motor function. Each 
finger is attached to an instrumented mechanism which allowing force control 
and a mostly linear displacement. This paper presents a novel finger 
rehabilitation approach for acute paralyzed stroke survivors using a wearable 
robotic interface for hand motor function recovery. The device designed based 
on biomechanics measurements, able to assist the subject in opening and 
closing movements. It capable to adapt with various hand shapes and finger 
sizes. Main features of the interface include a differential system, and a lead 
screw mechanism which allows independent movement of the five fingers with 
actuators. The device is safe, easily transportable, and offers multiple training 
possibilities. The prototype deployment was carried out to determine the 
requirements for a finger rehabilitation device, the design and characterization 
of the complete system. Offering ease of use and affordability, the device has 
great potential to be deployed for individualized rehabilitation session for 
patients who have to undergo therapy in their home.  

1 Introduction 

Post stroke rehabilitation at the acute stage usually starts with one-to-one therapies 
conducted by physiotherapists in acute-care clinics [1]. To reduce the total cost of the 
treatment, patients are usually sent back to their home when their ability to walk is 
improved, even though they have not fully recovered the function of upper extremity, 
especially the distal segments, such as hands and fingers. In many cases, it will take a 
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long period of time to recover the function of flexion, extension, abduction, and 
adduction of the fingers [2]. Thus, leaving the fingers in a flexed or extended position 
leads to difficulties in activities of daily living (ADL), such as feeding, dressing, 
grooming and personal hygiene. 

One of the approaches in solving the finger disabilities and injuries is undergoing a 
finger rehabilitation [3]. The finger rehabilitation is a physiotherapy approach which 
aims to partially or entirely recover the finger motor function of the patient. The 
physiotherapy approach is based on how to manipulate the paretic limb which is 
supported by a physiotherapist. The approach may be accomplished with daily 
repetitive rehabilitation frequently for up to several months [4]. It is depending on the 
severity of the finger and the condition of the patient. In order to recover back as a 
normal life, the patient needs time and undertaking the consistent rehabilitation 
assisted by a physiotherapist [5]. However, since the number of the physiotherapists is 
limited, it will not be easy for the patient to do the rehabilitation which needs to be 
supported by a physiotherapist all the time. Due to the limited numbers of 
physiotherapists, there are needs to develop a rehabilitation system where the patient 
can have their own rehabilitation exercises without aids from a therapist.  

In this study, we investigated to develop and fabricate a new type of a robust hand 
and finger rehabilitation device which can control a human hand to do flexion and an 
extension motion. Our hypothesis by enforcing the correct flexion and extension 
motion, it can help patients with hand and finger muscle problems to close their hand 
and open hand correctly and improve healing. Most hand and finger devices for 
rehabilitation available on the market uses the passive control system. Unfortunately, 
the active control systems are costly and need a bigger space to install, not portable 
and not suitable to use at home. Therefore, the current study for the first time attempts 
to produce a robust, low cost device employing an active control system with a novel 
slotted link cam integrated with sliding lead screw mechanism.  

Furthermore, most of the literature reviews on hand rehabilitation robotic devices 
focus on the recovery of motor functions, specifically the extension and flexion 
movements of the hand. However, there are no established approaches or publications 
available on the hand sensory functions restoration. In other words, the recovery of 
the sensory functions of the hand has yet to be explored by researchers. Therefore, 
improvements in the sensory functions of the hand are just as crucial to the recovery 
of the motor functions of the hand. 

In this paper will discuss on the development process of the design concept, 
simulation and the fabrication of the device. The initial prototype of the device is also 
included. Since the exoskeleton only performs a flexion and extension thru the 
mechanism, the modification of the exoskeleton will be conducted in order to qualify 
as an index finger rehabilitation device. The design concept determined by these 
specifications is described in Section 2. The choice of materials, the actuation  
system, the implemented control schemes and evaluation experiments are described in 
Section 3. 
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2 Hand and Finger Exoskeletons: Functionality System 

This section describes the specific functions [6] of the robotic system in rehabilitating 
the motor function of muscle in each fingers of human hand. The key function of a 
hand exoskeleton device is the ability to decrease the stiffness of the contracture 
finger. The stiffness of the muscle in human finger need to reduce according to 
normal human finger orientation [7], thus the robotic exoskeleton must be able to 
reproduce the flexion and extension of the finger movement repetitively [8]. Besides, 
the device must be able to detect angle of the flexion and extension in order to 
measure the trajectories for index, middle, ring and small fingers while performing 
the movement [9]. As shown in Figure 1, the sub-functions of the robotics 
exoskeleton consist of the ability to control angular velocity and producing a normal 
range of motion for the finger depend on each input angle on finger joint. The point of 
view from the occupational physiotherapist and the feedback from the healthy 
subjects are important to avoid incongruity during training session with real patients. 

 

 

Fig. 1. Functions of robotic exoskeleton for finger and hand rehabilitation 
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3 Robotic Exoskeleton Prototype 

This project is a pilot study to improve the finger rehabilitation. The project starts 
with a mechanical design of exoskeleton for an index finger. The main idea of the 
design is to perform an extension and flexion of the finger based on mechanisms that 
can transmit the force from the actuators. 

In this study, we investigated a new type of a robust hand and finger rehabilitation 
device which can control a human hand to do flexion and an extension motion. Our 
hypothesis by enforcing the correct flexion and extension motion, it can help patients 
with hand and finger muscle problems to close their hand and open hand correctly and 
improve healing. Most hand and finger devices for rehabilitation available on the 
market uses the passive control system [10]. Unfortunately, the active control systems 
are costly and need a bigger space to install, not portable and not suitable to use at 
home. Therefore, the current study for the first time attempts to produce a robust, low 
cost device employing an active control system with a DC motor integrated with lead 
screw mechanism. 

A hybrid actuation system consist of a DC servo motor integrated with lead screw 
mechanism has been developed to realize the functions in aforementioned criteria. 
The architecture of the actuation system is illustrated in Figure 2. The prototype is 
shown in Figure 4. 

 

 

Fig. 2. System architecture of a DC servo motor integrated with lead screw mechanism in 
robotic exoskeleton for finger and hand rehabilitation 
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3.1 DC Servo Motor 

A DC servo motor acts as an actuator to drive the lead nut in lead screw mechanism 
in order to repetitively flexion and extension a human finger. When the actuator 
actuate the mechanism, lead screw will convert rotary input motion to linear output 
motion. The nut is constrained from rotating with the screw, thus as the screw is 
rotated the nut travels back and forth along the length of the shaft. Depending on the 
level of severity, the DC servo motor provides a constant stiffness against the force 
given by the subjects’ finger. 

To further realize the real training session, variations in stiffness and angular 
velocity is added by applying the torque control via DC servo motor to provide 
continuous passive motion (CPM) helping subjects reduce joint stiffness of the 
fingers together and individually.  

3.2 Lead Screw Mechanism 

A lead screw typically is a linear actuator based mechanism that converts an 
oscillating input torque in the form of an angular displacement into a desired linear 
displacement. The major benefits of using a lead screw mechanism in linear actuators 
are inherent mechanical advantage, high stiffness, high strength, and a cost-effective 
package. Lead screws fall under the category of power screws and can be classified 
into ball screw, acme/trapezoidal screw and roller screw. A ball screw mechanism, 
consists of a ball screw and a ball nut with recirculating balls providing rolling 
contact between the nut and the screw. An acme or trapezoidal screw, which hereafter 
will be addressed as lead screw, consists of a screw and a nut that are in sliding 
contact with each other. The screw is generally made up of alloy steel with a 
trapezoidal thread form, and the nut is typically made of an engineering polymer or 
bronze. The contact between the nut and the screw is a sliding contact. Therefore, 
friction plays a very important role in the performance and efficiency of the 
mechanism. These screws offer low efficiencies due to the relatively greater 
coefficient of friction in sliding. Figure 3 illustrates trapezoidal thread profile of lead 
screw mechanism. Consider that a single thread of the screw is unrolled for exactly 
one turn. When determining the amount of input torque required to produce an 
amount of output linear force, there are many factors to consider. The following 
equations provide a practical approach in making force and torque calculation in lead 
screw mechanism. Equation (1) was used to approximate the total force involving in 
the system. 
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Fig. 3. Trapezoidal thread profile, Legends: d: Nominal or major diameter of screw, dr: minor 

diameter of screw, dp: pitch diameter, P: pitch, L: Lead, λ : Lead angle, H: depth thread of 
screw 

T A E FF F F F= + +                (1) 

Here FT is total force, FA represents acceleration force, FE is external force, and FF 
is friction force. External force due to clockwise (CW) and counter clockwise (CCW) 
motion of DC servo motor shaft direct connection with coupling in horizontal 
applications which is the requirements in extension and flexion of the finger. Friction 
force required to overcome all of the friction in the load bearing system with a low 
friction bearing system, this can be negligible. The total force must be below the 
compressive trust rating of the lead screw chosen. A modest factor of safety should be 
added to the total force. Thus, unexpected dynamic loads are safely handled by  
the lead screw mechanism system. Pitch and lead are closely related as shown in 
Figure 4. 

Pitch, P is the distance between the crests or troughs of two consecutive threads. 
Lead, L is the distance navigated along the axis of the screw, by one complete rotation 
of the screw. 

The crucial function of a lead screw is to transmit a load force axially, through a 
specified linear distance, x, called travel. It is a one degree of freedom (DOF) 
mechanism with the travel constrained between a full extent and full retract position. 
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The nut, which is engaged with the screw, is generally the linearly traveling member, 
whereas the screw is the rotating member driven by DC servo motor. Assuming that 
the screw is driven by a DC servo motor at an angular velocity of n, linear velocity v 
of the nut is given by Equation (2). 

 
              v nx=                        (2) 

 
Here v is in the unit of mm/s, n is in the unit of revolutions/second, and x is in the unit 
of mm. 

The torque, T required to move the mechanism system can be approximated by 
Equation (3), where FT is total force, L represents lead and, e is efficiency of lead 
screw assembly. 

2T

L
T F

eπ
=     (3) 

 
Fig. 4. Prototype of robotic exoskeleton for finger and hand rehabilitation 

3.3 Control System 

The prototype was developed with three operation modes for each individual finger. 
Each mode has different control system. In order to explain the hybrid actuation 
strategy implemented in the system, the control system design for different level of 
spasticity which is explained as illustrate in Figure 2. 

Figure 5 shows the lead screw mechanism allows three operation modes for every 
single finger. Rest mode occurred where the finger cannot move. Passive mode is 
when the driven mechanism allow rotate freely which make the finger move freely. 
Active mode started where the lead screw is driven by the DC servo motor‘s shaft, 
which moves the finger according the range of motion of normal human. 
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Fig. 5. Flowchart described control programming pseudo code of robotic exoskeleton for finger 
and hand rehabilitation 

4 System Performance 

This section presents measurement results in terms of joint angle produced by the 
hybrid actuation system of the lead screw mechanism in the robotic exoskeleton for 
hand and finger. These results shows plot of the experimental measurement of joint 
angle obtained from device versus time. The device joint angle increased according to 
the voltage supplied to the encoder. We observed that there had been a linear 
relationship between the voltages supplied to the encoder with joint angle produced 
by the device. Each operation mode can be distinguished through observation of the 
level of slope and speed that contribute to their discrete characteristics. 
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5 Conclusion 

A hybrid actuation control strategy integrated with DC servo motor and lead screw 
mechanism has been developed to actuate the flexion and extension of the finger in 
rehabilitation. By independently control the DC servo motor and utilizing the 
behavior of lead screw mechanism, the system is provide with a range of bandwidth 
to operate in different modes. 
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Abstract. Quantiles are used to measure risk in many application ar-
eas. We consider simulation methods for estimating a quantile using a
variance-reduction technique that combines stratified sampling and con-
trol variates. We provide an asymptotically valid confidence interval for
the quantile.
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1 Introduction

For fixed 0 < p < 1, the p-quantile of a continuous random variable Y is the
(smallest) constant ξ such that P (Y ≤ ξ) = p. For example, the median is the
0.5-quantile. Also known as the 100p percentile, the p-quantile can alternatively
be expressed as F−1(p), where F is the cumulative distribution function (CDF)
of Y .

Quantiles are used in many application settings to measure risk [11]. For
example, in finance, a 0.99-quantile, which is known as a value-at-risk, is often
employed to assess portfolio risk and capital adequacy; e.g., see Chapter 9 of [7].
Acceptable risk levels for nuclear power plants (NPPs) are expressed in terms of
a 0.95-quantile; see [17].

A common approach for estimating a quantile via (Monte Carlo) simulation is
to first estimate the CDF from multiple runs of the simulation model, and then
invert the estimated CDF. In addition to constructing a point estimator for the
p-quantile ξ, we also want a confidence interval (CI) to provide a measure of
the statistical error in the point estimator. Indeed, the U.S. Nuclear Regulatory
Commission (NRC) requires NPP licensees to satisfy a so-called 95/95 criterion,
which entails establishing with 95% confidence that the 0.95-quantile lies below
a mandated safety limit.

In the case when the simulation applies simple random sampling (SRS), there
are several methods for constructing a CI for a quantile. One approach exploits a
binomial property to build an exact CI; e.g., see Setion 2.6.1 of [16]. Asymptotic
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techniques include using a finite difference [4], kernel methods [6], batching (e.g.,
p. 491 of [7]), and sectioning (Section III.5a of [1]).

When applying SRS, the resulting CI for a quantile may be unusably wide,
especially when examining an extreme quantile, i.e., p ≈ 0 or p ≈ 1. In this case,
one can employ a variance-reduction technique (VRT) to try to obtain a more
efficient quantile estimator. VRTs developed for quantile estimation include con-
trol variates (CV) [10,12], importance sampling (IS) [9], a combination of IS and
stratified sampling (SS) [8], and Latin hypercube sampling [2,13]. The general
approach is to apply the VRT to estimate the CDF, and then invert to CDF
estimator to obtain a quantile estimator. While the above papers develop VRT
point estimators for a quantile ξ and prove they obey central limit theorems,
most do not provide a CI for ξ. To address this issue, [5] develops a general
approach for constructing a CI for ξ based on a finite difference, and special-
izes it to apply for combined IS and SS (IS+SS), CV, and antithetic variates.
The asymptotic validity of the technique is established by first showing that the
VRT quantile estimator satisfies a so-called Bahadur representation [3], which
approximates the quantile estimator as the sum of the true quantile and a lin-
ear transformation of the VRT CDF estimator, with a remainder that vanishes
faster than n−1/2, where n is the sample size. Also by exploiting a Bahadur
representation, [15] develops asymptotically valid CIs for ξ using sectioning for
the VRTs IS and CV.

The current paper describes how to estimate a quantile with a combination
of SS and CV, which we denote by SS+CV. We also provide a sectioning CI for
the SS+CV approach. Similar to batching, sectioning divides the n outputs into
b ≥ 2 equal-sized nonoverlapping batches. We compute a p-quantile estimator
from each batch, and batching constructs a CI using the sample average and
sample variance of the b quantile estimators. Sectioning replaces the sample
average of the b quantile estimators, which we call the batching point estimator,
with the overall quantile estimator based on all n outputs. An advantage of
sectioning over batching arises since quantile estimators are generally biased.
While the bias vanishes as the sample size grows large, it can be significant for
small samples. The bias of the batching point estimator is determined by the
batch size m = n/b, which is strictly smaller than the overall sample size n.
Hence, the sectioning CI is centered at a point that may be less biased than the
batching point estimator, and this can lead to the sectioning CI having better
coverage than the batching CI, especially for small sample sizes.

The rest of the paper unfolds as follows. We first describe the mathematical
framework in Section 2. We review stratified sampling and control variates in
Sections 3 and 4, respectively. Section 5 shows how to combine the two VRTs,
and we provide the sectioning CI for a quantile in Section 6. We provide some
concluding remarks in Section 7.

2 Mathematical Framework

Consider a random variable Y representing the output of a simulation model, and
let F denote the CDF of Y , i.e., F (y) = P (Y ≤ y) for each constant y. For a fixed
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0 < p < 1, our goal is to estimate ξ ≡ F−1(p), where G−1(q) = inf{y : G(y) ≥ q}
for any function G and 0 < q < 1. We call ξ the p-quantile of F (or equivalently
of Y ).

We can estimate ξ when applying simple random sampling as follows. Let
Y1, Y2, . . . , Yn be a sample of n independent and identically distributed (i.i.d.)
replicates of Y . We can express the CDF of Y as F (y) = E[I(Y ≤ y)], where
I(·) denotes the indicator function, which assumes value 1 (resp., 0) when its
argument is true (resp., false). By estimating the expectation through a sample
average, we obtain the empirical distribution function Fn defined by

Fn(y) =
1

n

n∑

i=1

I(Yi ≤ y). (1)

Since the true p-quantile ξ = F−1(p), a natural point estimator of ξ is then

ξn = F−1
n (p).

We can equivalently express ξn = Y(�np�), where Y(1) ≤ Y(2) ≤ · · · ≤ Y(n) are the
ordered values of Y1, Y2, . . . , Yn, and �·� is the ceiling function. Sections 2.3–2.6
of [16] provide an extensive overview of SRS quantile estimation.

3 Stratified Sampling

We now review stratified sampling for estimating ξ; Section 4.3 of [7] gives a
thorough introduction of SS for estimating a mean. Suppose that Z is an auxil-
iary random variable that is generated in the same simulation as the output Y .
One possibility is that Z = Y , but we allow for other choices for Z. To use Z
as a stratification variable, partition the support S of Z as S = ∪t

s=1Rs, where
Rs ∩Rs′ = ∅ for s �= s′, and we call Rs the sth stratum. Let λs = P (Z ∈ Rs), so∑t

s=1 λs = 1. We assume that the λs are known.

Example 1. Suppose that Y =
∑Z

k=1 Mk, where Z is a positive discrete random
variable, and M1,M2, . . . are i.i.d. random variables, independent of Z. Further,
suppose that Z has finite support S = {1, 2, . . . , t} and known probability mass
function with P (Z = m) = pm, m ∈ S. Then we can define each individual value
s ∈ S as a stratum, i.e., Rs = {s}, and λs = P (Z = s).

In general, SS exploits the following representation for F (y):

F (y) =

t∑

s=1

λsP (Y ≤ y |Z ∈ Rs). (2)

Thus, we may estimate F by estimating each F ′
s(y) ≡ P (Y ≤ y |Z ∈ Rs) and

combining the estimators as in (2). We finally obtain the SS estimator of ξ by
inverting the resulting estimator of F . We next provide the details.

Define γs, s = 1, 2, . . . , t, as user-specified positive constants summing to 1,
and let ns = γsn� be the sample size for the sth stratum, where n is the overall
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sample size and ·� is the floor function. To simplify the development, we will
assume that γsn is integer-valued, so that ns = γsn and n =

∑t
s=1 ns. Let

(Y ′
s , Z

′
s) denote a pair of random variables having the conditional distribution

of (Y, Z) given Z ∈ Rs. We assume that we have a method for generating
(Y ′

s , Z
′
s); Section 4.3 of [7] describes approaches for doing this. Let (Y ′

s,i, Z
′
s,i),

i = 1, 2, . . . , ns, be a sample of ns i.i.d. observations of (Y ′
s , Z

′
s). Also, assume

that samples across strata are independent. Then an estimator of F ′
s(y) is

F̂ ′
s,ns

(y) =
1

ns

ns∑

i=1

I(Y ′
s,i ≤ y). (3)

From (2), we obtain the SS estimator F̂SS,n of F defined by

F̂SS,n(y) =

t∑

s=1

λsF̂
′
s,ns

(y), (4)

and an estimator of the p-quantile ξ is then ξ̂n = F̂−1
SS,n(p). The SS-only p-

quantile estimator ξ̂n is a special case of the IS+SS quantile estimator given in
[8,5]. Thus, the finite-difference method in [5] can be used to construct a CI for
ξ when applying SS-alone.

Example 1 (continued). We have that Y ′
s =

∑s
k=1 Mk and F ′

s(y) = P (
∑Z

k=1

Mk ≤ y|Z = s) = P (
∑s

k=1 Mk ≤ y) by the assumed independence of Z and
M1,M2, . . .. Thus, (3) becomes

F̂ ′
s,ns

(y) =
1

ns

ns∑

i=1

I

(
s∑

k=1

Ms,k ≤ y

)
,

where Ms,k, s = 1, 2, . . . , t, k = 1, 2, . . . , s, are i.i.d.

By adapting an algorithm in [5] for inverting the IS+SS CDF estimator, we can
compute F̂−1

SS,n(p) as follows.We are given λs, s = 1, 2, . . . , t, and after completing

all simulations, we have n =
∑t

s=1 ns total outputs Y ′
s,i, s = 1, 2, . . . , t, i =

1, 2, . . . , ns. For each s = 1, 2, . . . , t, and i = 1, 2, . . . , ns, define Ak = Y ′
s,i and

Bk = λs/ns, where k =
∑s−1

l=1 nl + i. Then sort Ak, k = 1, 2, . . . , n, in ascending
order as A(1) ≤ A(2) ≤ · · · ≤ A(n), and let B(k) be the concomitant variable

corresponding to A(k). Finally set F̂−1
SS,n(p) = A(ip), where ip is the smallest

integer for which
∑ip

k=1 B
(k) ≥ p.

4 Control Variates

Let X be another auxiliary variable generated in the same simulation as the
original output Y , and we now review how to use X as a control variate to esti-
mate ξ. We assume that we know the mean ν of X . For example, in a simulation
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of a G/G/1 queue with Y denoting the sum of the waiting times of the first r
customers, we often know the mean τ of an individual service time. Thus, let V
be the sum of the service times of the first r − 1 customers and we can define
the CV X = V , where ν = (r− 1)τ . Another possibility is to let X = I(V ≤ η),
where η is the p-quantile of V , which we assume can be computed, so ν = p.

Let (Yi, Xi), i = 1, 2, . . . , n, be n i.i.d. copies of the pair (Y,X). Let β be any
constant, and we can express the CDF F of Y as

F (y) = E[I(Y ≤ y)]− βE[(X − ν)]

since E[X ] = ν. Replacing the expectations with sample averages leads to an
estimator of the CDF F as

F̂n,β(y) = Fn(y)− β(X̄n − ν),

where Fn is defined in (1) and X̄n = (1/n)
∑n

i=1 Xi. The variance of F̂n,β(y)
depends on β and y, and it is well known (e.g., see p. 184 of [7]) that the value
of β minimizing the variance for a given y is β∗(y) = Cov[I(Y ≤ y), X ]/Var[X ].
A consistent estimator of β∗(y) is

β̂n(y) =
[(1/n)

∑n
i=1 I(Yi ≤ y)Xi]− Fn(y)X̄n

(1/n)
∑n

i=1(Xi − X̄n)2
,

which leads to the CV estimator of F (y) as

F̂CV,n(y) = Fn(y)− β̂n(y)(X̄n − ν).

We then obtain ξ̂CV,n = F̂−1
CV,n(p) as the CV estimator of the p-quantile ξ. To

build a CI for ξ when applying CV, [5] uses a finite difference and [15] employs
sectioning.

Inverting F̂CV,n initially appears to be complicated by the fact that β̂n(y)

depends on y. But [10] provides an alternative representation of F̂CV,n that
circumvents this issue, which we now describe. It can be shown that

F̂CV,n(y) =

n∑

i=1

WiI(Yi ≤ y), (5)

where

Wi =
1

n
+

(X̄n −Xi)(X̄n − ν)∑n
k=1(Xk − X̄n)2

.

Note that Wi does not depend on y, and
∑n

i=1 Wi = 1. Thus, we can invert

F̂CV,n as follows. Sort Yi, i = 1, 2, . . . , n, in ascending order as Y(1) ≤ Y(2) ≤
· · · ≤ Y(n), and let W (i) be the concomitant variable corresponding to Y(i). Then

F̂−1
CV,n(p) = Y(jp), where jp is the smallest integer such that

∑jp
i=1 W

(i) ≥ p.
Both SS and CV use an auxiliary variable from a simulation to reduce vari-

ance. If we can use only one auxiliary variable, is it better to employ it as a
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stratification variable, as in Section 3, or as a control? An asymptotic analy-
sis on p. 220 of [7] provides a partial answer when the auxiliary variable has a
continuous distribution. Suppose we apply SS in which the number t of strata
grows large in an equiprobable stratification (i.e., each λs = 1/t) that becomes
increasingly refined. Then in the limit as t → ∞, the SS variance is smaller
than the CV variance, showing the superiority of SS in this asymptotic context.
But an infinitely fine stratification requires knowing the auxiliary variable’s full
distribution, instead of just its mean, as in CV.

5 Combining SS with CV

Now we describe how to combine SS with CV to estimate the quantile ξ, and
we denote this approach SS+CV. Again, let Z be a stratification variable as in
Section 3, and given Z ∈ Rs, we use a random variable X ′

s as a control. We
assume that we know νs = E[X ′

s]. One possibility for X ′
s is to let it be the

control X from Section 4 conditional on Z ∈ Rs, assuming that νs = E[X |Z ∈
Rs] is known, but we do not require this choice for X ′

s. Let (Y ′
s,i, X

′
s,i, Z

′
s,i),

i = 1, 2, . . . , ns, be a sample of ns i.i.d. observations of (Y ′
s , X

′
s, Z

′
s) for stratum

Rs. For each stratum Rs, we modify the estimator F̂ ′
s,ns

(y) in (3) to incorporate
CV to obtain

F̂ ′′
s,ns,βs

(y) = F̂ ′
s,ns

(y)− βs(X̄
′
s,ns

− νs),

where F̂ ′
s,ns

(y) is defined in (3), βs is any constant, and X̄ ′
s,ns

= (1/ns)
∑ns

i=1 X
′
s,i.

For each y, the variance of F̂ ′′
s,ns,βs

(y) depends on βs, and the optimal value of
βs for a given y is

β∗
s (y) = Cov[I(Y ′

s ≤ y), X ′
s]/Var[X

′
s], (6)

which can be consistently estimated by

β̂s,ns(y) =
[(1/ns)

∑ns

i=1 I(Y
′
s,i ≤ y)X ′

s,i]− F̂ ′
s,ns

(y)X̄ ′
s,ns

(1/ns)
∑ns

i=1(X
′
s,i − X̄ ′

s,ns
)2

.

Then our SS+CV estimator of F (y) is

F̂SS+CV,n(y) =
t∑

s=1

λs[F̂
′
s,ns

(y)− β̂s,ns(y)(X̄
′
s,ns

− νs)],

and the corresponding SS+CV p-quantile estimator is

ξ̂SS+CV,n = F̂−1
SS+CV,n(p). (7)

As in (5), we can compute F̂−1
SS+CV,n(p) by first expressing

F̂ ′
s,ns

(y)− β̂s,ns(y)(X̄
′
s,ns

− νs) =

ns∑

i=1

Ws,iI(Y
′
s,i ≤ y)
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for each s = 1, 2, . . . , t, where

Ws,i =
1

ns
+

(X̄ ′
s,ns

−X ′
s,i)(X̄

′
s,ns

− νs)∑n
k=1(X

′
s,k − X̄ ′

s,ns
)2

for i = 1, 2, . . . , ns. Then for each s = 1, 2, . . . , t, and i = 1, 2, . . . , ns, define
Ck = Y ′

s,i and Dk = λsWs,i, where k =
∑s−1

l=1 nl + i. Then sort the n =
∑t

s=1 ns

total outputs Ck, k = 1, 2, . . . , n, in ascending order as C(1) ≤ C(2) ≤ · · · ≤
C(n), and let D(k) be the concomitant variable corresponding to C(k). Then

F̂−1
SS+CV,n(p) = C(lp), where lp is the smallest integer such that

∑lp
i=1 D

(i) ≥ p.

6 Confidence Interval with SS+CV

We now describe one method to construct a confidence interval for the p-quantile
when applying SS+CV. The approach we discuss is known as sectioning, which
was originally developed for simple random sampling by [1] (Section III.5a) and
extended to some variance-reduction techniques in [15]. Similar to batching,
sectioning partitions the data into b ≥ 2 nonoverlapping batches, and computes a
p-quantile estimator from each batch. (Numerical results in [15] suggest selecting
b = 10 batches for sectioning can work well for SRS, IS-alone and CV-alone, and
this choice is probably reasonable for SS+CV.) Batching constructs a CI for ξ
using the sample average and the sample variance of the b quantile estimators.
Sectioning instead centers the CI around the overall quantile estimator from all
of the data directly instead of the sample average of the b quantile estimators.
We now provide more details.

Fix an integer b ≥ 2 as the number of batches. For each stratum Rs, s =
1, 2, . . . , t, divide the ns triples (Y

′
s,i, X

′
s,i, Z

′
s,i), i = 1, 2, . . . , ns, from the stratum

into b nonoverlapping batches, each of size ms = ns/b, assumed to be an integer.
Specifically, for each j = 1, 2, . . . , b, the jth batch for stratum Rs consists of data
(Y ′

s,i, X
′
s,i, Z

′
s,i) for (j − 1)ms + 1 ≤ i ≤ jms. For each batch j and stratum Rs,

let F̂ ′
s,ms,j

(y) = (1/ms)
∑jms

i=(j−1)ms+1 I(Y
′
s,i ≤ y) be an estimator of F ′

s(y), and

let X̄ ′
s,ms,j = (1/ms)

∑jms

i=(j−1)ms+1 X
′
s,i be the sample average of the ms i.i.d.

controls for the jth batch in stratum Rs. Then define

β̂s,ms,j(y) =
[(1/ms)

∑jms

i=(j−1)ms+1 I(Y
′
s,i ≤ y)X ′

s,i]− F̂ ′
s,ms,j(y)X̄

′
s,ms,j

(1/ms)
∑jms

i=(j−1)ms+1(X
′
s,i − X̄ ′

s,ms,j
)2

as the batch-j estimator of the optimal CV multiplier β∗
s (y) in (6) for stratumRs.

Define the total batch size across all t strata to be m =
∑t

s=1 ms =
∑t

s=1 ns/b =
n/b. Then our SS+CV estimator of F for batch j across all strata is

F̂SS+CV,m,j(y) =

t∑

s=1

λs[F̂
′
s,ms,j(y)− β̂s,ms,j(y)(X̄

′
s,ms,j − νs)],
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leading to ξ̂SS+CV,m,j = F̂−1
SS+CV,m,j(p) as the corresponding SS+CV p-quantile

estimator from batch j. The b batch SS+CV quantile estimators ξ̂SS+CV,m,j ,
j = 1, 2, . . . , b, are i.i.d., and we define their sample variance

S2
m,b =

1

b− 1

b∑

j=1

(ξ̂SS+CV,m,j − ξ̄m,b)
2, (8)

where ξ̄m,b = (1/b)
∑b

j=1 ξ̂SS+CV,m,j . The (1 − α)-level batching CI for ξ using
SS+CV is

In,b ≡
(
ξ̄m,b ± τb−1,α/2Sm,b/

√
b
)
, (9)

where τb−1,α/2 is the α/2-level critical point of a Student t random variable T
with b− 1 degrees of freedom; i.e., P (T ≥ τb−1,α/2) = α/2.

While the batching CI in (9) is asymptotically valid in the sense that P (ξ ∈
In,b) → 1 − α as n = bm → ∞ for fixed b ≥ 2, the CI may have poor cov-
erage for small n. This arises because quantile estimators are generally biased.
Although the bias vanishes as the sample size grows large, it can be significant
for small sample sizes. Moreover, the bias of the batching point estimator ξ̄m,b

is determined by the total batch size m = n/b, which is smaller than the overall
sample size n. Hence, the batching CI is centered at a point, ξ̄m,b, that can have
considerable bias, which may cause poor coverage; i.e., P (ξ ∈ In,b) may differ
significantly from 1− α when n is small.

Sectioning addresses this issue by replacing the batching point estimator ξ̄m,b

with the overall quantile estimator ξ̂SS+CV,n from (7), which is typically less
biased than ξ̄m,b. We then obtain the sectioning CI as

În,b ≡
(
ξ̂SS+CV,n ± τb−1,α/2Ŝm,b/

√
b
)
, (10)

where

Ŝ2
m,b =

1

b− 1

b∑

j=1

(ξ̂SS+CV,m,j − ξ̂SS+CV,n)
2.

This CI will often have better coverage than the batching CI in (9). The following
result can be established by combining ideas from [5] and [15]; see [14] for details.

Theorem 1. The SS+CV sectioning (1−α)-level CI În,b in (10) is asymptoti-
cally valid in the sense that

P (ξ ∈ În,b) → 1− α

as n = bm → ∞ for any fixed number b ≥ 2 of batches.

Another CI described in [15] centers the interval at the overall quantile es-

timator ξ̂SS+CV,n from (7) but uses Sm,b from (8) to determine its width. This
CI is also asymptotically valid. Numerical results in [15] with SRS, IS-alone and
CV-alone show this approach performs similarly to (10).
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7 Concluding Remarks

We considered quantile estimation through a combination of stratified sampling
and control variates. This can provide a more efficient point estimator than using
either method by itself or just simple random sampling. We also described how
to apply sectioning to build an asymptotically valid confidence interval for the
quantile.

Key factors that determine howmuch variance reduction is obtained by SS+CV
are the choices of the stratification variableZ, the strataRs, s = 1, 2, . . . , t, and the
CVX ′

s for each stratum. In each stratumRs, CVwill significantly reduce variance
when there is strong correlation (either negative or positive) between I(Y ′

s ≤ ξ)
and X ′

s. The paper [10] examines ways to obtain effective controls when applying
CV-alone, and it would be interesting to investigate similar ideas for SS+CV.
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Abstract. Airport baggage handling systems (BHS) are a crucial infrastructure 
in major airports to ensure smooth baggage transfer while avoiding congestion. 
Therefore, it is important to operate the BHS efficiently.  

Recently, the number of tourists increases year after year in Taiwan, leading 
to an insufficient capacity of airport baggage storage. Hence, the parameter set-
ting in BHS for baggage transfer becomes more important and challenging  
regarding future system reconstructions. For experiment efficiency and cost re-
duction, a widely used method to evaluate system performances and compare 
alternatives is to apply discrete event simulation models. This paper presents an 
empirical study of interval release time by using simulation with full factorial 
design of the BHS. The goals are to determine the best combination of the in-
terval release time, understand their interactions, and minimize congestion time. 
The results demonstrate a 23% time reduction in peak-time congestion while 
the optimized parameter setting achieves smooth system operation. 

Keywords: Baggage handling system, Airport, Simulation, Full factorial design. 

1 Introduction    

The growing number of passengers traveling to/from Taiwan has brought a capacity 
issue to Taiwan’s major airport, Taiwan Taoyuan International Airport (TPE), which 
commenced operation in 1979. In 2013, with 200,000 aircraft movements (ACMs), 
growing at a rate of around 6% [1] per year since 2009 (shown in Figure 1), TPE 
handled a total of over 30,700,000 passengers, indicating a matching number of bag-
gage amount. (Statistic figures for 2014 have not been published as of this date.)  In 
terms of international passenger number, TPE has become the 11th busiest airport 
worldwide in 2014 [2, 3]. Therefore, the baggage handling system (BHS) plays an 
important role in delivering the baggage accurately and punctually.   

Detailed process of the baggage handling system is introduced as follows: (1) 
Checked-in and transferred baggage is carried by the conveyors to go through x-ray 
screening for security check. (2) The baggage is then sent to the barcode scanner 
where each piece of baggage is identified and assigned a corresponding destination by 
the control system. (3) The baggage finally enters the main sorter for destination  
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rules; the experiment and test results for estimating performance are included. Section 
5 concludes with a summary of work as well as guidelines for future research. 

2 Related Literature 

In recent years, issues on BHS have been focused on the effect of passenger arrival 
rate [4], check-in counter arrangements [5], unloading zone arrangements for flights 
[6], conveyors-merging in the analytic system [7], etc. A great many important effects 
influencing BHS performances are also discussed [8]. BHS is the processing system 
that transports baggage from check-in counters to aircrafts; hence, it is highly impor-
tant that the system operates steadily and smoothly. 

Ayman [9] analyzed the causes of congestion through data-mining with acquired 
baggage information. To detect the probable congestion conveyors, the author used 
three visual patterns to analyze and summarize system operation, more frequently 
used conveyors, and the usage rate for each conveyor.  

Gary [7] considered merging factors in the system. The study considered possibili-
ties of conveyor merges as the merging rule had an effect on system performance. Le 
and Johnstone [8] proposed problems encountered in current baggage transportation 
system. While solving problems using discrete simulation, they proposed the factors 
considered such as baggage sizes, system recovery time, length of delay time, etc. 
They described situations of speed reductions or stoppages in baggage transportation 
when merging occurred in the system.  

BHS is one of the most complex systems in real world operation at the airport that 
includes many processes, machines, and operators. It is not a straightforward task to 
achieve an accurate prediction on site; hence, applying simulation models is neces-
sary. Simulation models are widely used for analyzing BHS performances [8][10]. 
They can be used for targeted systems not even physically existing. For BHS, Chun 
and Mak [11] developed intelligent resource simulation system (IRSS) to minimize 
number of counters while maintaining a given level of service at the same time.  

BHS is affected by many important performance factors; there are also difficulties 
for system operation planners to predict performances of a complex system. A simula-
tion model is therefore developed in order to understand BHS performances by testing 
different parameter settings in the operation system.  

3 Problem Description and Simulation Modeling 

The problem under consideration may be summarized as the interaction among the 
four operating conditions with different settings of interval release time. 



118 J.T. Lin, I. Liou, and C.-C. Chiu 

 

Fig. 2. The TPE BHS sketch 

Figure 2 provides a layout of the BHS of TPE, comprising mainly of North/South 
check-in counters, barcode scanners, sorters, buffer zones, unloading zones, carousels, 
and Terminal 2 North Concourse. The simulation model is constructed using Flex-
sim™, a commercial off-the-shelf (COTS) tool and a fully 3D simulation software 
environment that provides excellent visually settings for users. This simulation model 
is also validated and used for assessing the underlying system performance and con-
ducting analyses. Detailed construction of the simulation model can be referred to 
Shih et al. [12]. The simulation model is shown in Figure 3.  

 

Fig. 3. Flexsim simulation model 

The Operation Condition of the Four Barcode Scanners  
Terminal 2 North Concourse is presently facing a problem of balancing the incoming 
baggage input. Therefore, this paper focuses on its operation condition.  

Figure 4 shows an enlargement of Terminal 2 North Concourse in which there are 
four barcode scanners, namely: “A”, “B”, “C”, and “D”.  “A” and “B” locate at the 
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ends of the two conveyors connected to the main terminal. After being scanned by 
“A” or “B”, the baggage is sent to the sorter for destination sorting based on its 
scanned information. The destination is either a buffer zone or an unloading zone.   

Since baggage flows in the direction of the arrow, shown in Figure 4, barcode 
scanner “B” is in domination. When dominant conveyor is busy in operation, baggage 
from “A” may accumulate at the merging point. Consequently, the blockage may then 
reverse to the main terminal, causing passengers queuing up at the check-in counters, 
which produces problems for the airport and leads to poor system performances.  

Baggage released from the buffer zones goes through “C” and re-enters the sorter. 
Such re-entering process affects the merging of the input baggage from “A” and is 
influenced by the baggage coming from “B”. Either of the two situations may cause 
queuing delay and blockage in the system.  

The baggage missing scanning is sent to “D” for a rescan. This process also ad-
versely affects the system performance and causes baggage queuing in the system.  

The four above-mentioned barcode scanners work with interaction. Therefore, it is 
very important to set the most suitable interval release time for baggage to merge. In 
addition, the conveyor to the route where scanner “A” locates has a heavy traffic of 
excess baggage amount. To avoid baggage congestion on such route and in the Con-
course system, this paper aims at the smooth operation of the conveyors and the  
reduction of congestion in Terminal 2 North Concourse by setting up appropriate 
interval release time for baggage to enter the sorter at the four barcode scanners.  

 

Fig. 4. Enlargement of Terminal 2 North Concourse in Flexsim model 

4 Simulation and Analysis 

In this section, different control rules are compared, and their impacts on system per-
formance are analyzed. The congestion time of baggage queue on the four conveyors 
is used as a performance indicator. The congestion time of baggage queue is defined 
as the length of time while the number of queuing baggage exceeds the specific high-
er bound on each conveyor, detailed in Section 4.2. The analysis result is stated in 
Section 4.3. The model constraints and assumptions are listed in Section 4.1. 
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4.1 Model Constraints and Assumptions  

Constraints:  

• System behavior in North and South Areas is not considered. 
• Accommodation for each buffer zone is at most 24 pieces of baggage. 
• There are 9 buffer zones, 10 unloading zones, and one carousel. 
• There is limited baggage amount for flights; conveyor routes are constant.  

Assumptions: 

• Scanning time for barcode scanners is constant. 
• Distance between each piece of baggage is at least 2 kilometers. 
• Speed rate for all conveyors and sorters is constant. 
• The size of all baggage is equal. 
• The hypothetical rate for baggage going to “D” is 20%.  
 

 

Fig. 5. The paths of the four conveyors in Terminal 2 North Concourse 

4.2 System Performance  

The performance effect focuses on the recorded congestion time of baggage queue on 
the four conveyors where the four scanners, A, B, C, and D, respectively locate.  

It is considered an occurring of congestion in BHS when individual conveyor’s 
baggage queue reaches a specific amount on its path, defined as the distance between 
the barcode scanner and a specific point on the conveyor. The distance is, shown in 
Fig. 5, the length between the two dotted lines on each conveyor. The details of each 
specific amount of baggage queue are described as follows: 

“A” intakes an excess amount of baggage; also, during non-congestion time, it is 
observed that the baggage amount is fewer than 20 pieces. Hence, a baggage amount 
of over 20 pieces on the path where “A” locates is considered congestion.  
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“B” has a lighter baggage load than “A”.  With a baggage amount of over 15 piec-
es, it is considered congestion on the path where “B” locates.  

Baggage storage for each buffer is limit to 24 pieces at most. It is considered con-
gestion when the released baggage on the path going through “C” exceeds 20 pieces. 

 “D” intakes a baggage amount of at most 30 pieces. It is considered congestion on 
this path with a baggage amount of over 15 pieces. 

Follow-up analysis is done through the recording of the length of congestion time. 

4.3 Experimental Analysis 

In this section, investigation outcomes of the combination of interval release time for 
the baggage waiting at the four barcode scanners are presented. In this system, when 
baggage is unable to enter the sorter, it is allowed to wait on the conveyors based on 
the control rules of interval release time at the scanners. The control rule of interval 
release time at a barcode scanner is to determine the time for baggage to enter the 
sorter as well as to control congestion time on each conveyor. In the situation that the 
setting of interval release time for all four scanners is too small, there may be insuffi-
cient space for baggage coming from ” A” or “C” , since “B” is in domination, to 
enter the sorter due to the constraint of at least 2-kilometer distance between each 
piece of baggage. Moreover, when large amount of baggage comes at the same time 
from different conveyors, blockage may occur at “D”, leading to longer baggage 
queuing time for all four conveyors. In contrast, when the interval release time is too 
large, there may be excess space for baggage to enter the sorter, causing extending 
baggage queue on each conveyor in the long run and leading to poor system perfor-
mance. Different interval release time at the four scanners produces different scena-
rios and performances. Hence, the setting of the system control rules of interval  
release time at the four barcode scanners is of critical importance as it has a strong 
impact on baggage flow and operation. It is also essential to evaluate the interaction 
among the four barcode scanners.  

The Analysis of Full Factorial Design  
The simulation model processes the four factorial designs of interval release time 
parameter settings to determine which among them significantly affects the perfor-
mance as well as to detect their interaction on the performance. 

Full factorial design is a well-known technique based on a statistical method that 
analyzes and collects all possible combinations of factors of a specific problem [13].  

The four parameters, A, B, C, and D, affect simulation performance. Therefore, 
different levels are considered for these parameters (presented in Tables 1) in order to 
prove that the parameter setting contributes significantly to system performance. The 
full factorial design requires 81 experiments (34=81); five sets of simulation runs are 
given, resulting in a total simulation number of 405. The parameter experiment is 
analyzed using Minitab 16.  
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Table 1. Four factors and 3 different levels (in seconds) 

Factor Level 1 Level 2 Level 3 
A 1.5 2 2.5 
B 1.5 2 2.5 
C 1.5 2 2.5 
D 1.5 2 2.5 

 
The simulation model is used to simulate one single-day operation in BHS with a 

real dataset from TPE. The results of the full factorial design using ANOVA is pre-
sented in Table 2. Such results indicate that all four main effects of the interval re-
lease time parameters significantly affect the performance at α=0.05, and so do the 
interactions between A and B, A and D, and B and D.  

During the process of simulation, it is observed that the large amount of baggage 
coming from A or B coincidently misses the baggage released from the buffer zone 
for re-sorting but increases the amount of baggage for re-scanning at scanner D, dom-
inated by A and B due to its location . Therefore, the interaction between A and D is 
significant, and so is it between B and D. The interaction between A and B is also 
significant since B dominates A as shown in Figure 4. 

Table 1. ANOVA of full factorial design  

Source 
  A 
  B 
  C  

DF 
2 
2 
2 

Seq SS 
7245215727 
8357667482 
13602087 

F 
9460.25 
10912.81 
17.76 

P 
0.000* 
0.000* 
0.000* 

D 
A*B 

2 
4 

45034659 
3356484638 

58.80 
2191.32 

0.000* 
0.000* 

A*C 
A*D 

4 
4 

3396595 
17734746 

2.22 
11.58 

0.067 
0.000* 

B*C 
B*D 

4 
4 

2070631 
50043610 

1.35 
32.67 

0.251 
0.000* 

C*D 
Error 
Total 

4 
324 
404 

1552958 
124069075 
19287042503 

1.01 0.400 

Note: DF: Degrees of freedom, Seq SS: Sequential Sum of squares, F: F Value, P: P Value. 
* indicates that the effect is significant at α=0.05. 

 
As analyzed in the full factorial design, when A=2, B=2.5, C=2 and D=1.5, the 

best simulation performance is obtained, with an average congestion time of approx-
imately 1.94 hours/day for the four conveyors. In contrast, the worst parameter com-
bination appears when A=2.5, B=2, C=1.5, and D=2.5, resulting in an average  
congestion time of 3.57 hours/day; the difference of 1.64 hours/day contributes to an 
improvement gap of about 84.38%. Using these two sets of parameter combination, 
the congestion time in each time window from the simulations is collected. Figure 6 
presents the comparison of congestion time on the four paths, in both the best and the 
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worst cases, in each time window. As observed in the figure, in the worst case, a one-
hour congestion time in each time window starts from 7:00 to 19:00 without intermis-
sions for “A”. In contrast, in the best case, such congestion time only occurs in two 
time windows: 7:00~8:00 and 8:00~9:00.  

The congestion patterns in the two above-mentioned cases for “B” are similar but 
with a congestion time of under 0.43 hour in each time window in the worst case and 
a 0.88 hour congestion time in 15:00~16:00 in the best case. By the same token, dif-
ferences in congestion are insignificant for “C” and “D” respectively, except that 
there is no congestion for “D” in the best case. 

As observed, the peak-time congestion occurs in the 15:00~16:00 time window in 
both cases. The average congestion time is 0.2940 hour in the best case while 0.3626 
in the worst case; the difference of 0.069 hour results in an improvement gap of 23%.  

The above experiment results indicate that the parameter setting would significantly 
affect the system performance. 

 

Fig. 6. Comparison of congestion time on four paths in the best and the worst cases 

5 Conclusion 

This paper addresses the empirical study of the interval release time in the airport 
baggage handling system. In this paper, object-oriented graphical user interface 
(OOGUI) simulation model with full factorial design is developed for the reduction of 
congestion time. The experimental results demonstrate that the best combination re-
duces 1.64 hours of congestion time per day, with an improvement gap of 23% at 
peak hour, in comparison with the worst situation. Consequently, it enhances smooth 
system operation while promoting the service level at Taiwan Taoyuan Airport. 
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In this study, the simulation time for each alternative is about 5.32 minutes, depict-
ing a required total time of about 35.9 hours (near 1 and a half days) to perform all the 
designed alternatives, which is time-consuming. Future research directions intend to 
consider other analysis approaches based on this simulation framework. For example, 
the Taguchi method or fraction factorial design may require fewer experiment times 
than the full factorial design and achieve similar best parameter selection. 

Acknowledgment. The research in this paper is partially supported by the Advanced 
Control & Systems Inc. of Taiwan. We also thank Taiwan Taoyuan International 
Airport for providing research data. 

References 
1. International Air Transport Association (IATA): Airlines Expect 31% Rise in Passenger 

Demand by 2017, http://www.iata.org/pressroom/pr/pages/2013-12-
10-01.aspx 

2. Taiwan Taoyuan International Airport Co. Ltd. Taiwan Taoyuan International Airport 
2013 Annual Report (2013), http://www.taoyuanairport.com/uploads/ 
20140630/20140630014441_TTIA%202013%20Annual%20Report.pdf 

3. International Passenger Rankings, International Passenger Traffic for past 12 months end-
ing April 2014 (2014), http://www.aci.aero/Data-Centre/Monthly-
Traffic-Data/International-Passenger-Rankings/12-months  
(retrieved August 19, 2014) 

4. Le, V.T., Creighton, D., Nahavandi, S.: Simulation-based Input Loading Condition Opti-
misation of Airport Baggage Handling Systems. In: Proceedings of the IEEE Intelligent 
Transportation Systems Conference, USA, pp. 574–579 (2007) 

5. Joustra, P.E., Van Dijk, N.M.: Simulation of check-in at airports. In: IEEE International 
Conference on Simulation, vol. 2, pp. 1023–1028 (2001) 

6. Abdelghany, A., Abdelghany, K., Narasimhan, R.: Scheduling Baggage-Handling Facili-
ties in Congested Airports. Journal of Air Transport Management, 76–81 (2006) 

7. Jing, G.G., Kelton, W.D., Arantes, J.C., Houshmand, A.A.: Modeling a controlled con-
veyor network with merging configuration. In: Proceedings of the 30th Conference on 
Winter Simulation, pp. 1041–1048 (1998) 

8. Le, V.T., Zhang, J., Johnstone, M., Nahavandi, S., Creighton, D.: A Generalised Data 
Analysis Approach for Baggage Handling Systems Simulation. In: Proceedings of the 
IEEE International Conference on Systems, Korea, pp. 1681–1687 (2012) 

9. Al-Serafi, A., Elragal, A.: Visual Trajectory Pattern Mining: An Exploratory Study in 
Baggage Handling Systems. Springer International Publishing Switzerland, 159–173 
(2014) 

10. Johnstone, M., Creighton, D., Nahavandi, S.: Enabling Industrial Scale Simulation / Emu-
lation Models. In: Proceedings of the Winter Simulation Conference, US, pp. 1028–1034 
(2007) 

11. Chun, H.W., Mak, R.W.T.: Intelligent Resource Simulation for an Airport Check-In Coun-
ter Allocation System. IEEE Transactions on Systems, Man, and Cybernetrics 29(3), 325–
335 (1999) 

12. Lin, J.T., Huang, E., Shih, P.H., Chiu, C.C.: Airport Baggage Handling System Simulation 
Modeling Using SysML. In: Proceedings of the International Conference on Industrial En-
gineering and Operation Management (2015) 

13. Montgomery, D.: Design and Analysis of Experiments. 5th ed. John Wiley & Sons New 
York (2000) 



© Springer-Verlag Berlin Heidelberg 2015 
M. Gen et al. (eds.), Industrial Engineering, Management Science and Applications 2015, 

125

Lecture Notes in Electrical Engineering 349, DOI: 10.1007/978-3-662-47200-2_14 
 

A New Two-Phase Approach for Petri Net Based 
Modeling of Scheduling Problems  

Reggie Davidrajuh  

University of Stavanger 
Stavanger, Norway 

reggie.davidrajuh@uis.no 

Abstract. This paper presents a new two-phase approach for Petri Net based 
modeling of scheduling problems. Though Petri Nets have been used as heuris-
tic approach for modeling scheduling problems, literature study reveals two ma-
jor difficulties: 1) the large size of Petri Net models, and 2) the inability to dif-
ferentiate workstations. In this paper, these two difficulties are avoided by a 
two-phase approach known as Activity-Oriented Petri Nets (AOPN). General 
Purpose Petri Net Simulator (GPenSIM) is a new Petri Net simulator that im-
plements AOPN on MATLAB platform. This paper introduces AOPN and 
GPenSIM in a tutorial style, working through an example on job scheduling in 
grid computing. This example shows the usability of the AOPN approach for 
the modeling of scheduling problems and the easiness of GPenSIM for coding 
and simulation. 

Keywords: Scheduling problems, Activity-Oriented Petri Net (AOPN),  
GPenSIM, Petri Nets, grid computing. 

1 Introduction 

Scheduling is a process to manage time and costs effectively when a sequence of 
tasks are to be performed using a set of workstations; the sequence of tasks have a 
precedence order, meaning some tasks must have been completed before a particular 
task can start [1].   

Scheduling is an important issue in all branches of engineering. In production en-
gineering, scheduling can minimize the production time and costs, by optimal use of 
the resources such as man and machines; assembly line balancing problems (ALBP) 
is a special class of scheduling problems in production engineering [2]. 

Literature study reveals a large number of works that use Petri Nets for scheduling 
problems; literature also reveals the huge size of resulting Petri Net models and the 
difficulties in differentiating workstations as two main problems associated with the 
use of Petri Nets [3; 4; 5]. This problem is especially true when modeling resource-
scheduling problems, where a large number of resources is usually involved [5]. 
However, the two problems are solved using advanced techniques: for example, Jeng 
and DiCesare [6] uses control nets and Wu and Zhou [7] uses Resource-oriented Petri 
Nets to overcome these difficulties.      
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The aim of this paper is to introduce Activity-Oriented Petri Nets (AOPN) as a 
simple yet effective technique to model scheduling problems; this paper is written in a 
tutorial style to achieve this aim, taking job scheduling in grid computing as an exam-
ple. As the goal of this paper is to show how simple and easy it is to use AOPN for 
scheduling problems, discussion is kept to a minimum about the various advanced 
techniques and complex approaches for scheduling problems, inclusive advanced 
Petri Nets based approaches. 

 

Fig. 1. Grid computing environment [8] 

2 A Scheduling Problem in Grid Computing 

This section presents a scheduling problem in grid computing environment.  
Figure 1 shows a grid where the broker plays a central role in accepting jobs (mul-

ti-task jobs comprised of multiple tasks) from the local clients and delegating these 
tasks to the local workers [8]. Figure 1 also shows that the broker is a node in the ring 
of many brokers; thus, the broker may also accept tasks from other brokers and also 
route local tasks to external workers via the brokers in the ring. 

Let us assume that the broker accepts a job from a local client; the job consists of 
19 tasks as shown in Figure 2. The tasks are shown as nodes with labels n1 to n19. The 
diagram shown in Figure 2 is known as the precedence graph, as it shows the number 
of tasks involved in the job, and the sequential relationship between the tasks.  

Table 1 shows the types of the tasks, based on the required software and hardware 
to perform the task (requirements). Table 2 lists the tasks n1 to n19, along with their 
type and the expected processing time of the respective task, if it was to be run on a 
standard desktop system. The processing times are given as stochastic timing, with 
Gaussian (normal) distribution with mean and standard deviation pair. Table 3 shows 
the types of the eight local workers based on their software and hardware configura-
tion. The broker can only assign a task with specific requirements to a worker with 
the matching configuration; e.g. task n1 can be assigned to workers w1 to w5, whereas 
task n6 cannot be assigned to any local worker as the local workers are not equipped 
with enough main memory (minimum 40GB); thus, n6 must be routed to an external 
worker. Worker w8 cannot be assigned to perform any task of this job, as it possesses 
too little memory. 
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Fig. 2. The precedence graph of the tasks 

Table 1. Type of the tasks. 

Type Requirements 
A environment=java; OS=LINUX; memory=15GB 
B environment=java; OS=Win-7; memory=10GB 
C environment=.NET; OS=Win-7; memory=10GB 
D environment=java; OS=(don’t care); memory=10GB 
E environment=java; OS=LINUX; memory=40GB 

Table 2. Type and processing time (PT) of the tasks 

Task Attributes Task Attributes Task Attributes 
Type PT Type PT Type PT 

n1 D (4,0.7) n8 C (3,0.5) n15 B (9,2) 
n2 D (2,0.1) n9 A (7,1) n16 D (3,0.5) 
n3 D (7,1.1) n10 D (9,1) n17 C (6,1) 
n4 A (6,1.2) n11 B (7,1) n18 B (4,0.3) 
n5 A (1,0.1) n12 C (10,2) n19 A (1,0.2) 

n6 E (5,1) n13 A (1,0.2) - - - 
n7 D (9,1) n14 A (4,0.4) - - - 

 
In the next section, using the AOPN approach, a Petri Net model is created for the 

job to be performed by the grid. AOPN is a two-phase modeling approach, in which 
the phase-I is for creating a static Petri Net graph and the phase-II is for adding run-
time dynamics into the model. 

Table 3. Configuration of the workers. 

Type Requirements 

w1, w2, w3 environment=java; OS=LINUX; memory=20GB 

w4, w5 environment=java; OS=Win-7; memory=20GB 

w6, w7 environment=.NET; OS=Win-7; memory=20GB 

w8 environment=java; OS=Win-7; memory=8GB 
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3 Phase-I: Creating the Static Petri Net Graph 

The first phase of AOPN approach is to create the static Petri Net graph. In this phase, 
taking an “activity-oriented view”, only the tasks and their precedence are considered; 
workers are not considered as they are resources used by the tasks. Because of the 
absence of workers as places in the Petri net graph along with all their connections 
(arcs) with the tasks, the resulting Petri Net graph becomes much smaller than the 
usual Petri Net models for scheduling presented in literature.  
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Fig. 3. The Petri Net model of the job 

The static Petri Net graph for the job shown in Figure 3 can be easily obtained by 
taking an “activity-oriented view” (only considering the tasks of the job and their 
precedence); the procedure for creating the Petri Net graph from the precedence graph 
consists of the following two steps [9]: 

1. In the static Petri Net graph, transition-place pair (ti, pi) represents the node ni of 
the dependency graph. 

2. Unless the task ni is a sink (no outputs for it), the weight of the arc aii between the 
transition ti and the place pi is equal to the number of outputs of ni; if ni is a sink 
then the weight of the arc aii becomes (default) one. 

Figure 3 shows the static Petri Net graph obtained by transforming the precedence 
graph shown in Figure 2. The Petri Net graph shown in Figure 3 has 19 transition-
place pairs representing the 19 tasks of the job; there is no other elements (either place 
or transition) to represent the workers.  

4 Phase-II: Adding the Run-Time Dynamics 

The second phase of the AOPN approach is mainly about adding the run-time details 
that cannot be coded (or cannot be coded easily) in the static Petri Net graph.  
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For example, tasks requesting, using, and releasing of a variety of workers cannot be 
easily shown in the Petri Net graph; these details are added in the second phase [9].  

The phase-II is divided into two steps, step-1 is to add initial dynamics, such as fir-
ing times of the transitions, initial tokens in places, etc. and step-2 is about the  
resource usage: like requesting a worker to start firing of a task, locking a worker 
during its execution, and releasing a worker after completion of work. 

4.1 Step-1: Adding Initial Dynamics 

Firing times of the transitions: The task processing time of a task ni becomes the fir-
ing time of the corresponding transition ti; firing times of the transitions (processing 
times of the corresponding tasks) are shown inside each transition in Figure 3. In ad-
dition, the life of a transition is rather limited: each transition in the Petri Net has a 
lifetime limited to one firing only. 

Initial tokens: as clearly visible from the Figure 3, there is no need for initial tokens 
as the Petri Net is started by ‘cold transitions’ (self-starting, with no enabling input 
places with enough tokens) such as t1, t2, and t3. 

4.2 Step-2: Adding Resource Usage 

The tasks require workers that are configured with adequate software and hardware. 
From the Table 2 and Table 3, we can match tasks with workers as shown in Table 4. 

Table 4 indicates that the tasks that falls within type-D can be easily assigned to a 
worker as many workers can perform this type of task. However, no local worker can 
perform the task n6 of type-E, thus this task must be assigned to an external worker. 

5 Simulation with GPenSIM 

In this section on coding and simulations, we assume the following simplification: 
since no local worker can perform the task n6, we simply assume that it is performed 
by an external worker. Due to the additional overheads involved in dispatching the 
task to an external worker and retrieving the results from the other grid, the resulting 
processing time has increased by a larger amount to 20 Time Units. 

Table 4. Matching the tasks with the workers. 

Task type Tasks Matching Workers 
A n4, n5, n9, n13, n14, n19 w1, w2, w3 
B n11, n15, n18 w4, w5 
C n8, n12, n17 w6, w7 
D n1, n2, n3, n7, n10, n16 w1, w2, w3, w4, w5 
E n6 (no match) 
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5.1 Some Issues in Scheduling 

There is a number of issues in resource management:  
Instances of a resource: This means a resource can have many indistinguishable 

copies (‘instances’). For example, there are three cashiers in a bank (resource cashier 
has three instances), all of them can process all kind of transactions. For a casual cus-
tomer, it does not make sense to prefer on cashier over the others. In this case, we 
could generalize all the cashiers into a group, name this resource as ‘cashier’, and say 
that cashier is a single resource with three instances.  

Generic resources: this means, there is a number of ‘named’ resources available, 
but all of them are same for some specific applications. For example, in a car work-
shop, we have three mechanics called ‘Alfred’, ‘Bob’ and ‘Chuck’; though they are 
specialist in some works, when it comes to engine repair, they all are the same. Thus 
for engine repair, we can pick up a generic mechanic, without naming anyone. 

Specific resources: When the resources are named, we may request specific 
(named) resources. For example, in the car workshop, ‘Chuck’ is a painter. Hence, 
when we need a painting job, we would prefer using the specific resource ‘Chuck’. 
Only if Chuck is not available, we may go for another resource. 

Write Access: When a resource has many instances, a transition may try to acquire 
one or many of these instances. Write access means, the resource will be locked and 
all the instances will be made available to a requesting transition. 

Table 5 shows a number of GPenSIM functions available for resource management. 

Table 5. GPenSIM functions for resource management 

Function Description 
availableInst checking whether any instances is available in a resource 
availableRes checking whether any resources is available (not on use) 
requestsSR request a number of instances from specific (‘named’) resources 

requestGR 
request a number of resource instances, without naming any re-
source 

requestAR request a number of resource instances among many alternatives 
requestWR request all the instances of a specific resource (either all or none)  
release release all the resources and resource instances held by a transition 
prnschedule prints information on resources usage 

5.2 Code Implementation with GPenSIM 

Using GPenSIM, a Petri net model of a discrete event system usually consists of four 
files [10]: the main simulation file (MSF), the Petri Net Definition file (PND), the 
COMMON_PRE file, and the COMMON_POST file. 

The MSF is shown in Figure 4. In the MSF, firstly, the initial dynamics (e.g. initial 
tokens in places, firing times of transitions, available systems resources) are declared. 
Then, the simulation iterations are started. When the simulation iterations are com-
plete, the results can be plotted (graphics) or displayed. 
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PND is the code implementation of the static Petri Net graph. The PND file shown 
in Figure 5 is the GPenSIM code for the Petri Net graph shown in Figure 3. The PND 
file declares the sets of places, transitions, and arcs. 

% 1: declare the firing times 
dyn.ft = {'t01','normrnd(4,0.7)', 't02','normrnd(2,0.1)', ... 
't03','normrnd(7,1.1)','t04','normrnd(6,1.2)','t05','normrnd(1,0.1)',  
't06','normrnd(5,1)','t07','normrnd(9,1)','t08','normrnd(3,0.5)',  
't09','normrnd(7,1)','t10','normrnd(9,1)','t11','normrnd(7,1)', 
't12','normrnd(10,2)','t13','normrnd(1,0.2)','t14','normrnd(4,0.4)', 
't15','normrnd(9,2)','t16','normrnd(3,0.5)','t17','normrnd(6,1)', 
't18', 'normrnd(4,0.3)', 't19','normrnd(1,0.2)'}; 
  
% 2: declare the workers ("resources") 
dyn.re = {'w1',1,inf, 'w2',1,inf, 'w3',1,inf, 'w4',1,inf, ... 
          'w5',1,inf, 'w6',1,inf, 'w7',1,inf, 'w8',1,inf}; 
% 3: create the Petri-Net run-time 
pni = initialdynamics(pns, dyn); 
  
sim = gpensim(pni); % 4: run the simulation iterations 
prnschedule(sim);   % 5: print the results 

Fig. 4. The main simulation file (MSF) 

 

Fig. 5. The Petri Net Definition file (PND) 
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function [] = COMMON_POST(transition) 
 
% (if used) release all resources used by transition 
release();  

Fig. 6. The COMMON_POST file 

The COMMON_PRE file (Figure 7) is for coding the conditions for the enabled 
transitions to start firing (‘guard conditions’), e.g. assigning a worker to a task. In this 
file, two operations are done: Firstly, the enabled transition is checked to see if it had 
already fired once before. If it did, then it is prevented from firing again, as the transi-
tions are allowed to fire once only. Secondly, using the Table 4, a suitable worker is 
selected for the transition (task). 

In the COMMON_POST file (Figure 6), the post-firing actions of the transitions 
are coded. This file is small, as it only performs one operation: if any transition (task) 
used any worker, then the worker is released at the completion of the transition. 

6 Simulation Results 

The following cases are studied with the simulations: 

• Case-I: no grid computing: the job (all the tasks) is completely performed by a 
single worker (computer node). 

• Case-II: Using grid computing: there is no differentiation between the workers; all 
the workers are capable of performing all the tasks. 

• Case-III: Using grid computing: as shown in the Tables 1-4, the workers are  
configured differently, thus can perform only the matching tasks.  

function [fire, transition] = COMMON_PRE (transition) 
  
tn = transition.name; 
tx = get_trans(tn); 
if tx.times_fired, 
    fire = 0; return; 
end; 
  
% case 3 
if ismember (tn, {'t04','t05','t09','t13','t14','t19'}), 
    granted = requestAR({'w1','w2','w3'}, 1); 
elseif ismember (tn, {'t11','t15','t18'}), 
    granted = requestAR({'w4','w5'}, 1); 
elseif ismember (tn, {'t08','t12','t17'}), 
    granted = requestAR({'w6','w7'}, 1);     
elseif ismember (tn, {'t01','t02','t03','t07','t10','t16'}), 
    granted = requestAR({'w1','w2','w3','w4','w5'}, 1);         
else 
    granted = 1; 
end; 
  
fire = granted; 

Fig. 7. The COMMON_PRE file 
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Simulation codes presented in Figures 4-7 are for Case-III. The code for the other 
two cases, Case-I and II are very similar to that of Case-III, thus not shown here. In-
terested readers can download the code from the website cited in the reference as [11]. 
The results of the simulations are presented in Table 6. 

Table 6. Completion time (CT) under different cases. 

Case CT 
Case-I: No grid computing 96.8 
Case-II: homogenous workers. 55.2 
Case-III: heterogeneous workers 54.9 

 
The results show that by using grid computing, the job can be done faster, complet-

ing in 56 TU, if the stochastic parts of the processing times are dropped (processing 
times are deterministic and equal to the mean). This means, the use of grid computing 
boosts performance by 42.8%, provided that the workers are available at that time 
(they are not busy executing tasks from other jobs).  

The results also show that whether or not the task n6 was performed locally (taking 
5 TU) or done externally (taking 20 TU), it will not influence the completion time of 
the job (56 TU in both cases). This is because, task n6 falls outside the critical path 
that is decisive for the overall completion time of the job. 

7 Conclusion 

This paper introduces a new approach known as Activity-Oriented Petri Nets (AOPN) 
and its MATLAB implementation known as General Purpose Petri Net Simulator 
(GPenSIM). This paper is written in a tutorial style to achieve this aim, taking job 
scheduling in grid computing as an example; the scheduling example is also purpose-
ly chosen as a simple one and the advanced topics in scheduling (e.g. loops) are not 
touched in this example.  

The modeling approach presented in this paper shows how simple the AOPN ap-
proach is and the complete code (Figures 4-7) shows how easy it is to code in GPen-
SIM. In addition, GPenSIM allows imposing costs to transitions and resources, thus 
the total operational costs of the job can be estimated too; this potential makes GPen-
SIM very useful for industrial applications. 
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Abstract. The effects of impulse faults of different nature and different loca-
tions of occurrence in the high voltage winding of a transformer are investi-
gated in this work. During the investigation, a high frequency transformer  
model developed in MATLAB Simulink was subjected to different lightning 
and switching impulse waveforms. Turn-to-earth and turn-to-turn faults were 
simulated at different locations of the windings due to applied impulse. The 
transformer response is studied owing to the variation of the input impulse 
waveforms, fault types and their location along the windings. This study is im-
portant in the purview of fault characterization which provides an important  
basis for developing more reliable and sensitive methods to detect internal 
faults in the transformer windings. 

Keywords: Impulse, Faults, MATLAB, Modelling, Power transformers,  
Simulation. 

1 Introduction 

Transformers are an integral part of electrical transmission and distribution network. 
Transformers are often excited by lightning or switching impulses comprising of high 
frequency oscillatory voltages, which degrades the insulation system [1]. Impulse 
testing of power equipments is generally done according to IEC/IEEE standards in 
high voltage laboratories for determining the insulation strength against the applica-
tion of impulse waveforms [2]. Insulation failure in power transformer can occur be-
tween coils, turns or layers, and winding to earth. The accurate diagnoses of these 
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faults are significant to assess insulation condition of windings, which will eventually 
help to improve the reliability. 

The main objective in this work is identification of impulse fault characteristics in 
power transformers under lightning and switching impulse voltages. The fault charac-
teristics are useful to identify the type, and location of internal impulse faults. When 
an impulse voltage is applied in the transformer, a part of the current flow through the 
neutral wire. The nature of neutral current changes for different types of fault and this 
sensitivity demonstrates the possibility to extract some special features for fault cha-
racteristics [3]. Therefore, in this work it is of interest to study the variation of magni-
tude and frequency of transformer neutral current due to simulated series and shunt 
faults at different locations i.e fault in line-end, the mid-winding, and the earth-end 
sections under different impulse voltages. 

2 Investigation Approach 

Impulse faults are simulated on a high frequency power transformer model of 3 
MVA, 33/11 kV, 3-phase, 50 Hz, Dyn 11 transformer [4]. The transformer main 
winding constitutes of 80 coils and 8 extra coils are used as tap coils. The main 
winding is divided into three sections namely line-end section (coils numbers 1 to 27), 
mid-winding (28 to 54) and earth-end section (coil no. 55 to 80). The design data of 
the transformer model are: 

 
Power rating of transformer   3 MVA 
Number of coils in main winding  80 
Number of tap coils    8 

 Average number of turns per disc  19 
Voltage rating of transformer   33/11 kV 
Axial height of 33 kV disc   6.6 mm 
Outer diameter of HV winding   534 mm 
Inner diameter of HV winding   424 mm 
Mean radius of the disc   237 mm 
Inductance of each coil   0.324 mH 
Resistance of each coil    0.151 Ω 
Ground capacitance per coil (Cg)  24.63 pF 
Series capacitance per coil (Cs)   934 pF 

 
The mathematical model is shown in Fig.1 [4]. Details of modeling and validation 

of transformer model are presented in [4, 5]. Two different types of fault i.e. shunt 
and series fault are considered for fault analysis. For simulating shunt fault, the ter-
minals are grounded and for series fault, the windings are shorted. Fig. 1 shows the 
equivalent circuit of transformer model with induced shunt and series faults [4]. 
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full standard switching impulse voltage rises to its peak value at 250 µs and the tail of 
the wave decays to a level of 50 percent of the peak in 2500 μs. The magnitude and 
frequency of maximum value of neutral current under series and shunt faults, different 
input impulse voltages and locations of fault are calculated by Fast Fourier Transform 
(FFT). 

3 Observations 

The maximum frequency components of neutral current obtained against application of 
a particular type of impulse during series and shunt fault of the transformer in different 
locations is shown in Fig. 2 and Fig. 3. It is observed that when there is a series fault 
in the transformer the neutral current magnitude increases gradually and when there is 
a shunt fault in the transformer, the current magnitude gradually decreases. It is seen 
that the value of neutral current depends on the input voltage, fault type and it’s loca-
tion. The frequency component of neutral current for different types of fault, applied 
impulse and location of fault are given in Table I. 

 

 
(a) Maximum frequency of fault current against 
standard lightning impulse (1.2/50 µs) 

 

(b) Maximum frequency of fault current against 
chopped impulse (7µs) 

 

 
(c) Maximum frequency of fault current against 
chopped impulse (20 µs) 

(d) Maximum frequency of fault current against 
standard switching impulse (250/2500 μs) 

Fig. 2. Maximum frequency of series and shunt fault current against standard lightning impulse 
(1.2/50 µs), chopped impulse (7µs), chopped impulse (20 µs), switching impulse (250/2500 μs) 
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Fig. 3. Maximum frequency component in neutral current versus fault location along the trans-
former winding during series and shunt faults 

Table 1. Frequency component of neutral current for different types of fault, applied impulse 
and location of fault 

Impulse 
voltage 
waveforms 

Type 
of fault 

Location 
of fault 

Max. fre-
quency of 
neutral cur-
rent (Hz) 

Magnitude 
of neutral 
current (A) 
at max. 
frequency 

Std. full 
lightning 
impulse 

Series 
line-end 2441 3.75 X10-15

mid 3906 2.39 X10-15

earth-end 2930 1.57 X10-15

Shunt 
line-end 1465 3.78 X10-15

mid 3906 4.80 X10-16

earth-end 976.6 6.35 X10-15

Std. full 
switching 
impulse 

Series 
line-end 5859 5.45 X10-17

mid 5859 2.19 X10-17

earth-end 1.76 X104 5.37 X10-17

Shunt 
line-end 1.37X104 6.32 X10-18

mid 3418 9.68 X10-17

earth-end 4883 5.04 X10-17

Impulse 
chopped 
at 7µs 

Shunt 
line-end 3906 3.4 X10-19

mid 1587 7.61 X10-20

earth-end 3906 1.16 X10-19

Series 
line-end 4883 2.06 X10-19

mid 3906 5.43 X10-20

earth-end 13670 6.7 X10-20

Impulse 
chopped 
at 20 µs 

Shunt 
line-end 7813 4.61 X10-20

mid 1709 7.18 X10-20

earth-end 7813 5.3 X10-20

Series 
line-end 585.9 2.15 X10-19

mid 7813 3 X10-20

earth-end 5859 1.29 X10-19
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4 Inferences 

• Irrespective of fault type, maximum frequency of neutral current is obtained 
against full lightning impulse in the mid-winding section of the transformer. The 
frequency components are dominant during the series fault as compared to that of 
the shunt fault. 

• Irrespective of fault type, minimum frequency of neutral current is obtained 
against chopped lightning impulse (7µs) in the mid-winding section of the trans-
former. The frequency components are dominant during the series fault as com-
pared to that of the shunt fault. 

• Irrespective of fault type, minimum frequency of neutral current is obtained 
against switching impulse in the mid-winding section of the transformer. The fre-
quency components are dominant during the series fault as compared to that of the 
shunt fault. 

• When shunt fault occurs in the mid-winding of the transformer against chopped 
lightning impulse (20 µs), minimum frequency of neutral current is. During series 
fault, the maximum frequency of neutral current is obtained in the mid- winding 
section of the transformer. 

• The frequency of the shunt fault current, when the applied voltage is a switching 
impulse is more than that of the fault due to the full lightning impulse. 

• The frequency of the series fault current against switching impulse is more domi-
nant compared to the full lightning impulse. 

5 Conclusion 

Series and shunt faults were simulated in a 3 MVA transformer model against the 
application of  standard lightning impulse (1.2/50 µs), chopped impulse at 7µs and 20 
µs and standard switching impulse (250/2500μs) at three different locations i.e. line-
end, the mid-winding, and the earth-end sections of the winding. The transient re-
sponse due to faults of different natures and different physical locations of occurrence 
in the winding were investigated. Using FFT some typical features of the impulse 
fault currents was identified. These fault current characteristics are useful to develop 
intelligent transformer fault detection techniques. In future work, the identified fault 
characteristics derived from the current simulation results will be used with an intelli-
gent method such as wavelet networks to develop reliable and sensitive method for 
detection and localization of the multiple and simultaneous faults on the windings of 
the power transformers. 
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Abstract. The influence of study environment is one of the significant impacts 
to study efficiency. This research examine the problem of two different group 
of student which study in the same course but different study environment, The 
samples are divided into 2 groups. The one is study in middle of the town 
campus, the other one is study in the far away in rural area. The primary 
concern problem is to reduce the gap of study result between both of campus, 
due to the study result of faraway campus was less than the other. One of our 
assumptions is from the different amount of campus’s facility such as library 
and daily life. Although, this research introduce solution by using tools to help 
both of study group connect to each other and also share their study 
environment together. The tool simulates social network status to deliver short 
lesson to student’s mobile phone. Notification will send to every one in the 
class to shows if any of students has read short lesson, or post any comment. 
There are approximately 40 students of faraway classroom and 120 students in 
in town class participated. Social network application for study has been 
experimented in other research and produces interested result. This research 
will show the approach that will reduce location gap between to different 
classroom by sharing assignment and connects them by use social network 
methodology to update their mate activity and duce bounder of the distance. 
After deployed tools students are response positive way for both, during the 
study period, and examination result. 

Keywords: Social Network Application, Education Data Exchange, Mobile 
Application. 

1 Introduction 

With the increasing number of students in several universities in the city, there is a 
need for a separate campus for each university. However, these newly built campuses 
are still ill-equipped in some areas. For example, some libraries lack atmosphere that 
encourages students to study, resulting in less attention span and lower grades for 
students. The following table shows the details of two campuses of Chiang Mai 
University in several aspects.  
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Table 1. Factors affecting the study environment of the students from 2 different campuses 

 Chiang Mai University 
(Chiang Mai Campus) 

Chiang Mai University 
(Lamphun Campus) 

Courses Same courses Same courses 
Number of Students 120 students 40 students 

Teachers Same teachers Same teachers 
Teaching Tools Ms Office Ms Office 
Teaching Hours 4 hours per week 4 hours per week 
Studying Resources Main library, Faculty 

libraries, ITSC corner, etc.  
Faculty libraries at the 
campus 

Campus Atmosphere Friends are both in the same 
faculty and other faculties. 
There are some competition 
and some exchange of 
educational data. 

Friends are in the same 
faculty. There are low 
competition and low 
exchange of educational 
data. 

Average score of the  

Same course 

68.79 Point 59.22 Point 

 
It can be seen from the table that both campuses share the same courses, the same 

teachers, the same teaching tools and the same teaching hours; whereas, the number 
of students, the studying resources and the campus atmospheres are different. The 
studying resources at Chiang Mai campus exceed in number and diversity. In 
addition, the campus atmosphere in Chiang Mai constitutes academic competition and 
educational data transfer while students enjoy having friends in the same faculty and 
other faculties as well. Whereas in Lamphun, there is only one studying resource 
available for students and there are less academic competition with low exchange of 
educational data.  

In the past years, information and communication technologies (ICTs) have 
delivered culture of range new definition of communication potentials. ICTs provide 
technological tools and resources used to communicate, create, broadcast, store, and 
manage information. These technologies tools and resources include computers, 
tablets, smartphones, the Internet, broadcasting technologies (radio and television), 
and telephony. ICT in Education means "Teaching and Learning with ICTs tools and 
resources. [1] Nowadays, Information Technology plays an important role in daily 
routines in various forms such as search engines, plane ticket online reservations and 
accommodation online reservations, fitting with the lifestyles of university students as 
can be seen with smart phone usage and social networking. Therefore, there is an 
initiative to exercise an IT tool to give students more and easier access the educational 
data by classroom activities control via Information Technology. Technology is 
responsible for distorting the concept of distance between learner and instructor, and 
enabling learners to access education at any time and from any place [2].  This 
research was start from ideal of Kim Munich, who success to contribute experiment 
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nursing students’ ability and motivation to learn online to enhance their online 
learning experience and promote completion of their programs [3]. 

2 Methodology 

This experiment will concentrate on educational data exchange among students. One 
of which is ICT classroom activity sharing which can help gather up course details 
and educational data for exchange via Information Technology.  
 

Course Details

Assignments and 
Projects

Exchanged Educational 
Data 

Lecturer’s Comment, 
Noticification

Student’s Enquiry

Transfrom

Mobile Application

Educational Data 
Exchange: 

Distributed Back to 
Users 

Traditional classroom activities Classroom activities via ICT tools

 
Fig. 1. Transform normal study flow to information technology study center 

The figure above shows how course details, assignments and projects and 
exchanged educational data can be stored in the Information Technology tool. 
Students and teachers can log in to add, edit or delete data to an extent designated 
according to each user’s access rights. These data will be shown on the website or the 
application for later use. 

Knowledge Management can help store data in the Information Technology tool. 
The next part will help explain how the Information Technology tool can be used. 
Teachers will put in course details under Course Details and create assignments or 
projects under Assignments for students to download. Also, both teachers and 
students can exchange data and answer questions regarding course details in the 
provided blog.  
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Fig. 2. Internet, computer, and mobile phone frequently use in population between year  
2004-2008 [4] 

 
Fig. 3. System Architecture of application [5] 

Figure 2. Illustrated comparison of Internet, computer, and mobile phone usage in 
population, we can see clearly that there are significant number of mobile phone is 
greater than the other. The smart phone seems to be necessary gadget for individuals 
particularly university student. There are verities of software which intend to assist 
study process buy use mobile environment. The mobile social study application is one 
application among them and will select as experiment tools in the paper. The software 
perception gaining motivation of student in class to read study content what posted 
from lecturer. An observation shows that the student frequently access Facebook page 
when they have free time. The software will send short class room lesson in to mobile 
phone in order to make it similar Facebook status message. To reduce strained of 
lesson reading the shot lesson message will concurrently sending to student patrician 

to share. 
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Figure 3. Teachers can put the course details on the website, which will also be 
shown on the application on the students’ smart phones. Consequently, students will 
immediately know of the update and can interact via the application on the smart 
phones. In addition, these data can also be exchanged with and shared to other 
devices. And the system will store all data in the database for future use.  

 

 
Fig. 4. The working process of the system 

From the figure, after a teacher creates a new course detail or a new assignment, 
the system will send out a notification alert, and students have to press “Accept” to 
acknowledge it. After that, students can then download the course details or the 
assignment posted. The system will also let the teacher know which students have 
downloaded the data. Furthermore, if any students have questions regarding the 
course details or the assignment, the questions can be posted in the blog available for 

educational data exchange.  
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3 Conclusion 

The expecting results from student who participate the experiment that they will 
dramatically increase more attention the study and gain more awareness in any of 
class mate study activity. With this strategy the student who studies in both campuses 
will be able to share same study resource and reduce study gap of both classes. 
Noticeably, those education students about their online learning tools and new ICT 
tools study methods can help them increase more effective lesson understanding. Also 
get narrow score gap between two different study environments, and use improved 
study abilities. 

Students can cooperate in employing Information Technology in class. Teachers 
can also know which students still have not read and downloaded the course details. 
In addition, the notification function of the system will keep the students up-to-date at 
all times on their smart phones, suiting well with their lifestyles. Also students 
expecting the good responses with the system, pay more attention to the course, and 
ultimately, can comprehend the course details more effectively.   

Since the utilization of the system is still in an early stage, some functions are still 
incomplete and there can be some problems with the communication. 

1. Students interesting in logging into read on the lesson and download the 
course details. 

2. There will an exchange of educational data between the students at the 
Chiang Mai campus and the students at the Lamphun campus.  

3. Students have better scores and grades. 
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Abstract. Telematics technology is the most popular in recent years, the field 
of intelligent vehicles issues, was becoming increasingly relevant research. 
However, the research is still lack in the technology development forecasting. 
The purpose of this research is to study the technology life cycle of the 
telematics, and investigates the major technologies in different technology life 
cycle to point out technical change trends. We used logistic growth curve model 
and patent analysis to explore future development time phase and technology 
development saturation. The results indicate that telematics technology is 
currently in a growth phase, and until the saturation phase, the technology will 
have eighteen years to grow and develop. Telematics is an emerging technology 
and will continue to integrate the services or facilities adapted for wireless 
communication networks and traffic control systems in the future. We assessed 
telematics development phase and proposed technology development 
recommendations to telematics industry and government. 

1 Introduction 

As the technology and computing power keep on development, the transport is no 
longer just simple to solve the problem between the point-to-point distance, how to 
effectively increase the security and efficiency of the transport process, and even 
increased transport effects in the entertainment, and reduce anxiety and impatience 
during transport, which is the most important issue for manufacturers. Telematics 
system driven by the automotive industry digital change user traffic environment, 
improve road safety, and combination of vehicles, traffic, real-time vehicle location 
information and network communication services, leading the automotive industry 
from manufacturing-oriented to service-based to knowledge-based economy into a 
new direction. The purpose of this study, a preliminary understanding is that the 
status of the patent development for Telematics and further reflection on the major 
motor manufacturers in the overall activity trends of this technology, as an important 
evidence for thinking about the future patent portfolio strategies and R & D direction. 

In the recent years, as intelligent vehicles development, intelligent automotive 
driver assistance device has become a promising area of research, one of the key 
development in each vehicle manufactories, which encompasses a wide range of quite 
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diverse, including driving safety or ease of operation, etc. Related technologies have 
been widely encouraged by the national government in the world, coupled with the 
recent advances in computer technology, supported by appropriate algorithms for lane 
detection and monitoring vehicle barriers, are able to provide better analysis. 
According to the United Nations survey found that about 1.24 million road traffic 
deaths occur annually on the world’s roads [16]. Telematics can provide immediate 
lane information to help drivers react quickly. The main purpose is to make use of 
Telematics combines information, communications and automotive electronics 
technology, providing the driver a wide range of services to meet the person driving 
the car when the safety, recreation, driving the demand for aid. 

In this paper, we adopt patent analysis to understand the life cycle of technology 
development, mainly to explore the fitting pattern of patent growth through a database 
search and statistical methods, and through a variety of statistical information related 
to the patent document, analyze and compare to understand countries’ technology 
development. Previous studies pointed out through patent analysis to understand 
industry trends, competitors dynamic, strategic planning, [3], [15], etc. For a 
particular technology, conduct effective analysis for the life cycle, can master the 
correct technology trends, forecast the level of technology maturity, particularly in 
high growth technology, the information of technology life cycle is more important. 

This study uses patent analysis to explore telematics development. First, we 
perform major countries telematics patent technical analysis to understand the current 
status of the technology development; secondly, this study is executed technology life 
cycle to analysis the technology development stage via logistic growth model and 
provides practice suggestions. 

2 Literature Review 

2.1 Definition of Telematics 

In this era of digital convergence, telematics has been hailed as a field with unlimited 
market potential. Telematics involves the integrated use of telecommunications and 
informatics and thus can provide drivers and passengers with high-value services with 
a number of functions, including location traffic information, internet access, and 
vehicle testing [18]. “Telematics” derived from the telecommunication and 
information of typographical ligature, such as the integration of information  
and communication technology and automotive industry to develop a platform 
suitable for telematics driving environment (telematics platform), in order to provide 
a wide range of vehicle drivers and user demand for access to information by 
individuals. Telematics industry, including hardware and software systems industry, 
communications industry, the back-end content providers, to form a chain of 
industrial chain relationships, and system architecture shown in Figure 1, which 
provides real-time traffic information, point of information, the return traffic, weather 
information, emergency and other services. 
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Fig. 1. Telematics system services framework 

In recent years, the popularity of Internet, motor manufacturers focus on the 
development of energy saving and new energy exploiting, but has even more insight 
on e-car, to provide users with the required information and communication and other 
services. Telematics systems integrate information and communication systems in 
vehicles, so that the driver can always contact the support center (call center), to 
obtain services and information content. In other words, telematics system can be 
considered as the driver-side contact with the external service pipe. 

2.2 Telematics Application and Development 
The global commercial vehicle telematics industry has witnessed high growth during 
last years (2006-2011) and is expected to continue its growth momentum and reach an 
estimated US $13.5 billion by 2017 with a CAGR of 9.3% over the next five years 
[11]. According to the definition of telematics, as long as information services and 
communications functions with the system, can be called the telematics system. There 
are a variety of telematics combined communication and information systems services 
in current market. On Telematics hardware can be roughly divided into two, one for 
the car’s computer system in conjunction with the vehicle (also known as the monitor 
type), when the original factory embedded systems, and the other was detachable 
mobile devices, such as PDA and so on, this device can be divided into non-
monitoring device type and mobile integration, the former to provide a navigation 
system, while the latter without the navigation system, only integrated media 
communications interface and provides hands-free function. Telematics services can 
be divided into personal communications systems, lifestyle information queries, 
driver assistance, the remote vehicle control, safety and preservation, mobile 
commerce, mobile entertainment and other. Telematics Services as shown in Table 1. 

Vehicle 
Systems 

Third 
Party 
Media 

Telematics 
Platform 

System Device: Database Server, Application Server, Web Server, 
Positioning Server, GIS Server 

Consumer 

Traffic Information, Traffic Safety, Driver 
Information, Towing Services, Rescue Services, 

Medical Services
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Table 1. Service categories of telematics 

Category Types Examples 
Drivers Traffic Route information, traffic jam, parking 

Security Anti-theft systems, remote open/close control, 
vehicle location tracing, stolen vehicle tracking 

Safety Driving logs, driving surveillance/warning, 
emergency support systems, remote car accident 
forwarding, emergency calls 

Personal records Miscellaneous information, personal information,  
voice mail/analyses, call records 

Lifestyle Weather information, events/occasions, local  
information, points of interest 

Unit  
Installation 

Customer 
relationship 
management 

Diagnostic services, driving records, vehicle  
maintenance, the auto manufacturer’s A/S,  
auto insurance 

Passengers Entertainment Music, movies, games, the internet, remote 
education 

Source: [17] 
 
Telematics system is a comprehensive many technical achievements in industry, 

therefore, a need for the development of telematics systems in conjunction with the 
application of the technology in different industries. Telematics is mainly applied in 
the moving car driving environment, taking into account the safety and feasibility of 
providing the information consumers need it, so that is the key technology in the IT 
and communications technology, and information technology such as display 
technology, computing ability, human-machine interface and software platforms. 

From the above, the development of telematics received considerable attention, 
which is closely related to human life, especially as Internet of Things and cloud 
technology on development, and therefore forecast telematics technologies were 
necessary. 

3 Methodology 

3.1 Technology Life Cycle 

The life cycle models have been used in different management fields (strategy, 
marketing, production) in order to represent the evolution of industries, products, 
brands, [10], etc. Using the conceptual framework of the life cycle model, some 
authors have defined different models that are representative of the evolutions of 
technologies [12, 14, 20]. [2] believes that the technology life cycle is a technology 
from the appear to be replaced or eliminated all the time on the market. That is when 
the technology reaches a natural limit, it will be easily replaced and recession. 
Technology development go through emerging, growth, maturity and saturation stage, 
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and technology life cycle curve is like S-shaped curve, so technology life cycle curve 
can also be called the S-curve [4].  

Logistic growth curve model is an S-shaped curve. The starting growth is 
exponential, but when the inner and outer resistance is noticed, a slowdown appears, 
and then we can notice the logistic curve growth. It increases a little slow in the 
beginning. At a certain point, it speeds up exponentially. After passing the ‘midpoint’ 
(where the growth rate inflects), the growth slows down and eventually reaches a 
growth limit. The growth curve analysis fits the given time series data with a logistic 
function so that one is able to predict the growth limit, the midpoint, and the life cycle 
of an S-shaped curve [8]. Mathematically, a logistic growth curve model can be 
represented with a logistic function [9]. The classical logistic curve is given by: 

 L(t) ൌ ଵା௫ሾିఈ(௧ିఉ)ሿ                           (1) 

 
where k is the growth limit or the asymptotic maximum, often called the carrying 
capacity; α, the rate of change of growth; and β, the inflection point or mid-point of 
the curve. Eq. (1) produces three parameters are needed to fully specify the curve, α, 
β, k. The growth rate parameter, α, specifies the steepness of the logistic growth 
curve. It is often helpful replacing α with a variable that specifies the time required 
for the trajectory to grow from 10% to 90% of the limit k. a period which is called the 
characteristic duration, or ∆ݐ . [9]. The characteristic duration is related to α by ∆ݐ ൌ ୪୬ (଼ଵ)ఈ  . The parameter dt is usually more useful than α, because the units are 

easier to appreciate. The parameter β specifies the time when the curve reaches 1/2 k, 
or the midpoint of the growth trajectory, often re-labeled tm. The adjusted logistic 
growth model define as Eq. (2): 

 L(t) ൌ ଵା௫ሾି(୪୬ (଼ଵ)/∆௧)(௧ି௧)ሿ                   (2) 

 
where ∆ݐ is the characteristic duration of the curve, i.e., the time needed for L to 

grow from 10% to 90% of k. ݐ is the midpoint of the curve at which 50% of k is 
reached. 

3.2 Patent Analysis and Data Sources 

In recent years, patent analysis has been adopted as the analytical tool for evaluation 
of technology forecasting [5, 7, 13]. Patent analysis can reveal the current field of 
technological development, and stimulate new technology solutions, also shows the 
relationship between technology or stimulate investment policy. [6] and [19] consider 
that patent analysis can be provided through government public database for 
technology trends. Based on the above mentioned, we use the patent database of the 
US government disclosed, that is the United States Patent and Trademark Office 
(USPTO). Due to the United States is the largest commercial market, system 
development and data can be traced to 1975, thereby enabling the exhibition of 
historical trends. In the analysis of global technology, systems from the United States 
exhibit universal representation [1]. Therefore, this study used the United States 
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patent database for conducting patent analysis and collected patents available to the 
public from the US Patent and Trademark Office database. Patent data were limited to 
the US patents publicly available from 1976 to December 31, 2014. The search 
conditions were as follows: (TTL/telematics) or (ABST/telematics) or 
(ACLM/telematics). Initially, 813 patents were obtained. 

4 Research Results 

4.1 Verification of the Growth Curve Model 

The most common mode of growth curve model is linear growth, exponential growth 
and logistic growth. Linear growth model means that it grows by the same amount in 
each year; exponential growth refers to increases at a consistent rate, and it occurs 
when a quantity increases by the same proportion in each year; logistic growth model 
is an S-curve that can be used to model functions that increase gradually at first, more 
rapidly in the middle growth period, and slowly at the end, leveling off at a maximum 
value after some period of time. In order to accurately forecast the development of 
telematics technology curve, this study uses curve estimation method to verify the 
curve fitting of the data. Curve estimation results shown in Table 2. 

 

Table 2. Curve estimation results 

Growth curve model R square F 

Linear growth 0.895 110.492*** 

Exponential growth 0.905 123.868*** 

Logistic growth 0.905 123.868*** 
Note: p***<0.001 

 
We conduct a logistic growth curve model on the accumulated number of patents 

from 1976 to 2014, and use the Loglet Lab software and patent publications data for 
telematics technologies. We can see from the R square, the explanatory power of 
exponential growth and logistic growth are higher than linear growth model, which 
represents the patent growth patterns is more fit with exponential growth and logistic 
growth. However, the patent growth of specific technology has its limitations 
(technology development saturated), which does not meet the exponential growth 
assumptions. Finally, this study adopts logistic growth curve model to verify the 
patent growth of telematics technology, and utilize to make projections about the 
technology trend. 

4.2 Logistic Growth Curve Model 

This study used logistic growth curve model to conduct technology forecasting. 
Figures 2 presents logistic growth curves based on actual data and fitted models for 
the period 1998-2014 (first patent appeared in the 1998). The figure supper-left corner 
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lists the estimates of the growth limit, the midpoint, and the life cycle. The midpoint 
of the logistic growth curve was at the year 2021, the duration of growth time was 
18.926 years; the drop in publication activity in 2021 may also indicate that the 
technology growth curve passes an inflection point. Because growth time or the time 
during is the curve grows from 10% to 90% of its saturation level, the emerging phase 
of the telematics patent growth began at 1998 and ended around 2012. In addition, 
growth time includes growth phase and maturity phase and midpoint is the cutoff 
point. For the periods 2013-2021 and 2022-2030, the growth curve was divided into 
growth and mature stages. The saturation number of publications of the cumulative 
telematics patents might be attained to 1133.951. Table 3 summarizes the results for 
technology life cycle. 

 

 
 

Fig. 2. Telematics patents growth trend 

Table 3. Telematics technology life cycle 

Telematics  
technology  
forecasting 

Year Saturation  
level  Emerging  

phase 
Growth  
phase 

Maturity  
phase 

Saturation  
phase 

 1998~2012 2013~2021 2022~2030 2031~ 1133.951 
Note: Saturation level is the saturation amount of the number of patents 

 
 

Saturation: 1133.951 
Midpoint: 2021.648 
Growth Time: 18.926 

2014 year 

Actual area
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4.3 Technology Portfolios of Technology Life Cycle 

This study conducted technology portfolios of technology life cycle on 813 patent 
data. Due to telematics technology is currently in the growth phase, it is divided into 
emerging phase and after the growth phase. Table 4 shows the distribution of the 5 
most numerous IPC (International Patent Classification) categories. The results shown 
in Table 4 indicate that telematics technology is mostly concentrated in G06F007, 
H04M001, and G01C021, whether in the emerging phase or after the growth phase. 
According to the definitions of the IPC, the G06F007 category represents methods or 
arrangements for processing data by operating upon the order or content of the data 
handled, H04M001 denotes substation equipment, and G01C021 denotes navigational 
instruments. After emerging phase, some technologies have developed gradually 
slow, for example, H04M003 and H04B001. H04M001 represents automatic or semi-
automatic exchanges, and H04B001 denotes details of transmission systems. Instead, 
some technical fields have been began to receive attention, such as H04W004 (It is 
defined as the services or facilities specially adapted for wireless communication 
networks) and G08G001 (It denotes traffic control systems for road vehicles). 

Table 4. Distribution of the Top 5 IPC Categories 

Rank Emerging phase (n=516) After the growth phase (n=297) 
1 G06F007 (n=111) H04W004 (n=43) 

2 H04M001 (n=78) G06F007 (n=42) 
3 H04M003 (n=68) H04M001 (n=40) 
4 G01C021 (n=62) G01C021 (n=39) 
5 H04B001 (n=54) G08G001 (n=32) 

Note: The numbers in the parenthesis are the number of patents 

5 Conclusion and Recommendations 

The objective of this study was to use relevant patent analysis and technology life 
cycle analysis to forecast technological development trends. The results can provide a 
reference for relevant industries or government when applying for telematics patents, 
or when devising patent-portfolio strategies. Telematics now play important roles in 
intelligent vehicle industry, and many countries vigorously promote the projects, 
which can be said to be the next star industry. However, few studies have forecasted 
telematics development. This study applied the logistic growth curve model to 
investigate the technology development of telematics, and draw out the possibility of 
the development time and phase. 

The results show that telematics technology has been an emerging technology field, 
and the strong growth of relevant patents in recent years has increased. Telematics 
technology is still currently in the growth phase, and the timelines for telematics 
technology will be long before reaching the mature stage. In addition, the technology 
portfolios of technology life cycle analysis show that the emerging development 
directions of telematics are H04W004 and G08G001. It implied that the direction of 
the series developed by the original equipment development, progress to a wireless 
network, the traffic platform application and value-added services. And this trend is 
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also consistent with current hot topics such as Machine to Machine (M to M) and 
Internet of Things (IOT) a considerable degree of correlation and related applications 
development. As the wireless information technologies keep on development, we can 
connect to the Internet is no longer just computers, but also cell phones or other 
electronic products such as iPad. The ‘M’ of M2M represents gradually no longer 
refers only to Machine it may be a Mobile even a Man. Currently common wireless 
network transmission protocol, such as Wireless LAN (Wi-Fi), WiMAX, GPRS, 
Global System for Mobile Communications (GSM), Code Division Multiple Access 
(CDMA), Radio Frequency Identification System (RFID), Bluetooth, ZigBee and 
other agreements have already been added to the conceptual framework, so the 
application level of telematics and has been with the progress of wireless network 
have become a growing. 

Finally, the technology life cycle analysis was proposed as the simple and efficient 
tool to link the science and technology activities and to obtain quantitative and 
historical data for helping researchers in technology forecasting, especially in rare 
historical data available fields, such as the emerging technology fields. However, 
there are still several limitations to this study. First, the dataset is taken from the 
USPTO database. Although it is one of the most reliable patent databases, there are, 
however, some telematics patents published not included in the USPTO. Presentation 
and interpretation of the results should be accompanied by a warning on the limitation 
of the data source. Second, albeit much effort has been made to select correct 
telematics patents from the database, two situations may still exist: missing telematics 
patents and an incorrect inclusion of non-telematics patents. Since the search criteria 
of this study are very strict and narrow, we believe that these patents are a very small 
percentage of the total patents and do not change the major analysis results. Third, 
decision makers often need specific information as the basis for future decision. This 
study adopts simulation approach to provide one of the quantitative forecast 
techniques. Thus, one needs to be more careful in interpreting the results close to the 
forecasting development. Another way to overcome this issue is taking more multiple 
methodologies to let more of the true develop paths appear. 
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Abstract. This paper deliberates about the design of the prototype model of the 
online collaborative learning system for introductory Structural Analysis and 
Design course. The model of collaborative learning system has been developed 
in pursuance of supporting the collaborative learning activities in virtual 
environment. A design of a structure model for an online collaborative learning 
system has been constructed for the sake of sustaining the online collaborative 
learning activities in a virtual environment. The methodology of this study 
consists of three processes which are data collection, system analysis & design 
and system implementation. Initially, a set of questionnaire was conducted to a 
sample group including one hundred of second- year students from Modern 
Management and Information Technology program at Chiang Mai University 
(CMU), Chiang Mai, Thailand. The students were selected to be respondents 
during the data collection process. The analysis results from the questionnaires 
will reveal the students’ interests, learning styles and preferences in learning 
Structural Analysis and Design course for the online system development. The 
results have illustrated significant correlation proving that the online application 
has been essential and helpful for the students to achieve better results in 
Structural Analysis and Design course. 

Keywords: collaborative learning, knowledge management system, distance 
learning education. 

1 Introduction 

Structural Analysis and Design (SA) is claimed to be a challenging intellectual task. 
Collaborative learning is generally described as coordinated and synchronous activity 
resulting from a continued attempt to construct and maintain a shared conception of a 
problem. 

The goal of this study is to compare two sections of a structural analysis and design 
course – The first one is dominated by lecture and the second one is used the 
constructivist model. The need for the development of a knowledge management 
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system using concept maps for structural analysis and design is apparent. The first 
step is to characterize the problems which are typically asked to solve by the students. 

Although a number of web-based systems have been developed to support learning 
process of SA courses, the impact of applying web-based systems on students’ 
performances has remained elusive. Moreover, it is vital for further investigations on 
how the web-based systems used as the medium to teach SA collaboratively and how 
the effect of online collaboration to the students’ performances in SA courses is 
significant. Therefore, the aim of this study is to introduce the concept of online 
collaborative learning system to support the teaching and learning of SA. Also, it aims 
to study the impacts which are analyzed to determine whether it could have benefits 
for the students or not in term of their achievements in courses.  

2 Literature Review 

2.1 Knowledge Management 

Knowledge management [1] was initially defined as the process of applying a 
systematic approach to the capture, structuring, management, and dissemination of 
knowledge throughout an organization to work faster, reuse best practices, and reduce 
costly rework from project to project. 

The goal of a knowledge management system [2][3] is to provide managers with 
the ability to organize and locate relevant content and the expertise required to 
address specific business tasks and projects. The relationships between content, 
people, topics and activity can analyzed by some knowledge management systems 
and produce a knowledge map report. 

2.2 Collaborative Learning 

Collaboration can be referred [4] as coordinated, synchronous activity emerging from 
constant attempt to construct and retain a consistent conception of a problem. A great 
number of collaborative learning methods such as the “Round Robin”, “Numbered-
Heads-Together”, “Jigsaw”, “Think-Pair-Share” and many others are generally 
employed in a classroom-based environment. Additionally, they have also been 
proven to be practical for enhancing the students’ performances. With collaborative 
learning, it will emphasize on assisting students to plan and design their problem 
solving strategy and guide them to evaluate the problem during the learning process. 

2.3 Computer-Supported Collaborative Learning (CSCL) 

An online collaborative system is meant to be supported by specific tools [5] in 
contemplation of teaching and learning collaboratively. For this reason, it is 
meticulously associated with Computer-Supported Collaborative Learning or CSCL. 
CSCL has been seen as the most promising innovations to progress teaching and 
learning in a virtual environment. Supported by modern information and 
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communication technologies, online collaborative learning is now possible and able to 
be implemented more efficiently. CSCL is also described as how collaborative 
activities and their coordination can be sustained via computer systems. In previous 
studies, CSCL has also been known as a “groupware” or “collaborative software”. 
The online computer-supported collaborative learning expresses two significant 
notions which are the idea of learning collaboratively online with other community 
members and also in a group. In addition, CSCL can be applied to promote peer 
interaction and working together. Also the collaboration and technology will facilitate 
the sharing and distribution of knowledge and expertise among community members. 
Therefore, more interactive online learning environment will be provided by any 
online collaborative learning resulting from the concept of CSCL. Furthermore, it also 
encourages and facilitates interaction, negotiation and collaboration amongst and 
between students and their tutors. 

3 Methodology 

3.1 Data Collection 

Firstly, a set of questionnaire was conducted to a sample group which accounted for 
one hundred of second-year students from Modern Management and Information 
Technology program in Chiang Mai University (CMU), Chiang Mai, Thailand to 
inspect the students’ interest, learning styles and preferences in learning structural 
analysis and design subject. The study analysis resulted from the questionnaires will 
reveal whether there are needs for the development of the online system for learning 
and sharing knowledge of the system analysis course. 

3.2 System Analysis & Design 

The Collaborative Learning Knowledge Management System or CLKMS was 
promoted by adopting the concept of collaborative learning using concept map 
technique. Three main stakeholders designed for the system are combined; namely, 
the administrator, lecturer and student. 

For the system design of the CLKMS, the system requirements are comprised of 
two parts which are the functional requirements and non-functional requirements. 
Both conditions are represented using case diagram. Finally, the physical design of 
CLKMS is being constructed by using the Web-based technology which includes 
MySQL, PHP and Apache web server. 

3.3 System Implementation 

CLKMS was implemented with a sample group of the second- year students from 
Modern Management and Information Technology program at Chiang Mai University 
(CMU), Chiang Mai, Thailand in one section. In order to analyze the effectiveness of 
using the CLKMS in structural analysis and design classes, another group of the 
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second-year students was compared - one that was dominated by lecture named 
“Group A”and one that used the application with the constructivist model named 
“Group B”. Both groups consisted of 30 students for each class and were taught by 
the same lecturer. 

4 Experimental Results 

4.1 Data Collection 

The results form data collection phase consists of questionnaires to inspect the 
students’ interest and learning styles in learning structural analysis and design subject. 

Table 1. The interest of students 

Question Percent

Are you interested in structural analysis and design course? 68% 

Do you always update your knowledge about structural analysis and
design? 

60% 

Are you expert in structural analysis and design? 15% 

Are you interested in working with a group while learning structural
analysis and design? 

76% 

Are you interested in using e-learning for knowledge sharing? 87% 

Are you interested in working alone on structural analysis and design
homework?

18% 

Do you prefer to learn and explore using e-learning? 89% 

 
Table 1 above shows the results of the students’ interests in learning structural 

analysis and design subject where the analysis has showed that about 76% of the 
students are more interested working in groups while learning structural analysis and 
design. Meanwhile, it has also revealed that about 87% of the students are interested 
to use the e-learning for knowledge sharing. And also 89% of the students preferred to 
learn and explore using e-learning.   

4.2 System Analysis & Design 

The Collaborative Learning Knowledge Management System or CLKMS was 
developed by adopting the concept of collaborative learning using concept map 
technique. There are three main stakeholders designed for the system which are the 
administrator, lecturer and student. 

First step, the lecturer will prepare the general topic of the concept map and 
considers the related ideas. Then, the lecturer will select appropriate words for the 
topic that support the main ideas of system analysis and draw these words and 
connect to the main topic with a line referring to the relationship. Furthermore, the 
lecturer will repeat all processes in the subtopics until students understand the concept 
of system analysis. 
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For student phase, students will prepare the general topic of the structural analysis 
and design curriculum and brainstorm to design the words that are related to the topic. 
Besides, the selected words from each brainstorming sessions are ranked which will 
support the main ideas of structural analysis and design. In additional, the students 
will compare group similarities and differences; a separate map is created for each of 
the groups. The final concept map demonstrates the importance of the items according 
to the rankings. Finally, the concept map is presents the information which identifies 
into themes. The answers are graded by the lecturers and can be downloaded by the 
entire collaborative class.  

For the system design of the CLKMS, the system requirements comprise of two 
parts that are the functional requirements and non-functional requirements. Both 
conditions are represented using the use case diagram. Finally, the physical design of 
CLKMS is being constructed using the Web-based technology which includes 
MySQL, PHP and Apache web server. 

4.3 System Implementation 

This part is an analysis to measure the effectiveness of CLKMS towards the students’ 
performances is being conducted. Table 2 shows the result of the analysis to see the 
correlation between CLKMS and the students’ performances. As mentioned earlier, 
two groups of students, where each group consists of 30 students from the second-
year of Modern Management and Information Technology program was being 
selected. "Group A" is being exposed to CLKMS in structural analysis and design 
class where the lecture uses the application. Meanwhile, "Group B" is being taught 
using the traditional method, where the lecturer will be teaching only by using 
PowerPoint and examples were given to them in the course without having them to 
download it via the CLKMS application. Before we elaborate more about the impact 
of the online collaborative system to the students’ performance, we first take a look at 
Table 2 below to see the frequency of students’ achievements in their test results for 
structural analysis and design course. 

From the Table 2 below, as depicted in the "Group A", the results were higher 
achievements in students’ performances and there were no students who failed in the 
test compared to “Group B” where there were few students who have scored D for 
structural analysis and design course. 

Table 2. The students’test results for structural analysis and design course 

Grade 
Sample groups 

Total 
Group A Group B 

A 3 1 4 
B+ 7 3 10 
B 10 4 14 

C+ 5 9 14 
C 3 4 7 

D+ 2 6 8 
D 0 3 3 
F 0 0 0 

Total 30 30 60 
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5 Conclusion and Discussion 

The classroom-based collaborative learning has been demonstrated the efficiency in 
enhancing students’ performances and individual self-esteem. Such benefits can be 
easily achieved as the interactions among and between the community members. 
These are not only visible and can be directly monitored but also be incapable of 
being evaluated by the instructors. Designing the virtual collaborative learning 
system, on the other hands, involves complex issues and challenging tasks in 
furtherance of creating the virtual environment suiting every community members 
ideally. The developer needs to consider the selections of the right collaborative 
learning technique, tools and technologies which can be ideally used in a virtual 
environment. In this study, series of fact-finding processes have been implemented for 
further understanding in the current situations and most importantly to gain users’ 
needs and requirements. The results have illustrated that the students prefer to work in 
small groups so that their understandings are being enhanced in system analysis and 
they also prefer to search for learning materials from various internet resources such 
as from the e-learning portals.  

Further analysis has been done to measure the effectiveness of CLKMS 
implementation towards students’ performances. Consequently, the results have 
declared significant correlation ensuring that the online application is crucial and 
applicable for students to accomplish better results in Structural Analysis and Design 
course. 
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Abstract. In the age of globalisation, many firms are being operated by 
Information Technology (IT) to improve and streamline their business 
processes. IT systems usually play an important role to support internal 
information management. An Enterprise Resource Planning system (ERP 
system), which can be regarded as one of IT solutions for business, is able to 
integrate business process and information flow across the enterprise to support 
decision-making process. However, the selection of ERP system might be 
complicated as it is affected by various factors. This paper, therefore, aims to 
gather and identify key factors to select the ERP system for manufacturers. 
Methodology of this paper is mainly based on a combination of literature 
reviews from related papers. As a result, this paper provides a conceptual 
framework illustrating a set of major factors that should be considered to select 
ERP system for manufacturers. 

1 Introduction 

Enterprise Resource Planning system (ERP system) has become a widespread 
solution for companies in many industries. It synchronises business processes and 
also integrates company-wide information using a single database (Monk and 
Wagner, 2013). However, with various types of this software solution from different 
vendors, combines with the failure or unsatisfied implementation stories (Momoh, 
Roy, and Shehab, 2010). The firms should consequently consider related factors for 
an ability to evaluate, select and implement the most appropriate system for them. 
This paper, hence, aims at gathering and indentifying key factors for ERP system 
selection to particularly support information management of manufacturers. 

2 Literature Reviews 

Literature reviews of this paper consist of two main parts: Enterprise Resource 
Planning system selection and information management in organisation. The former 
topic focuses on general concepts of ERP system and its impacts on business process 
of an enterprise. Key factors that should be considered for ERP system selection are 
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also reviewed in this section. Additionally, the latter topic, information management 
in organisation, is also mentioned concerning business activities and information 
system categories, as well as, types of information that should be collected to support 
system selection process. 

2.1 Enterprise Resource Planning System Selection 

Enterprise Resource Planning system is a systematic approach to streamline internal 
value chain (Norris et al., 2000). It integrates cross-functional business activities from 
Sales, Marketing, Manufacturing, through Accounting and Human Capital 
Management (Monk and Wagner, 2013). This leads to all-level relationship 
improvement and a competitive advantage development of an enterprise (Al-Mashari 
and Al-Mudimigh, 2003).  

After deciding to adopt an ERP system, an enterprise should carefully gather and 
analyse all involved information to select the most suitable system. ERP system 
selection relates to more than an interview with vendors, since the selected vendor is 
likely to become a long-term business partner (Travis, 1999 cited in Baki and Cakar, 
2005: 76). Furthermore, the system is also likely to be implemented in long period 
regarding to its initial high investment (Verville and Hallingten, 2002).  

In order to select an appropriate ERP solution, there are some key factors that should 
be considered for the subsequent successful implementation, Reuther and Chattopadhyay 
(2004: 852) proposed a critical selection factors from the survey results regarding ERP 
system for manufacturing SMEs in Brisbane, Australia. There are six major categories 
ordered by the most rating from project managers who directly responsible for ERP 
implementation projects. These key factors can be shown in Table 1. 

Table 1. Critical selection factors (Reuther and Chattopadhyay, 2004: 852) 

Critical selection factors Description 

System Functionality Requirements Requirements of the system to suit 
business. 

Business Drivers Financial benefit to the company of 
the selected system. 

Cost Drivers Direct cost of the implementation in 
terms of outlay and resources. 

Scalability Size of the system to suit the business 
and ability to grow with the business.  

Flexibility Ability to optimise the system to meet 
unique requirement of the company. 

Others Specific factors critical to the target 
business. 
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Besides, Baki and Cakar (2005) conducted a questionnaire-based survey and the 
interviews with senior executives and managers of ERP projects in Turkish 
manufacturers to investigate ERP selection criteria. Table 2 shows their criteria in 
descending order of importance. 

Table 2. ERP selection criteria (summarised from Baki and Cakar, 2005) 

ERP selection criteria Description

Fit with parent and/or allied 
organization systems 

Provide compatibility with parent 
and/or allied systems.  

Cross-module integration Facilitate full integration between 
business activities. 

Compatibility with other systems Can be integrated with in-house 
system or other specialised software. 

References of the vendor Have some success stories about 
system implementation for customers. 

Vision Consider the vendor's vision in terms 
of modification plan for three to five 
years. 

Functionality Provide sufficient modules to support 
core business process. 

System reliability Provide satisfied and reliable system. 
Consultancy Have experience to support both 

selection and implementation process 
Technical aspect Address current or future trends of 

hardware and software architecture. 
Implementation time Provide appropriate implementation 

time 
Methodology of the software Have clear and effective activities on 

how, when to implement the system 
and with which resources 

Market position of the vendor Provide global best practice to the 
company. 

Ease of customization Can be customised for specific needs 
of an enterprise. 

Better fit with organizational 
structure 

Provide compatibility with the current 
organisational and human resources 
structure.  

Service and support Include pre and post-implementation 
support. 

Cost Consider overall cost of the system: 
software, hardware, consulting, 
training, maintenance and upgrades. 

Domain knowledge of the vendor Specialise and have experiences in 
the industry 

 
Similarly, Perera and Costa (2008) investigated the mostly considerable criteria for 

ERP selection of Sri Lankan manufacturers. They distributed questionnaires to 
companies that either already implemented or would be going to implement ERP 
systems. Their results can be shown in Table 3. 
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Table 3. ERP selection criteria (summarised from Perera and Costa, 2008) 

ERP Selection Criteria Description 

Business strategy Profit margins, supply chain 
management, and customer support. 

Implementability 
 

Implementation period, multi site 
implementability. 

Risk 
 

Requirement achievement, financial 
risk, technology obsolescence, and 
project management problems. 

Functional fit 
 

Need for customisation, user 
friendliness, and compatible with 
prosper business needs. 

After sales agreement Supportive staffs, training, and on-
site maintenance. 

Technology 
 

Hardware requirement, further 
development limitations. 

Vendor’s position Potential of local agent.

Cost and benefits 
 

Licenses, training, version upgrades 
and infrastructure cost. 

Change management Need for process modifications.

 
Moreover, Mexus, Quelhas, and Costa (2012: 345), developed the ERP systems 

selection criteria tree which includes the aspects of finance, business, software, 
technology, and vendor. In terms of business criteria, it refers to the alignment of ERP 
systems with business processes of the company. Besides, each category has a 
number of sub-criteria as can be shown in Figure 1. 

 

 

Fig. 1. Criteria tree for ERP systems selection (Mexus, Quelhas and Costa, 2012: 345) 
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2.2 Information Management in Organisation 

In this paper, information management in organization is specifically focused on 
topics that are related to system selection. To begin with, information management in 
terms of business activities and information system can be categorised into two main 
groups, which are primary business processes and information system, and secondary 
business processes and information system. (Porter and Millar,1985 cited in Reuther 
and Chattopadhyay, 2004: 851) 

Primary Business Processes and Information System 
They are business processes and information system that have a large impact on 
critical operations of an organization, for instance, financial activities, and logistics 
management process. In case of information system failure, an organization is likely 
to have serious financial effects. 

 
Secondary Business Processes and Information System 
Secondary business processes and information system can support and facilitate day-
to-day activities of a particular operation within an organisation. 

From the aforementioned business process and information system categories, they 
have a relationship between each other and both are also related to information 
management in organisation. More importantly, Lech (2012) mentioned that there are 
two types of information that need to be managed before enterprise system selection 
process. They are organisational needs and system functionality.  

 
Organizational Needs 
Organisational needs, also known as organizational requirements, are important 
information that should be primarily collect and define. Organisational requirements 
can be regarded as a main framework to search and select an appropriate system for 
an enterprise.  
 
System Functionality 
After gathering organizational needs, an enterprise should use them as a guideline to 
subsequently analyse functionality of the new system. Additionally, system functions 
of the selected system should cover and support all of organizational needs. 

3 Methodology 

The methodology of this paper is initially a combination of literature reviews from 
related papers. The reviews are in terms of factors that manufacturers should be 
considered for ERP system selection. Acquired data is afterward gathered and 
analysed. A conceptual framework, illustrating a set of major factors of ERP system 
selection for manufacturers, is subsequently developed. Lastly, the proposed 
conceptual framework is summarized and discussed. 
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4 Result 

With regard to literature reviews, the proposed conceptual framework which 
summarises major factors of ERP system selection for manufacturers can be shown in 
Figure 2. 

 

 

Fig. 2. The proposed conceptual framework 

5 Discussion and Conclusion 

The advent and rapid development of new technology have driven enterprises to 
adopt IT solutions to establish their competitive advantages. ERP system, as one of 
those kind of solutions, have also been implemented in many enterprises since it 
provides an integration of internal business process, transactional information, 
analytical information, and information flowing through a company (Momoh, Roy, 
and Shehab, 2010; Leger, Riedl and Brocke, 2014). 

 
However, the different ERP systems from various vendors and the reported failure 

or unsatisfied implementation (Momoh, Roy, and Shehab, 2010) have also led to the 
difficulty and complexity in system selection. There are, hence, a set of factors that 
should be considered before selecting the system.  According to the proposed 
conceptual framework, those key factors are categorised into three groups: 
organisational factors, system functional factors, and vendor factors. 

 
Organisational Factors 
Business strategy, business and cost drivers, and organizational structure are the 
factors that should initially be considered for ERP system selection to support 
information management. These factors provide a guideline or a framework to 
eliminate ERP systems that cannot meet business requirements. Additionally, cost 
drivers are factors that need a careful consideration, as it involves cost of installation, 
user training program, system maintenance, system upgrades and other ongoing costs. 
Besides, Change management and risks are the factors that should not be overlooked. 
Implementing an ERP system results in some internal changes. Obviously, employees 
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are supposed to work with the new system that they may not acquaint with. 
Manufacturers should, therefore, consider and develop an effective plan to manage 
these changes and risks for a successful system implementation. 

 
System Functional Factors 
ERP systems should provide functions that cover all core business processes and 
cross-module integration. This is essential since all transactional operations are likely 
to be executed via the system. If it is unable to support all key processes, there might 
be a mistake in operations, especially cross-functional processes, which may cause 
critical problems to an organisation afterwards.  

ERP system should also compatibly function with organizational structure, parent 
and/or allied systems, and partner systems. The reason is that ERP system should be 
able to manage physical, process, and information flow across all business activities 
which involve information from other related systems. 

Scalability and flexibility are other factors that should be included in selection 
process. Manufacturers, and almost all business, have to develop and increase their 
operational performance over a period of time. This contributes to the need of 
scalable and flexible system that an organisation can improve and upgrade along with 
their business growth.  

Implement issue refers to both methodology and implementation time of the ERP 
system. Manufacturer should consider this issue, as implementation process of 
different system leads to a variety of time and resource needed. The following 
implementation plan may be more effective when considering these factors since 
selection process. 

Technology issue includes aspects of software and hardware trends. The latest 
technology may not be essential to consider. However, technology used to develop 
and run an ERP system should be, at least, able to support current technology 
architecture of an organisation and their partners. 

Apart from above, ease of customisation is another factor that should not be 
overlooked. Although manufacturers are in the same industry, business processes of 
them are more likely to be different in details. Manufacturers should, therefore, adopt 
system customisation function as one of selection factors so as to tailor the system to 
fit with their business needs.  
Vendor Factors 
A profile of ERP system vendor is also a major factor that manufacturer should 
consider. Vision and policy of vendor concerning consultancy, after sales agreement, 
maintenance plan, provided support and service, have a large impact on system 
functionality and reliability in long-term period. Furthermore, reputation and market 
positioning of vendor may be considered for effective and success of system 
implementation. More importantly, specialisation in the industry is another significant 
factor, It reflects that vendor have experiences and is likely to assist manufacturers to 
select and implement a suitable ERP system. 

In conclusion, manufacturers should gather, analyse, and consider factors in the 
proposed conceptual framework in order to select an appropriate ERP system. 
Moreover, other related factors for specific needs of a particular manufacture should 
also be identified and considered to ensure that the selected ERP system is able to 
support all core business processes in the long run.  
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Abstract. With a series of institutional arrangements University-Industry Col-
laboration (UIC) activities in Japan have emerged since the late 1990s. This 
study examines the low licensing activities by universities in Japan because  
it is one of the serious problems universities are now facing.  Interviews with 
the relevant technology transfer officers in major universities in Japan were 
conducted. Results show that co-ownership of patents, attitude of industry,  
and human resource and financial constraints exist behind the low licensing  
activities. 

1 Introduction 

A series of policy measures has been carried out in Japan since THE late 1990s with a 
hope to spur prolonged economic recession by University Industry Collaboration 
(UIC) such as Technology Licensing Office (TLO) Act in 1998, Japanese “Bayh-
Dole” Act in 1999, and incorporation of national universities in 2004(Table 1). With 
more than a decade OF experience and relevant data available, it is necessary to  
review the results of UIC policies in Japan. 

Reference [6] analyzes the background of UIC promotion in Japan. According to 
the analysis, as industry in Japan achieved parity with western firms in the late 1990s 
in most technologies and forged ahead in several very important areas such as con-
sumer electronics, automobiles, and ceramics, and U.S. firms responded to competi-
tion by reducing their manufacturing costs, shortening product cycles, and improving 
quality and responsiveness to customers, it became clear that further Japanese 
progress depended on creating an independent base for rapid innovation. In addition, 
in face of prolonged economic recession in the late 1990s, Ministry of international 
Trade and Industry (METI) actively called for technology transfer from university to 
industry as one of effective tools for revitalizing the domestic economy. With this 
background, a series of institutional arrangements were conducted such as TLO Act 
and Japanese Bayh-Dole Act. The Japanese Bayh-Dole Act was enacted in 1999 as 
the part of Industry Revitalization Special Law ([3], [4], and [5]).  

Like Bayh-Dole Act in US, the Japanese Bayh-Dole Act aims to give ownership of 
patents to universities and research institutions and promote transfer of their technol-
ogy to industry for commercialization. This Japanese Bayh-Dole act successfully 
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We examine the reasons licensing activities are not so active in Japan by inter-
views with relevant technology transfer officers at universities. Several factors are 
thought to be the reasons such as legislative aspect relating to Patent Law and private 
companies’ attitude to universities. This paper is organized as follows. In the next 
section we review the literature regarding TLOs in Japan as well as theoretical 
framework.  Methodologies and research questions are presented in section 3, fol-
lowed by the findings in section 4.  Section 5 summarizes the conclusions. 

2 Literature Survey 

It is widely recognized that the theoretical framework on which UIC is based is “the 
cooperative technology policy paradigm” ([1]). This paradigm is a fundamental 
framework which underpins US policy to promote technology transfer in the 1980s 
such as “Bayh-Dole” Act. Under this paradigm, government laboratories and univer-
sities can play a role in developing technology, especially pre-competitive technolo-
gy, for use in the private sector. 

There are numerous literatures regarding UIC in Japan. We focus on two types of 
study :( 1) examination of the effects of UIC promoting policies and (2) survey analy-
sis to observe the UIC activities in detail. Reference [8] examines the role of new 
technology-based firms in UIC activities in Japan, concluding that smaller firms 
achieve higher productivity through UIC than large firms. In light of the findings of 
this paper, it appears that UIC are gaining momentum and are likely to play a strong 
role in reducing the dependence of Japan’s system of innovation on in-house R&D 
conducted within large corporations. Reference [9] examines the changes in the na-
ture and the outcome of UIC following the enactment of UIC policies in the late 
1990s. Their analysis indicates that these policies increased the number of UIC pa-
tents in the late 1990s, while the quality of UIC patents does not fall over this period. 
It also indicates that Japanese UIC policies in the late 1990s provided favorable re-
sults in general. However, strong IP policies pursued by universities may reduce the 
incentive for firms to commercialize inventions resulting from UIC collaborations, so 
that patent policies at university should be re-examined. Reference [11] analyzes “In-
dustrial Cluster Projects” carried out in the early 2000s to promote UIC in local area 
in Japan. The study reveals that cluster participants apply for more patents than others 
without reducing patent quality when they collaborate with national universities in the 
same cluster region. 

Reference [10] analyzes the UIC activities based on the survey to inventors both in 
academia and industry in Japan. They point out that university researchers tend to 
participate in collaboration with industry in order to conduct practical applications of 
their research results. In addition, they recognize the importance of firms’ research 
funds as valuable source of fund in light of tightening universities’ own research 
funding. On the other hand, researchers in industry tend to seek a network formation 
with university as well as practical solutions in their research agenda.  
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3 Research Question and Methodologies 

Why are licensing activities by universities in Japan so low compared to U.S.?  It is 
misleading to compare situations in two countries directly without considering the 
backgrounds of each country. Private universities with ample funds are main actors in 
UIC in the U.S. while in Japan national universities which used to be branches of 
Ministry of Education play dominant roles. Some of the differences of license activi-
ties between U.S. and Japan may be attributable to this different situation. For in-
stance, it is possible that technology transfer officers at private universities tend to be 
more active in licensing than the counterparts in national universities in Japan. Due to 
limitation of research method, we focused on managerial aspects of license activities 
in Japan to make clear the problems they face. 

In this study semi-structured interviews were conducted with 9 technology transfer 
offices at universities, 2 technology transfer offices at national research institutes as 
well as one TLO (Table. 3).  Some of the interviewed universities established TLOs 
as independent entities outside universities (e.g. The University of Tokyo), other uni-
versities have TLOs as internal department (e.g. Tokyo Institute of Technology). The 
interviewees included top national universities as well as leading research institutes in 
Japan. The interview covered issues including: the overview of the UIC activity,  
licensing policy, the barriers to expand licensing, and problems in the process. 

Table 3. A list of interviewees 

 

4 Results 

Interviewees’ comments which hint the factors behind low licensing activities by 
universities in Japan can be summarized as follows: (1) co-ownership of patents with 
companies, (2) attitude of industry toward university, and (3) human and financial 
resource constraints.  

The University of Tokyo

Kyoto University

Tohoku University

Osaka University

Hokkaido University

Nagoya University

Tokyo Institute of Technology

Nagoya Institute of Technology

Nihon University

National Institute of Materials Science

National Institute of Advanced Industrial Science and Technology 

Kansai TLO
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4.1 Co-Ownership of Patents with Companies 

It is common that a university and a company apply jointly and co-own patents aris-
ing from the results of collaborative research between them. Most interviewees em-
phasized co-ownership of patents with companies is a constraint for them to license 
patents. Statistical data shows that about 70% of university-owned patents are co-
owned by private companies ([13]). The article 73 of Patent Law articulates that the 
assignee of a patent shall obtain the consent of the other party when the assignee li-
censes the co-owned patent to a third party. Private companies are in general reluctant 
to license their co-owned patents to other companies from the view point of opera-
tional strategies. Thus, potential licensees of the co-owned patents are limited to the 
co-owners themselves or affiliated companies of the co-owners. Because co-owners 
are legally entitled to exercise the patent rights without licensing fees, it is quite diffi-
cult for universities to receive license fees from co-owners. 

There is a new movement regarding license activities. Some TLOs are now making 
effort to increase sole applications of patents despite the results from the collaborative 
research with private companies. The objective of this effort is to own basic  
patents covering multi-purpose technology and to license them non-exclusively to 
third parties. 

4.2 Attitude of Industry Toward Universities 

Most of interviewees emphasize that attitude of industry to UIC is one of negative 
factors. As pointed out by reference [2] companies in Japan have been used close ties 
with universities as channels for recruiting than as sources of new technology. There-
fore, it is presumable that companies do not necessarily pay strict attention to the 
results and patents arising from their collaborative research with universities. The fact 
that average size of collaborative research fund between a university and a private 
company is about 2 Million JPY ([7]) shows limited resource is provided to university 
from industry, resulting in low quality of patents. 

In addition, it is widely acknowledged that companies tend to do collaborative re-
search with universities in the near field where they have strong patents, aiming at 
defensive patent applications. Although no specific data are available about defensive 
patents co-owned by universities and industry, some interviewees have the impression 
that defensive patents account for considerable portion of their patents co-owned with 
industry. The more defensive patents a university co-own with companies, the lower 
the average license fees it receive from license because these defensive patents  
basically do not generate license incomes. 

Another reason also relates to the attitude of companies but more fundamental 
R&D strategies. As reference [8] points out, Japanese companies tend to rely on “in-
house R&D” and that they are reluctant to utilize external resources of R&D.  

In practice, license income received by universities in Japan heavily depends on 
large companies and this situation may lead to unfavorable licensing contracts for 
universities. According to UNITT survey, in Japan 62.5% of licensees of intellectual 
properties of universities are large companies, 37.3% are SMEs, and 0.3% are  



 Low Level of Licensing Activities by Universities in Japan 179 

 

newly-established companies. In U.S. the proportion of large companies, SMEs, and 
newly-established companies are 35.4%, 47.4% and 17.2%, respectively ([17]).  

In addition, the proportion of running royalties to the total license fees is around 
40% in Japan while in U.S. the proportion is around 70%. In Japan around 60 % of 
licenses fees come from onetime payment when a contract is signed ([17]). This 
means that majority of patents licensed from universities in Japan are not yet utilized 
in the commercialization phase.  

4.3 Human and Financial Constraints 

Almost all of interviewees stressed that they are suffering from human and financial 
constraints. As for human constraint, shortage of staff members is a serious issue. 
This situation has close relation with financial constraints. As general funds provided 
from government have been decreasing continuously from the incorporation of na-
tional universities in 2004, national universities are facing serious budgetary con-
straints. Therefore, the profitability of Intellectual Property Management Division is 
strictly examined.  

Severe financial constraints lead to avoidance of maintenance cost of patents. It is 
common for universities interviewed to transfer patents arising from collaborative 
research to partner companies in order to avoid maintenance cost associated with 
patents. 

5 Conclusions and Implications 

This study examined the low licensing activities by universities in Japan, by inter-
views with universities and national institutes.  

Results from the interviews point out there are major factors behind the low licens-
ing activities by universities in Japan: (1) co-ownership of patents with companies, (2) 
attitude of industry toward university, and (3) human and financial resource con-
straints.  

Most interviewees emphasized co-ownership of patents with companies is one of 
the constraints for them to license patents to third parties.  Patent Law requires the 
assignee to obtain the consent of the other party when licensing co-owned patents to a 
third party. In practice, it is quite difficult to license their co-owned patents with  
companies because companies are reluctant to license their co-owned patents to third 
parties. 

Attitude of industry to universities is another issue to hinder licensing from univer-
sities to industry. It is presumable from the historical perspective that companies have 
not necessarily paid strict attention so far to the results and patents arising from their 
collaborative research with universities. In addition, industry tends to heavily rely on 
their “In-house” R&D. 

TLOs are in general suffering from human resource as well as financial constraints. 
With decreasing general funds from government, universities are at the crossroads 
regarding in UIC, in particular, licensing activities.  
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Funding to universities by government is increasingly tightening in face to rapidly 
aging society in Japan. Universities should take necessary measures to expand UIC in 
Japan as possible funding sources. 
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Abstract. The Wualai community of Northern Thailand represents important 
intellectual and social capital and their silver handicraft products are desirable 
tourist souvenirs within Chiang Mai Province. This community has been in 
danger of losing this social and intellectual capital due to apply an improper 
tool, the Scottish Enterprise model of clustering. This research aims to analyse 
and increase its competitive advantages for preventing the loss of social and 
intellectual capital. To improve the Wualai’s competitive advantage, analysis is 
undertaken using a Porterian cluster approach, including the diamond model, 
five forces model and cluster mapping. Research results suggest that utilizing 
the community’s Buddhist beliefs can foster collaboration between community 
members and is the only way to improve cluster effectiveness, increase 
competitive advantage, and in turn conserve the Wualai community.  

1 Introduction 

Wualai Community is the small community located in Chiang Mai Province, the 
Nothern Part of Thailand. It has been the community that has produced silver 
handcraft for more than 700 years. The ancester of Wualai Community migrated from 
Hongsawadee, Mynmar and settled down the South Outer Gate of Chiang Mai. The 
production of silver handcraft has been passed on nowadays.  

In Wualai Communty, there have been the valued-add process by producing many 
types of products which are ornaments, i.e, bracelet, ring, bangel, hairpin, belt, bag 
and utensils, i.e, cup, tray, frame, cardholder, decorated aluminium picture, vase, 
silver flower, lamp.  

In the past, Wualai Silverware has been well-known by tourists in terms of product 
itself and the process of production. Every home in Wualai Community had its own 
factory to produce silverware by using silver stove to mold the product and carving to 
beatify the product. The clanking was the evidence of this production process and it 
intrested tourists to visit its community and was considered to be the major income of 
the community.  

                                                           
* Corresponding author. 
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In 1996, Thailand faced with economic crises resulting in creating the new tourist 
attraction in Bosang-Sunkumpang. The craftmen from Wualai Community was drawn 
to this Bosang Community. Wualai Community had been stagnant due to the few 
number of craftsmen. Some had died and the new generations show no interest in 
learing the production of silverware, nowadays, there are only 13 silverware shops 
and from this 13 shops there are only 4 shops that has their own factories. It is 
predictable that in the next 3 years, Wualai Community will become the history 
unless the new generation continues the production of silverware. Chiang Mai will 
lose one of the major source of income to attract tourist. This has led govermental 
office and private company including educational institution to step in to support 
Wualai Community in various acitivies. For example, budget provision, knowledge 
creation to preserve the community, the development of product to differentiate the 
products, provision of fund source, traning of new craftsmen to preserve the arts of 
production. 

2 Methodology 

The foundation of Wualai Cluster has followed the Scottish Enterprise Cluster in 
Scotland which comprises of mobilization, diagnosis, collaborations and 
implementation. The approach to develop cluster by Michael E. Porter was utilized, 
i.e., the Five Forces Model to find the 5 effects to industry which led to pricing 
strategy, profit, returns on invesment. The Diamond Model is used to find the level of 
competitive advantage including Cluster Mapping to find connections in silver cluster 
and other stakeholders. The details mentioned will be discussed as follows:  

2.1 Cluster Analysis 

Considerting Wualai competitive advantage by using Scottish Enterprise Cluster 
Model, the study can be concluded that 

Mobilization 
Mobilization of stakeholders in silver industry from all supply chain activities. The 
party involved are person or shops directly related to silverwre business, and 
govermental office. There are 19 members which shows that the supply chain of 
cluster is relatively small. The president was chosen and so was the vice president. 
The working committee consists of the business development committee, the 
production committee, the financial committee and the secretary. In the mobilization 
process, members was unlikely to cooperate in joining group activities which 
impeded the unity of cluster. This may be caused by lack of trust among members in 
cluster, no evidence of success of cluster, accompanied by the conflict among 
members themselves before this cluster settling up. Some member did not joined the 
meeting as planned, denied of and the difference of the meeting concensus.  

Diagnosis 
Analysis of the data and status of silver industry found that the market is highly 
competitive as there are other silver producers widespread in Chiang Mai Province 
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especially in the famous tourist attraction like Night Bazaar, Bosang-Sunkampang 
District, Tapae Walking Street, and Doi Suthep. In addition, there are competitors 
from other parts of Thailand and in the foreign countries; for instance, silver product 
from Lumphun, Surin, Konkhaen, France, China, India. By using the pro and con, it is 
found that Wualai Silverware is the household industry. The production of each piece 
of the product requires time and craftsmanship to produce the unique and beautiful 
product. The material used is costly and fluctuates with the price of gold, thus the 
craftsmen produce the product only to get by, unable to expand the production. The 
design and quality are required to improved; simultaneously, the uniqueness and the 
standard of production must be preserved. Though there is no trademark of Wualai 
product, the history of each product can be created to valued-add itself. The strategic 
plan has been devleoped by brainstorming ideas from cluster members and other 
stakeholders. Projects were proposed in order of importance and urgency.  

Collaboration 
Collaboration is vital in the creation of cluster. Wualai cluster set up “The Production 
of Original Products” which invited all members to join, exchange of idea, work 
together, hoping to build trust to one another. Meeting was set up to follow up on the 
progression, division of responsibility, for example, designing, production, selling, 
and income allocation. In this process, it is found that collaboration level is low, as 
members did not willingly share information, shows no intentions to work together as 
a team and the evidence of conflict stood out during this process. Personal benefits 
was focused rather than that of common benefits. Copy of design and price war were 
observed.  

Implementation 
There are three steps to optimize the development of cluster. Members’ products was 
shown in the exhibition on behalf of cluster. Cluster branding has been created to 
build trust in Wualai product. The expansion plan was developed to ensure the 
equality of distribution of income among members. The working committee are to 
motivate members continuously. In this setp, it is found that only few cooperation has 
been found and they were in the same group before joining cluster. The excution of 
each activity requried strong request and foudn that members were unwilllingly 
cooperate, resulting in the inefficiency of clustering.  

2.2 5 Forces Model 

When considering the cluster of Wualai Silver Handcraft using the analysis tool like 
Diamond and 5-force Models, it can be concluded that 

1. Obstacle against industry entering: Wualai Silver industry is the household 
industry. The industry entering is difficult if there is no accumulated 
knowledge and wisdom which is the Intellectual capital from the ancestors. 
Although there is a support from the government, there is a few numbers of 
new entrepreneurs to enter the industry. This is because the high costs of raw 
materials and labor, especially when the new entrepreneurs have not enough 
investment money. There is also a tendency in the future that the existing 
entrepreneurs will terminate Their businesses if there is no successor. In 
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addition, Wualai has no signature goods and thus there is not sufficient 
competitive power. 

2. Driving force from the manufacturers or competitors in the industry: Wualai 
is the important source of silver handcraft manufacturers in Chiang Mai. It 
focuses on manufacturing and retails in their community. Each product in 
Wualai has similar form and same amount of silver compounds. It thus 
makes the sellers employ the price strategy in attracting customers and 
gaining market share. In other communities like Mae Yoi, or Sang, sun and 
Patong, there is silver manufacturing as well. However, there are not so 
many manufacturers and the manufacturing are not complete as in Wualai. 
Although there are competitors both in the country and abroad, it does not 
however affect the silver industry of Wualai. This is because the Wualai 
markets are directly at their shops, regional, national, and international goods 
exhibitions. The customers that buy Wualai silver handcraft is satisfied with 
the forms and quality of the silver craft. 

They are proud of the products that have identify and directly selected from the 
manufacturing source. The other competitors in the industry therefore less affect the 
Wualai silver craft than the competition in the community, which employs the price 
strategy. 

3. Bargaining power of sellers: The problem of raw material results in the high 
prices of silver craft because the manufacturers will set the price based on 
the silver granules used, which is calculated in gram. The ordering of raw 
material will be done to the shops of gold sellers, in a small amount of 30-50 
grams per day, and to the manufacturing orders only. If there is no order, 
there will not be the raw material ordering because there are already 
available products in the shops. The cost of silver raw material is high and 
fluctuating daily with reference to gold price. There is a way of cost 
reduction by using silver and aluminum-coated brass in manufacturing 
accessories and wares. 

4. Bargaining power from buyers: Since the products are of craft type, beautiful 
appearance, worth, and high-valued collection, the buyers purchase them in a 
small number and therefore make the bargaining power from buyers low. 

5. Driving force from substitutes: There are substitutes of souvenirs and wares 
from other materials, ranging from low-price goods to gold and alloy of gold 
and copper which are higher prices for future sale than silver. This is a factor 
that influences the decision of customers. 

2.3 Diamond Model 

When the diamond model is used as an analysis tool of competitiveness of Wualai 
silver craft cluster, the following results are obtained from analyzing 4 conditions that 
affect the cluster productivity. 

1. Factor Conditions find that the Wualai silver craft demands high investment 
because the price of silver granules as the raw materials is high and varied 
according to the price of gold. The labor needs to have high intellectual 
capital and skill. All of these make the products high prices. 
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2. Demand Conditions reveal that the demanded form change from the past that 
the silver craft was used in daily life as the accessory showing social status 
of Thai. However, there is less demand in using silver wares is smaller, the 
maintenance is difficult, and the prices of products become higher but no 
value when further selling in the present. This results in the shrinkage of 
silver ware market. The forms of the products are thus directed towards the 
accessories, souvenirs, and ordered works. These products are worth for both 
givers and receivers, thus maintaining the market shares both in the country 
and abroad. 

3. Related and Supporting Industries show that the cluster of Wualai silver craft 
small but highly competitive among members. The recognition and trust 
among the members has not yet existed. The demand of benefit obtained 
from collaborating among the members makes the driving of the cluster 
slow. The cluster still lacks of other environments such as financial 
institution, suppliers of raw materials, etc. in seriously supporting it. The 
effective operation is thus affected by several sensitive factors like lacking of 
member collaboration, bargaining power in buying raw materials, price 
setting due to substitutes. 

4. Firm Strategy, Structure, and Revelry reveal that the Wualai silver craft is 
beautiful, fine, and of high quality. There is still a lack of brand as a 
signature showing the identity of Wualai silver craft that can be found here 
only in the world. 

2.4 Cluster Mapping  

Cluster mapping is the analysis of the factors of the Wualai silver craft cluster. It is 
used for evaluating relation level, role, responsibility, and relation that links with the 
cluster. The number of organizations is enough for supporting the cluster towards its 
success. It is found from the cluster mapping that the cluster is comprised of local 
wisdom, villagers, high skill workers, shops, and government organizations, academic 
institutes, and churches in the community. These factors are important in driving the 
formation of cluster, but not enough in supporting the cluster towards its success. It is 
necessary to be driven by members that profoundly understand the principle of cluster 
development and fully and sincerely collaborate among the others. This is because the 
cluster development will result in the the systematic development of products, 
tourism, and quality of life in community.  

It requires time in incubating which cannot be seen in a very short time. The 
Wualai cluster is a small cluster, has a small number of members when comparing to 
other clusters thus having less power of bargaining, and lack of links with raw 
material suppliers. It is thus not completely capable of controlling the product price 
and lacks of links with financial sources for business development. The nature falls 
into household business and small shops. However, this is a charm of Wualai 
community as a niche market. 
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3 Discussion 

From the study above using different analysis tools for the Wualai silver craft cluster, 
it can be concluded that 

1. The Wualai silver craft industry is a small and household industry. The 
manufacturing of silver craft is made to order at a small scale because it is 
craft and thus consumes time in manufacturing. The raw material is of high 
cost. The small manufacturing leads to less bargaining power. The new 
generation does not succeed the wisdom of their ancestors. The development 
of silver craft and community should therefore be in the manner of creating 
values for products and exploiting the history in adding the product values 
than the development as general industry. 

2. The establishment of cluster for creating competitiveness, reviving culture, 
and developing business for the Wualai silver craft industry is the guideline 
of the government in assisting industries of the country in the same way. 
Such a directive towards boosting sale rate and incomes of the shops for the 
purpose of maintaining the Wualai as a sustainable silver craft community 
according to the strategy of industry development may not be an appropriate 
direction for the silver craft industry of household business that is of small-
scale production an lack ability of achieving the real objective of cluster. The 
objective that requires all parts in the supply chain to support among another 
for the benefit of business operation and increase of competitiveness. 

3. The Wualai cluster still lacks of strong leaders, dedication, unity, as well as 
strong motivation if driving the cluster that can be positively developed. It is 
the cluster which is under the pressure from different opinions of the 
members. The introduction of cluster to Wualai cannot solve the problem 
and real desires of the community and results in bad responses and supports 
from the members. These are the important factor for the cluster success. 

4. The entrepreneurs in Wualai expect the ready-to-go support from the 
government and need the support in terms of finance more than seeing the 
real benefits of forming cluster. This is due to the household business nature 
that lacks of good management system and therefore cannot see the 
clustering as a way of increasing competitiveness. 

5. The crucial and urgent problem is that the new generation lacks of the 
recognition of the silver craft manufacturing as a cultural heritage. They 
cannot recognize the importance of the conservation and extension. Yet, they 
want to enter other careers. The culture of silver craft manufacturing at 
Wualai has the tendency of decrease and may disappear in 30 years. 

6. The observation from the study is that the people in the community have a 
separating and conflicting opinions. They however strongly believe in 
Buddhism. The assessment to the people sometimes need to use the church 
which is the morale center of them in creating trust and motivation for the 
clustering. 
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4 Suggestions and Remedies 

1. Use the church, the morale center of the people, as an archetype for the study 
of the church management form that can transfer the culture from a 
generation to another. This can be carried out in form of Time Capsule since 
the past to the present. 

2. Use the church as an archetype because the church has a social capital which 
is comparable with the intellectual capital of the silver craft manufacturing of 
Wualai community. 

3. Use "Wat Srisupan" study case which is the church supporting activities of 
Wualai community. It is the center of ten types of skill labors, and the source 
of selling, distributing, conserving, and transferring the culture of silver craft 
manufacturing of Wualai community. 

References 

1. Bianchi, S.: The Wall Street Journal (November 9, 2009), retrieved January 9, 2010 from 
http://wsj.com, 
http://online.wsj.com/article/SB125723890596024879.html  

2. Bresnahan, A., Gambardella, A.: Building high-tech clusters: Silicon Valley and beyond. 
University of Cambridge, Cambridge (2004) 

3. Cook, G.A., Pandit, N.R., Beaverstock, J.V., Taylor, P.L., Pain, K.: The cluster of 
financial services in London. Liverpool Managment School, Liverpool (2004) 

4. Feser, E.J.: Old and new theories of industry cluster. In: Steiner, M.: Clusters and regional 
specialistion: On geography, technology, and networks, pp. 18–40. Pion, London 

5. Martin, R., Subley, P.: Deconstructing clusters: Chaotic or policy panacea? Journal of 
Economic Geography, 1-52 (2002) 

6. Raines, P.: Regional and Industrial Policy Research Paper. Local or National Competitive 
Advantage? The Tensions in Cluster Development Policy, 1-31 (2001) 

7. Porter, M.E.: Location, competition, and economic development: Local cluster in global 
economy. Economic Development Quarterly 14, 14–34 (2000) 

8. Porter, M.E.: On competition. Harvard Business School Press, Boston (1998) 
9. Porter, M. E.: The competitive advantage of nations. Free Press, New York (1990)  

10. Porter, M. E., & Ketels, C.: Hong Kong competiveness and its financial services cluster. 
Harvard Business School, Boston (2008)  

11. Rosenfeld, S.A.: Bringing business clusters into the mainstream of economic development. 
European Planning Studies 5(1), 3–23 (1997) 

12. Simmie, J., Wood, P., Sennett, J.: Iinnovative clusters and competitive cities in the UK and 
Europe, pp. 76–89. Brookes School of Planning, Oxford 

 
 



© Springer-Verlag Berlin Heidelberg 2015 
M. Gen et al. (eds.), Industrial Engineering, Management Science and Applications 2015, 

189

Lecture Notes in Electrical Engineering 349, DOI: 10.1007/978-3-662-47200-2_22 
 

University-Industry Linkages (UILs) and Research 
Collaborations: Case of Thailand’s National Research 

Universities (NRUs) 

Naparat Siripitakchai and Kumiko Miyazaki 

Graduate School of Innovation Management, Tokyo Institute of Technology, Tokyo, Japan 
{siripitakchai.n.aa,miyazaki.k.ae}@m.titech.ac.jp 

Abstract. The Thai government have launched the National Research Univer-
sity (NRU) project since 2009 to boost the country’s research activities and the 
University-Industry Linkages (UILs). The objective of this study is to investi-
gate the joint research activities between research intensive universities and 
domestic firms, in the case of Thailand-NRUs. We used co-patents and co-
publications as indicators representing the successful joint research outputs. The 
two sets of data were collected from DIP (Thailand’s patent database) and ISI 
database. The result shows that a large portion of firms’ co-patenting and co-
publishing with the NRUs were from low-tech and medium-low tech sectors  
including food and agriculture. The NRU project seems to gain success in creat-
ing and sustaining the collaboration in low-tech and medium-low tech sectors. 
However, it has strengthened only the existing collaborations in the case of 
high-tech sector and did not create new collaboration as much as the policy 
makers pursued. Another concern is that a number of co-publications from 
high-tech sectors were from few large incumbents not from SMEs. 

Keywords: Research University, University-Industry-Linkage (UIL),  
Co-publication, Joint research, Thailand. 

1 Introduction 

University-Industry Linkage (UIL) is becoming an increasingly important component 
in National Innovation System (NIS) for driving a country’s long-term competitive-
ness [1]–[5]. Several types of UILs ranging from informal to formal interactions hav-
ing different objectives, scopes, and institutional arrangements exist. Among different 
modes of interactions, joint research channel requires the highest intensity of interac-
tion, in which both agents provide knowledge resources, dealing with long-term tar-
gets of knowledge creation. Joint research is considered to be a formal type of R&D 
cooperation with sophisticated bi-directional knowledge transfer channels between 
the actors. 

Following the global trend, the Thai government have encouraged firms to engage 
in setting up joint research programs with universities by policies including the provi-
sion of R&D research grants, matching grants, and tax-incentives. At the same time, 
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the National Research University (NRU) project has been launched in 2009 to leve-
rage the country’s R&D activities and to strengthen the UIL. The researchers in the 
research universities should actively undertake the third mission “community en-
gagement of economic development” [6]. However, there is a lack of longitudinal 
study that identifies how the Thailand-NRUs have engaged in joint research activities 
with domestic firms. Therefore, the objective of this study is to explore the pattern of 
joint research collaborations to analyze the existing UILs. 

In this study, we employed co-patents and co-publications as indicators 
representing the successful joint research output between the Thailand-NRUs and 
domestic firms. The empirical evidence of the existing pattern of the collaborations 
should provide an insight on the cooperative research areas of focus and the existing 
patterns of collaborations for policy makers, university administrators and manage-
ment of private firms to adjust and redesign their cooperative strategies together with 
enhancing the research networks. 

In the next section, the background related to Thai UILs and NRUs is illustrated. 
Section 3 explains the different aspects of two dissemination tools: patents and scien-
tific publications. Section 4 illustrates the methodology and data according to the 
analysis of co-publications. The findings section is shown in section 5. The last  
section is conclusion and implications. 

2 Thai Universities Industry Linkages (UILs) and National 
Research Universities (NRUs) 

Studies at the national level indicated that Thailand failed to upgrade its UIL within 
its NIS. The evidence of weakness in Thai UIL was due to low levels of innovation 
resulting in few private sectors collaborating with universities. The state of Thai UILs 
is a reflection of weak downstream demand by indigenous Thai firms, limited com-
mercial focus and capacity within the university system and bureaucratic fragmenta-
tion. Thailand is less successful in technological catching-up because there was a 
mismatch of NIS with its economic structural development level [7], [8]. 

Realizing these issues, the Thai government has initiated several policy measures, 
including the establishment of the NRU project, organized by the Office of the Higher 
Education Commission (OHEC) announced in 2009. This plan aimed at developing 
academic excellences to enhance the country’s research activities and to promote 
better UILs for national competitiveness. The nine selected NRUs are acknowledged 
by their remarkably good reputation and outstanding research achievements. The nine 
universities include Chiang Mai University (CMU), Chulalongkorn University (CU), 
Kasetsart University (KU), Khon Kaen University (KKU), King Mongkut’s Universi-
ty of Technology Thonburi (KMUTT), Mahidol University (MU), Suranaree Univer-
sity of Technology (SUT), Prince of Songkla University (PSU) and Thammasat Uni-
versity (TU). The OHEC’s selection criteria were mainly based on the ranking system 
conducted by Times Higher Education-Quacquarelli Symonds (THE-QS) and the 
impact factor of publications published on Scopus database. OHEC has granted extra 
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financial support within three consecutive years (2010-2012) to encourage the NRUs 
to dedicate themselves towards the intended objectives [9]. 

Strengthening domestic interactions and knowledge transfer processes between the 
key actors in the NIS are important factor for the country’s endogenous development. 
However, the limitations on resources of universities, companies and public research 
institutes including funding and staffs, coupled with simultaneous increases in social 
needs, have forced universities, private sectors and government to pay more attention 
to the efficiency and effectiveness of their resource allocations for project eligibility. 
Therefore, the study on existing pattern of NRUs’ cooperative research areas should 
provide better understanding for policy makers, university administrators and man-
agement of private firms to adjust and redesign their cooperative strategies based on 
their limited resources. It can explore how specialized the NRUs are in the joint re-
search programs. In this study, we employed co-patents and co-publications as indica-
tors of R&D collaborations. The different types of knowledge dissemination tools: 
patenting and publishing activities, are explained in the next section. 

3 Patenting and Publishing 

The more involvement of the universities in socio-economic development, the greater 
emphasis on exploiting research results in line with: an increase in patent and licens-
ing activities; the spin-off activities; and managerial and attitudinal changes among 
academics related to collaborative projects with industry. Moreover, there are major 
concerns related to dissemination of research results, derived from the fundamentally 
different reward and incentive systems of academic and private sector research.  
These include (1) the relationship between disclosure versus secrecy; and (2)  
the complementarities and substitution effects between public and private R&D  
expenditures [10].  

The main tools for dissemination of technical and scientific knowledge are patent 
applications and scientific publications. Scientific publication is one of the most 
common and rapid instruments for knowledge dissemination. The protection granted 
by the IP system to an article or publication is copyright, which arises automatically 
when the researcher writes it. However, copyright only protects expression of the 
words and its originality, but not the ideas underlying the research findings. It does 
not ensure the protection of the technical information of the invention [11]. 

Patents grant inventors the exclusive right to make, use or sell their inventions for a 
limited time period. The patent application which contains the disclosure is normally 
published after eighteen month from the filing date. Filing patent can be based on two 
strategies: commercial exploitation or knowledge dissemination. In the first case, 
researcher may consider applying for a patent in order to commercially exploit the 
invention and have financial gain in return. On the other hand, when organizations are 
not interested in acquiring a monopoly, they can use patenting process to publish their 
technology to obstruct the patenting ambitions of competitors later. It means that re-
searchers can file a patent application and later abandon it to save costs. The applica-
tion will be published and appear in patent database forever. Since the findings are in 
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the public domain and can be accessed by everyone, it will be useful in attracting 
partners who use the patent database as part of a commercial intelligence search [11]. 

Actually, both patents and scientific publications are not very different in terms of 
their intellectual challenge and nature, for example, creativity, originality and novelty. 
These dissemination tools serve different purposes and can also be used simultaneous-
ly. For example, firms often patent and then immediately publish on the same mate-
rials in order to preclude other firms from patenting in the same area. In addition, the 
practice of combining patenting and publishing is more and more used in the research 
organizations. The researchers can take advantage of prospective patent profits and be 
recognized at academic level for the quality of their papers [10], [12]. 

In this study, co-patents (Co-pat) and co-publications (Co-pub) by multiple affilia-
tions are used as indicators of research collaboration. Co-pat and Co-pub data 
represents successful joint research projects and indicates diffusion of knowledge and 
skills. The university-industry co-patent or co-publication (UIC-Pat or UIC-Pub) is a 
patent application or a scientific publication with the applicants/authors’ addresses 
that include affiliations referring to at least one university and one private sector or-
ganization. It provides a unique source of information for developing aggregate-level 
proxy measures of the magnitude and intensity of university-industry research colla-
boration. Using UIC-Pat and UIC-Pub data as an indicator has an advantage of wide 
availability and international comparability [13], [14].  

UIC-Pat and UIC-Pub should reveal the mutual agreements between universities 
and private firms as well as their strategies and purposes regarding the disclosure of 
their research results. However, UIC-Pat and UIC-Pub data should be handled with 
care because there are many cases when collaboration will not result in co-patenting 
or co-publishing [13], [14]. In the next section, the methodology and data for  
exploring the patterns of UIC-Pat and UIC-Pub to analyze the Thai UILs is explained. 

4 Methodology and Data 

Both patent applications and scientific publications of the nine Thailand-NRUs were 
extracted using the same search strategy. The university name was used as a search 
criteria via “Advanced Search” of two databases. Patent applications filed in the DIP1 
database during 2004-20013 were retrieved in December 2014. Scientific publications 
from major industrially relevant scientific fields published during 2004-2013 was 
collected from ISI Web of Science (WoS) database in the first week of August 2014. 
The extracted data from each database was divided into two subsets based on the 
publication year in order to represent the cooperative R&D achievements in 2004-
2008 and 2009-2013, before and after the announcement of the NRU project in 2009. 

In the next step, we extracted the UIC-Pat and UIC-Pub that are defined as the pa-
tent applications and scientific publications jointly co-authored by university re-
searchers and employees of private firms. First, the patents and publications with the 
addresses of organizations that contained “company excluding terms”, for example, 
                                                           
1  The Department of Intellectual Property (DIP) is a search system provided by the Thailand 

Intellectual Property Information Center. All text in the website is in Thai. 
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addresses including the terms “Univ”, “Inst”, “Hosp”, etc., were excluded. Then, the 
left addresses were manually assessed. The private firms, co-patenting/co-authoring 
within these UIC-Pat and UIC-Pub were divided into two broad geographical classes: 
domestic or foreign. In this study, we focused on only the case of domestic firms. The 
domestic firms included Thai-owned firms, subsidiary companies of Thai-owned 
firms, and branches and/or subsidiary companies of foreign firms located in Thailand. 
A domestic co-pat/co-pub is defined as a patent-application/publication that are co-
patented/co-published by the NRUs and firms located within the same country (in this 
case, Thailand).   

The aggregated data according to the NRUs is presented in Table 1. The left col-
umn illustrates the detail of patent applications from DIP database while the right 
column shows publication information. The characteristics of domestic firms co-
patenting or co-publishing with the NRUs is shown in Table 2. The firms were classi-
fied according to their industries and the industries’ technology levels. A number of 
firms and a number of UIC-Pat/UIC-Pub were aggregated and shown in two periods. 
Firms that have continuously engaged in the R&D collaborations in both periods were 
extracted and shown in the separated sub column. In the next section, the findings are 
explained. 

5 Findings 

During 2004-2013, the nine NRUs held about 67% of Thailand total scientific publi-
cations from the ISI database, while they held only 4% of Thailand total patent appli-
cations from the DIP database. The average UIC-Pub of the nine NRUs is about 1.5% 
of the NRUs’ total publications during 2004-2008 and 2.2% during 2009-2013, re-
spectively. After the announcement of NRU project together with several concurrent 
S&T policies, the average percentage of domestic UIC-Pub of the nine NRUs in-
creased from 28.3% of the NRUs’ total UIC-Pub during 2004-2008 to 44.4% during 
2009-2013. There are a variety of firms co-authoring in scientific publications includ-
ing Thai SMEs, Thai incumbents and subsidiaries of foreign enterprises whose parent 
companies are in developed countries while most of the patents with corporate  
co-applicants were from Thai SMEs, Thai incumbents and subsidiaries of Japanese 
companies.  

According to Table 1, the number of patent applications and publications increased 
drastically during the two observed periods. The NRUs have been following the glob-
al trend in commercialization activities based on an increase in number of patent ap-
plications. However, co-patenting activity was a rare case and it is not a common 
selected dissemination tool for joint research output between the NRUs and domestic 
firms. Only CU have actively involved in the co-patenting activities with the firms. 
Although the co-publishing activities were a more common channel for knowledge 
dissemination, the average number of UIC-Pub were lower than world average.2  

                                                           
2  According to the world’s tops 500 universities during 2008-2011 from UIRC2013, average 

UIC-Pub per university in natural science and engineering technology was 6.3% with the 
46% of domestic UIC-Pub. 
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The collaborating firms may concern about the high degree of secrecy over disclosure 
and don’t want to disseminate their research results.  

In the case of domestic UIC-Pub, CU, KKU, KMUTT, KU and MU have actively 
involved in these activities rather than the rest of NRUs. Their domestic UIC-Pub 
were increasing significantly in the second period. CU, KMUTT and MU were a few 
Thai universities that have been ranked in the international university ranking systems 
like Times Higher Education, QS and CWTS Leiden ranking systems. It can be im-
plied that the leading Thai universities with high research performance seems to be 
more attractive to domestic firms in collaborating in joint research projects.  

Considering the characteristic of firms that co-patent or co-publish with the NRUs, 
the types of domestic firms were classified by industry and R&D level as shown in 
Table 2. We found that a large portion of firms that co-patent and co-publish with the 
NRUs were from low-tech and medium-low tech sectors during the two observed 
periods. We also observed that UIC-Pat in high-tech sectors and UIC-Pub in medium-
high tech and high-tech sectors were significantly increasing in number during 2009-
2013. Unlike the developed countries and the majority of world’s top universities, 
whose contents of UIC-Pub were relevant to pharmaceutical and biomedical; electric-
al engineering and telecommunication sub-fields [13], [15], the Thai NRUs tend to 
have UIC-Pub with contents related to food and agriculture, and advanced materials. 

The highest number of co-patenting and co-publishing firms was from Food and 
agricultural industry including rice, shrimp, rubber, swine, etc. The average UIC-Pub 
per firm in low-tech and medium-low tech sectors was lower than that in medium-
high tech and high tech sectors. It indicates that only a few firms in medium-high and 
high tech sectors have actively co-published. In the case of energy and electronics 
industries, the firms co-patenting and co-publishing are from a few large enterprises 
which have continuously collaborated with the NRUs from 2004 to 2013. In case of 
electronics industry, the only firm that has continuously engaged in co-publishing 
activities is Seagate Technology (Thailand), a subsidiary of U.S. multinational data-
storage company. While the firm that has continuously engaged in co-patenting is 
Mektec Manufacturing Corporation (Thailand), a subsidiary of Japanese consumer 
electronics company. The energy firm consistently engaging in both activities was 
PTT group, a Thai state-owned enterprise. Its publications are related to green energy, 
petrochemicals and advanced materials.    

NRU project announced in 2009 seems to have succeeded in creating and sustain-
ing the collaboration between the NRUs and firms from low-tech and medium-low 
tech sectors, especially, food and agricultural industry. This was in accordance with 
the competitive advantage of Thailand based on Food and agricultural industry which 
are its major economic sectors. The industry and the NRUs have a long-term, reci-
procal relationships under the same context of the country’s economic development. 
In the case of high tech sector, the NRU project only enhanced the collaboration be-
tween the firms which already collaborated with NRUs, however, it did not create 
new collaboration as much as the policy makers expected. Moreover, a number of 
UIC-Pub from high-tech sectors were from few large incumbents not from SMEs. 
Interestingly, automotive and transportation industry have been a strategic sub-cluster 
of Thailand since 2006, however, we observed that they are not collaborating to co-
patent and co-publish with the NRUs.  
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In addition, the results of domestic UIC-Pub from medium-high-tech and high-tech 
sectors may be interpreted in two ways. First, firms from medium-high-tech and high-
tech sectors which mostly are subsidiaries of MNCs still do not considered Thailand-
NRUs as attractive partner for researches. Or second, these firms’ production  
activities level may be still low related to only the improving the existing production 
technologies not R&D activities, so they may prefer the other modes of interaction 
with universities, for example, consultancy, training and testing. 

6 Conclusion and Implications 

In this study, we analyzed the pattern of joint research collaborations between the 
Thailand-NRUs and domestic firms. We employed the UIC-Pat and UIC-Pub as indi-
cators representing the successful joint research outputs. We found that the co-
patenting activity between the NRUs and domestic firms was a rare case and only be 
found in the leading Thai universities with high research performance. A large portion 
of firms co-patenting and co-publishing with the NRUs were from low-tech and me-
dium-low tech sectors. In the case of energy and electronics industries, the firms  
co-patenting and co-publishing were from a few large enterprises which have  
continuously collaborated with the NRUs from 2004 to 2013. 

The NRU project seems to have succeeded in creating and sustaining the collabora-
tion between the NRUs and firms from low-tech and medium-low tech sectors.  
Nevertheless, in the case of high tech sector, the NRU project only strengthened the 
existing collaborations and a number of UIC-Pub from high-tech sectors were from a 
few large incumbents not from SMEs. Policy makers and the NRUs should pay atten-
tions on this issue and should use proactive strategy to promote collaboration with 
firms in high tech industries and also to sustain the collaboration within the other 
sectors.  

The finding related to the cooperative research areas reflects the needs and oppor-
tunities for promoting further research projects. The Thailand-NRUs have to actively 
monitor their research strengths together with the industry’s needs to promote the 
cooperative researches. Policy makers have to monitor the technological capabilities 
of firms and their needs in upgrading their capacities. They have to act as interme-
diary in matching the cooperative partners for industries and universities in order to 
create and expand new collaborations for the country’s long-term development.  
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Abstract. Tourism business is recognized as one of the main income source for 
Thailand for several decades. This is evident by the numbers of tourist visitors 
and the revenue from them has increased for several years. Besides, in the year 
2015, Thailand will enter to the Asian Economic Community (AEC); Thailand 
then will be recognized as the main country providing tourism and aviation 
business within this community. As a result, such will enlarge the tourism 
industry in Thailand. This paper investigates the factors influencing the use of 
information technology for combining the operations among government, 
educational and tourism small business sectors in Chiang Mai. In particular, it 
measures the attitude of small tourism operators on how the information 
technology can be employed to collaborate among such government, 
educational and tourism small business sectors so as to sustain the business. 
With the use of questionnaire, the data is analyzed by using the Structural 
Equation Modeling to clarify the relationship between all related variables. The 
result is then used to provide appropriate recommendations for all parties on 
how information technology can be augmented the sustainability of tourism 
industry in Thailand. 

Keywords: Small business, Tourism business, Collaboration, Sustainable. 

1 Introduction 

Nowadays, technologies have a big role for supporting the business processes. It can 
be seen that most of businesses use computer and other equipment in their business 
processes. Furthermore, information technology give an advantageous way to 
integrate all activities within networks such as generates efficiencies, reduction in 
complexity, improved organizational intelligence, develop stronger relationships and 
decrease in costs [1]. The results from the use of technology to support the business 
functions are flexible, reduce errors and increase profit. 

Thailand is developing country and be a country that has various types of business. 
Tourism business is recognized as one of the main income source for Thailand for 
several decades. This is evident by the numbers of tourist visitors and the revenue 
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from them has increased for several years. Besides, in the year 2015, Thailand will 
enter to the Asian Economic Community (AEC); Thailand then will be recognized as 
the main country providing tourism and aviation business within this community [2]. 
As a result, such will enlarge the tourism industry in Thailand. Therefore, many 
involved parties have an interesting in joining the development practices in tourism 
industry in Thailand in particular on the small tourism business in the urban district 
for distributing income to the community. 

Although many foreign tourists come for visiting Bangkok in Thailand, they still 
visit other places such as Pattaya, Phuket, and Chiang Mai. By observing, any small 
tourism businesses in Chiang Mai, it shows that some tourism business especially 
small size businesses are not success. Some of them closed and others have lost their 
investment. Those problems are occurred by various causes. In particular there are a 
lot of errors happening in the information system; it needs a long-time to access to the 
useful information; and there is no supported system for encouraging the businesses. 
Besides, the small businesses usually are the stand alone business, it means they will 
not be able to contact with other related business easily.  

Therefore, in this paper, it proposes the idea of how to investigate the factors 
influencing the use of information technology for combining the operations among 
government, educational and tourism small business sectors in Chiang Mai. In 
particular, it measures the attitude of small tourism operators on how the information 
technology can be employed to collaborate among such government, educational and 
tourism small business sectors so as to sustain the business. The result is then used to 
provide appropriate recommendations for all parties on how information technology 
can be augmented the sustainability of tourism industry in Thailand. 

2 Literature Review 

To support this paper there are various theories and researches to explain and support 
this concept they are explained as follows.  

2.1 Collaboration among Various Actors 

In these days, collaboration has been widely applied in various areas including 
sociology, psychology, marketing, management, and supply chain management [3]. 
Base on the Triple Helix model, collaboration may involve not only trading partners, 
but also educational institutes and governments [4].  The model highlights that the 
outcome from collaboration is expected to be greater when partners from industry, 
academia and government work together on study and development to create a 
common value as shown in Figure 1.  
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Fig. 1. The Triple-Helix model 

2.2 Collaborative Process and Sustainable Development 

The participation of stakeholders’ effect to the collaborative methods can lead to 
sustainable development [5]. Sustainable development is also considered as an 
important goal in various businesses; its main objective is to encourage the enterprises 
achieving benefit in three areas: the economic benefits, the social benefits and the 
environmental benefits [6], which can be summarized as follows. 

 
The Economic Benefits 
Businesses can be successful in economic benefit by reducing the cost which then 
results in increasing the profit. To observe this matter, it can be done by considering 
both of direct cost/revenue and indirect cost/revenue.  

 
The Social Benefits 
To achieve this benefit, organizations have to work with the community and the 
people who live nearby without any problem. This can be observed with the 
wellbeing of the people in the organizations. 

 
The Environment Benefits 
In order to achieve sustainable development in terms of the environment, the business 
must be aware of the use of materials and/or devices that are safe for the environment 
and the reusing waste of their productions. 

2.3 The Role of Information Technology in Business 

Information technologies play an important role over all functions of strategic and 
operational management because it is the main function of tourism. It provides both 
opportunities and challenges for the industry. Besides, developments in information 
technology revolutionize both economies and enterprises which it is used for the 
acquisition, processing analysis, storage, retrieval, dissemination and application of 
information [1].  

The Triple-Helix Model 

Governm

UniversiIndust
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Information technology (IT) has dramatically transformed travel and tourism. From 
the development of Computer Reservation Systems (CRSs) in the 1960s to the Global 
Distribution Systems (GDSs) in the 1980s and the advent of the Internet in early 
1990s, the tourism industry has always been confronted with the rise of new 
technological developments that posed both opportunities and challenges. There are 
several important trends in travelers’ use of the Internet that firms should understand 
in order to sustain success in the online that include [7]: 

- Trend 1: Internet use for travel planning is well adopted and saturated 
- Trend 2: Contrasts and commonalities between generations 
- Trend 3: Social media, mobile devices, and emergent channels support new 

behaviors 
 

End-user computing can be defined as an end-user directly interacts with computer 
application software and computing systems in order to perform his or her assigned 
tasks. End-user computing may be defined as an end-user’s applying computing 
knowledge, solutions, and computing systems to his or her tasks in order to efficiently 
perform these tasks in a business environment, which relies heavily on computing and 
computer operators.  There composed of the computing mind, knowledge of 
computing technology, capability of computing application, and the potential of 
computing capability from a competency perspective [8] as shown in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The effect factors of end-user task performance on computing competency 

2.4 E-Service and E-Government 

Information technology (IT) capability can assist firms in collecting and categorizing 
information considered necessary for developing innovative services, thereby 
enabling them to better understand their customers’ needs and preferences. Moreover, 
IT capability can potentially enable firms to reduce the “fuzziness” in online 
innovation. E-service capability emphasizes a firm’s ability to access and integrate  
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Fig. 3. The factors affect E-service innovation 
(Adapted from Chuanga and Lin framework, 2015) 

customer information through customer-facing technology and processes; therefore, 
firms possessing such a capability are more effective in leveraging this information to 
improve service delivery and match customer needs [9] as it shows in Figure 3. 

The information of government tourism websites is very important for promoting a 
tourist destination’s exciting such as topography, culture and tourist attraction. 
Furthermore, the capacities of government websites affect introduce and advertise 
countries [10]. Moreover, E-Government is playing its part in this digital economy by 
providing e-services through various ministry/department to its e-Citizen [11]. 

2.5 The Effect of Education on the Business 

Education is an essential part of the company's development. Therefore, important 
factor of the business development is a high efficient information technology. 
Possibilities of its application in the country depend on the funds and educational 
preparedness of people in the area. In general, each employee has a unique potential, 
which needs to be stimulated in order to be productive as much as possible. Education 
is an important factor for this stimulation because only well-educated employees 
represent a real competitive advantage for the company [12].  

In order to compete globally, businesses must be active and innovative in their 
ability to utilize evolving technologies for both product and process improvement. 
While over the last several decades the workers’ skill are not enough with the 
knowledge and abilities necessary to operate and maintain modern technologies. 
Therefore, curriculum development and defined occupational standard are important 
for solving this problem because it will prepare student to entrance to labor market in 
various fields. The definitions of graduate employability in the academic literature 
focused on employment outcomes, for example; getting a job after the completion of 
higher education [13]. Sustainable tourism and sustainable tourism education are 
important characteristics of the tourism research and education curriculum [14].  

 
 
 
 
 

H2 E-Service 
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Value Co-
Creation 

E-Service 
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3 Conceptual Framework 

Computing Mindset 

Computing Technology 
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Government E-Service 
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IT Competency 
of Government

IT Competency 
of Industry 

Consistency of Curriculum with 
the Need of Labor Market

IT Competency 
of University

Government E-Service involved 
all of info. 

 

Fig. 4. The conceptual framework 

4 Methodology 

To achieve the objective, this study was designed to be quantity research which study 
and analysis about the information technology factors that affect the collaboration 
among government, educational and tourism small business sectors in Chiang Mai. 
The details of processes are as follows: 

1) Study of business conduct and analyze the present problems. By observation and 
questioning with small tourism businesses in Chiang Mai.  

2) Researching and studying theories and related researches for applying to design 
the questionnaire. 

3) Inquiring and collecting information for 400 samples from the small tourism 
businesses in Chiang Mai with the questionnaire was designed. 

4) Analysis of data collected from the questionnaire by using the Structural Equation 
Modeling, and then conclude the information technology factors of educational, 
government and tourism small business that effect to the efficiency and benefit of 
business. 

5 Conclusion 

From the framework of this study, it shows that the effect of collaboration among 
government, educational and tourism small business sectors which base on the 
capability of information technology will support the benefit in three areas as follows:  
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1) The educational can use the result of research for applying with the curriculum 
development then to enable students to meet the needs of the business sector.  

2) The Government can use the result of research to define the policy in the related 
area. 

3) The businesses can apply research results to improve their business processes to 
be the sustainable business. 
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Abstract. As economic development increasingly relies on the innovation of the 
firm, firms are required to improve innovative capability to survive in the market.  
Small and medium-sized enterprises (SME) play a critical role in the transition of 
a developing country. It is essential for SME to leverage innovative capability in 
long-term growth and survival, and the role of the firm’s entrepreneurs play the 
key role for leveraging innovative capability. Yet at present little is known about 
the relationship between the managerial capabilities of entrepreneurs and the 
innovative capability of the firm. This paper contributes to the understanding of 
the innovative capability leveraging of an organization by developing theory 
about the interplay between managerial capabilities of the entrepreneur and the 
firm’s TIM capability. 

Keywords: total innovation management (TIM), managerial capabilities of 
entrepreneurs, innovative capability. 

1 Introduction 

1.1 The Issues of Technology Innovation in SMEs in China 

As economic development relies on the innovation of the firm, firms are required to 
conduct innovation to survive in the market. The manufacturing industry perform the 
main driving force of economic growth and social development, and small and 
medium-sized enterprise (SME) play a key role in the transition of a developing 
country[1]. In other words, it is essential for SME to leverage innovative capability in 
long-term growth and survival. However, it is difficult for SME to leverage innovative 
capability, because the capability is a comprehensive system that consisting of many 
elements, such as strategy, organization, technology, culture, institution, and 
entrepreneurship. Therefore, SME tend to undertake TIM (Total innovation 
management) to adjust the new complex and changeable environment [2].   

1.2 The Structure of Innovative Capability 

According to the resource-based theory, firms perform heterogeneously, because the 
resources they control are different [3]. Organizational resources consist of the tangible 



208 Q. Xu, S. Liu, and Z. Wu 

 

resources like funds, knowledge, talents and intangible resources liked the institution, 
culture, strategy [4]. Since resource is the foundation of competitive advantage, the 
more scarce resource the firm controls, the more innovative capability the firm 
performs [5]. It is also important for the firm that how the resource allocated and 
utilized in the organization. However, even though with the same quality and quantity 
resource, enterprises perform differently. One the most important resource, 
entrepreneurs, should be considered specially. Moreover, the entrepreneurs are directly 
and indirectly responsible for the resource allocation, so they play a critical role in 
leveraging innovative capability of the organization. 

1.3 The Important Roles of Entrepreneurs in Leveraging Innovative Capabilities 

The entrepreneurs reside at the strategic apexes of its organization, and their talent, 
ability, and action are ultimately responsible for key resource utilization [6]. Therefore, 
there is a relationship between the entrepreneur and the firm’s capability. The nature of 
capability is configuration and reconfiguration of resource the firm has. The resource 
in the organization is allocated and configured by the person’s decision. And the 
entrepreneur is the person who is responsible for the plan making. Some scholars 
explored the impact of the characteristic of entrepreneur on organizational innovation 
[7]. Yet at present little is known about the relationship between entrepreneur’s 
capability and innovative capability of the firm. This study, therefore, will explore the 
interplay between managerial capabilities of the entrepreneur and the firm’s TIM 
capability.  

2 The Path of Innovation in Chinese Enterprise 

2.1 Introduction the Path of Innovation in China: Secondary Innovation, 
Integrated Innovation, and TIM Innovation 

A typical catch-up path of technology innovation has emerged in China today which 
plays an important role in national economic growth. The innovation path in China can 
be divided as three stags “secondary innovation-- integrated innovation --TIM 
innovation.” Firstly, secondary innovation is the process of foreign technology 
acquisition and endogenous technological innovation, which is based on imported 
technology but fundamentally different from imitation [8]. Actually, the essence of the 
secondary innovation is the replacement of capability of imported technology, and it is 
the first step of technology innovation in national economy in China. Secondly, the 
integrative innovation is an integrated system consisting of two and more innovative 
elements. The integrated innovation emphasize that it is synergistically composed but 
not randomly[9]. The nature of integrative innovation is the change of capability. 
Thirdly, total innovation management (TIM) is a theory contributing to promote 
competitive advantage at this stage [10]. TIM derives from synergy theory, and it 
consists three all and one synergy, including all–involvement, all-element, all-time 
place, and total synergy [11]. All-involvement innovation refers to innovation by all 
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individuals. All-elements innovation includes the integration among technological and 
non-technological factors—strategy, culture, organization, institution, and market. All 
time-space innovation means innovating all the time and in all space. TIM emphasize 
the totally synergy process of enterprise innovation combining different innovative 
factor [10]. As an emerging theory based on Chinese innovation characteristics, TIM is 
defined as a system for enterprise to promote sustainable innovative capability and 
competitive advantage. 

2.2 How TIM Leverage Innovation Capabilities of Firms  

Based on the TIM theory, innovation elements of innovation are distinguished in the 
process of capability leveraging.  According to the research of 44 SMEs located in 
Zhejiang, Fujian and Shandong province, Strategy, technology, organization, market, 
culture, alliance, basic, learning, and creativity have been recognized as very important 
elements of innovative capability among the innovative factors. In terms of the enabler 
of each element, the NPD (new product development), entrepreneur and innovator play 
more important role on factors than other enabler. Specially, the entrepreneur has the 
most important influence on most of the factors--strategy, organization, market, 
culture, alliance, basic and learning--and ultimately affects the innovative capability 
leveraging (see Table 1)[12]. In one word, the capability of entrepreneur in the 
organization plays critical role in enhancing the innovation performance and promoting 
the innovative capability. However, how the capability of the organization leverages 
over time by the entrepreneur and how to describe such development appear to be open 
questions. Adner and Helfat (2003) identify the three main elements supporting 
managerial capabilities as managerial human capital, managerial social capital, and 
managerial cognition [13]. In this study, we use these elements to describe the 
managerial capabilities of the entrepreneur and explore how they improve the 
capability of the organization in different stages.  

Table 1. Influence of different innovative enabler on the innovative factors 

Factor 

Enabler 

Strategy Technology OrganizationMarketCultureAllianceBasicLearning Creativity 

Environment * * * ** * *  * * 

NPD * *** * *** * * * * * 

Entrepreneur ** * ** *** *** ** ** ** * 

Innovator * *** * ** * * * * * 

Employee    *** * *  *  

*** very important, **important, * commonly 

Note: NPD-new product development 
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3 Case Study: The Process of Innovative Capability Leveraging 
of Firm and the Capability Development of Entrepreneur in 
SMEs 

3.1 Research Setting 

Exploring the underlying processes of capability leveraging of entrepreneur requires a 
research setting that allowed an analysis of the role of the entrepreneur, innovative 
capability of the firm and interactions, at various points in time. Two cases-- Loope 
Co. Limited and Enjoy Co. Limited-- are selected because they had several features 
suitable for this purpose. First, they were both well-run SEMs, providing 10 years of 
data, and important leaders of the firm could be interviewed, including the founder. 
Second, they were both environmental protection industry, as a high-technology 
industry environmental protection industry heavily rely on organizational innovative 
capability and entrepreneur’s talent. Third, comparing with matured industry like 
manufacturing industry, environmental protection industry in China is an emerging 
industry, and it is clear to observe the path of innovative capability. 

3.2 The Main Role of the Entrepreneur in Different Stage: THE CASE OF 
LOOPE 

The process of capability development in Loope includes three periods, including the 
formative start-up stage (2005-2008), the developing stage (2009-2011) and the 
murmured stage (2012-today). The detailed information is displayed in Table 2.  

In the start-up stage Loope was a small enterprise ran by the founder Mr. Xia. The 
company introduced the advanced technology of ground-source heat pump from 
foreign company and the main problem was that market was urgently needed to be 
expanded. The founder of the company developed the market by visiting the potential 
customers himself. 

In the developing stage, the business demand increase and the organizational 
structure developed fast. With the increase of business, the organization expanded its 
size and a team was gradually built. A horizontal organization is gradually established 
during this period, and function departments were formed. The main issue in this stage 
is the cash flow problem because of the beginning of the depression of real estate 
industry. With the plenty of the social capital, the entrepreneur success in financing 
activities and overcome the problem. 

In the matured stage, the company faced the cash problem again, beside of financing 
activities, the executors decided to select potential customer to guarantee the program 
quality. During this stage, another main problem was the managerial capability didn’t 
match its business requirement. The CEO suggested the board chairman to adjust the 
governance structure to branch office system. 
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3.3 The Main Role of the Entrepreneur in Different Stage: THE CASE OF 
ENJOY 

The innovative capability development in Enjoy can be divided into three periods, 
including the formative start-up stage (2005-2006), the developing stage (2007-2012) 
and the murmured stage (2013-today). The detailed information is displayed in Table 3.  

In the formative start-up stage Enjoy was such a small enterprise that Mr. Ye, who is 
the company’s founder was the only staff in the organization and was responsible for 
all the issues in company at that time. Not only a manager, but also a salesman and a 
finance staff did Mr. Ye played. However, the main problem in this stag was the low 
rate of return on investment, and the development of the company was hindered. In 
order to deal with this problem, Mr. Ye made a significant decision that he adjusted 
its main business as offering sewage services in real estate industry at the end of 2006, 
because the real estate industry was flourished. With the keen insight of market, the 
entrepreneur noticed the booming of real estate industry and the new market of 
treatment equipment production. 

The main subject the company faced in the developing stage was cash flow problem 
because of the long Mat endowment time in real estate industry. To address this 
problem, the team decided to reduce the project number of real estate, and cultivate new 
booming industry liker rural sewage disposal and river channel ecosystem governance.  

In the matured stage, the company was merged and acquired by a public limited 
company named Xingyuan Filter Technology Co., Ltd. Then seven big center were 
found, including engineering management center, financial management center, 
enterprises development management center, technological management center and 
human resource management center. The leader in each center was directly response  
 

Table 2. The managerial capabilities of entrepreneurs of loope in different stage 

 

 
 
Content 

Development stage 
2005-2008 2009-2011 2012-today 

Main business Ground source heat pump 
central air-conditioning 
system; 

ground source heat pump 
program; energy storage 
systems 

district energy system 
planning; 

Main problem the 
company faces 

market expansion; Cash flow problem; managerial capability 
didn’t match its business 
requirement   

The way to solve the 
problem 

visiting the potential 
customers and  
expand the market; 

financing activities by the 
founder; 

The CEO suggested the 
board chairman to adjust 
the governance structure to 
branch office system; 

the role played by 
entrepreneur  

CEO is the executor and the 
decision maker;  

CEO is the coach of the 
TMT 
 

CEO is the leader of the 
TMT; also influenced by 
the TMT 

managerial 
capabilities of 
entrepreneurs 

managerial human capital, 
cognition 

managerial human capital, 
social capital, cognition 

social capital, cognition 
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Table 3. The managerial capabilities of entrepreneurs of Enjoy in different stage 

 

for the issue that enhanced the work efficiency of CEO. In order to overcome the 
development problem of technology integration with knowledge, the entrepreneur 
started to tend to cultivate talents in organization.  

3.4 The Relationship between the Managerial Capability of the Entrepreneur 
and the Firm’s Innovation Capability 

During the three development period in these two cases, we can see the entrepreneur 
play a critical but different role in every stage. In the first stage, the company is an 
individual household and CEO is the only entrepreneur. The main managerial 
capability of the entrepreneur is cognition. CEO’s capability transforms from his own 
resource and capability to the firm’s capability. In the second stage, there is a team 
composed by key staffs, with CEO as the core of the team. The managerial capabilities 
of the entrepreneur are enriched and managerial human capital, social capital and 
cognition are considered as the main capability. In the third stage, the firm develops as 
a highly structured organization, and the entrepreneur is top management team. The 
main problem an entrepreneur focus on is how to leverage the innovative capability. 
The TMT led by CEO enhance the organization capability. The main managerial 
capabilities are social capital and cognition. The internal mechanism of the capability 
leveraging is that, to fit the dynamic environment the managerial capabilities the 
entrepreneurs keep learning. And the external mechanism is that the dynamic 
environment pushes the evolution of managerial capability of the entrepreneur 
gradually. 

The relationship between entrepreneur and the firm’s innovation capability are 
shown in Figure 1. 

 
Content 

Development stage 
2005-2006 2007-2012 2013-today 

Main business Producing the water -
treatment equipment of central 
air conditioner; 

Sewage services project in 
 real estate industry; 

Rural sewage disposal; 
river channel ecosystem 
governance; 

Main problem the 
company faces 

Low rate of return on 
investment; 
Slow development speed; 

Long Mat endowment time 
in real estate industry ; 
Cash flow problem; 

Development of 
technology and integration 
of knowledge  

The way to solve the 
problem 

Adjust strategy ; 
Explore and 
expand the market; 

Adjust strategy to focus on 
the ecological governance 
project; 

Cultivate talents in 
organization; complete the 
institution; 

the role played by 
entrepreneur  
 
 
managerial 
capabilities of 
entrepreneurs 

The decision maker and the 
executor; The CEO’s 
capability transforms from his 
own resource and capability to 
the firm’s capability; 
managerial human capital, 
cognition 

The decision maker and 
strategy planner; 
The CEO lead the team to 
leverage the firm’s 
capability; 
managerial human capital, 
social capital, and cognition 

The strategy planner; 
The TMT led by CEO 
governance the 
organization; 
 
social capital, and 
cognition 
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Fig. 1. The relationship between entrepreneur and the firm’s innovation capability 

4 Conclusion 

Based on the case of Loope and Enjoy, this paper focuses on the relationship between 
entrepreneur’s capability and the firm’s innovation capability.  

First, the roles entrepreneurs play and the main managerial capability in different 
development stages are described. At initial stage, the cognition capability of the 
founder plays an important role for the firm’s survival. At the developing stage, all the 
managerial capability (managerial human capital, social capital, and cognition) are 
developed to fit the requirement of organization and the external environment. At the 
matured stage, the CEO focus on the strategic decision making and platform building. 

Second, the mechanisms of the capability leveraging are researched. The internal 
mechanism of the capability leveraging is that entrepreneurs keep learning to fit the 
dynamic environment. And the external mechanism is the dynamic environment pushes 
the evolution of managerial capability gradually and in turn leverages the 
organizational capability.     

 
 
 
 
 
Entrepreneur is Top Management 
Team (social capital, and cognition) 

Entrepreneur is CEO 
(cognition) 

The first stage 
The CEO’s capability 
transforms from his own 
resource and capability to the 
firm’s capability; 

The second stage 
The team with the core of CEO 
leverages the firm’s capability; 

The third stage 
The TMT led by CEO enhance 
the organization capability, 
and the CEO’s capability is 
enhanced by the TMT; 

Entrepreneur (main 
managerial capability) 

Path of firm’s innovative 
capability leveraging    

Entrepreneur is a Team 
composed by key staffs; CEO 
is the core of the team 
(managerial human capital, 
organization, social capital, 
and cognition) 
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Third, the relationship between managerial capability of the entrepreneur and the 
firm’s innovation capability are explored. In the first stage, CEO’s capability 
transforms from his own resource and capability to the firm’s capability. In the second 
stage, CEO leads the team to enrich the managerial capability and leverage the firm’s 
capability. In the third stage, the CEO’s ability cultivates the TMT’s ability to combine 
specialized knowledge streams and strategy, and the TMT reinforces the CEO’s own 
dynamic managerial capabilities. Both of them enhance the organizational capability. 
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Abstract. Hurst model has received significant interest in recent years and are 
being increasingly used to explain the stochastic phenomenon with long term 
dependency such as stock market fluctuations. Different from existing methods 
in traditional integer dimension construction, this paper proposes a novel 
fractional dimension derivation along with the exact algorithm involving the 
fractional norm definition and the fractional center moment extension, which 
ends up a complex Hurst parameter. The proposed algorithm provides more 
granularities in terms of the norm and the center moment that eventually 
leading to the detail revealing of the underline stock marketing drivers from 
both real and imaginary angles. The calculation results demonstrate that the 
complex model is able to distinguish the subtle difference between the stock 
market performances for the same field that the real model may overlook. We 
take the e-commence cluster of online related companies as an example.   

Keywords: Fractional norm, stock exchange, complex Hurst, electronic commence.  

1 Introduction 

Hurst algorithms are used in analyzing real-world implementations, i.e. it comes as 
the trusted analytic solution, but typically tends to have challenges in software 
implementation cost and time, that leads to a demand for simpler software solution by 
using complex theory. Hurst algorithms have received significant interest in recent 
years and are being increasingly used to solve real-world problems. Among them are 
combination of two or more algorithms involving numerical algorithms, analytic 
calculation [1], and other computational techniques, such as, artificial intelligence  
[2], [3] and [4], fuzzy systems [5] or simulation [6], etc.  

Fractal Market Hypothesis (FMH) was first introduced by Edgar E. Peters (1994) 
[7]. Being different from the traditional Efficient Market Hypothesis (EMH), FMH is 
based on a nonlinear dynamic system, which makes it more reasonable according to 
the reality. Especially, it emphasizes the influences on the behaviors of investors 

                                                           
* Corresponding author.  



216 Q. Zou, Y. Hu, and J.S. Huang 

 

caused by the difference of information reception and lengths of investing time 
horizons, or states the existence of fractal structure in stable markets. 

FMH states that the capital market is formed by large amounts of investors with 
various beginning investment points, so the same market information may have 
different impacts on the individuals: Some might response at the moment when they 
receive the information, while others, perhaps the majority, may choose doing nothing 
until the information is confirmed and obvious market trends appear. Moreover, the 
existence of irrational investors cannot be ignored. Thus the number of daily, weekly 
or monthly transactions may not stay uniform. Starting from the normality test on the 
price change of capital market, Peters has proved that the assets’ prices and returns in 
the capital market follow the fractional Brownian motion by using standard R/S 
analysis.  

After the phase space reconstruction of time series, he also succeeded in 
calculating the fractal dimension and the Lyapunov exponent of the capital market 
[8], the dynamical system of which, in this way, has been successfully analyzed. 
However, the spread and practice of the FMH are hold back because of the difficulty 
in mathematical modeling. This paper will simplify the process of modeling by 
amending thoroughly the basis of fractal theory and applying “Complex Hurst”(which 
is equivalent to R/S analysis in Real domain, and beyond R/S for additional imaginary 
value), so that the analysis can be carried out rapidly by running the MATLAB tool.  

Traditional R/S method has its own weaknesses. On one hand, researchers have to 
put particular emphasis on either modeling [9],[10],[11],[12] or calculation [13], [14], 
since these two steps cannot synchronize perfectly. Although numerical analysis is 
precise in theory, however, on the other hand, computers are unable to realize the 
theoretical accuracy, where uncontrollable error accumulation occurs. Not only the 
artificial intelligence, fuzzy systems, but also simulation, modeling, all have above 
drawbacks caused by the error accumulation or inaccuracy of modeling. Therefore, a 
new method called complex Hurst based on fractional norm is presented in this article 
to give an easy and fractional precise way to solve the real-world problems. Based on 
the thoughts of functional analysis [15],[16],[17],[18], it gives definitions of fractional 
norm and fractional center moments, and consequently ensures the precision while 
simplifying the calculation. In general Matlab is preferred, others like Excel is not 
impossible. 

2 Review of Hurst Model and Fractional Analysis 

The Hurst parameter is used as a measure of long-term memory of time series. It 
relates to the autocorrelations of the time series, and the rate at which these decrease 
as the lag (grouping) level between pairs of values increases. Studies involving the 
Hurst parameter were originally developed by Hurst himself, in hydrology for the 
practical matter of determining optimum dam sizing, for the Nile river's volatile rain 
and drought conditions, that had been observed over a hundred years. The name 
"Hurst coefficient", derives from Harold Edwin Hurst (1880–1978), who was the lead 
researcher in these studies. 



 Definition of Complex Hurst and Fractional Analysis for Stock Market Fluctuation 217 

 

In fractal geometry [19],[20], the generalized Hurst exponent has been denoted by 
H in honor of both Harold Edwin Hurst and Ludwig Otto Hölder (1859–1937), who 
set up the theoretical frame work for Hurst, by Benoît Mandelbrot (1924–2010). H is 
directly related to fractal dimension, D. However, so far, the H remains as a pure real 
number. We are going to extend it to a complex number in this paper, for the first 
time, and along with some application samples. 

The Hurst parameter is referred to as the "index of dependence" or "index of long-
range dependence". It quantifies the relative tendency of a time series either to regress 
strongly to the mean or to cluster in a direction. A value H in the range 0.5–1 
indicates a time series with long-term positive autocorrelation, meaning both that a 
high value in the series will probably be followed by another high value, and that the 
values for a long time into the future will also tend to be high. A value in the range 0 
– 0.5 indicates a time series with long-term switching between high and low values in 
adjacent pairs, meaning that a single high value will probably be followed by a low 
value, and that the value after that will tend to be high, with this tendency to switch 
between high and low values lasting a long time into the future. A value of H=0.5 can 
indicate a completely uncorrelated memory less series, such as Poisson point process 
[21],[22]. 

The slope of the IDC (Index of Dispersion for Count – ratio of variance) curve 
(Fig. 1) gives the Hurst parameter from equation 1. As shown from the curve, the 
Fractal effect [23] calms down, but does not disappear, for this reason we call it 
persistent Hurst phenomenon [24]. 

 

Fig. 1. IDC over Level of Grouping 

                                            (1) 

3 Definition of Fractional Norm 

In order to define a complex Hurst value, we need to establish the Fractional norm 
and Fractional moment in sequence. 
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3.1 The Lemmas 

Lemma 1. (Hölder Inequality)  p,q  are real number. Suppose p >1,
1

p
+ 1

q
= 1, for all 

x = (ξi ) ∈ l p  and y = (ηi ) ∈ l p , one has 

ξiηi

i=1

∞

∑ ≤ ξi

p

i=1

∞

∑
⎛

⎝
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⎠
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1/ p

ηi

q

i=1

∞

∑
⎛

⎝
⎜

⎞

⎠
⎟

1/q

. 

Lemma 2. (Minkowski Inequality)  Suppose p ≥1, for all x = (ξi ) ∈ l p  and y = (ηi ) ∈ l p , 

one has 

ξi +ηi

p

i=1
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⎝
⎜

⎞
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⎟

1/p
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⎟

1/ p

+ ηi

p
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∞

∑
⎛
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⎜

⎞

⎠
⎟

1/p

.
 

Review of the definition of the norm: for a mapping: : E → E , if it satisfies: 

N.1) Nonnegative: x ≥ 0 . 

N.2) Scaling: αx = α ⋅ x ,α ∈ . 

N.3) Triangular inequality: x + y ≤ x + y , x, y ∈ E . 

Then  is called a norm. 

According to Lemma 1 and Lemma 2, we can prove the Euclidean norm 

             
x = ξi

2

i=1

n

∑
⎛

⎝
⎜

⎞

⎠
⎟

1/2                               (2) 

It satisfied the norm axioms. 

Proof. N.1) It is obvious that Euclidean norm satisfied the nonnegative property, and 
x = 0  if and only if x = (0,0, ,0). 

N.2) for allα ∈ , 

αx = (αx1)2 + (αx2 )2 + + (αxn )2( )1/2 

= α 2 (x1
2 + x2

2 + + xn
2 )⎡⎣ ⎤⎦

1/2
= α ⋅ x . 

N.3) According to Lemma 2, we can obtain 

x + y = ξi +ηi
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= x + y . 

So, the definition of Euclidean norm is reasonable.                              □ 

3.2 Precursor for the Definition of Fractional Norm 

Definition 1. For all  a > 0,a ≠1, x ∈ , define 

    

ax =
sup
r≤x

{ar : r ∈ },a >1,

inf
r≤x

{ar : r ∈ },0 < a <1.

⎧

⎨
⎪

⎩
⎪

                            (3)
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Now, we explain the rationality of this definition.  
If x ∈ C  (irrational number), there exists a rational number r0

 such that x < r0
, so 

when rational number r < x , one has r < r0
. According to the properties of rational 

power: when a >1, one has ar < ar0 , it shows that nonempty set 

{ar :r < x,r ∈ } 

It has upper bound, from the supremum and infimum principle, the set has 
supremum and the supremum is unique. So, the right side of the first expression in 
equation 3 is a certain number. In the same way, when 0 < a <1, the right side of the 
second expression in equation 3 is a certain number too. Consequently, for x ∈ C , 
the definition is rational and meaningful. 

Below we show that the right side number of (3) is ax
. 

When a >1 for any α < ax
, if α ≤ 0 , then ar ∈ {ar :r ∈ ,r < x} , so ar > α ; 

ifα > 0 , according to rational density property there exist r0 ∈ , that 

loga α < r0 < x(loga α < loga ax = x), 

Which means ar0 > α and ar0 ∈ {ar :r ∈ ,r < x}, thus 

sup
r<x

{ar : r ∈ } = ax . 

For 0 < a <1 the same arguments hold. 
If x ∈ , the definition is “ r ≤ x”, so it is right the rational power. For this, we 

can see Definition 1 contains rational power. Consequently, for x ∈ , the definition 
is rational and meaningful too. 

In summary, the norm from Definition 1 is rational and meaningful for the 
dimension with both rational number and irrational number. 

3.3 The Generalization of the Norm Definition 

Let’s review the integer norm definition first: 

x
m = xi

2
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n
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On Euclidean norm we define x
1±1

r . 

Definition 2. ∀x ∈ l p
, define  

x ⋅ xr = x
1+1
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2

i=1
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2r . 

Where r ∈ [1,+∞). 
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Since  is Euclidean norm, where Section 3.1 has shown that it is meaningful, as 

such Definition 2 is reasonable as well. 

Definition 3. ∀x ∈ l p
, define 
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Since the current norm definition is derived from previous norm definition, as such 
it stands well too.  

Definition 4. ∀x ∈ l p
, define 

1
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Where r ∈ [1,+∞). 

Definition 5. ∀x ∈ l p
, define 
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Now, we have established the concept of the Fractional norm, we can move on to 
the Fractional moment, of particular interests to us here is the Fractional center 
moment. 

4 Definition of Fractional Moments 

In order to calculate the Fractional center moment, we need first to generalize the 
Binomial formula from integer domain to real domain.  

4.1 Generalized Binomial Formula 

Definition 6. ∀r ∈ ,  Let’s define 

(x + y)r = r
k

⎛

⎝
⎜

⎞

⎠
⎟xr−k yk

k=0

∞

∑ , 
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Where 
r
k

⎛

⎝
⎜

⎞

⎠
⎟= r(r −1) (r − k +1)

k!
= (r)k

k!
 and Pochhammer symbol ( )k  

represents the falling factorial. 
If r ∈ , 

(r)k = r(r −1) (r − k +1) . 

If r ∈ , 

 
(r)k = r(r −1) (r − k +1) = Γ(r +1)

Γ(r − k +1)
. 

 Γ( )  is Gamma Function. 

4.2 Backward Compatibility of Generalized Binomial Formula 

For integer binomial formula, when k > n , we have n
k

⎛

⎝
⎜

⎞

⎠
⎟= 0. For the generalized real 

binomial we then have x
k
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⎝
⎜
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⎠
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3
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, 
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k
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⎟= 0 . If x is not natural, x,(x −1), ,(x − k +1)  will contain no zero, 

thus x
k
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⎝
⎜

⎞

⎠
⎟≠ 0. 

For x > k  situation, if x is natural, then generalized real binomial and traditional 
integer has no difference, in another word, the traditional binomial formula is a 
special case of our generalized real formula, the new formula is backward compatible, 
but it allows us do much more, as shown below.  

4.3 The Main Formula for Real Binomial Coefficient 

Theorem 1. −x
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⎟.                                □ 
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4.4 The Definition of Fractional Center Moment 

Definition 7. Givenξ  as a discrete random variable (D.R.V), ξE  exist, define k order 

center moment as 
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Where 1< k < 3. 
According to section 4.2 if we let k  be the integer in (4), then (4) is traditional 

center moment, as such we conclude the Fractional center moment is also backward 
compatible. 

5 Definition of Complex Hurst 

5.1 Fractional Dimension of Fractal Market 

Judean mathematician F.Hausdorff, the founder of topology, argued that instead of 
discrete changes, the dimension of a continuous space changes continuously. 
Hausdorff believed in the existence of fractional dimension, which has been proved to 
be true. For example, the fractional dimensions of Cantor set, Sierpinski triangle [25] 
and Menger sponge [26],[27] are 0.63, 1.58, and 2.72 respectively. But their lengths, 
areas and volumes are all equal to 0 under the sense of integer dimension. Koch curve 
has fractional dimension 1.26 and infinite length while its area has a finite limit, 
sounds quite contradictive. Consequently, the system of the integer dimension has got 
many limitations, it is necessary to introduce some new concepts here. 

This non-integer dimension, denoted by D , is called Hausdorff dimension, or 
fractal dimension. It does not equal to an integer in most cases. 

Hurst was a hydrologist who had controlled reservoirs for a long time. During 
years of work, he found that most natural phenomena follow some kind of “biased 
random walk”, i.e. there is a trend with noise terms. In 1940s, Hurst made an 
intensive study of this biased random walk and proposed a new statistical coefficient: 
Hurst exponent, a real number. It was first used to measure the time-dependent 
strength of tendency and noise, but nowadays, it has been widely applied in analyzing 
chaos and fractal of the capital market. 

In 1972, Mandelbort [28],[29] applied R/S analysis, which was made use of by 
Hurst when studying Hurst exponent, to study the changes of stock returns for 
investment in American Securities Market. Peters [7] considered R/S analysis as the 
most important tool in the FMH, so he has conducted detailed discussions and has 
carried out plentiful empirical verification studies. 
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However, the difficulty in R/S calculation for Hurst results in the fact that this 
method can only be applied to a large amount of representative data, which are 
usually obtained from daily, weekly, monthly and yearly data, in order to gain some 
insight view. 

Another problem is that most people only focus on the analysis of Hurst exponent 
while they ignore the numeration of the fractional dimension of the fractal market 
itself. Thus, it is important to find the relationship between Hurst exponent and the 
fractal dimension, so that distinguishing quickly between the trend of developed 
unified market and that of emerging fragmented market becomes possible. 

FM dimension D and its Complex Hurst parameter CH  (the definition of  
CH  will be given in the next subsection) have following relationship: 

r

N
D

/1log

log= , 

Where N is Fractal number, r is segmentation ratio.  

5.2 Complex Hurst Parameter 

Based on the functional theory, applying above mentioned relationships, we put 
forward a Complex Hurst parameter, as below. 

Definition 8. Define Complex Hurst parameter as 

CH =
1+ log

IDC(m)
IDC(1)

⋅ log
Level(1)
Level(m)

2
, 

Where IDC means the Index of Dispersion for Count [30] [31], 

IDC = E(ξ − Eξ )k

μ
,

 

μ  represents the mean of ξ . Grouping Level is the X-axis in Fig 1. m  

represents the last point. 
In a similar way Hurst used to confirm Hurst Parameter [32] [33],  

we can obtain that −0.5 < Re(CH ), Im(CH ) <1.5 , which means that 

−0.5 < Re(BH ), Im(BH ),Re(IH ), Im(IH ) <1.5 . BH represents Backward Hurst and 

FH represents Forward Hurst. 
In Forward Hurst, we used the way of forward accumulation, with F>2; it contains 

all the forward information.

 

In Backward Hurst, we used the way of backward 
accumulation, with F<2; it contains all the backward information.  

The physical meaning of the real part of H is explained as the traditional Hurst 
model, the imaginary part is explained as the uncertainty of the real part, it can also be 
understood as a measure of the amount of multi-Fractal of the point process. The high 
the imaginary part of stock means more underline diversity of a company, in terms of 
number of locations, employee culture mix or delivered product lines span etc. Which 
can be observed below to some extends. 
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5.3 Complex Irreversibility Hurst Parameter 

Based on the reverse time theory, applying above mentioned complex Hurst formula, 
we put forward a Complex Irreversibility parameter, as below. 

2

FH BH
IH

−= . 

Where IH ∈ (−0.5,1.5) represents Irreversibility Hurst.  

The irreversibility is used to judge if the stock market will repeat itself in future, 
the lower the value, the better chance it will repeat, the high the value, unlikely it will. 

When −0.5 < Re(CH ) <1.5 , the fractional dimension of fractal market 

D = 2 − Re(CH ) [34]. 

6 MATLAB Calculations 

Figure 2-4 are the calculation results for online business related companies’ recent 
stock fluctuation, using 1.5th, 2.0th and 2.5th  order of the “variance”, where 2.0th is the 
normal variance:  

  

Fig. 2. Forward and Backward IDC Graphs (F=1.5, half way to Mean) 

  

Fig. 3. Forward and Backward IDC Graphs (F=2.0, normal Variance) 
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Fig. 4. Forward and Backward IDC Graphs (F=2.5, near 3rd moment) 

From which we can see, each company may stay together or apart from each other, 
depends on which Fractional “angle” F you examine them.  

Table 1. Diversity and Reversibility Comparison 

Company Re(FH ) 

F=2.5 
Im(FH )

F=2.5 
Re(BH ) 

F=1.5 

Im(BH ) 

F=1.5 

Re(IH ) 
ΔF=0.5

Im(IH ) 
ΔF=0.5

eBay 1.2529 -0.0477 0.0645 0.0196 0.5942 -0.0337 
Microsoft 0.9756 0.0308 0.7929 -0.0103 0.0914 0.0206 

Baidu 0.7681 0.0285 0.8119 -0.0088 -0.0219 0.0186 
Vodafone 1.1049 0.0213 0.7720 -0.0070 0.1665 0.0142 

Nokia 0.9958 0.0151 0.7891 -0.0059 0.1034 0.0105 
Apple 1.0746 0.0137 0.7870 -0.0042 0.1438 0.0090 

Samsung 1.2304 -0.0108 0.7128 0.0022 0.2588 -0.0065 
Amazon 1.2035 0.0052 0.7332 -0.0015 0.2352 0.0034 

From above table, we can see that eBay is one time stock, if you missed the chance 
to be rich, it will never come back to you! The imaginary part of eBay is high, since 
the number of M&A went through is on top of all other companies, it has great 
diversity of products and capitalism culture as well. Baidu is the one in China, 
influenced by local socialism policy, its reversibility is negative. Samsung is the one 
from Korea, influenced by tight-controlled family-oriented operation strategy, its 
diversity is also negative. 

7 Conclusion 

This study has been able to construct a complex Hurst for fractional analysis of fractal 
stock market fluctuation using fractional norm basis with simple algorithm coded in 
Matlab, other similar tools can be used too. This novel complex Hurst model reveals 
extra performance index over the traditional real Hurst model. The study also 
provided graphical comparisons of the traditional calculation of the integer dimension 
with that of the fractional dimension. The results of the complex Hurst calculation 
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show the difference between well established unified stock and new emerging 
fragmented stock, that traditional Hurst definition and calculation may overlook.  

It is envisioned that the complex model is a good alternative in the stock market or 
risk analysis and will go a long way to help developing Complex Fractal theory and 
easier practical applications. The calculation is fairly simple, accurate enough and 
backward compatible with traditional model and calculations. The example code is 
available from Matlab file exchange server. 
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Abstract. Supplier selection is one of the most important activities in purchas-
ing management. Once the suppliers are determined, the proper allocation of the 
order among the suppliers can greatly help the company to reduce the raw ma-
terial and production costs. In this paper, the order allocation with quantity  
discount of a single product is considered. The product can be offered with ei-
ther an all unit discount model or an incremental discount one. Since the prob-
lem is NP-hard, three metaheuristics are applied to solve the problem. The meta-
heuristics are water cycle algorithm, artificial bee colony algorithm and hybrid 
water cycle-artificial bee colony algorithm. The results obtained from these algo-
rithms are then compared. 

Keywords: Water cycle algorithm, Hybrid water cycle and artificial bee colony 
algorithm, Order allocation problem, Quantity discount.  

1 Introduction 

A large portion of the product cost in many manufacturing industries is from the cost 
of raw materials. In some cases, this cost can be accounted for 70% of the product 
cost, and may go up to 80% in hi-tech firms. It is thus important for the management 
to recognize the importance of reducing the cost of material procurement to improve 
the competitiveness of the firms [1-4].  

Basically, there are two types of the supplier selection problem: single sourcing 
where only one supplier can satisfy all buyer’s requirements and multiple sourcing 
where one supplier cannot satisfy all buyer’s requirements due to supplier capacity 
limitation or sometimes to reduce the risk of supply interuption [4]. The situation 
becomes more complicated when the suppliers motivate their customers to buy more 
by offering quantity discount. Two popular quantity discount schemes are called all 
unit discount and incremental discount. Moreover, some studies in this area may be 
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interested in cases with pure all unit discount or pure incremental discount. It is 
possible in an actual setting that different suppliers may offer different discount 
models (or a mixed discount scheme). In addition, the suppliers may impose a fine if 
the buyer purchases less than a prespecified amount in exchange for preferably 
allotting their capacities for the buyer as explored in Chotyakul et al. (2012).  

The supplier selection and quantity allocation decision problem under quantity dis-
count environment is an NP-Hard problem [5]. In previous studies, there are several 
methods used in solving this problem, and may be classified into three groups: (i) 
exact methods, (ii) heuristics, and (iii) metaheuristics algorithm such as genetic algo-
rithm (GA) [1] and artificial bee colony (ABC) [7]. The first two methods sometimes 
require a long computational time to find the optimal solution, whereas metaheuristics 
may obtain near optimal solutions within a reasonable amount of time. Thus, this 
paper adopts metaheuristics to solve the problem [5,6].  

Recently, a new algorithm called water cycle algorithm (WCA) was developed and 
tested on truss structure design problems. Their results showed that the WCA per-
formed better than standard GA and particle swarm optimization [8,9]. Inspired by 
their success, we apply the WCA on an order allocation problem with mixed quantity 
discount. We also develop a hybrid water cycle-artificial bee colony algorithm 
(HWAA) and test it on the same problem. These results are then compared with those 
from ABC. 

This paper is organized as follows. Section 2 presents a mathematical model of the 
order allocation problem with a mixed quantity discount scheme. Section 3 briefly 
describes the WCA and HWAA. The numerical experiment is explained in Section 4. 
Section 5 discusses the results. Finally, Section 6 concludes the paper. 

2 Mathematical Model 

2.1 Assumptions and Notation 

Assumptions: 

• The demand for the product is known and may be fulfilled by the suppliers. 
• Each supplier offers one of the following quantity discount schemes: all unit  

discount or incremental discount. 
• Each supplier imposes a minimal monetary value (MMV) constraint. 
• The supply capacity of each supplier is finite. 
• The buyer purchases to fulfill the demand of merely one period. 
• The product must be purchased in whole units. 

Notation: ݆ Index of suppliers ; j = 1, 2, 3,…,S  ݇ Index of discount intervals ; k = 1, 2, 3,…,Kj ܵ Total number of suppliers ݏଵ  Number of suppliers who offer all unit discount scheme 
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 Cost function of the purchased quantity from supplier j who offers all unit (ݔ) Purchased quantity from supplier j who offers incremental discount ܲݕ  Purchased quantity from supplier j who offers all unit discountݔ  Total number of discount intervals of supplier jܭ ଶ Number of suppliers who offer incremental discount schemeݏ
discount in discount interval k  ܲ(ݕ) Cost function of the purchased quantity from supplier j who offers incremental 
discount in discount interval k   Unit price of product offered by supplier j before the discount is applied  ݑ Upper bound of the quantity discount interval k offered by supplier j ݈ Lower bound of the quantity discount interval k offered by supplier j ݀ Unit price discount rate on discount interval k offered by supplier j  ܥ Maximum supply capacity of supplier j ܦ Total demand of the product ܸ    Minimum purchase agreed with supplier j  ݂ Fine rate applied to the unpurchased amount from supplier j in comparison to 
the minimum purchase agreed  

2.2 Mathematical Formulation 

Using the above notation, the problem is formulated as the following. 

Objective Function. The objective is to minimize the total purchase cost as shown in 
Eq. (1). The first term in the objective function consists of the costs incurred by the all 
unit discount and by the incremental discount, respectively. The second term in the 
objective function is the cost due to the penalty imposed on the buyer (the fine) if the 
MMV is not met. 

 Minimize Total Purchase Cost ൌ ∑ (∑ ܲ(ݔ)ೕୀଵ   ݂ ݔܽ݉ ቄ ܸ െ         ∑ ܲ(ݔ)ೕୀଵ , 0ቅ)௦భୀଵ  ∑ (∑ ܲ(ݕ)ೕୀଵௌୀ௦భାଵ 
݂ ݔܽ݉ ቄ ܸ െ ∑ ܲ൫ݕ൯ೕୀଵ , 0ቅ)   (1) 

Constraints. Capacity constraint. The purchased quantity from each supplier is less 
than or equal to the supplier’s production capacity.  

ݔ   ݆  whereܥ  ൌ 1,2, … , ݕ ݀݊ܽ ଵݏ  ݆  whereܥ  ൌ ଵݏ  1, ଵݏ  2, … , ܵ (2) 

Demand constraint. The sum of the quantities purchased from all suppliers must satis-
fy the demand of the product. 

 ∑ ௌୀଵݔ    (3)     ܦ

Discount constraints. The purchased quantity from each supplier who offers all unit 
discount ݔ and incremental discount ݕ  must be equal to or between there lower 
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and upper bound of the discount interval ݇. Therefore, the only one of the discount 
interval ݇ that the purchased quantity from the selected supplier falls within must be 
selected. The purchase cost of the purchase quantity to be charged by the total price 
under all-unit, ܲ(ݔ) and incremental, ܲ(ݕ) discount can be formulated as:  

• All unit discount 

 ܲ൫ݔ൯ ൌ ൜ݔ൫1 െ ݀൯     ;  ݈  ݔ  ;   ݑ  1  ݆  ,ଵݏ ;                                                             0 ݇   (4)       ݁ݏ݅ݓݎ݄݁ݐܱ 

• Incremental discount 

 ܲ൫ݕ൯ ൌ ቐ൫∑ ൫ݑ െ ,ିଵ൯൫1ݑ െ ݀൯  ൫ݕ െ ,ିଵ൯൫1ݑ  െ ݀൯ିଵୀଵ ൯                                     ;  ݈  ݕ  ଵݏ ݂݅  ݑ  1  ݆  ܵ, ;                                                                       0 ݇  (5)                       ݁ݏ݅ݓݎ݄݁ݐܱ

Nonnegativity constraint. Eq.(6) specifies that the decision variables are nonnegative 
integers. 

ݔ    ݆  ݁ݎ݄݁ݓ 0 ൌ 1, 2, … , ݕ ݀݊ܽ ଵݏ   ݆  ݁ݎ݄݁ݓ 0 ൌ ଵݏ   1, ଵݏ  2, … , ܵ  (6) 

3 Algorithms 

3.1 Water Cycle Algorithm 

The water cycle algorithm (WCA) is a relatively new algorithm proposed by Eskan-
dar et al. in 2012. The algorithm is inspired by observation of water cycle and how 
rivers and streams flow downhill towards the sea in the real world. The initial popula-
tion in the algorithm is called raindrops. The best (in term of the objective function 
value) of the raindrops is chosen as the sea. Then some top raindrops are chosen as 
rivers and the rest are streams. Like in the nature, streams are created from raindrops 
and flow downhill from one place to another and join each other to form new rivers 
and end up in the sea (the best point). The WCA is adapted to solve the optimal order 
allocation problem under a mixed quantity discount scheme with the following de-
tails: 

  
Step 1:  Randomize the initial raindrops by Eq. (7)  

ݔ  ൌ (0,1)݀݊ܽݎ  כ ; ௫ݔ  ݅ ൌ 1, 2, 3, … , ܰ ܽ݊݀ ݆ ൌ 1, 2, 3, … , ௩ܰ (7) 

Where ݔ  is the product quantity purchased from supplier j at raindrop number i,  ݔ௫ is the maximum capacity of supplier j and rand(0,1) is a random number be-
tween 0 and 1. We denote ܰ as the initial population of raindrops and ௩ܰ ൌ ܵ 
or the number of suppliers.  
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Step 2: Calculate the objective function value (total purchase cost) of each raindrop 

ݐݏܥ  ൌ  (8)             (ݔ)݂

The best of the raindrops is chosen as the sea, some few top raindrops are chosen 
as the rivers and the rest are streams.  

 
Step 3: Calculate the intensity of flow (ܰܵ) using Eq. (9) to assign the streams to 
rivers and rivers to sea 

 ܰܵ ൌ ݀݊ݑݎ ൜ฬ ௦௧∑ ௦௧ಿೞೝసభ ฬ ൈ ோܰௗ௦ൠ ;   ݊ ൌ 1,2, … , ௦ܰ (9) 

Where ௦ܰ  is the number of rivers and sea 
 

Step 4: Streams are created from raindrops and flow to join each other to form new rivers 
and sea. The new positions of streams and rivers is determined by Eqs. (10) and (11).  

 ௌ௧ݒ  ൌ ௌ௧ݔ   (0,1)݀݊ܽݎ  ൈ ܥ ൈ ൫ݔோ௩ െ  ௌ௧൯ (10)ݔ 

 ோ௩ݒ  ൌ ோ௩ݔ   (0,1)݀݊ܽݎ  ൈ ܥ ൈ ൫ݔௌ െ ݔோ௩൯ (11) 

Where C is the value between 1 and 2 (near to 2). The best value for C may be chosen 
as 2. If the solution given by a stream is better than its connecting river, the positions 
of river and stream are exchanged (i.e. the stream becomes the river and vice versa). 
Such exchange can similarly happen for rivers and sea. 

 
Step 5: The evaporation process is proposed to avoid getting trapped in local optima.  
The following pseudo code shows how to determine whether or not river flows to the 
sea.  
 ݂݅         หݔௌ െ ݔோ௩ห  ൏  ݀௫        ݅ ൌ 1,2,3, … , ௦ܰ െ 1 

Evaporation and raining process 
End if 
 

Where ݀௫ is a small number close to zero and use for control the search intensi-
ty near the sea. Reduce the value of ݀௫ by Eq. (12)  

 ݀ାଵ௫ ൌ  ݀௫ െ  ௗೌೣ௫ ௧௧ (12) 

Step 6:  After the evaporation process, the raining process is executed by: 

௪ௌ௧ݔ  ൌ ݔ   (0,1)݀݊ܽݎ  ൈ ൫ ݔ௫ െ  ൯ (13)ݔ
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3.2 Hybrid Water Cycle-Artificial Bee Colony Algorithm 

The hybrid water cycle-artificial bee colony algorithm (HWAA) integrates two na-
ture-inspired metaheuristics: WCA and artificial bee colony (ABC) algorithm. More 
details of the ABC algorithm can be found in the literature such as [11,12]. The main 
structure of HWAA is based on WCA except for the step of finding new positions of 
streams in Eq. (10). We replace this step by a step when a new candidate food source 
position in ABC algorithm is determined. The new step is: 

 ௌ௧ݒ  ൌ ோ௩ݔ   (0,1)݀݊ܽݎ  ൈ ൫ݔோ௩ െ  ௌ௧൯ (14)ݔ 

Where r is new random candidate of existing food source    

4 Numerical Experiment 

From the model in Section 2, several parameters are set with the following values.  

1. The total demand is 35,000 units  
2. Possible discount rates that determine discount intervals (݀): 0% 3% 10%, 0% 5% 

10%, 0% 5% 7% 
3. The penalty rate ( ݂) of the unmet MMV: 20% 
4. There are two cases considered here. The first one is composed of 10 suppliers and 

the other 20 suppliers 
5. Six cases of different ratios of the number of suppliers who offer the all unit 

discount vs. the incremental discount over the total number of suppliers are: 100:0, 
80:20, 60:40, 40:60, 20:80 and 0:100 

Details of the discount intervals of the suppliers are shown in Table 1 and 2. 

Table 1. Lower bound and upper bound of quantity discount for 10 suppliers 

 

1 2 3 4 5 6 7 8 9 10

l ik 0 0 0 0 0 0 0 0 0 0

u ik     799     499  1,679  1,719     579     859  1,099  1,639     419     699

l ik     800     500  1,680  1,720     580     860  1,100  1,640     420     700

u ik  2,799  1,749  5,879  6,019  2,029  3,009  3,829  5,739  1,469  2,449

l ik  2,800  1,750  5,880  1,020  2,030  3,010  3,850  5,740  1,470  2,450

u ik  4,000  2,500  8,400  8,600  2,900  4,300  5,500  8,200  2,100  3,500
3

Supplier (j )
k

1

2
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Table 2. Lower bound and upper bound of quantity discount for 20 suppliers 

 

Table 3. Supply information of the 10 suppliers case 

 

Table 4. Supply information of the 20 suppliers case 

 
 
The WCA and HWAA described in the previous section were then applied to solve 

the above problem. Both algorithms were written in C++ programming language and 
run on a computer with Intel® Core™ i5 2.50GHz and 4GB RAM. We set ܰ, ௦ܰ  
and ݀௫  to be equaled to 100, 5 and 1×10-5 for the WCA, and to 100, 25 and 
1×10-5 for HWAA. Each experiment setting was run 30 times (30 trials). The results 
are compared with those obtained by Chotyakul et al. (2012). 

1 2 3 4 5 6 7 8 9 10
l ik 0 0 0 0 0 0 0 0 0 0
u ik     380     480     860    740    280    360    300    760    440    340
l ik     381     481     861     741     281     361     301     761     441     341
u ik   1,330   1,680   3,010   2,590     980   1,260   1,050   2,660   1,540   1,190
l ik   1,331   1,681   3,011   2,591     981   1,261   1,051   2,661   1,541   1,191
u ik   1,900   2,400   4,300   3,700   1,400   1,800   1,500   3,800   2,200   1,700

k 11 12 13 14 15 16 17 18 19 20
l ik 0 0 0 0 0 0 0 0 0 0
u ik     420     400     800    300    260    240    960    320    460    900
l ik     421     401     801    301    261    241    961    321    461    901
u ik   1,470   1,400   2,800   1,050     910     840   3,360   1,120   1,610   3,150
l ik   1,471   1,401   2,801   1,051     911     841   3,361   1,121   1,611   3,151
u ik   2,100   2,000   4,000  1,500  1,300  1,200  4,800  1,600  2,300  4,500

1

2

3

Supplier (j )

1

2

3

k

Supplier
 (j )

Capacity C j  

(units)
Unit Price P j   

($)
MMV V j

m 

($)

Supplier
 (j )

Capacity C j  

(units)
Unit Price P j   

($)
MMV V j

m 

($)

1 4,000 106 84,800 6 4,300 94 80,840
2 2,500 91 45,500 7 5,500 107 117,700
3 8,400 92 154,560 8 8,200 99 162,360
4 8,600 106 182,320 9 2,100 91 38,220
5 2,900 109 63,220 10 3,500 95 66,500

Supplier
 (j )

Capacity C j  

(units)
Unit Price P j   

($)
MMV V j

m 

($)

Supplier
 (j )

Capacity C j  

(units)
Unit Price P j   

($)
MMV V j

m 

($)

1 1,900 106 40,280 11 2,100 98 41,160
2 2,400 91 43,680 12 2,000 93 37,200
3 4,300 92 79,120 13 4,000 104 83,200
4 3,700 106 78,440 14 1,500 107 32,100
5 1,400 109 30,520 15 1,300 103 26,780
6 1,800 94 33,840 16 1,200 105 25,200
7 1,500 107 32100 17 4,800 100 96000
8 3,800 99 75,240 18 1,600 105 33,600
9 2,200 91 40,040 19 2,300 95 43700
10 1,700 95 32,300 20 4,500 93 83,700
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5 Results and Discussion 

The results obtained from all three algorithms can be shown in Table 5 to Table 8. For 
the case of 10 suppliers, the best and the mean value of the objective function are 
shown in Table 5 and 6. Table 7 and 8 show the results for the case of 20 suppliers. In 
each table, the first column gives the percentage ratio of the number of supplier offer-
ing all unit discount and incremental discount. The next column shows the discount 
rate of the initial unit prices given in Table 3 and 4. The next part of the table shows 
the best or the mean value of the objective function obtained in 30 trials from each of 
the algorithms. Taking the difference between the results of any pair of the algorithms 
we obtain the results as shown in the last part the table. The computation time re-
quired for all 30 trials is less than 2 minutes for the case of 10 suppliers, and for 20 
suppliers the time needed is less than 11 minutes. 

For the case of 10 suppliers when consider the best objective function value, the 
HWAA tends to perform better than the other algorithms in the scenarios of 100:0 and 
80:20 ratios of the number of suppliers offering the all unit discount and incremental 
discount, and yields similar results to the ABC algorithm for the 20:80 ratios. The 
overall performance in this case, the WCA gives better results than the ABC algo-
rithm from the best value perspective, but the ABC is better from the mean value 
perspective. 

When consider the case of the best values for 20 suppliers, the HWAA gives the 
best results when the ratios of the number of suppliers offering all unit discount and 
incremental discount are 100:0, 80:20, 60:40, 40:60, and 20:80. For the scenarios 
under the 0:100 ratio, HWAA gives the same results to those of the ABC algorithm. 
For this particular case the ABC algorithm finds better results than the WCA in most 
scenarios. Similar results can be seen when there are 20 suppliers involve and consid-
er the mean values from the 30 trials. However, the ABC algorithm yields slightly 
little better results than the HWAA in four scenarios. The WCA performs the worst 
among the three algorithms in all scenarios.  

Table 5. Summary of the best value of the total purchase cost in 10 suppliers case 

 

 ABC  WCA  HWAA WCA - ABC WCA-HWAA ABC - HWAA
0%, 3%, 10% 3,069,090     3,067,620     3,067,604     -1469 16 1485
0%, 5%, 10% 3,062,521     3,060,344     3,060,333     -2177 11 2188
0%, 5%, 7% 3,152,498     3,150,833     3,150,831     -1665 1 1667
0%, 3%, 10% 3,097,888     3,096,419     3,096,402     -1469 17 1485
0%, 5%, 10% 3,086,083     3,083,899     3,083,895     -2184 4 2188
0%, 5%, 7% 3,165,064     3,163,402     3,163,398     -1662 4 1667
0%, 3%, 10% 3,142,916     3,142,919     3,142,916     3 3 -1
0%, 5%, 10% 3,127,771     3,126,299     3,126,298     -1472 1 1473
0%, 5%, 7% 3,189,877     3,188,759     3,188,756     -1118 2 1121
0%, 3%, 10% 3,167,551     3,167,552     3,167,551     1 1 0
0%, 5%, 10% 3,148,677     3,147,639     3,147,634     -1038 5 1043
0%, 5%, 7% 3,202,383     3,201,608     3,201,607     -775 1 777
0%, 3%, 10% 3,216,638     3,216,639     3,216,638     0 0 0
0%, 5%, 10% 3,191,514     3,191,515     3,191,514     1 1 0
0%, 5%, 7% 3,229,261     3,229,262     3,229,261     0 0 0
0%, 3%, 10% 3,249,721     3,249,721     3,249,721     0 0 0
0%, 5%, 10% 3,218,506     3,218,506     3,218,506     0 0 0
0%, 5%, 7% 3,243,165     3,243,165     3,243,165     0 0 0

Best (USD) Difference (USD)

100:0

80:20

%  All Unit Discount : 
%  Incremental Discount

Discount

0:100

60:40

40:60

20:80
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Table 6. Summary of the mean value of the total purchase cost in 10 suppliers case 

 
 
From the overall performance in all 36 scenarios each consider from the best value 

and the mean value perspectives, or 72 subcases, the HWAA gives better or similar 
results compared to the other algorithms in 57 subcases. When compare the WCA 
with the ABC algorithm, the WCA tend to yield better solutions from the best value 
perspective, whereas the ABC algorithm is better if the mean value criterion is used.  

Table 7. Summary of the best value of the total purchase cost in 20 suppliers case 

 

 ABC  WCA  HWAA WCA - ABC WCA-HWAA ABC - HWAA
0%, 3%, 10% 3,069,090     3,075,163     3,070,108     6073 5055 -1018
0%, 5%, 10% 3,062,521     3,063,755     3,062,079     1234 1676 442
0%, 5%, 7% 3,152,531     3,153,600     3,151,667     1069 1933 864
0%, 3%, 10% 3,097,888     3,103,786     3,099,657     5898 4129 -1769
0%, 5%, 10% 3,086,083     3,089,034     3,085,583     2951 3452 500
0%, 5%, 7% 3,165,160     3,165,958     3,164,094     797 1863 1066
0%, 3%, 10% 3,143,052     3,143,336     3,143,229     284 108 -176
0%, 5%, 10% 3,127,771     3,131,452     3,128,207     3681 3245 -435
0%, 5%, 7% 3,189,885     3,190,975     3,188,927     1090 2048 957
0%, 3%, 10% 3,167,551     3,167,579     3,167,552     28 27 -1
0%, 5%, 10% 3,148,677     3,152,427     3,148,892     3751 3535 -215
0%, 5%, 7% 3,202,420     3,202,541     3,201,607     121 935 814
0%, 3%, 10% 3,216,638     3,216,770     3,216,638     132 132 0
0%, 5%, 10% 3,191,514     3,191,661     3,191,514     146 146 0
0%, 5%, 7% 3,229,261     3,229,578     3,229,261     317 317 0
0%, 3%, 10% 3,249,721     3,249,724     3,249,721     3 3 0
0%, 5%, 10% 3,218,506     3,218,507     3,218,506     1 1 -1
0%, 5%, 7% 3,243,165     3,243,168     3,243,165     3 2 -1

100:0

80:20

%  All Unit Discount : 
%  Incremental Discount

Discount
Mean (USD) Difference (USD)

0:100

60:40

40:60

20:80

 ABC  WCA  HWAA WCA - ABC WCA-HWAA ABC - HWAA
0%, 3%, 10% 3,052,077     3,052,532     3,050,855     456 1677 1222
0%, 5%, 10% 3,045,200     3,044,425     3,043,314     -776 1111 1887
0%, 5%, 7% 3,133,961     3,133,143     3,132,626     -819 517 1335
0%, 3%, 10% 3,099,573     3,099,291     3,098,949     -282 342 624
0%, 5%, 10% 3,089,313     3,088,466     3,088,301     -848 165 1012
0%, 5%, 7% 3,162,335     3,161,783     3,161,105     -552 678 1230
0%, 3%, 10% 3,111,186     3,111,286     3,111,056     100 230 130
0%, 5%, 10% 3,103,547     3,103,461     3,103,357     -86 104 190
0%, 5%, 7% 3,170,159     3,169,679     3,169,443     -480 236 716
0%, 3%, 10% 3,152,629     3,152,670     3,152,499     41 171 130
0%, 5%, 10% 3,137,455     3,137,472     3,137,257     17 214 198
0%, 5%, 7% 3,188,243     3,187,734     3,187,527     -509 208 716
0%, 3%, 10% 3,184,461     3,184,509     3,184,461     48 47 -1
0%, 5%, 10% 3,164,894     3,164,998     3,164,907     104 91 -13
0%, 5%, 7% 3,204,167     3,203,882     3,203,728     -285 154 439
0%, 3%, 10% 3,228,975     3,229,067     3,228,975     92 92 0
0%, 5%, 10% 3,198,676     3,198,758     3,198,676     83 83 0
0%, 5%, 7% 3,224,385     3,224,498     3,224,385     114 114 0

0:100

100:0

80:20

60:40

40:60

20:80

Best (USD) Difference (USD)Discount
%  All Unit Discount : 

%  Incremental Discount
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Table 8. Summary of the mean value of the total purchase cost in 20 suppliers case 

 

6 Conclusion 

In this paper, the order allocation with mixed quantity discount schemes is 
considered. The problem is formulated and a numerical example is set for cases of 10 
and 20 suppliers with different mixes of all unit discount and incremental discout, as 
well as discount rates. Since the problem is NP-hard, we choose to apply the water 
cycle algorithm (WCA) and hybrid water cycle-artificial bee colony algorithm 
(HWAA) to find the optimal solutions. To HWAA developed in this research utilizes 
the core methodology from the WCA but replacing a step in the WCA with an 
exploration step (finding a new candidate food source) of the ABC algorithm. The 
results obtained from the ABC algorithm of this silimar problem appeared in the 
literature are also considered. Among the three algorithms, the results show that  
the HWAA tends to find the best solutions in most scenarios. When compare only the 
WCA and ABC algorithm, the WCA yields better results if the best value criterion is 
used, but the ABC is better from the mean value perspective.     
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Abstract. The paper is focused on the operational model for transport the single 
wagon consignments on Slovak railway network using time-discrete train 
formation. The paper gives an overview of evaluation of railway stations by 
multi-criteria approach. The resulting indicators characterize the station based 
on evaluation scale. This model is one of the effective ways to meet the 
development strategy of the EU transport policy. By applying this model in 
practice, the transport company can guarantee a higher quality of service and 
expect increasing of transport performance. The model is also applicable to 
other railway networks. This model supplements a theoretical problem of train 
formation by new ways of looking at evaluation of factors affecting the 
organization of wagon flows. 

1 Introduction 

European Commission and government of European countries declared in the many 
official documents aim to shift part of the volume of freight transport from road to 
railway. This change should occur in particular to decrease pollution, reduce road 
fatal accidents and eliminate congestion on the road network in metropolitan areas. 

One of the way, how to fulfil these goals is improving the flexibility and quality of 
services provided by railway cargo operators in the transport services segment of 
single wagon consignments. It is necessary that for this purpose create the right 
conditions and get back lost customers by offering innovative services.  

However, the providing of services does not mean an automatic change of the 
volume of freight transport from road to rail. It need to be change the whole 
technological process, so that the service should be acceptable for the operators from 
the perspective of the customer for acceptable cost. 

Requirement for the quickly, safe and affordable transport time may offer for the 
customers the model of Just in time technology. As a starting point to improve the 
current technology is use of time-discrete train formation ("night jump"). 
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2.1 Time-Continuous Train Formation Technology 

The model assumes full day train formation by collecting of wagons to train 
according norms of weight or length of train set. Criterion of optimization in model 
which was proposed is the average transport time of the wagon or time losses of 
wagon. Time loss due to simplification consist of transport time of the wagon in the 
sectional train between the satellite and the main marshalling yard and conversely – t1 
and the residence time of the wagon while direct train is collecting in the first major 
marshalling yard – t2. 

These times can be calculated by equation 

 ሾ݄ݏݎݑ ݎ݁ ሿ (1)݊݃ܽݓ

 [km] (2)

 ሾ݄ݏݎݑ ݎ݁ ሿ (3)݊݃ܽݓ

 
To calculate the average time loss of the wagon is used the function: 

(ݔ)ݐ  ൌ (ݔ)ଵݐ  (ݔ)ଶݐ ሾ݄ݏݎݑ ݎ݁ ሿ (4)݊݃ܽݓ

 
where: 

 
The optimal number of main marshalling yards is calculated of the function: 
 

(5)
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x number of main marshalling yards; 
d average distance of train run from the satellite to the main yard [km] 
v average technical speed of train;[km.h-1] 
p area of state [km2]; 
q average conversion factor square root of area attraction area of the main 

marshalling yard in length d;  
m the average number of wagons per train running between the main 

marshalling yard; 
n the average daily number of loaded and empty wagons moved between the 

main marshalling yards. 
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yard in the evening hours. At the earliest way trains to more distant relations, taking 
care to ensure the transfer of all wagons from arriving trains to the departing trains. 
Wagons are collected separately according the target station in the own attraction 
area. They await the arrival of trains from other major marshalling yards. Processes in 
main marshalling yard during night hours is just focused on sorting wagons whose 
destination station in the attraction area of the marshalling yard. 

The next day (day "B") for longer distant relations, exceptionally, on the third day 
(day "C"), from midnight come for sorting the one group train to the main marshalling 
yard from other major marshalling yards. Their wagons pass through to sectional 
trains to the satellite station or pick-up trains for stations of the core network. 
Activities in main marshalling yards finish after leaving the trains until late afternoon. 
In the satellite stations the trains are divided to distribution trains to operate the 
stations of the core network. These wagons are transported to their destination station 
in the morning.  

The benefits of time discrete train formation: 

• Shortening the period of transport according necessary technological time; 
• Reducing the transport time of wagon - loading in the day "A", unloading in the 

day "B" (exceptionally day "C"); 
• Delivery of goods within logistic technology "just in time"; 
• Optimization of the rotations locomotives; 
• Temporal separation of passenger and freight transport on railway network; 
• High productivity of workers operating in the marshalling yard concentrated in the 

night hours, while the day-time activities marshalling yards are minimized and use 
of operational staff is minimal; 

• During daylight hours can be realized the repairs and maintenance of equipment in 
the marshalling yards 

3 Location of Main Marshalling Yards and Determination of 
Each Attraction Area 

In this technology is one of fundamental problem the determining the location of the 
main marshalling yards. The main marshalling yards are in a model referred to as the 
station with the highest priority. 

One of the main objectives is already determine the optimal number of main 
marshalling yards of the optimization model in time discrete train formation 
technology. The results of this optimization are determined the optimal variant of 
concentration and organization of wagon flows in the network. 

3.1 The Background Information of the Mathematical Model for Allocation 

The task of the mathematical model is selection from more station (theoretically 
suitable stations) the best one suited for placing the marshalling yard. In view of the 
foregoing factors appears to be the most preferred using a multi-criteria evaluation. 
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Multi-criteria evaluation methods can be used generally for comparison and 
subsequent selection of any objects on the basis of several indicators. Because of its 
ability to synthesize several different variables are particularly suitable into a 
quantitative statement of comprehensive indicator for the analysis of the position of 
the object (the marshalling yard) on the network. 

The method allows to compare a set of several objects based on multiple 
characteristics of their activities and also to determine the order of placing the object 
being analysed.  

3.2 The Criteria for Main Marshalling Yards 

Selection can be performed for any point on the transport network, where is the 
possibility of building the new marshalling yard, ("building from scratch") or to 
determine directly choice the marshalling yard and therefore "only" determine the 
attraction area of for the specified marshalling yard. 

The objective of the methods of multi-criteria evaluation is the transformation and 
synthesis values of different variables to a single summary indicator (the resulting 
characteristics). This indicator shows the comprehensive level of individual objects in the 
surveyed stations. It is a summary indicator representation of the overall level 
(importance) of the station or suitability for placement the marshalling yard of the station. 

(7)

where: 
Kj – coefficient of the j-th station; 

 
– sum of the evaluation j-th station; 

 
– sum of the evaluation the model the station 

 
"Model station" is marked the fictional station that all evaluation factors meets in 

full. Thus, the value xm1, ... , xmn are the maximum. Summary of indicators reflects 
the importance of the point. The indicators will have a substantial impact in deciding 
where allocate the marshalling yard. The basis of multi-criteria evaluation is 
processing the initial matrix of objects and their characteristics. The objects represent 
all points (the station) on the network, which in each case meet the criteria for 
inclusion in a specific choice. 

In the construction of the initial matrix of objects is necessary to observe the 
following steps: 

1. Selection of objects included in the analysis file. 
2. The assignment the "model station" in the list of objects. 
3. Selection of parameters characterizing every object. 
4. Election of weights of indicators. 
5. The preparation of the initial matrix. 
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Table 1. Initial matrix 

Indicator 
Station a1 a2 ... ai ... an  

1 x11 x12    x1n  

2 x21 x22    x2n  

... ...      ... 

j    xji    

... ...      ... 

m-1 xm-1,1 xm-1,2    xm-1,n  

m (the “model station”) xm1 xm2    xm n  

Legend of the matrix: 
a1,...,n – evaluation indicators; 
xij – value of i-th indicator in the j-th object; 
n – number of indicators; 
m -1 – number of objects included to the initial matrix; 
m – the model station. 

4 Application the Evaluation of Stations on the Network of 
Slovak Railways 

For the solution to this problem is Slovak railways network as essential input data. 
The original model of this network where are given all stations, loading yards and 
siding. Applying the model of the network movement results to the reduction of the 
items listed in the original model. Thus, the total number of registered points were 
824, after reduction were enrolled to the base map total of 404 points. 

4.1 The Methodology of Evaluation of Points  

Individual assessment criteria were processed under traffic and transport limitations 
and the extent of the loading of wagons. To balance the point were included the 
following evaluation factors: 

• The number of wagons manipulated per week. 
• Type of station interlocking equipment. 
• Number of running tracks that are in the station designated for freight trains. 
• Other evaluation factors as technical inspection of station, depot locomotives and 

other equipment evaluated stations of technical and operational perspective. 
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4.2 Methodology for Evaluating of Railway Tracks 

In process of solution the location problem should be evaluated not only the station 
but also the importance of the individual railway lines. For simplification this 
assessment to be made only on the basis of mutual distances. However is not problem 
the distances substitute for example by the price of used transport route, technical 
speed of track or time demands of passing of individual lines. 

4.3 The Software Solution of Location Problem 

For this task has been processed a simple software application shown in figure 4. The 
software contains menu, graphical part, textual part and a part of the window for 
specifying the criteria for solving task allocation on the Slovak railways network. 

 

Fig. 3. The initial program window 

In the menu of the "calculation" is the possibility to choose "general calculation", 
where the user only selects the number of depots on the network to be created with 
the respective attraction area. Wingspan search depots on the network's program set 
1-50 depots. This variant calculation is the predefined as a source. 

A second option program provides is the possibility of calculating attraction area 
for the desired station directly. This option can be involved in the program menu offer 
"enter depots". In this case, the user enters directly stations where stations are located. 
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The subsequent calculation is carried out to determine the individual attraction area of 
a entered station. 

Range of depots at program (1-50) allows the use of this program not only for the 
allocation of marshalling yards, but then also the allocation of satellite stations and 
the attraction of oven sections in each attraction area of marshalling yards. 

After performing the allocation results are relevant allocation exported to files for 
further processing options. 

4.4 Practical Application of Locations 

In practical use of the program is the given a sample of a direct award depots, which 
are selected as the main marshalling yards in accordance with the concept of strategy 
Slovak railways. The incorporated station are Bratislava east, Zilina - Teplicka, 
Zvolen and Kosice Freight Station (for a total of 4 stations). Solve this problem is 
shown in figure 5 

 

Fig. 4. Graphical solution of layout in attraction area with application of selected stations 

5 Conclusion 

Notwithstanding the guaranteed support rail funding by European Union is necessary 
that railway undertakings to provide transport services to be competitive with other 
transport trade unions offer. 

The method of single wagon loads using a time-discrete model of train formation 
offers solutions for network Slovak railways. This model represents one of the 
effective ways to meet the development strategy of the European Community's 
railways. By applying this model in practice Transport Company, which has offered 
to bring the carriage of a single wagon load can guarantee a higher quality of service 
and then expect an increase in performance. The model is also applicable to other rail 
networks of infrastructure managers. 
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Abstract. This paper focuses on vehicle routing decision, a real-world problem 
proposed by a travel agency company operating in Chonburi, Thailand. The 
objective is to minimize the total number of vehicles used and the total 
travelling distance. Currently, the company’s planners have to spend hours on 
manually planning with spreadsheet software. Therefore, the decision-making 
software was developed by using an approach based on golden ball algorithm to 
increase the efficiency of the route assignment and especially suitable for the 
practical use. Computational results on a set of benchmark problems show that 
the proposed approach is competitive when compared it with the best existing 
approaches in the literature. Moreover, when the proposed approach is applied 
to solve the company’s problems, the obtained solutions were able to 
significantly reduce the total number of vehicles used and the total travelling 
distance for supporting the planners’ decision. 

Keywords: Vehicle routing, Golden ball algorithm, Transportation, Logistics. 

1 Introduction 

This paper is mainly focused on a vehicle routing decision about daily traveler delivery 
of a travel agency company in Chonburi, Thailand. Fig. 1 graphically illustrates the 
locations of port (in black) and hotels/resorts (in grey) on the map. The company 
operates both managing vehicles and planning to deliver the travelers from 68 
hotels/resorts to the Pattaya port located in the same city for doing company’s activities 
such as snorkeling trips, diving trips and sightseeing tour. The company does not own 
the vehicles but outsources the service. In every morning, the vehicles are assigned to 
pick up travelers from their hotels/resorts and deliver them to the Pattaya port. Each 
vehicle can carry maximally 15 persons. When the vehicle arrives to the hotel/resort, 
the travelers have to register their tickets with the vehicle driver. After finish the trips, 
each vehicle has to deliver the same travelers from the Pattaya port back to their 
hotels/resorts in the reverse order. 

Currently, the company’s planners have to spend hours on manually planning with 
spreadsheet software. Therefore, the decision-making software was developed by using 
an approach based on golden ball algorithm. The objective of this research is to 
minimize the total number of vehicles used and the total travelling distance. 
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Fig. 1. Locations of port (in black) and hotels/resorts (in grey) 

Golden ball algorithm is a relatively new meta-heuristic algorithm which can be 
used to solve the vehicle routing and other problems [1] [2] [3]. However, there is no 
previously published research that presents golden ball algorithm to solve this kind of 
problem. Therefore, this is major contribution to develop the proposed approach 
which can efficiently solve the problem in terms of solution quality. 

2 Problem Description 

Given those characteristics from previous section, the problem can be modeled as a 
variant of the well-known vehicle routing problem (VRP) called open VRP (OVRP). 
The OVRP was firstly solved by Sariklis and Powell [4] in their article on distribution 
management problems.  
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The mathematical model of the OVRP is based on the classical VRP formulation 
presented in Bodin et al. [5].  It includes notations, an objective function, and 
constraints. The following notation will be used in the mathematical calculations: 

N  total number of hotels/resorts 

V  total number of vehicles 

ijd  traveling distance between hotel/resort i  and hotel/resort j  

ir  hotel/resort i ’s request 

Q  vehicle capacity 
v
ijx  binary variable, where 1=v

ijx  if vehicle v  travels from 

hotel/resort i  to hotel/resort j  and 0=v
ijx  otherwise. 

v
iy  binary variable, where 1=v

iy  if vehicle v  visits hotel/resort i  

and 0=v
iy  otherwise. 

The VRP can be stated as a problem where V  vehicles based at a port are required 

to serve N  hotels/resorts in order to satisfy the known request. All of the vehicles 

have the same capacity, denoted by Q . All hotels/resorts have a non-negative 

request, denoted by ir , which is associated with each hotel/resort i . The traveling 

distance between hotels/resorts i  and j , denoted by ijd , is symmetric. The 

objective function of the VRP can be written as: 
 

Minimize v
ij

Ni Nj Vv
ij xd∑∑∑

∈ ∈ ∈

 (1) 

 
The VRP objective function is subject to the following constraints: 

 

∑
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In this formulation, the objective function is expressed in Equation (1), which 
states that the total travelling distance of all of the vehicles is to be minimized. 
Constraint (2) states that each hotel/resort must be visited once by vehicle v . 
Constraint (2) is guaranteed by Constraints (3) and (4), where each hotel/resort is 
visited and left with vehicle v . Constraint (5) illustrates that the total requests of 
vehicle v  do not exceed the vehicle capacity. Constraint (6) guarantees that the 
vehicle v  leaves the port and arrives at hotel/resort j . Constraint (7) guarantees 

that vehicle v  leaves hotel/resort i  and returns to the port. Both Constraints (6) and 
(7) ensure that vehicle v  is used no more than once. 

The characteristics of the OVRP are quite similar to that of the classical VRP. The 
major difference between both problems is that, for the VRP, all vehicles have to 
return to the port after completing their service; for the OVRP, all vehicles do not have 

to return to the port. Therefore, the 0id , the traveling distance from hotel/resort i  to 

port 0, is set equal to zero. 

3 Solution Approach 

The development of the solution procedures which are based on golden ball algorithm 
is proposed, and the program code of the proposed approach is shown as follows. 

For end_iter = 1 To 1000 
team(1) = CreateSpecialTeam() 
For t = 2 To 4 

team(t) = CreateRandomTeam() 
Next t 
For seasons = 1 To 10 
 teampoint = 0 
 For match = 1 To 3 

For t = 1 To 4 
For p = 1 To k 

For basictrain_iter = 1 To 10 
team(t) = BasicTraining(player(p)) 

Next basictrain_iter 
Next p 

Next t 
For t = 1 To 4 

For tactictrain_iter = 1 To 10 
team(t) = TacticTraining() 

Next tactictrain_iter 
Next t 
teampoint = MatchPlay(match) 

 Next match 
 team = PlayerTransfer(teampoint) 

Next seasons 
Next end_iter 
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3.1 Special and Random Teams 

The population of golden ball algorithm is represented by soccer teams that each team 
represents one problem solution. Each team (t) has the number of players that each 
player (p) represents one vehicle route. The example of soccer team encoding is shown 
in Fig. 2. 

 

 

Fig. 2. Example of soccer team encoding 

For the first player, the vehicle departs from its parking space, picks up travelers 
from hotels/resorts (1, 3, 6, 7), and deliver them to the Pattaya port (0). For the second 
player, the vehicle departs from its parking space, picks up travelers from hotels/resorts 
(4, 2, 5), and deliver them to the same port. 

In this research, all teams are randomly created except one special team which is 
created by using a modified Clarke-Wright algorithm proposed by Pichpibul and 
Kawtummachai [6]. 

3.2 Basic Training 

The basic training is an individual player development plan to improve the quality of 
each player in each team by using intra-route moves [7] composed of shift, swap, 2-opt 
and 3-opt moves. The obtained route is accepted only if its quality is better than the 
existing route. 

3.3 Tactic Training 

The tactic training is for all players in each team to improve their quality by using 
inter-route moves [7] composed of shift, swap, 2-opt and 3-opt moves. The obtained 
solution is accepted only if its quality is better than the existing solution. 

3.4 Match Play 

When the season starts, each match is played between two teams. All teams have to 
play matches against each other. In each match, the team with better solution quality is 
the winner of the match, and obtains three points. The loser obtains zero point. In case 
of a tie match, both teams get one point. 
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3.5 Player Transfer 

The player transfer is a procedure that the players are moved between the teams. In 
every season, all teams are ranked depending on their points. The top two teams are 
chosen to move their players by using partial-mapped crossover [8]. The obtained 
solutions are accepted only if their quality is better than the existing solutions. The 
proposed approach is stopped when the total number of iterations is reached. 

4 Computational Results 

The results of the computational testing conducted on the proposed approach are 
discussed. First, a set of benchmark problems proposed in the literature was 
considered. Then the real-world problems from the travel agency company that 
motivated this research were examined.  

The proposed approach was implemented in Visual Basic 6.0, and was run on an 
Intel Core i7 PC with a 2.80 GHz CPU and a 1.99 GB RAM. The values of the 
parameters used are: t=4, p=k, specialt=1, specialt_iter=1000, basictrain_iter=10, 
tactictrain_iter=10, match=3, seasons=10, and end_iter=1000. 

4.1 Benchmark Problems 

The performance of the proposed approach is first evaluated on the benchmark 
problems proposed by Christofides and Eilon [9] (dataset E) and Fisher [10] (dataset 
F). All problems used the same nomenclature consisting of a dataset identifier. This is 
followed by n, which represents the number of customers (including depot), and k,

 which represents the number of available vehicles. The problems also include the 
vehicle capacity constraints. In problems 1-3, the customer locations are randomly 
distributed in the plane and the depot is either in the center or near to it. Problems 4 
and 5 are the real-world problems that the customer locations are clustered. The depot 
is not centered in both problems. 

Table 1. Computational results for benchmark problems 

No. Problem Vehicle Solution 
 Capacity [11] [12] [13] Proposed

Approach
1 E-n51-k5 160 416.06 416.06 416.06 416.06
2 E-n76-k10 140 567.14 567.14 567.14 567.14
3 E-n101-k8 200 639.74 639.74 639.74 639.74
4 F-n72-k4 30000 177.00 177.00 178.09 177.00
5 F-n135-k7 2210 769.66 769.66 769.66 769.66

Bold number indicates the best solution was found. 
 
 



 Improving Vehicle Routing Decision for Travel Agency in Chonburi, Thailand 257 

 

Table 1 demonstrates the effectiveness of the proposed approach for the solution of 
the benchmark problems. It obtains competitive solutions in comparison to the best 
existing solutions obtained by a branch-and-cut algorithm [11], a record-to-record 
travel algorithm [12] and a variable neighborhood search algorithm [13]. The proposed 
approach is able to find all the best solutions, reported by these approaches. Therefore, 
it consistently outperforms. 

4.2 Real-World Problems 

This section shows the obtained results by using real data provided by the company. In 
this experiment, 30 problems correspond to 30 days of January 2015. For all problems, 
the company provided the characteristics of real data, as shown in Table 2. 

Table 2. Characteristics of company’s data 

Item Detail 
Number of hotels/resorts 68 
Number of ports 1 
Number of hotel/resort requests per problem 30 – 60 
Number of travelers per hotel/resort 2 – 6 
Vehicle capacity 15 persons/trip 

Table 3. Computational results for company’s problems 

Item Company’s 
approach a 

Proposed 
approach b 

Value 
difference 
a – b 

Percent 
difference 
a – b 

   

Total number of problems 30 30 - -  
Total number of vehicles used (unit) 588 401 -187 -31.80%  
Total number of travelers (person) 5,926 5,926 - -  
Total travelling distance (km.) 6,120 4,472 -1,648 -26.93% 

 
From the results in Table 3, it can be shown that the proposed approach is much 

better than the company's approach in all directions. The total number of vehicles used 
reduces by 31.80% and the total travelling distance reduces by 26.93%. This would 
result in the reduction in the transportation cost of the whole chain and would increase 
the competitiveness of the company. Moreover, the developed software can be easily 
used by the company's planners that will increase the efficiency of their process. 

5 Conclusions 

The research about vehicle routing decision for a travel agency has been done. The 
model studied in this paper concerns with the assignment of the vehicles to deliver the 
travelers from 67 hotels/resorts to the Pattaya port. The proposed approach based  
on golden ball algorithm was tested by using the developed software. From the 
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computational results, the proposed approach gave competitive results compared with 
the best existing approaches, and illustrated much better performance in comparison 
with the company’s approach. It is found that the proposed model, approach and the 
software can be used for the involved companies' planners to solve this kind of problem. 
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Abstract. This study addresses warehouse storage location assignment problems 
(SLAP) where the traveling distance in an order-picking process is considered 
with three-axis traveling distance; two-horizontal and one-vertical distance. A ma-
thematical model of the problem is first presented, then LINGO is used to find op-
timal solutions for a set of generated problems.  However, as the problem size 
increases, computing time increases rapidly, and eventually the solution could 
not be found when the problem size is very large. Thus, this study presents an 
application of Differential Evolution (DE) algorithm to solve SLAP. The per-
formance of proposed DE is evaluated on a set of generated problems, and the 
experimental results shows that the algorithm is able to provide good solutions 
especially for the large-size problems with relatively shorter computing time. 

1 Introduction 

Warehouse management is an art of storage and movement of inventory throughout 
the warehouse. Typical operations in warehouse management are comprised of re-
ceiving, storing, picking and delivering. Among these operations, product storage and 
retrieval are considered as one of the most critical resource-consuming activities [1]. 
Storage location assignment problem (SLAP) in warehouse management is a problem 
of assigning goods to storage locations that aims to satisfy one or more objectives i.e. 
space utilization, total transfer time, total transportation distance.  

The storage management system can be classified into three main policies; dedi-
cates storage policy, random storage policy, and class based storage policy.  Brynzer 
and Johansson [2] stated the different between dedicated storage policy in which each 
stock-keeping unit (SKU) has a set of certain designed location, random storage poli-
cy in which any SKU can occupy any storage location, and class-based storage policy 
in which a group of storage location is allocated to a class of SKUs and random  
storage is allowed within the group of storage locations.   

Many researchers have proposed several solution techniques to solve SLAP.  
Heragu et al. [3] considered a warehouse with five functional areas and proposed a 
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heuristic algorithm to determine SKUs’ s allocation to different storage areas and the 
size of each functional area in order to minimize the total cost of material manage-
ment. Chen and He [4] presented warehouse assignment strategies for storage systems 
with automation and developed a mathematical model for warehouse assignment 
optimization. Then, they applied particle swarm optimization with Pareto concept to 
overcome big-size problems. Muppani and Adil [5] studied the integer programing of 
a storage system with classed-based storage policy, and developed the simulated an-
nealing (SA) algorithm to solve storage assignment and forming the classes. Next, 
they [6] proposed a non-linear integer programing for class-based storage system 
considering area decrease, handling costs and storage area cost, and used the brand 
and bound (B&B) algorithm for solving the developed nonlinear model. Hsu, Chen 
and Chen [7] presented a batching approach based on genetic algorithm (GA), which 
directly minimize the total travel distance.  Roodbergen and De Koster [8] proposed 
heuristic methods for solving order picking routing problem in warehouses where two 
or more aisles exist and random storage is used.  

This paper presents an implementation of a novel evolutionary algorithm called 
differential evolution (DE) to solve large-scale storage location assignment problems 
(SLAP) considering three-axis traveling distance. The storage management used in 
this study is based on a dedicated storage policy. The remainder of this paper is orga-
nized as follows. The problem description and model specification of SLAP are pro-
vided in section 2. Section 3 describes the proposed DE algorithm and its application 
to the problem. Experimental results are reported in section 4. Finally, conclusion and 
further research are provided in section 5. 

2 Problem Description 

The classical SLAP is to assign each product to a storage location in order to obtain 
certain objectives subjected to the constraints. In this paper, the objective of the prob-
lem is to minimize the total traveling distance along three-axis traveling distance; two 
horizontal axis and one vertical axis. 

In this study, the warehouse layout used is based on the work in [9]. Warehouse 
layout is assumed to be symmetric. Therefore, the width of all storage locations are 
the same. The input/output (I/O) point is located at one corner of the warehouse. The 
number of storage blocks is limited and one storage block can be assigned for one 
product only. Fig.1 illustrates an example of a warehouse layout with four columns, 
two racks, three levels, and two rows, viewed from the top and the side of storage 
rack.  

The notation and variable used in this model are listed as follows: 
Dx  : Distance from I/O point to origin point along X-axis 
Dy  : Distance from I/O point to origin point along Y-axis 
Wa  : Width of aisle 

Wr  : Width of storage row (equal to two times of storage block 
width) 

Ls   : Length of storage block 
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K  : Order of level
R  : Order of row r
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 ܺ
ୀଵ     1 ݅, ݆, ݇,  (6) ݎ

    ܺ
ୀଵ


ୀଵ


ୀଵ


ୀଵ ൌ ܵ   (7) 

 
The objective function of the model is expressed in equation (1); minimization of 

the total traveling distance. It is noted that traveling distances are measured along the 
aisle centerline and centerline of storage block, and horizontal traveling distance con-
sidered by the picker moved along the aisle floor and vertical distance considered by 
height of rack shelf. Equation (2) to (5) illustrates the calculation of three-axis travel-
ing distance. Equation (6) ensure that no more than one product is assign to one sto-
rage unit. Equation (7) is to guarantee that each product stored in the storage units as 
equal to the number of storage needed.  

3 Adaptation of Differential Evolution Algorithm 

Differential Evolution (DE), proposed by Storn and Price in 1995 [10], is one of the 
latest Evolutionary Algorithms (EAs) for global optimization over continuous search 
space. Due to its advantage of relatively few control variables but performing well  
in search ability and convergence, DE has been recently applied to solve many  
combinatorial NP-hard problems.  

3.1 Differential Evolution Algorithm 

As a population-based search method, DE begin with randomly generate initial popu-
lation of size N. Each population is represented as a D-dimensional vector, and each 
variable’s value in the D-dimensional space is represented as the real number. The 
main idea which makes DE different from other EAs is its mechanism for generating 
a new solution by mutation and crossover operation. At initialization stage (g = 0), the 
jth value of the ith vector is generated as equation (8). 

,,ݔ   ൌ .ݑ  ( ܾ, – ܾ,)  ܾ, (8)
 
The lower bound, bL, and upper bound, bU, for the value in each dimension jth 

(j=1,2,…,D) must be specified. A uniform random number, ݑ, is in the range [0, 1]. 
DE performs mutation operation by combining randomly selected vectors to produce 
a mutant vector. For each target vector, ܺ,, at generation ݃, the mutant vector, ܸ,, 
is generated equation (9).  

 ܸ,  ൌ  ܺଵ,  ଶ,ܺ)ܨ െ ܺଷ,) (9)
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It is noted that ܺଵ, ܺଶ, and ܺଷ  are vectors randomly chosen from the current 
population. They are mutually exclusive and different from the target vector, ܺ,. F 
is a scale factor which controls the scale of the difference vector between ܺଶ, and  ܺଷ , added to the base vector, ܺଵ . DE applies crossover operator on ܺ,  

and ܸ,  to generate the trial vector ܼ,. In the classic DE, the binomial crossover is 
employed and the trial vector is generated by equation (10). 

,,ݖ  ൌ ൜ ݒ,, ,   if ݑ≤ ܥ or j =݆௨ݔ,, ,  otherwise            (10)

 
Where ܥ is crossover probability in the range [0, 1], and ݆௨ is a random chosen 

index (݆௨ א ሼ1, 2, … ܥ .(ሽܦ  value controls the probability of selecting the value in 
each dimension from a mutant vector over its corresponding target vector. Then, the 
selection or replacement of an individual occurs only if the trial vector outperforms its 
corresponding vector. As a result, all individuals in the next generation are as good as 
or better than their counterparts in the current generation. The evolution of DE popu-
lation continues through repeated cycles of three main operations; mutation, crossov-
er, and selection until stopping criterion are met. 

3.2 Solution Mapping to SLAP 

In this study, a solution of the problem were represented using a DE vector with di-
mensions equal to the total number of storage blocks. Consider an example of a ware-
house with three columns (i = 1, 2, 3), two racks (j = 1, 2), two levels (k = 1, 2), and 
one rows (r = 1). The warehouse store two product types; A and B. The value of Tp 
and Sp value each product type is shown in Table 1. 

Table 1. Data for product type A and product type B 

 Tp Sp Tp/Sp 
Product Type A 15 4 3.75 
Product Type B 20 6 3.33 

 
The number of vector dimension is equal the number of storage units which is 12. 

Fig.2. illustrates a random key representation encoding scheme where each value in a 
vector dimension is initially generated with a uniform random number in range [0, 1].  

 

Fig. 2. Random key representation encoding scheme 

 

Dimension d 1 2 3 4 5 6 7 8 9 10 11 12

0.03 0.55 0.62 0.48 0.86 0.25 0.19 0.97 0.46 0.81 0.35 0.23
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Next, this study adopts the permutation of n-repetition of n jobs [11] with a sorting 
list rule to determine the assignment of each product unit to a storage location.  Ac-
cording to the data in Table 1, product type A has a higher value of movement ration 
(Tp/Sp) than product type B. Therefore product type A are first allocated to the di-
mension with sorted values until the last unit of product type A has been assigned, 
and the product B unit are allocated next. Since the number of storage blocks is 12 
and the number of total product units is 10, there are two storage blocks that are not 
assigned to store any product. The advantage of this approach is that it always pro-
vides a feasible storage allocation. This procedure results in completed storage loca-
tion assignment as shown in Fig. 3.  

 

Fig. 3. Decoding scheme for SLAP 

4 Computational Experiments 

4.1 Parameter Setting 

In this study, the DE population size (N) and number of iterations are set as 10 and 20 
respectively to provide an adequate number of function evaluations used in the search 
procedures. After some preliminary experiments, the value of F is set to be uniformly 
randomized between 1 and 1.5 to retain population diversity throughout the search 
process. Based on some preliminary experiments, the use of binomial crossover yields 
better results than exponential crossover in SLAP. Thus, binomial crossover operation 
is used in this experiment with constant crossover rate (Cr) at 0.5. 

4.2 Experimental Results 

The performance of proposed DE algorithm is evaluated using seven generated data 
sets. Each instance is characterized by problem size: (number of product types) x 
(total number of products) x (total number of slots). Tables 2 shows the comparison of 
the traveling distance obtained by the proposed DE and those obtained by LINGO 
optimization software.  It is noted the computational time of the proposed DE is also 
reported and the best result of the proposed DE for each instance is obtained from 5 
independent runs. 

Dimension d 1 7 12 6 11 9 4 2 3 10 5 8

0.03 0.19 0.23 0.25 0.35 0.46 0.48 0.55 0.62 0.81 0.86 0.97

Product Type A A A A B B B B B B - -

Dimension d 1 2 3 4 5 6 7 8 9 10 11 12

0.03 0.55 0.62 0.48 0.86 0.25 0.19 0.97 0.46 0.81 0.35 0.23

Product Type A B B B - A A - B B B A

Storage location 1 2 3 4 5 6 7 8 9 10 11 12
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Table 2. Comparison of total traveling distances on a set of generate instances 

Instance Problem Size LINGO Time (sec.) Proposed DE Time (sec.) 

WH1 3x38x48 588.46 4 588.46 2.7 

WH2 60x259x300 47273.04 8 47273.04 4.4 

WH3 135x840x1000 112705.19 240 112705.19 6.9 

WH4 270x1675x2000 204283.57 1200 204283.57 15.5 

WH5 500x2825x3360 290062.88 3600 290062.88 45.2 

WH6 500x2825x4992 - - 271333.12 64.7 

WH7 500x2825x6300 - - 259022.57 83.5 

According to the results from Table 2, it can be easily seen that the proposed DE is 
an effective solution technique to SLAP in this study. DE is able to find optimal solu-
tions equal to those obtained by LINGO in small-size problem. Although solutions 
from LINGO is guaranteed to be optimal, when the problem size increases, compu-
ting time increases rapidly, and eventually the solution could not be found when the 
problem size is very large.  On the other hand, for large-size problems, DE is able to 
obtain solution with relatively faster computing time.  

5 Conclusion 

This paper presents an implementation of differential evolution (DE) algorithm for 
solving storage location assignment problem (SLAP). The proposed DE employs the 
classic DE mutation scheme with binomial crossover operation. The random key 
representation and permutation of n-job repetition is applied to assign products to 
storage locations. The performance of proposed method is evaluated on a set of gen-
erated instances and compared with results from LINGO optimization program. 

The experimental results indicates that DE can be used as efficient alternative ap-
proach for solving SLAP as it yields competitive solutions in term of quality and 
computing time especially for the large size problems. The ongoing researches are 
under investigation to improve DE performance and apply DE to deal with other  
aspects of combinatorial optimization problems. 
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Abstract. Pharmaceutical products are indispensable for human life. Typically, 
a manufacturer should well plan the production in order to meet the customer 
demand. However, it is due to the fact that pharmaceutical industry typically 
produces mixed products in different dosage forms; therefore, a good plan is 
hardly obtained. Therefore, this research presents the business process redesign 
of the Master Production Schedule MPS for the tablet manufacturing process. 
The objective of this study is to plan synchronized master production schedule 
of tableting, coating and packing line utilizing the developed heuristic algo-
rithm. As a result, practical MPS can be created from starting to finish date 
scheduling in each process of tablet production. This methodology is then ap-
plied to sample data sets, attempting to develop MPS with an aim for on-time 
delivery. 

Keywords: Production planning, Pharmaceutical, MPS.  

1 Introduction 

The Government Pharmaceutical Organization (GPO), a state enterprise under the 
Ministry of Public Health is the main generic drug manufacturer in Thailand and it is 
responsible for producing various products used in both government and private hos-
pitals and health care centers. Its main product is tablet dosage form which accounts 
the main portion of its production. The process of tablet manufacturing consists of 
compression, coating and packing. Therefore, the production planning is of important 
to efficiently respond to customer demand [1]. Due to ever increasing of the customer 
demand, The GPO has faced with backorder problems and must strive to meet the 
quantity and delivery date required [2]. A production planner in the pharmaceutical 
manufacture usually is a pharmacist without engineering background. Since the pro-
duction planning task is sophisticated as a consequent, there is no simple algorithm 
available to use. [3,4]. By using the starting inventory and demand forecast for a par-
ticular item, a planner can calculate the amount of production needed per period  
to meet anticipated customer demand [5]. MPS can be briefly described as what to 
produce and also time in which the production is to be completed [6]. 
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There are several literatures in the area of production planning related to MPS. Hill 
et al. proposed the modified design of the MPS and the use of a sequence-dependent 
scheduling heuristic for a chemical manufacturing [7]. The proposed method can 
provide improvements in changeover time and total shortages with sequence-dependent 
changeovers. Sonklin et al. developed the MPS of the production planning and schedul-
ing for the plastic forming products in order to plan the production quantity and time 
schedule for reducing split order and its transportation surcharge from late delivery [8]. 
Venkataraman and Nathan established a weighted integer goal‐programming model for 
the development of a rolling horizon master production schedule for a paint industry 
environment with multiple production lines, under demand certainty conditions, and 
minimum batch‐size production restrictions [9]. 

Heuristics have been applied by a number of researchers to generate a valid and realis-
tic MPS. Guilhereme et al. proposed simulated annealing where overcoming the local 
optimum [10]. Guilhereme and Favaretto proposed a practical heuristic for the MPS 
creation which strongly impacts final product costs [11]. Chern, and Hsieh proposed 
multi-objective master planning algorithm (MOMPA), for a supply chain network with 
multiple finished products [12]. Most of papers have been attempted so far in the indus-
try out of pharmaceutical. Unlike, this paper aims at presenting heuristic algorithm to 
generate MPS for tablet manufacturing process at GPO for case study. 

2 Methodology 

2.1 Problem Description 

The process flow of tablet production can be divided into 4 stages i.e. mixing, com-
pression, coating and packing respectively as shown in Fig. 1. Tablet dosage form is 
classified into two different types i.e. a plain tablet and coated one (plain tablet with 
coating). The task starts from the compression process which the right ingredient of 
materials is done by dispensing center. Here the materials will be re-mixed to ensure 
they are in the right condition for compression. Once the materials are well amalga-
mated, the tablet will be formed by the punching machine and they will be coated and 
subsequently transferred for packing and then packed into a box or container. Note 
that each processing step must follow GMP/PICs (Good Manufacturing Product / 
Pharmaceutical Inspection Co-Operation Scheme).  

Previously, the production planning of tablet manufacturing process is usually 
conducted by expert pharmacists. The planner generates a monthly aggregate plan 
which is consisted of quantity and product name. This plan is distributed to all pro-
duction units as shown in Fig. 2. The non-linkage problem of each production plan-
ning is frequently occurred and is typically difficult to prevent due to lack of efficient 
MPS.  
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Fig. 1. Flow Chart of tablet manufacturing process 

 

Fig. 2. The non-linkage problem of as-is plan 

In this paper, tablet manufacturing at GPO which produces a total of 142 items, its 
ranging between 36,000 to 897,500,000 tablets per year and on the average order of 
30-40 items per month.  The MPS procedure is shown in Fig. 3. It begins with collect-
ing production data of each product and also required processing steps. Then a heuris-
tic algorithm will be developed based on the priority setting. Next, the latest start and 
latest finish will be calculated using backward scheduling. The main concept of the 
algorithm is to classify each product whether it is Make to Order (MTO) or Make to 
Stock (MTS) and then order the product based on the priority setting scenario. The 
flow chart of the algorithm is depicted in Fig. 4. The procedure steps of the algorithm 
are as follows: 
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Fig. 3. The procedure of Master Production Scheduling 

• Step 1. Check all concerned product information  
• Step 2. Determine each product item whether (MTO), named Group 1 or (MTS), 

named Group 2. 
• Step 3. Sort the items in Group 1 by the respective sale order due date. 
• Step 4. Check the date having more than one product item. If Yes, go to step 5. If 

No, go to step 6. 
• Step 5. If tie occurs, the importance level obtained from the priority setting scena-

rio will be used to break the tie.  The first priority is with the product in the pre-
vious list, The second priority is the lesser remaining number of production batch. 
The third one is the higher net profit margin. 

• Step 6. Select the candidate and assign to the sequence items for the MPS. 
• Step 7.Check whether all products in Group 1 are completely ordered. If Yes, go to 

step 8; otherwise go to step 3. 
• Step 8. Sort the items in Group 2 in the ascending Inventory Usage Ratio (IUR). 
• Step 9. Check IUR whether the product has the same ratio. If Yes, go to step 10. If 

No, go to step 11. 
• Step 10. If tie occurs, the importance level obtained from the priority setting scena-

rio will be used to break the tie again. 
• Step 11. Select the candidate and assign to the sequence items for the MPS. 
• Step 12. Check whether all product items in Group 2 are completely ordered. If 

Yes, finish; otherwise go back to step 8. 
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2.2 Calculation of the Latest Start and Latest Finish 

The latest start date will be calculated for each process of tablet production to ensure 
that the latest finish of each step still comply with the order due date. In this study the 
delivery lead time of all products is 3 days. The latest start and latest finish can be 
calculated from (1) and (2) respectively. 

 LFij  = LS(i+1)j -1 (1) 

 

 LSij = LFij-LTij +1 (2) 

Where  
I  = process; i = 1, 2, 3, 4 whereas 1 = compression, 2 = coating, 3 = packing,  

4 = delivery.  
J  =  product sequence ; j = 1, 2, 3,…J 
LSij is the latest start date of process i at sequence j,  LFij is the latest finished date 

of process i at sequence j whereas; LF4j = Sale order due date. LTij is lead time 
(Day/batch) 

2.3 Heuristic Algorithm for Selecting the Start Date and Finished Date 

The sorted items based on the priority setting rule must be determined the start date 
and finished date. The start date of each process must start before the latest start date.  
Also the required production time must be checked against the available time. If the 
available time is enough to accommodate this item, the finished date of this one will 
be in the same day as start date. If it is not enough, the next available time from the 
next day will be considered. All the sorted product must be assigned finished date 
using the abovementioned procedure as shown in Fig. 5. 

3 Results 

In this section a generated MPS is presented. The algorithm is applied to a case study 
for the production planning of tablets manufacturing in June 2014. The as-is produc-
tion plan indicated required products and number of batches is shown in Table 1. We 
prioritize the 33 products (434 lots) to 175 sequences by priority setting rule as shown 
in Table 2. After that, the synchronized master production schedule of tableting, coat-
ing and packing are created the start date to finished date scheduling of each product 
in each process as shown in Table 3. 
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Fig. 4. Flow chart of the priority setting algorithm 
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Fig. 5. The algorithm to choose start and finished date 

Table 1. The as-is production plan in June 2014 

No. Product code No. of lots No. Product code No. of lots 
1 P001 3 18 P072 4 
2 P002 10 19 P074 13 
3 P003 32 20 P081 5 
4 P004 70 21 P097 10 
5 P005 8 22 P099 8 
6 P006 10 23 P102 6 
7 P024 8 24 P106 1 
8 P037 8 25 P107 2 
9 P042 13 26 P113 4 

10 P043 2 27 P114 2 
11 P049 15 28 P115 2 
12 P050 20 29 P116 15 
13 P054 9 30 P117 30 
14 P055 5 31 P118 10 
15 P059 18 32 P123 30 
16 P060 8 33 P131 20 
17 P071 33 Total - 434 
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Table 2. The product sequence on June 2014 

Sequence Product code No. of lots Sale order due date 
1 P055 1 09-Jun-14 
2 P118 1 11- Jun -14 
3 P002 1 13- Jun -14 
4 P074 1 13- Jun -14 
5 P074 1 15- Jun -14 
6 P117 2 15- Jun -14 
7 P042 1 16- Jun -14 
8 P102 1 16- Jun -14 
9 P097 1 16- Jun -14 
. 
. 
. 

. 

. 

. 

. 

. 

. 

. 

. 

. 
175 P054 2 31- Jul-14 

Table 3. The example of the master production schedule on June 2014 (to-be) 

Sequence 
Tableting Coating Packing 

Due date 
S  F  S  F S  F 

1 2-Jun-14 2-Jun-14 - - 5-Jun-14 5-Jun-14 09-Jun-14 
2 2-Jun-14 2-Jun-14 4-Jun-14 4-Jun-14 5-Jun-14 5-Jun-14 11-Jun-14 

3 2-Jun-14 2-Jun-14 - - 5-Jun-14 5-Jun-14 13-Jun-14 

4 2-Jun-14 2-Jun-14 5-Jun-14 5-Jun-14 8-Jun-14 8-Jun-14 13-Jun-14 

5 3-Jun-14 3-Jun-14 8-Jun-14 8-Jun-14 9-Jun-14 9-Jun-14 15-Jun-14 

6 2-Jun-14 2-Jun-14 4-Jun-14 4-Jun-14 5-Jun-14 5-Jun-14 15-Jun-14 

7 4-Jun-14 4-Jun-14 - - 5-Jun-14 5-Jun-14 16-Jun-14 

8 4-Jun-14 4-Jun-14 - - 5-Jun-14 5-Jun-14 16-Jun-14 

9 2-Jun-14 2-Jun-14 5-Jun-14 5-Jun-14 8-Jun-14 8-Jun-14 16-Jun-14 

. 

. 

. 
 

. 

. 

. 

.

. 

. 

. 

. 

. 

. 

. 

.

. 

. 

. 

.

. 

. 

. 

.

. 

. 

. 

.

. 

. 

. 

. 
175 25-Jun-14 25-Jun-14 - - 26-Jun-14 26-Jun-14 31-Jul-14 

4 Discussion 

The master production schedule (to-be) in June 2014 can integrate planning of  
all processes with all products and as a result all products can be delivered on time. 
Whereas the previous planning can achieve on time only 80.65% of 434 batches. 
Moreover, the study reveals that the total available time from the master production 
scheduling is decreased by 3,755.40 hour or 26.30% and the manufacturer can foresee 
the production problem because of this synchronized plan. 
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5 Conclusion 

This research paper shows an attempt to apply an industrial engineering technique in 
pharmaceutical industry. It is shown that the simplified algorithm is one of the poten-
tial and useful methods for problem solving. Although master production scheduling 
(MPS) has been studied and used by both academia and industries for quite a long 
time, the real complexity involved in making a master plan under constraints is not so 
easy. These constraints include production flexibility, quality issue, efficacy and safe-
ty and so on. Thus, the proposed heuristic algorithm will simplify this task and make 
it more efficient. 
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Abstract. In this paper, simulation optimization approach for simultaneous 
scheduling of machines and identical automated guided vehicles with minimiz-
ing the makespan in flexible manufacturing system is presented. In the past 
time, this problem has been solved by using heuristic algorithm such as genetic 
algorithms (GA), particle swarm optimization (PSO) etc. Actually, many fac-
tors should be considered in real situation such as deadlock or blockage of AGV 
and processing time with uncertainty in FMS. This will impact the system per-
formance significantly. Hence, discrete event simulation model is used to eva-
luate the system performances which consider those random factors and to 
compare alternatives. In addition, optimal computing budget allocation (OCBA) 
embedded with GA is used to reduce simulation replications and provide relia-
ble evaluations and identified for ranking chromosomes of the GA procedure. 
As a result, we prove those random factors affect system performance signifi-
cantly. The numerical experiment results demonstrate the superiority of the  
hybrid approach in terms of computing cost for this problem.  

Keywords: Flexible manufacturing system, simulation optimization, genetic 
algorithm, optimal computing budget allocation. 

1 Introduction 

Flexible manufacturing systems (FMSs) are a high degree of flexibility manufacturing 
system which can be used to increase machines utilization and productivity. The sys-
tems components have intricate relationships and interactions. Operating such  
complex system is challenging. Several operating rules such as alternative machine 
selection, vehicle dispatching and routing can have a strong impact to the system 
performance. 

Due to the complexity of the system, scheduling is a tough task which can affect 
the system performance directly. Most research only considers the machine schedul-
ing [8][13][14], but in FMSs, the AGVs also plays a crucial role which can effective 
impact the system performance. Some research emphasized that both the scheduling 
of operations on machine centers as well as the scheduling of AGVs are essential 
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factors contributing to the efficiency of the overall system [1][12]. But only a few 
researchers aim to simultaneous scheduling of jobs and AGVs. Raman et al. [10] de-
veloped a deterministic off-line scheduling model and formulated the simultaneous 
scheduling problem with resource constrained as an integer programming problem 
(IP) then solve it. The principle assumption of this problem is that AGVs have to 
return to the U/L after handling a product, this assumption will decrease the system 
flexibility. 

Bilge and Ulusoy [2] constructed a non-linear mixed integer programming problem 
(MIP) with a time-window approach for the simultaneous scheduling of machines and 
AGVs, and the target is to minimize makespan. 

Ulusoy et al. [12] advanced an appropriate encoded method to present the job se-
quence and AGVs assignment with chromosomes and proposed a genetic algorithm 
(GA) for the simultaneous scheduling problem. Jerald J. et al. [6] addressed an adap-
tive genetic algorithm (Adaptive GA) to solve this simultaneous scheduling problem, 
the crossover and mutation rate changed during the adaptive GA procedure, and the 
system performance is to minimize a combination of total machine idle time and the 
penalty cost for not meeting the delivery date. 

Some research only evaluate simultaneous scheduling problem of FMSs with sin-
gle objective (e.g., minimize makespan, maximize utilization, maximize system 
throughput), but most of real-world scheduling problems, multiple objectives should 
be considered to optimize at the same time, B. S. P. Reddy and C. S. P. Rao [1] pro-
posed a hybrid multi-objective genetic algorithm (Hybrid-MOGA) to optimize the job 
sequence for simultaneous scheduling of machines and AGVs problem in FMS, 
which objectives are to minimize makespan, minimize mean flow time and minimize 
tardiness simultaneously. 

Even there are some research addresses the simultaneous scheduling of jobs and 
AGVs, their proposed model is still deterministic. Without considering uncertainty in 
FMS, it can be inapplicable to practice. For example, the blocking and congestion 
between vehicles may be rare in a deterministic model. The random factors like car 
dispatching, zone-control, alternative routing and etc., can make. To evaluate the 
system performance under uncertainty, Monte Carle simulations are widely used 
[3][11]. Computer simulation technology provides an effective tool to help plan for 
solving, analyzing and evaluating different alternatives. 

Evaluating a decision using simulation can be time-consuming. The performance 
of a decision cannot be evaluated in a single run of the simulation. The replications 
are needed to robust the optimal solution, but certainly it requires more computational 
resources, we need to allocate these resources more effectively, in this study, we em-
ployed Optimal Computing Budget Allocation (OCBA) technique which was  
proposed by Chen et al. [4] as resource allocation method to enhance simulation effi-
ciency with a given computing budget. In FMS, the solution space, i.e., all possible 
decisions we can choose, can be large. Then, evaluating all possible decisions under 
uncertainty can become infeasible. Machine scheduling and AGVs dispatching are 
well-known NP-hard problems [2][9], in this research, we proposed a hybrid frame-
work approach for simultaneous scheduling of machines and AGVs in FMS and  
demonstrate the efficiency of this framework. 
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This paper is structured as follows. Section 2 presents the FMS problem descrip-
tion and formulates the problem with the non-linear programming model. The pro-
posed a simulation optimization based methodology for the simultaneous scheduling 
problem in this research will be introduced in section 3. In section 4, two numerical 
experiments and the results were presented, which include two experiments, one is the 
comparison of FMS problem used zone-control technique or not, and, the another one 
is the comparison of GAEQUAL with the proposed simulation optimization framework- 
GAOCBA, the conclusions are given in section 5. 

2 Problem Description 

The FMS consists a group of computer numerically controlled (CNC) machines,  
automated guided vehicles and computer control system are connected together to 
process different products. An example of FMS can be presented as figure 1. 

 

Fig. 1. Example of FMS [7] 

As shown in Fig. 1. There is a load/unload (L/UL) station, an automated guided 
vehicle and eight machines, local buffers (input/output buffer) are in front of each 
machine, and a tool store behind each machine. 

If the problem is a deterministic problem, the objective function of alternative x is ܼ ൌ  But if we considered some factors are randomness in this problem, for .(ݔ)݂
example, processing time, machine setup time, MTTR, MTTF etc., thus, the objective 
function of x will have some randomness, we will use expectation value to decrease 
the variability, and the objective function will become to  ܼ ൌ ,ݔ)ሾ݂ܧ ߱)ሿ ൌଵ ∑ ,ݔ)݂ ߱)ୀଵ , where n denotes the replication time and ߱ denotes the randomness. 

If the replication time getting larger, the sample mean will converge to it actual value, 
the expectation value will be similar to the real performance, therefore, an intelligent 
resource allocation method is needed to increase the simulation efficiency and robust 
the optimal solution. 
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Zone Control 
Most of literatures, the AGV handling time is equals to the handling distance divided by 
the handling speed, in this way, a situation of an AGV may pass through to the other 
AGVs is ignored. But in real case, handling behavior may suffer blocking and conges-
tion, further to make the AGV deadlock, and then to cause the system performance even 
worse. In this research, to avoid blocking and congestion cause AGVs deadlock, we use 
zone-control [5] to ensure AGVs will not collide by separating the track into several 
disjoint regions, when there’s an AGV enter a zone, the other AGVs cannot enter the 
same zone at the same time and have to wait until the zone becomes empty. The zone-
control technique can prevent AGVs deadlock but it will cause to increase the makes-
pan. A comparison of a system with/without zone-control will be present later. 

3 Introduction of Proposed Framework 

The conceptual framework of the proposed hybrid approach is shown in Figure 2.  
The proposed framework is composed of a meta-heuristic, which generates design 
alternatives to exploit the solution space, and a discrete event simulation to estimate 
performance by OCBA procedure to allocate multiple sampling. 

 

Fig. 2. Simulation optimization framework 

3.1 Genetic algorithm 

Genetic algorithm in this framework is applied to well exploration and exploitation 
the scheduling of machine in design space. In addition, we also embedded vehicle 
assignment algorithm to control job handling in simulation model. The GA procedure 
can be discussed by the following 6 steps: Chromosome encoding, population initiali-
zation, legalization, chromosome decoding and evaluation, crossover and mutation. 
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1. Chromosome representation Chromosomes represented the operation sequence, 
and each gene means a specific job and its processing step. The chromosome 
length is equal to the total number of operations of all the jobs. For example, there 
is a scheduling situation with 4 machines and 3 jobs, each job has 3 operations, 
which shown in table 1, the chromosome length is 12. 

Table 1. A jobset and the correspond genes 

Jobs 1 2 3 
Operation 1 2 3 1 2 3 1 2 3 
Machine M1 M2 M4 M1 M3 M2 M3 M4 M1 

Gene 11 12 13 21 22 23 31 32 33 

2. Population initialization. We randomly generate a set of chromosomes as popula-
tion initially. A chromosome is shown as an example in table 2. 

Table 2. A randomly generated chromosome 

Operation 
sequence 

1 2 3 4 5 6 7 8 9 

Gene 22 31 21 11 33 23 12 13 32 

3. Legalization Because of operations are nonpreemptive, a legalization is needed 
when a chromosome is infeasible. Table 2 presents a randomly generated chromo-
some, because the job operation sequence cannot be preempted, so the chromo-
some is infeasible, so a legalization is employed to make chromosomes feasible. 

Operation 
sequence 

1 2 3 4 5 6 7 8 9 

Gene 22 31 21 11 33 23 12 13 32 

 
 

Operation 
sequence 

1 2 3 4 5 6 7 8 9 

Gene 21 31 22 11 32 23 12 13 33 

Fig. 3. Chromosome legalization 

4. Chromosome decoding and evaluation Fig.4 contains a set of job operation  
sequence which has been legalized, the first gene is 21, which means the first step 
of operations is to move the job 2 to its first operation machine- M1, and the 
second gene is 31 means to move the job 3 to its first operation machine- M3, and 
so on. After decoding, the operation sequence will be put into the simulation model 
to evaluate the performance. 

5. Crossover. Because of each gene in chromosome is unique and cannot be repeated, 
a ”two-point order crossover method” has been quoted for this feature in this study. 
The steps are as follow: 
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(a) Select two chromosomes randomly from population as parents. The two chro-
mosomes’ fitness value should be in the top 10% of the population. 

(b) Randomly select 2 positions of chromosome. 
(c) Let the genes within the 2 positions be replaced by another chromosome’s 

genes which are same as the original genes, thus, the order of genes within the 
2 positions will be change. 

An example is shown in figure 5. 

Parent 1 11 31 12 21 32 33 22 23 13 

Parent 2 21 31 22 11 32 23 12 13 33 

 

Child 11 31 12     23 13 

 

Parent 2 21 31 22 11 32 23 12 13 33 

 

Child 11 31 12 21 22 32 33 23 13 

Fig. 4. Two-point crossover method 

6. Mutation. In this research, we adopted “shift mutation” as the mutation method, the 
steps are as follow: 
(a) Select a gene randomly. 
(b) Select a position randomly, and insert the selected gene into the selected posi-

tion, then the genes behind the position have to shift for one grid. 

3.2 Vehicle Assignment Algorithm 

To dispatch the AGVs handling, we employed a vehicle assignment algorithm [1]. 
Assume there are two AGVs to provide material handling, at the beginning, the first 
two operations will be assigned to these two AGVs randomly, and then the other  
operation will be assigned to AGVs by vehicle assignment algorithm.  

3.3 Optimal Computing Budget Allocation (OCBA) 

In this study, we use an intelligence procedure, OCBA, which assigns a number of 
replications to each particle. The OCBA approach was introduced by Chen et al. [4] 
to determine the optimal design alternative x within a reasonable amount of time.  
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There are some notations should be defined, T is the total replication and P(CS)* is 
the expectation to reach P(CS) by user setting. OCBA allocates simulation budget n0 

to each alternatives, and then allocate Δ  each iteration according to (1), where n0 is 

the initial simulation replications and Δ  is the total simulation budget for each 
iteration. When OCBA is integrated with GA, the formulation of the maximized si-
mulation efficient is chosen when the P(CS)* is satisfied. The function P(CS) is indi-
cated in (2). 

Minimize n1+n2+,…..,+nk=T   such that P(CS)>=P(CS)* 
Where T is the total replication and P(CS)* is the expectation to reach P(CS) by 

user setting. 
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where 
k is number of design alternatives. 

1l
iN
+

and 
1l

jN
+

 denotes i-th or j-th alternatives’ simulation replications in iteration 

l+1. 
1l

bN+
 is the simulation times for the best object in iteration 1+l . 

is  and jsdenote the standard deviation of the i-th or j-th design alternative. 

bs  denotes the standard deviation for the best design alternative. 

iJ  and jJ  denotes the expected value for the i-th and j-th design alternative. 

bJ  represents the expected value for the best alternative. 

3.4 Hybrid Approach Procedure 

The implementation of this hybrid approach, as shown in Table 3. 
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Table 3. Procedure of GAOCBA 

Initialization 
Initialization of GA and OCBA (parameter setting) 
The chromosomes are generated by uniform randomly 
and simulate n0 times for each chromosome. 

Loop while stopping criterions is met (GA). 

Updating (GA) 
For each chromosome i do  

Update chromosome i using crossover and mutation; 
End for 

Loop while  
P(CS)<P(CS)* or  
Tl<T do (OCBA) 

Calculate sample means sample variances and P(CS)*  
of particles based on the simulation outputs;  

 
 

Allocation 
Let Tl+1 =Tl +∆ and allocate the new simulation replica-
tions to chromosomes m ܰ ൌ ( ଵܰ, ଶܰ, … , ܰ ) based on 
equation (1). 

Simulation Perform max ൌ (0, ܰାଵ െ ܰ ) numbers of replication 
for each chromosome m; let l=l+1. 

End of loop (OCBA) 

End of loop (Stop-
ping GA procedure.) 

If the stopping criteria is satisfied, stop and output the 
best solution and its performance. 
Otherwise, go to Updating(GA). 

4 Numerical Results 

4.1 Benchmark Case in Simultaneous Scheduling 

In this experiment, Machine processing time is considered as a random factor in the 

simulation model, we assumed machine processing time is following Normal(μ= Pt, 

σ
2= 3). A comparison of two simulation budget allocation methods (OCBA and 

EQUAL) in stochastic problem is represented in this experiment. 

Parameter setting. GA and OCBA parameter setting is shown in table 4. 

Table 4. GA and OCBA parameter setting 

GA 

Population size Crossover rate Mutation rate Generation 

50 0.6 0.4 50 
58 71%

OCBA 

Initial replication 
(n0) 

Simulation budget per 

OCBA iteration ( Δ ) 
Total simulation 

budget (T) 
Probability of correct 

selection (P{CS}) 

10 100 1500 
80% 

58.71% 



 A Hybrid Genetic Algorithm for Simultaneous Scheduling 285 

 

Experiment result. The convergence plot is shown as figure 5. In Fig. 5. GAOCBA 
shows faster converge than GAEQUAL. In table 6, GAOCBA can save 65.95% of simula-
tion replication than GAEQUAL, which implies GAOCBA is more efficient than GAEQUAL. 

 

Fig. 5. Convergence plot of EQUAL and OCBA 

Table 5. Comparison of GAEQUAL and GAOCBA  

Search method Makespan 
Simulation 
replication Saving 

GAEQUAL 98.479 195000  

GAOCBA 97.875 66400 65.95% 

5 Conclusion 

In this study, we proposed a framework based on simulation optimization which inte-
grate genetic algorithm with OCBA in simultaneous scheduling problem of machines 
and AGVs of FMS. This approach can effective and efficacy for this problem. Tradi-
tionally, simultaneous scheduling problems of machines and AGVs of FMS are consi-
dered a deterministic problem and solved by using meta-heuristic algorithm. Actually, 
there are many noise factors in this system, such as uncertain processing time, conges-
tion in order handling, etc. Those factors are contained in real system and strongly im-
pact system performance. Hence, stochastic simulation is used to evaluate the system 
performance in this problem. For avoiding congestion of AGVs, we prove deadlock 
situation of two AGVs in the system and use zone control technique to improve it. Fi-
nally, the numerical results demonstrate GAOCBA is superiority of solution quality and 
reducing computing cost. Future research can also consider parameter setting in this 
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hybrid approach such as fraction factorial design, Taguchi method and other proper 
methods can embed with genetic algorithm for enhancing solution quality. 
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Abstract. This paper presents a collaborative agents model for Sales and 
Operation Planning (S&OP) in industry. We show how an S&OP system can be 
used in a multi-agent approach considering existing legacy software and how 
people and software agents interact in a planning environment in a process 
industry, such as the petrochemical industry. The model helps to describe the 
process, determine the pre-existing software integrations, define responsibilities, 
and promote communication and learning. The solution adopted is crucial for a 
high performance S&OP. It is also important to consider the interaction among 
human agents and software agents, which are required for its success. The multi-
agent system (MAS) paradigm is useful for helping industries handle distributed 
information sources and interactions between a number of actors and teams. We 
examine activities of an S&OP in a petrochemical company and how these 
activities can be more efficiently performed through MAS. 

1 Introduction 

Many research studies have focused on the adoption of multi-agent systems (MASs) 
in industrial environments [1, 2]. Inside manufacturing systems, MASs provide 
solutions for manufacturing enterprise integration [3], enterprise collaboration [4], 
manufacturing process planning and scheduling [5, 6], shop floor control and holonic 
manufacturing [7]. In the production planning and control field, MASs are applied to 
order quotations, demand forecasts, order management, purchasing, master 
production scheduling, monitoring and distribution [8].   

In all of these examples, MASs are useful for data collection, data analysis, 
communication and information exchange. At the tactical level of production 
planning in Sales and Operation Planning (S&OP) [9], these agents help in the 
reduction of planning time, activities coordination, control information and retrieve 
learned-lessons that are relevant for computer reasoning. 

S&OP is a business process that links the corporate strategic plan to daily 
operation plans [10]. It includes representatives from operations, supply chain, 
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marketing, human resources, and production planning from middle management to 
the executive level. To accomplish this complex activity, S&OP requires the 
involvement of a number of experts working on different parts of a problem to 
provide the right information, define the work processes and support the technology. 
The process is a series of pre-planning sessions that promote team work, as well as 
the involvement and communication among executives and the mid-level operational 
management [11].  

According to [12], S&OP gained recognition in 1990s in operations planning and 
control evolution with the switch in focus from Manufacturing Resource Planning 
(MRP) to Enterprise Resource Planning (ERP). Some workflows [13, 14] and 
maturity models [15, 16, 17, 18, 19, 20] were proposed, but S&OP is still a challenge, 
and few companies reach the advanced S&OP level. For S&OP to succeed, functional 
teams must communicate, share data, strive for consensus, and make plans to achieve 
common sets of objectives with adequate technology [21]. Without technology, a 
process such as S&OP cannot support the scale needed to realize all of the benefits. 
There are technologies for demand and supply planning, but S&OP workbenches that 
integrate with ERP, MRP, MES and Legacy Systems [22] are less available.  

An S&OP workbench is an automated tool for sharing information among team 
members [10] related to the what-if analysis of the potential changes to the supply 
chain and/or the demands plan and Key Performance Indicators (KPI) for 
performance measurement [22]. Some suggested that new technologies for Integrated 
Business Planning (IBP) should be considered an advanced S&OP essential for 
incorporating the integration of targets and cooperation among teams and sub-
processes into the strategy-to-operation cycle in a company [23].  
This paper proposes an S&OP workbench that relies on an MAS approach. In our 
approach, a task decomposition method [24] is used to create a plan for accomplishing 
a complex task, and a multi-agent framework [25] is used to determine the system 
service and agents in the S&OP process. As a result, our S&OP process may 
incorporate the potential benefits from the integration of the best utilities from ERP 
and MRP to provide an effective, useful, powerful and intelligent system. This is an 
effective way to embed intelligence into ERP and MRP applications without 
interfering with their structure. 

The paper is organized as follows. Section 2 synthesizes the S&OP general 
concepts and activities. Section 3 describes the framework and the problem solving 
method. In Section 4, we describe the problem solving method in detail and apply it to 
S&OP in a model industry. Finally, Section 5 provides conclusions. 

2 Sales and Operation Planning  

S&OP is about bringing together various plans prepared within a company, e.g., sales 
plans, marketing plans, research and development plans, production plans, purchasing 
plans, and financial plans, to generate an integrated set of plans. It is a process  
for creating tactical plans to ensure the company’s competitive advantage based on 
the continuous integration of client-oriented marketing plans and supply chain 
management.  
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Fig. 1. The S&OP and the 3 different levels of general planning, based on APICS [27] 

The plan is prepared once a month at the level of product groups. S&OP is both a 
combination and a confrontation of objectives that fulfill the requirements for 
medium-term planning of resources and one-year business planning. This plan also 
combines strategic plans with the implementation, performance measurements and 
continuous improvement of operations [25]. 

As a tactical approach, S&OP connects the strategic plan with the operational plan 
in a company (Figure 1). In terms of ERP, it connects the Final Assembly Scheduling 
(FAS), MRP and Capacity Requirements Planning (CRP) to Business Planning where 
the company strategy is defined [27]. 

According to [28], the main purposes of S&OP are the following: to build bridges 
between the business or strategic plan and the operational plans of the enterprise and 
to balance supply and demand, [29] also included some other main objectives such as 
evaluating the performance of the planning process by gathering measurements. The 
performance evaluation helps to identify gaps in the communication and interactions 
between different teams and among the team members, thereby improving the 
teamwork capabilities.  

The S&OP cycle has 5 main stages [29, 10, 14, 15]. It starts with gathering data on 
past sales for sales forecasting. Next, demand planning validation is conducted using 
forecasts of the sources of demand and inventory and customer service policies. In the 
third stage, supply planning (the ability to meet demand) is assessed by reviewing the 
available capacity and the required scheduling for production operations. The 
production and logistic plans that best fit the proposed demand plan are then selected. 
A preliminary meeting (Pre-S&OP) is then conducted to match the supply and 
demand plans with financial considerations (impact and constraints). Finally, after 
adjustments are made, the S&OP objectives are released for implementation. 

More recently, S&OP has been recognized under the term Integrated Business 
Planning (IBP), which “prioritizes the strategic planning and more robust product and 
portfolio review over the balancing supply and demand process” [23, p.28]. In 
essence, IBP can be considered advanced S&OP with targets and KPIs adapted to the 
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type of company strategy, e.g., the segmentation strategy or cost leadership and 
differentiation strategy, as proposed by Porter in 1980, in his book Competitive 
Strategy.  

We consider computer support to be essential for a successful IBP.  In particular, 
the MAS paradigm seems to be appropriate for this purpose. The MAS provides a 
suitable environment for collaborative software that may be applied to S&OP using 
the MAS framework proposed by [25].  In the next section, we describe the MAS 
framework and provide details about the correspondence between S&OP and MAS-
based computer support. 

3 MAS Framework and the Task Decomposition 

One of the main questions in collaborative agent systems relates to what the agents 
should collaborate on. In the MAS approach we adopted, anything the agents do in 
collaboration is defined as a “task”. A task can denote an instance of a problem, a 
problem class or both a problem class and an abstract description of a method for 
solving the problem [30]. In our case, the S&OP process is a complex task, i.e., an 
instance of a problem to be solved. A task is described in terms of a goal and refers to 
the “problem solving method” through which it can be accomplished. Hence, a task 
describes what to do, while the problem-solving methods describe how to do it [31].  

Problem solving methods decompose a higher level task (or problem) into subtasks 
and follow certain steps and rules to construct an unambiguous tree that represents the 
Task Structure [24]. The subtasks are decomposed into smaller tasks iteratively until 
reaching the “leaf-node tasks” that can be directly accomplished by agents without 
further decomposition. The Task Structure model can be integrated into the MAS 
framework [25]. The MAS includes a number of different software agents, each of 
which has a different role and responsibility in terms of the tasks in the system [32]. 
The types of agents are defined according to the requirements of the domain and the 
characteristics of the problem at hand (i.e., the S&OP).  

In the MAS, each agent has a set of capabilities based on their knowledge (e.g., 
ontology, or a rule base) and reasoning skills (i.e., algorithms). A Task Structure tree 
maps the capabilities of the agents in the system. An agent should have the knowledge 
and information (i.e., input) required for the task to which it is mapped in order to be 
able to accomplish/execute the task (activity). That is, an agent can be allocated to a 
task (i.e., mapped) only if it is has the computational skills for producing the type of 
output from the input, as well as the ontology that the task specifies. 

In the industrial context, the capabilities of agents are represented by the 
capabilities of a person or a computer system that is currently in use. The plan 
generated through such a problem decomposition process is useful for finding the best 
sequence of activities (“tasks” in MAS terminology) to be performed as well as the 
best team (a set of “agents” in MAS terminology) for executing these activities. 

In the Coordinated Problem Solving Framework (CoPSF) proposed by [25], task 
decomposition occurs in the second stage of the five stage problem solving process: 
(i) problem identification, (ii) problem analysis, (iii) team formation, (iv) team work, 
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and (v) presentation of the solution. There are five different types of agents in the 
CoPS framework that have different roles and responsibilities: Personal Assistant 
(PA), Matchmaker (MAT), Decomposer (DEC), Problem Solvers (PS), and Task 
Administer (TA). A PA is a bridge between the user and the system, as shown in 
Figure 4. The MAT keeps a record of the actors and their abilities. The DEC 
decomposes the tasks. The PSs either are workers that possess certain domain specific 
skills or are software platforms.  

S&OP involves a complex set of activities due to the amount of distributed 
information, the number and heterogeneity of the actors, uncertainties and the limited 
time to deliver the S&OP objectives. Some activities require special attention with 
respect to time and availability of people, who are usually busy.  In the next section, 
we describe how task decomposition and the CoPSF framework are suitable and 
useful for structuring the S&OP process. 

4 The Problem Solving Method Applied to S&OP in an 
Industrial Context 

This section synthesizes some concepts, targets and activities for S&OP in a 
petrochemical company and describes the problem solving method in this context.  
The S&OP context is important for problem identification and task decomposition. 
After we describe the task decomposition, we will detail the interactions among 
different teams for each task and propose an intelligent S&OP System. 

4.1 S&OP Context 

The petrochemical company used for this case study is one of the largest companies 
in its sector. It has 36 industrial units: 29 in Brazil, 5 in the United States and 2 in 
Germany. In our example, we consider S&OP in one unit of the company, the Basic 
Petrochemical Unit (BPU) located in Bahia, Brazil. The S&OP considers 26 products: 
ethylene, propylene, benzene, toluene, gasoline, solvents, butadiene and isoprene, 
among others. Ethylene and propylene are the two main products, accounting for 
approx. 40% of all production in BPU. These products go to an internal customer, the 
Polymer Unit. The main raw material is Nafta, which is produced by the oil and gas 
industry. Figure 5 shows where the BPU is placed in the supply chain.  

 

Fig. 2. Petrochemical supply chain stages and the focus of S&OP process 
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One of the aspects to be considered in the petrochemical company scenario is the 
existence of many international competitors with no local competitors. This requires a 
team with expertise in international marketing to provide information for the S&OP 
process. Another important aspect is that it is not possible to make different 
arrangements for equipment, e.g., assigning some manufacturing companies to 
produce different final products. And there are no modifications to the final product 
specifications because the products are commodities, but it is possible to make 
arrangements with internal products to produce others like gasoline.  

All of these aspects should be defined to develop the MAS and the S&OP context 
(Table 1). The S&OP context considers multiple business aspects (type of industry, 
location, logistics, environmental restrictions, availability of new business and the 
market) and multiple planning aspects (strategic plan, the maintenance plan, planning 
horizon, available products, products to launch, production capacity and logistics).  

Table 1. The elements of the S&OP context 

S&OP context 
Type of industry 
Location 
Products available 
Products to launch 
Production capacity 
Logistics (trucks, pipelines, vessels, people) 
Planning horizon 
Maintenance plan 
Environment restriction 
New business available 
Market share 
Strategic plan 

 
There are four main areas involved in the S&OP process: Marketing, Commercial, 
Industrial and Supply Chain.  

− Marketing gives information about the competitor's actions and the premises 
of oil price that influence the final product prices.  

− Commercial defines volumes and prices for each costumer based on the 
premises of the market.  

− Industrial is responsible for production and covers health and environment 
restrictions and maintenance coordination.  

− Supply Chain coordinates three teams in the company: Planning – 
responsible for S&OP execution; Raw Material – responsible for Nafta 
acquisition; and Logistic - responsible for distribution of the final products 
(gases and liquids).   
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4.2 Legacy Systems 

The company has an ERP and an optimization tool called SCMart®. The ERP 
delivers planned production orders to be executed at the control rooms. These orders 
come from SCMart®, which has planned production using S&OP processes in the 
company since 2007. The SCMart® is a mixed integer nonlinear programming 
(MINLP) solver that helps with scenario development [33]. SCMart constructs several 
scenarios from demand, supply and production data [34].  During its execution, the 
system highlights many constraints and restrictions, such as lack of raw material, lack 
of ethylene demand, lack of benzene demand, availability and seasonal fluctuations 
due to lack of natural gas or high raw material prices. The type of information that can 
be found in SCMart includes Finance (profit, shadow prices, and costs), Supply, 
Demand, Inventory (raw materials, intermediates, and products) and Production data.  

The main goal of SCMart is to improve profitability. The software defines the best-
case scenario, the volumes to be produced and the sales that provide the most profit 
for the company. SCMart is a good optimization tool that fits the company purpose. 
However, for intelligent S&OP processes, it is necessary to use a holistic view that 
considers other aspects, including the gathering of information and the possibility of 
learning from analyses realized during the S&OP process.  

4.3 S&OP Task Decomposition 

For the task decomposition process, we start with the problem definition:  

How to perform S&OP in an effective way? 

The main goal of S&OP is to optimize the assertiveness of prices and volumes.  The 
assertiveness measures the deviation between the planned and the real data to guide 
the improvement of the S&OP process. The assertiveness is targeted because S&OP 
includes the elaboration of a plan to produce the highest profit. The highest profit plan 
defines the volumes and prices that should be reached to provide the highest profit for 
the company.  

 

Fig. 3. S&OP plan after the Task decomposition process 
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The activity starts with supertask S&OP (Task 1). The input for that task is the S&OP 
context, as defined in Section 4.1. The output of the S&OP is the commitment of the 
company to execute the best plan defined through the whole planning process. If the best 
plan is elaborated, but there is not commitment to follow this plan, then the S&OP task is 
not successful.  The commitment is measured through the assertiveness KPI.   

The S&OP Task 1 is divided into five subtasks: Get information (Task 2), Develop 
the scenario (Task 3), pre-S&OP (Task 4), Consolidate the scenario (Task 5), and 
Disseminate the plan (Task 6). The planning team is involved in all of these tasks. 
They perform a coordination function in horizontal alignment and should have good 
interactions with the other teams. 

The input of Task 2 is the S&OP context, which defines which information is 
relevant for the S&OP activity. This Task combines information from its four 
subtasks: Get historic information (Task 7) – important for initial inventory 
forecasting, Get production and logistic constraints (Task 8), Get demand information 
(Task 9), and Get supply information (Task 10). Each of these subtasks addresses 
different types of information, e.g., historical information about the product and raw 
material storage, sales, deliveries, production and interventions in the last month. 
Tasks 8, 9 and 10 refer to the forecast data and the operational constraints.  

The output of Task 2 is necessary for the execution of Task 3. Task 3 needs a lot of 
expertise to understand the information it receives from the different teams in the 
company. All of the information is gathered and alternative scenarios are created to 
find the highest profit scenario. The constraints are analyzed and some of the 
opportunities are highlighted to compare with alternative plans.  

The output of Task 3 is a preliminary plan to drive the work meeting, i.e., the pre-
S&OP in Task 4. The people responsible for obtaining information through tasks 7, 8, 
9 and 10 have to participate in Task 4 to validate the plan premises. The opportunities 
identified in Task 3 are analyzed in a holistic group during the execution of Task 4. 
The coordinators or managers responsible for any process with constraints should 
participate to eliminate the process or propose alternatives. As proposed by the 
Theory of Constraints (TOC), it is necessary to identify and eliminate constraints to 
improve the results in a company [35]. The TOC is considered in the company and in 
the software used for scenario development to provide a list of constraints and shadow 
prices to help find opportunities. The output of Task 4 is a confirmation about the 
constraints that helps in the scenario consolidation in Task 5.  

In Task 5, the final scenario is defined by planners with the complete Sales and 
Operation Plan. The inputs are the preliminary plan from Task 3 and the constraint 
analyses from Task 4. The output is the best scenario for the company after 
considering all of the possibilities in Task 3 and the plan validation in Task 4. 

Task 6 addresses the dissemination of the plan for the main teams involved in the 
S&OP process: industrial, commercial, marketing, logistic, raw material and planning 
teams. It has two subtasks: S&OP Report (Task 11) and S&OP Meeting (Task 12). 
The Report is drafted by a planning team and delivered to a group of people who need 
this information for their daily work. It can be communicated via email, on paper, 
through an order in the ERP system or all three of these. The S&OP meeting is an 
opportunity to share challenges and opportunities for the business, analyze the 
performance of the planning activity thought KPI and mobilize people to engage. 
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4.4 Intelligent S&OP System 

The MAS based on the CoPSF framework is used to support the S&OP task. One of 
the important properties of the MAS is to promote the interaction between agents 
through special agent-based languages such as KLM [36] or FIPA-ACL, both of 
which rely on the speech act theory developed by Searle [37]. A set of standardized 
interaction protocols have been developed that capture some typical situations that 
require interactions between agents working on the same task. One such example is 
the “contract net protocol” [38], which is the standard protocol for the task allocation 
process. It enables interactions between agents where a call has been broadcasted to a 
set of agents to allocate a certain task to the most suitable agents. CoPSF uses the 
contract net protocol in addition to its own more custom-made protocols. CoPSF uses 
FIPA-ACL as the agent language.  
 

 

Fig. 4. The Sales and Operation Planning 
System 

Fig. 5. Overview of the interactions 
involved in S&OP process 

 
The plan obtained through task decomposition in Section 4.3 (Figure 6) will be 

accomplished by the CoPSF agents. In the system, each entity (people, database, or 
agent) responsible for providing the information is represented by one PA agent. 
Thus, in Figure 7, it is possible to see many PA agents interacting with others and the 
legacy software.   

The SAP APO Advanced Planner and Optimizer is a planning tool that is used to 
plan and optimize the supply chain processes by making use of various modules. SAP 
APO is also used in the system to connect the S&OP process to other processes such 
as MRP, which request material based on the production orders.  Demand Planning is 
one of the SAP APO modules and is used for statistical forecasting. The Process 
Information Management System (PIMS) provides data from the Data Acquisition 
Level to a PA Get Historic. Useful information is obtained when checking if the 
production, inventory and sales are proceeding according to the planning. 

As described above, CoPSF has five types of agents: Task Administer agent (TA), 
Personal Assistant agent (PA), Matchmaker agent (MAT), Problem Solver agent (PS) 
and Decomposer agent (DEC). During the S&OP process, the agents execute their 
roles as described below: 
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− The Task Administer (TA) agent coordinates the S&OP Process. It resolves 
dependencies and distributes the tasks to the other agents, controls the 
deadline, and ensures the quality of the process.  

 

− The Personal Assistant (PA) agents interact with human agents when there is 
a need for communication of a question/information between the system and 
the persons in the company. In the S&OP process some of the information 
gathered by the agents in the MAS needs to be confirmed by a human before 
being used in the later stages of the process. The PA agents collect the 
information and display it for the users to approve or refuse. In this way, 
each piece of information that is used in S&OP is ensured to have a human 
responsible for it. 

 
− The Matchmaker (MAT) agent keeps a record of agents in the system and 

their capabilities regarding knowledge and reasoning skills. This agent 
knows which agents are suitable for certain tasks. Every MAS agent has a 
matchmaker [39]. 

 
− Problem Solver (PS) agents are the planners that work in the planning team 

to analyze scenarios (Tasks 3 and 5 in Figure 6) to reach the best sales and 
operations plan based on the embedded intelligence. Some of the PS agents 
can also serve as dummy agents that receive an output from the optimization 
software outside of the MAS, e.g., a legacy software system that the 
company already uses.  
 

The Decomposer (DEC) agent is not considered in our model. The S&OP process 
is a pre-defined activity and the task plan in Figure 6 will not change with the S&OP 
process execution. Figure 9 shows an overview of the interactions involved in the 
S&OP process. 

The user, via the PA agent, starts the S&OP process. The PA communicates the 
user’s request about creating an S&OP to the TA agent. The TA gets the requisition 
and asks the MAT which agents in the system match the tasks in the decomposed task 
tree. The MAT informs the agents and people who are responsible for each piece of 
information inside the company. The TA collects the required information (i.e., the 
commercial, supply, production and historical data) that the human actors need to 
provide using the PAs. Each PA sends the requested information to the TA in a timely 
manner. The TA requests an integrated solution from the set of PSs it allocated to the 
tasks in the task structure tree. The PSs deliver a solution to the TA. The TA then 
integrates these and delivers the results to the relevant PAs, who in turn deliver it to 
the human actors they are connected to. Interaction 8 and 7 between the TA and the 
PS agent will happen at least twice during scenario development and consolidation.   

The flowchart in Figure 6 shows the communication for data acquisition (Task 2). The 
flowchart in Figure 7 shows the negotiation during scenario development and 
consolidation (Tasks 3 to 6). Each PA (Planning, Marketing, Industrial, Logistic, Raw 
Material and Commercial) is responsible for specific information. For example, only the 
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Raw Material PA can define the naphtha strategy (origin, quality, price, and minimum 
and maximum lot size) and only the Commercial PA who is responsible for Customer 1 
can define the price and minimum and maximum volume for that customer.  

There are several Commercial PAs and Industrial PAs. Each group of products 
produced in the same industrial plant has one Industrial PA. Each group of products 
negotiated by a commercial manager has one commercial PA. There are 
approximately 8 Industrial PAs and 5 Commercial PAs. 

The TA requests information from all of the PAs. If the requested information is 
not available, the TA designates the Planning PA for filling in the information gaps 
based on the PA’s experience. After gathering all of the information necessary for 
S&OP, the TA asks the PS agents to find the best S&OP plan (II) and to send it to the 
SCMart PA legacy (I) (Figure 7).    

If necessary, the PS agent may access other software to provide the best S&OP. In 
our case, only the SCMart is used for optimization, as shown in Figure 11. During the 
what-if analyses, the pre-S&OP meeting is held to formalize the modifications 
suggested by the TA. In this meeting, human agents join a holistic group to 
collectively analyze the alternatives.  For example, if the Raw Material PA indicates 
that there is not enough naphtha available, the Industrial PA can reduce the GN 
consumer for energy production and increase the capacity of the gas furnaces that 
produce ethylene. Similarly, the Commercial PA can reduce the sales to less 
profitable customers. The Logistic PA can review the inventory policy and transfer as 
much products as possible to avoid customer shut down.  

 

Fig. 6. Communication flow to get information (Task 2 in Figure 3) 
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Fig. 7. Communication flow for elaborating the S&OP objectives (Tasks 3 to 6 in Figure 3) 

The capabilities of the workbench can be extended through the addition of a Case 
Based Reasoning (CBR) skill. CBR is an artificial intelligence method in which the 
principal idea is solving new cases using solutions to similar cases that were solved in 
the past. It has been applied in diverse industrial applications for reuse of experiences 
[40]. A CBR system learns new “cases” after solving a new problem to be used in 
future. The TA in our system can be connected with an agent with this capability (i.e., 
CBR software) that can learn from analyses executed during the scenario 
development and scenario consolidation (Task 3 and 4) and suggest solutions to 
maximize the results based on learned cases. The TA registers the what-if analyses 
and gains suggested by SCMart. The analysis of the constraints and opportunities 
needed to maximize the results in a holistic scenario is complex and requires a lot of 
expertise from the planning team. A CBR module can help new professionals during 
the execution of the S&OP process, thereby reducing the learning period. 
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5 Conclusion and Future Work 

The paper presented a framework for a powerful intelligent S&OP system developed 
using a multi-agent approach. The system used the collaborative environment 
proposed in CoPSF to show how agents can interact and communicate to develop the 
best S&OP. S&OP is a tactical planning strategy that is important for connecting 
business and operation plans. S&OP gathers the relevant information at the right time 
and joins several software platforms and people with different knowledge and 
expertise. The MAS improved the S&OP execution by reducing planning time, 
improving activity coordination, and providing control over information and learning.  
The people responsible for each piece of information should be involved in the S&OP 
process to guarantee that the plan is coherent and feasible. The MAS seems to be the 
right bridge to link people and systems in distributed environments in a more efficient 
way. The use of CBR connected to the system will be detailed in future work. CBR 
should be formalized for computer reasoning in a four-step process: retrieving, 
reusing, revising and retaining. The reuse step maps the solution from the previous 
case to the target problem. This may involve adapting the solution as needed to fit the 
new situation. Having mapped the previous solution, it can be tested in the real world 
or by simulation and, if necessary, it can be revised. After the solution has been 
successfully adapted to the target problem, the experience is retained as a new case in 
the computer memory. 
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Abstract. This paper proposes a Node-Based Coincidence Algorithm
(NB-COIN) for the permutation flowshop scheduling problems (PFSP)
aimed at Makespan minimization. For almost half a century, a vari-
ety of complex algorithms have been introduced to solve the problems.
Nevertheless, these algorithms will be useless if they fail to implement
in practice where computational time and complexity of algorithm be-
come an important issue of concern. NB-COIN is proved to be an effec-
tive algorithm and it is extremely fast. Based on the bench-mark data
sets of Taillard, the presented algorithm provides acceptable solutions
within a very short period of time. More importantly, the results gener-
ated by NB-COIN are also better than other well-known algorithms in
consideration.

Keywords: Permutation flow shop, Makespan, Coincidence algorithm,
Scheduling.

1 Introduction

In the highly competitive industrial market, production speed and operation cost
become important factors for a manufacturing process. Producing wide variety
of goods using the same production line is a key solution for many manufacturing
companies. This technique is called flowshop.

In the permutation flow shop scheduling problem (PFSP), there are n jobs
and m machines. All jobs have to be processed on every machine in the same
order. Over the production period, all machines are ready and only one job can
enter to the machines at a specific time. The pre-emption and interruption is
not allowed. In order to reduce the search space, passing any jobs is prohib-
ited in PFSP. In general, the performance is measured by two main objectives,
makespan minimization or flowtime minimization. The makespan criterion is
well-known to lead to rapid turn-around of jobs, uniform utilization of resources
and minimization of work-in-process inventory.

The permutation flow shop scheduling problem (PFSP) has become an in-
teresting research topic for many researchers since Johnson [1] introduced it in
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the 1950s. Later, the complexity of PFSP is proved to be NP-hard by Garey
et al [2] and Rinnooy Kan [3]. Many heuristic optimization methods have been
developed to achieve high quality solutions in a reasonable computational time
such as Nawaz et al. [4], Palmer [5], Campbell et al. [6], Dannenbring[7], Tail-
lard [8], Framinan et al. [9] and Framinan and Leisten [10]. The results given
by the most powerful heuristics, NEH, proposed by Nawaz et al. [4] are still
far, at almost 7%, from the optimal value. Using only heuristics may not be
capable enough to reach the optimum solution for the PFSP, many researchers
developed more complex methods, metaheuristics, such as tabu search [11-14],
genetic algorithms (GAs) [15-16], ant colony optimization [17-19], particle swarm
optimization [20], iterated local search (ILS) [21] or the Estimation of Distribu-
tion Algorithm (EDA) [22]. Although these methods provide better results, they
need to trade-off with long computational time or a lot of resources. Later, the
algorithms are even enhanced by integrating two or more metaheristics, called
the hybrid metaheuristics. This technique was used by G.I. Zobolas [23] and H.
Liu [24] to achieve optimal solution. However a simple algorithm that can pro-
vide a reasonable solution in a short period of time is more practical in the real
world. Node-Based Coincidence Algorithm (NB-COIN) is a new metaheuristic
tool improved from Coincidence Algorithm (COIN) [25]. This method is proved
to be an effective algorithm for flowshop scheduling problems in terms of total
flow time minimization[26]. Moreover, NB-COIN is easy to implement, using
very few user-defined parameters.

This paper is organized as follows: Section 2 illustrates the Permutation Flow-
shop Scheduling Problem. Section 3 determines the related work. The Node-
Based Coincidence Algorithm (NB-COIN) is described in Section 4. Section 5
presents the computational result and the conclusion is shown in Section 6.

2 Permutation Flowshop

The makespan is the finished time of the last job in the schedule. The makespan
minimization is described as n/m/P/Cmax. It consists of a set J of n jobs,
J = {j1, . . . , jn}, and set K of m machines, K = {k1, . . . , km}. Let tk,j denotes
as the processing times of job J on machine K and C(k, j) be the completion
time of job J on machine K. Thus, C(k, j) can be calculated as follows:

C(1, 1) = t(1,1) (1)

C(1, j) = C(1, j − 1) + t1,j where j = 2, . . . , n (2)

C(k, 1) = C(k − 1, 1) + tk,1, where k = 2, . . . ,m (3)

C(k, j) = max{C(k, j − 1), C(k − 1, j)}+ tk,j (4)

3 The Related Work

In this section, a brief overview of four well-known methods for the PFSP is
provided. In addition, the strength and weakness of these algorithms are pointed
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out. The methods include three heuristics; the NEH [4], the constructive greedy
(CG)and the stochastic greedy (SG) [29], two metaheuristics; ant colony system
[18] and the hybrid metaheuristic by G.I. Zobolas [23].

The performance of the NEH Heuristic (NEH) [4] has been confirmed by Park
et al [27] since 1984. In addition, Turner and Booth [28], and Taillard [8], also
came to a conclusion that NEH is an efficient tool for minimizing makespan
in flow shop scheduling problem. The main idea of this heuristic is that the
high priority should be given to the job with more total processing time on all
machines. There are 3 main steps of NEH. Step 1 order the jobs by decreasing

sums of processing time, Tj =
m∑

k=1

Pkj where Pkj defines as the processing time

of job j in machine i. In step 2, schedule the first two jobs to minimize partial
makespan. Finally, The Kth jobs are inserted individually at the position with
the shortest makespan.

The greedy concept has been adapted to the PFSP by M. Ancau [29]. The
author proposed two heuristics; the constructive greedy heuristic (CG) and the
stochastic greedy heuristic (SG) and compares them against the NEH. As the re-
sult, these algorithms provide a better result in the makespan criterion, however
they consume longer computational time than the well-known NEH heuristic.

The constructive heuristic algorithm (CG) generates a job’s sequence using
two lists called job list and optimal schedule. A job list consist of n elements
(j1, j2, ..., jn). Firstly, a pair of jobs from the job list will be selected and arranged
to find the minimum completion time passing to the optimal schedule. Then,
repeat the first step, however either increase the selected elements to k(n−k−1),
k is the number of rounds, or pass to the optimal schedule in the relative position
that minimize completion time.

In the stochastic heuristic (SG), the job list consists of n random job’s el-
ements. The first pair from the job list will be selected and finds an optimal
completed time. Other jobs in the job list will be selected individually and find
the best position in the optimal schedule.

K.C. Ying presented an Ant Colony System (ACS) [18] for the PFSP. This
method was first introduced by Dorigo [30]. It is inspired from real ant behavior,
finding shortest path using the relevant pheromones. The algorithm consists of
four steps. In the first step, the method generates a set of artificial ants. Each
ant employs a stochastic greedy to create a path (in the PFSF is job’s sequence).
The amount of pheromone is updated when the ants build a tour. Then, after
all ants have completed their paths, the pheromones are modified again. The
ACS is an effective algorithm that generates a solution within a small amount
of time. Nevertheless, this method is sensitive to the user-defined parameters.

The hybrid metaheuristic was proposed by G.I. Zobolas[23] in 2009. This
method combines different techniques and concepts from four construction heuris-
tics and two metaheuristics to expand the solution space search and overcome
the limitation of a single metaheuristic. The combination includes the heuristic
proposed by Nawaz et al[4], Campbell et al. [6], Palmer’s [5], Gupta’s [32], and
the metaheuristic algorithms such as the well-established GA [15-16] and vari-
able neighbourhood search (VNS) [31]. In the initialization stage, the algorithm
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employs four well-known heuristics (NEH, Gupta, CDS, and Palmer) to generate
the population. Then, the GA that adopts a special variation of the operator from
Murata et al. [33] is applied for improving the population. In the third step, the
VNS is used to avoid the trap of local optima. Finally, the populations are updated
by replacing the old population with the new one. The results obtained from this
algorithm are achieved all optimum solution when the number of job are lower
than 50.

4 Node Based Coincidence Algorithm

NB-COIN is a permutation based Estimation of Distribution Algorithm (EDA).
It generates solution strings in sequences, ensuring that only valid permutations
are sampled. It uses a data structure called coincidence matrix H to model
substructures from absolute positions. The matrixHxy represents the probability
of y found in the absolute position x. The update equation of NB-COIN is

Hxy(t+1) = Hxy(t)+
k

n
(rxy(t+1)−pxy(t+1))+

k

(n− 1)2

(
n∑

j=1

pxj(t+ 1) − rxj(t+ 1)

)

(5)

where k denotes the learning step, n is the problem size, rxy is the number
of xy found in the good solutions, and pxj is the number of xy found in the

not-good solutions. The term k
(n−1)2

(
n∑

j=1

pxj(t+ 1)− rxj(t+ 1)

)
represents the

adjustment of all other Hxj where j �= x and j �= y.
After each population was evaluated and ranked, two groups of candidates

are selected according to their fitness values: better-group and worse-group. The
better-group is selected from the top c% of the rank and is used as a reward,
and Hxy is increased for every pair of xy found in this group. The punishment
is a decrease in Hxy for every pair of xy found in the worse group of the bottom
c% of the population rank.

The pseudo code of NB-COIN is simplified as follows:

Step 1: Initialize the model

Step 2: Sample the population

Step 3: Evaluate the population

Step 4: Select candidates

Step 5: Update the model

Step 6: Repeat steps 2 to 5 until terminated.

5 Computational Result

The proposed algorithm, Node Based Coincidence Algorithm(NB-COIN), was
coded in C++ and run on MS Windows 7 using Intel Core i5 450M, 2.40GHz
and 4GB of RAM. 40 instances of Taillard benchmark[8] where n ∈ {20, 50} and
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m ∈ {5, 10, 20} were selected and represented in four sets; 20×5, 20×10, 20×20
and 50×5 to determine the efficiency and performance of NB-COIN in the PFSP.
Each set consist of 10 instances. Moreover, the proposed algorithm was tested
according to two different criteria; computational time and performance.

5.1 Computational Time

The CPU time obtained from NB-COIN were compared against the powerful
metaheuristics such as ant colony system [18] and the hybrid metaheuristic pro-
posed by G.I. Zobolas[23] in 2009 with the allocation of CPU time for 5, 15, 25
and 100 seconds to four problem sets; 20×5, 20×10, 20×20 and 50×5. In Table 1,
the results obtained from all groups of instances are summarized. The computa-
tional time of NB-COIN is superior when the number of jobs is twenty, especially
in the 20×5 Taillard instance. It is twice as fast as the hybrid metaheuristic and
the ACS in 20×5 problem. Furthermore, the speed of hybrid metaheuristic is
slower than NB-COIN by 5 and 15 seconds in 20×10 and 20×20 problems while
NB-COIN is slightly slower than the ACS by 3 seconds and 9 seconds. How-
ever, the computational speed of NB-COIN decreases when the number of jobs
exceeds 50.

Table 1. The computational speed

Instances
CPU time (Seconds)

Hybrid Metaheuristic ACS NB-COIN

20×5 10 11 5

20×10 20 12 15

20×20 40 16 25

50×5 25 44 100

5.2 The Performance Analysis

In this section, the solutions acquired from NB-COIN were tested on the Taillard
benchmark against the upper bound. Although NB-COIN achieved the upper
bound only in a few solutions, it is essential to mention that NB-COIN was run
on the PC. It finds the high quality solution very fast while usually the upper
bounds are generally generated by branch and bound techniques and run on
more powerful workstations for extended time periods.

To compare the quality of solutions, the percentage gap between the makespan
from our algorithm and the upper bound (UB) of Taillard. Each instance was run
5 times. To calculate the percentage gap, the equation is presented as follows:

Gap(%) =
Cmax − UB

UB
× 100 (6)
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The results of three methods; NEH, CG and SG are adopted from the origi-
nal paper proposed by Nawaz et al. [4] and M. Ancau[29] and compared against
NB-COIN. Overall, we found that NB-COIN performs far better than the NEH
and the constructive greedy (CG) in all problem sizes while it is slightly supe-
rior compared to the stochastic greedy (SG) in the small size problem (20×5).
Moreover, NB-COIN provides a wide variety of solutions that share the same
quality.

Table 2 shows the result of Taillard’s 20×5 instance. NB-COIN not only found
many optimum solutions the average gap is also a lot lower than both NEH and
CG. Comparing with SG algorithm, the average gap is slightly higher. However
NB-COIN is better in terms of the number of good solutions.

Table 2. Performance comparison of Taillard’s 20×5 instances

Instance UB NEH CG SG NB-COIN
Gap%

NEH CG SG NB-COIN

Ta001 1278 1286 1286 1278 1294 0.626 0.626 0 1.252

Ta002 1359 1365 1367 1366 1363 0.442 0.589 0.515 0.294

Ta003 1081 1159 1141 1097 1090 7.216 5.550 1.480 0.833

Ta004 1293 1325 1358 1306 1304 2.475 5.027 1.005 0.851

Ta005 1235 1305 1301 1244 1244 5.669 5.344 0.729 0.729

Ta006 1195 1228 1224 1210 1210 2.762 2.427 1.255 1.255

Ta007 1239 1278 1264 1251 1251 3.148 2.018 0.968 0.968

Ta008 1206 1223 1268 1206 1206 1.410 5.141 0 0

Ta009 1230 1291 1277 1253 1253 4.959 3.821 1.870 1.870

Ta010 1108 1151 1144 1117 1120 3.880 3.250 0.812 1.083

Average 3.258 3.379 0.863 0.913

The quality of solutions in the 20×10 and 20×20 problem are shown in Table
3 and Table 4. Since the performance of CG and SG algorithm for the instance
where m ∈ {10, 20} are not reported by M. Ancau [29]; NB-COIN is solely tested
with the NEH. The results show that the average gap of NB-COIN is over three
times better than the NEH in both sizes of problem.

As seen in Table 5, NB-COIN performs very well in Taillard’s 50×5 instance.
It is clear that the SG provides slightly better results in this size of problem.
However, NB-COIN found more optimum solutions than SG and has a lower
average gap than both the NEH and CG algorithm. In addition, in each instance,
although the average gap of SG algorithm is slightly lower than NB-COIN, the
SG consumes more CPU time, at almost double.

Overall, the quality of solutions as measured by gap averaging over all test
instances (Table 2-5) is 0.96% from the upper bound.
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Table 3. Performance comparison of Taillard’s 20×10 instances

Instance UB NEH NB-COIN
Gap%

NEH NB-COIN

Ta011 1582 1680 1599 6.195 1.074

Ta012 1659 1729 1679 4.219 1.205

Ta013 1496 1557 1518 4.077 1.471

Ta014 1377 1439 1392 4.502 1.089

Ta015 1419 1502 1433 5.850 0.987

Ta016 1397 1453 1417 4.008 1.432

Ta017 1484 1562 1513 5.256 1.954

Ta018 1538 1609 1575 4.616 2.406

Ta019 1593 1647 1608 3.390 0.942

Ta020 1591 1653 1617 3.897 1.634

Average 4.601 1.419

Table 4. Performance comparison of Taillard’s 20×20 instances

Instance UB NEH NB-COIN
Gap%

NEH NB-COIN

Ta021 2297 2410 2323 4.919 1.132

Ta022 2099 2150 2119 2.430 0.953

Ta023 2326 2411 2349 3.654 0.989

Ta024 2223 2262 2242 1.754 0.855

Ta025 2291 2397 2314 4.627 1.004

Ta026 2226 2349 2243 5.526 0.764

Ta027 2273 2362 2300 3.915 1.188

Ta028 2200 2249 2235 2.227 1.591

Ta029 2237 2320 2276 3.710 1.743

Ta030 2178 2277 2200 4.545 1.010

Average 3.731 1.123

Table 5. Performance comparison of Taillard’s 50×5 instances

Instance UB NEH CG SG NB-COIN
Gap%

NEH CG SG NB-COIN

Ta031 2724 2733 2761 2724 2724 0.330 1.358 0 0

Ta032 2834 2843 2889 2848 2848 0.317 1.941 0.494 0.494

Ta033 2621 2640 2674 2622 2640 0.725 2.022 0.038 0.725

Ta034 2751 2782 2782 2782 2771 1.127 1.127 1.127 0.727

Ta035 2863 2868 2908 2863 2863 0.175 1.572 0 0

Ta036 2829 2850 2863 2840 2835 0.742 1.202 0.389 0.212

Ta037 2725 2758 2781 2732 2739 1.211 2.055 0.257 0.514

Ta038 2683 2721 2780 2701 2704 1.416 3.615 0.671 0.783

Ta039 2552 2576 2595 2562 2565 0.940 1.685 0.392 0.510

Ta040 2782 2790 2787 2784 2782 0.287 0.180 0.072 0

Average 0.727 1.676 0.343 0.396
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6 Conclusion

In this paper, we present a new method to solve the permutation flowshop
scheduling problem called the Node Based Coincidence Algorithm (NB-COIN).
This algorithm makes use of positive and negative knowledge to rapidly improve
the solution. The proposed method was tested on a set of 40 Taillard instances.
The experiment shows that the solution of NB-COIN is very close to the optimal
value, at only 0.96% from the upper bound on average. Moreover, the proposed
algorithm not only provides acceptable results very fast, it has few user-defined
parameters. Hence, NB-COIN is a highly appropriate method that is easy to ap-
ply to real world situations where lower computational time and higher quality
solutions are preferred.
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29. Ancău, M.: On Solving Flowshop Scheduling Problems. Proceedings of the Roma-
nian Academy. Series A 13(1), 71–79 (2012)

30. Dorigo, M.: Optimization, learning and natural algorithm. Politecnico di Milano
(1992)
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Abstract. PT Djambi Waras Jujuhan is one of Crumb Rubber Factory which is 
inseparable of inventory problems. It needs packaging materials for production 
process, especially in packaging process. Currently, PT Djambi Waras Jujuhan 
has the problems in controlling inventory system of packaging materials 
because of one supplier only supplying materials, variation of lead time, high 
minimum stocks of packaging materials and pile up in the storage. The aim of 
the research is to propose an inventory system of packaging materials to 
improve inventory performance considering variations of lead time. The 
inventory system we proposed consists of four steps. The first step is 
calculating Inventory Turnover (ITO) to identify how the performance level of 
the existing inventory system. The second step is determining aggregate 
planning of packaging  materials,  classifying packaging  materials using ABC 
analysis and testing  distribution of lead time. The third step is determining 
economic order quantity and order interval, safety stock and reorder point. The 
fourth step is calculating total annual inventory cost considering safety stock 
and variation of lead time. Sensitivity analysis is performed to see the effects of 
changes of input parameters to the decision variables and total inventory cost. 
Based on analysis we have done, current inventory system of packaging 
materials at PT Djambi Waras Jujuhan has not been efficient yet that we can see 
from the value of inventory turnover. From 38 types of packaging materials, 18 
types of packaging materials have the value of inventory turnover more than 1 
and 20 types have the value of inventory turnover less than 1. The inventory 
system we proposes in this paper can save 78,46% of total current inventory 
cost that is Rp.320.728.188,-. Therefore, the inventory system considering 
variation of lead time we proposed at PT Djambi Waras Jujuhan has increased 
the inventory performance. 

1 Introduction  

Inventory is one of the most important factors in logistics management. Inventory 
planning will determine the smoothness of the production process in the company. 
Deficiency or excess inventories may cause problems in the company. So, inventory 
management seeks to achieve balancing between deficiency and excess inventory in a 
period of planning that involve risks and uncertainties [2]. In addition, each company 
must be able to maintain the optimum amount of inventory so as to ensure the 
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smoothness whole operation of the company in the right quantity, right quality and 
lowest possible cost.  

Inventory problems can be influenced by several parameters such as demand, lead 
time, holding costs, ordering cost, back order costs and price, which often vary in the 
real situation. Deterministic models are not sensitive for these changes. To cope their 
variations, especially variations of lead time and demand, the probabilistic model is 
characterized by the presence of safety stock that is an important part of the company 
inventory policies. Safety stock be able to meet the demand during lead time [1,2].  

PT Djambi Waras Jujuhan is one of Crumb Rubber Factory that produces natural 
rubber balles into products such as: SIR-10, SIR-20 and SIR-20 CV. The company needs 
packaging materials for packaging process. And the company had difficulty to control the 
packaging materials inventory because the company has only one supplier, varying 
demand and lead time which varies from 1 day, 3 days, 5 days until more than 1 month, 
the packaging materials ordered the last period came periodically, minimum stock of 
packaging materials in warehouses is quite high. Because the existing inventory system 
for packaging materials in the company has not yet precise and optimal, so the packaging 
material is damaged and  pill up in warehouses. This situation happened because of the 
size specification of the packaging materials that has been holding in previous period by 
the company no longer fit the size specifications set by the consumer (buyer), so that 
situation has explained before happened and the company is loss. Figure 1, 2, and 3 
showed the variation of the finished product demand, variation of lead time, and one of 
the packaging materials inventory. 

 

Fig. 1. Graph of Product Demand (SIR) in PT Djambi Waras Jujuhan 

 

Fig. 2. Graph of Lead Time Packaging Materials in PT Djambi Waras Jujuhan 
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Fig. 3. Graph of Label Bridgestone SIR 20 Plastic Inventory 

Examples for safety stock of Label Bridgestone SIR 20 Plastic is 30,000 sheets and 
changed in October 2013 to be 7000 sheets, though this type of packaging material 
start in November 2012 until in July 2013 are not used. That type of packaging 
material used on August 28th, 2013 was 400 sheets. It was concluded that this type of 
packaging material has a lot of stock and long stored in the warehouse. As a result of 
too much storage, there are some packaging material that discarded due to damage 
such as Plastic bags SIR R 20/35 SEU damaged amount of 654 sheets or 
approximately 27.25 kg and removed from the warehouse on April 10, 2013. In 
addition, there are some packaging material have not been established safety stock to 
be provided by the company to cope with demand fluctuations or variations. For 
example: Label SMPT C 20 UG230 SIR Plastic, Red Plastic, etc. 

Consequences that must be accepted by the company because inventory system 
still doesn’t optimal or appropriate is the high inventory cost and inventory policy for 
safety stock is not accurate that will increase the risk of losses in the future.  Now, 
company management has not been too considering the consequences. Based on the 
issues that have been disclosed and supporting data of this research to be done so this 
research to improve the existing inventory system is needs by evaluate inventory 
system with considering variations of lead time, so the company can make appropriate 
planning of when order time, optimal quantity order and how much safety stock 
should be provided for a certain period to anticipate variations of lead time so that 
inventory cost can be minimized. 

2 Literature 

2.1 Inventory  

According to reference [1] inventory is a number of materials, spare-parts, work in 
process, finished goods/products or components supplied to meet consumer demand 
at all times and use an asset that is waiting in a production process. So, basically this 
inventory is intended to facilitate or expedite the process of the operation in the 
company.  
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2.1.1    Inventory Costs  
According to reference [1] the elements contained in the inventory can be divided into 
four groups, that is:  

1. Ordering Costs 
2. Inventory carrying costs/stock holding cost (%) 

According to Tersine (1994), holding costs are typically at intervals of 20-
40% of the investment companies [8]. 

3. Shortage costs/out of stock cost). 
4. Capacity associated costs  

2.1.2    ABC Analysis  
ABC Analysis is the method to classification material into group based on materials 
usage during the period of time (price per unit multiplied by the volume of material 
usage in period of time). ABC classification is using principle 80-20 or Pareto law 
which about 80% of the total inventory of material represented or represented by 20% 
of material inventory. Use of ABC analysis is to establish the engineering priority, 
purchase priority, security, recharging system (replenishment systems), and 
investment decisions and also can be applied in the company that have various types 
of inventory materials with different using value. 

2.1.3    Probabilistic Models  
This model considers all variables have values that are uncertain and one or more 
variable is a random variable. Parameters such as demand, lead time, inventory costs 
are varies in the real condition. And deterministic models are not sensitive to such 
things. The equation used to determine the total inventory cost is using equations 
Economic Order Interval (EOI)-Multiple Items. The equation is as follows: 

1. Total Inventory Cost  
(ܶ)ܥܶ  ൌ ∑ ܴܲ  ା்  ்ிଶ ∑ ܴܲୀଵୀଵ                               (1) 

 
2. Optimum Order Interval (T*) 

כܶ  ൌ ට ଶ(ା)ி ∑ ோసభ                                                           (2) 

 
3. Maximum Inventory each items (Ei) 

ܧ  ൌ ோே்  ோே ൌ ோ(்ା)ே                                                    (3) 
 

where: 
Ri = Demand or requirement per item 
Pi = Purchasing cost  per item  
n  = number of items are ordered at the same time 
c  = additional ordering cost for each item  
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3 Research Methodology 

Research methodology is structured for problems can be resolved with better and 
more focused. The steps are shown in the flowchart in Figure 5. 

 

Fig. 5. Flowchart of Research Methodology  
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Fig. 5. Flowchart of Research Methodology (continue) 



320 N.T. Putri, Jonrinaldi, and Y.R. Risa Noviani  

 

4 Results and Discussion 

4.1 Data Collection 

The data collected are as follows: 

1. Data demand of finished products in 2013 
2. Plan production in 2013 and 2014 
3. Data supplies packaging materials in 2013 
4. Component inventory cost of packaging materials 
5. Percentage of defect or damaged packaging materials 
6. Data oerder lead time of packaging materials 
7. Data purchase of packaging materials. 

 
Ordering costs of packaging material can be seen in Table 1, and transportation 

cost and PPN can be seen in Table 2, the percentage of defect packaging materials can 
be seen in Table 3, and data lead time can be seen in Table 4. 

Table 1. Ordering Costs of Packaging Materials 

 
(Source: Materials Storage and Purchasing Division of  PT Djambi Waras Jujuhan) 

Table 2. Transportation Costs of Packaging Materials 

 
(Source: Purchasing Division of  PT Djambi Waras Jujuhan) 

 
 
 
 
 
 
 
 
 
 
 
 

Number Component Cost
1 Make PR from storage and buy sheet (@Rp. 1000) 6.000Rp      
2 Make an coverring letter (3 pieces) @Rp. 1000) 3.000Rp      
3 Goods Receiving Report 6 pieces (@Rp. 1000) 6.000Rp      
4 Communication Fee via Telephone and email 30.925Rp    
5 Administration Fee 72.565Rp    
6 Goods Receiving Fee 206.360Rp  

324.850Rp  Total

Number Component Cost
1 Transportasi Cost Per Kg 600Rp              
2 Delivery Cost Per Kg 500Rp              
3 Value Added Tax (PPN) % Per Unit 10%
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Table 3. Percentage Defect of Packaging Material 

 
        (Source: Finished Product Warehouse of PT Djambi Waras Jujuhan) 

Table 4. Order Lead Time of Packaging Materials 

  
(Source: Purchasing Division of  PT Djambi Waras Jujuhan) 

Number Code Type of Packaging Material Unit Percentage (%)
1 PLS-0001 Plastic Bag SIR 10 SEUR Kg 3%
2 PLS-0002 Plastic Bag SIR 20 SEUR Kg 3%
3 PLS-0003 Plastic Bag SIR 20 SEUVK Kg 3%
4 PLS-0071 Bridgeston Plastic SIR 20 Sheet 3%
5 PLS-0074 Good Year Plastic SIR 20 NOLO Sheet 3%
6 PLS-0075 Good Year Plastic SIR 20 SEUNOVOLO Sheet 3%
7 PLS-0076 Good Year Plastic SIR 10 NIMBO Sheet 3%
8 PLS-0077 Good Year Plastic SIR 20 SEUCVNIVCO Sheet 3%
9 PLS-0093 Plastic SIR 10 Sheet 3%
10 PLS-0099 SMPT Plastic C UG230SIR20 Sheet 3%
11 PLS-0163 Shrink Wrapped Plastic 0,25mm x 165 mm x252 mm Kg 5%
12 PLS-0189 Blank Plastic SIR 20 SEU Sheet 5%
13 PLS-0195 Blueprint Plastic 0,14mm x 145 x 870 cm Kg 5%
14 PLS-0199 Blueprint Plastic 0,10 mm x 140 x 160 cm Kg 3%
15 PLS-0202 Gyo Plastic SR 20 SEUCOOPER TIRE Sheet 3%
16 PLS-0223 Blank Plastic 0,1 x 140 x 160 cm Kg 3%
17 PLS-0225 White Blank Plastic 0,1 mm x 125 x 160 cm Kg 3%
18 PLS-0230 Trapping Band Plastic SMPT Rol 3%
19 PLS-0253 Wire Plastic MB 0,2mm x 90 x 271 cm Kg 3%
20 PLS-0296 Red Plastic 0,14 mm x 146 x 340 cm Kg 3%
21 PLS-0297 Red Plastic 0,14 mm x 146 x 370 cm Kg 3%
22 PLS-0302 Blue Plastic 0,1 mm x 140 x 170 cm Kg 3%
23 PLS-0312 Blue Plastic 0,1 mm x 110 x 150 cm Kg 3%
24 PLS-0326 Sumtomom Plastic Sheet 3%

Order
Lead 
Time 

(Days)
Order

Lead 
Time 

(Days)
Order

Lead 
Time 

(Days)
Order

Lead 
Time 

(Days)
1 8 15 13 29 22 43 37
2 16 16 11 30 35 44 20
3 18 17 10 31 24 45 17
4 2 18 19 32 9 46 24
5 13 19 16 33 21 47 16
6 16 20 20 34 8 48 11
7 24 21 11 35 14 49 6
8 11 22 16 36 3 50 29
9 35 23 26 37 10 51 6
10 23 24 26 38 3 52 29
11 16 25 24 39 16 53 29
12 29 26 1 40 8 54 15
13 13 27 9 41 1
14 11 28 6 42 19
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4.2 Results 

The following are the results of the calculations have been carrying out. 

Table 5.  Summary of Packaging Material Requirements 2014 

 

Table 6.  Summary of ABC Classification Based on Usage Value / Demand Packaging 
Materials 

 
 
Data collected amount of 80 data and after testing data distribution, data can only 

54 data. This happened because there are some data that is too extreme like ordering 

Number Code Type of Packaging Material Unit
Total 

Requirement 
(2014)

1 PLS-0001 Plastic Bag SIR 10 SEUR Kg 4201,73
2 PLS-0002 Plastic Bag SIR 20 SEUR Kg 59969,25
3 PLS-0003 Plastic Bag SIR 20 SEUVK Kg 14833,31
4 PLS-0071 Bridgeston Plastic SIR 20 Sheet 2294
5 PLS-0074 Good Year Plastic SIR 20 NOLO Sheet 17955
6 PLS-0075 Good Year Plastic SIR 20 SEUNOVOLO Sheet 32398
7 PLS-0076 Good Year Plastic SIR 10 NIMBO Sheet 9515
8 PLS-0077 Good Year Plastic SIR 20 SEUCVNIVCO Sheet 43951
9 PLS-0093 Plastic SIR 10 Sheet 1158

10 PLS-0099 SMPT Plastic C UG230SIR20 Sheet 25891
11 PLS-0163 Shrink Wrapped Plastic 0,25mm x 165 mm x252 mm Kg 25772
12 PLS-0189 Blank Plastic SIR 20 SEU Sheet 21665
13 PLS-0195 Blueprint Plastic 0,14mm x 145 x 870 cm Kg 20045,2
14 PLS-0199 Blueprint Plastic 0,10 mm x 140 x 160 cm Kg 17522,44
15 PLS-0202 Gyo Plastic SR 20 SEUCOOPER TIRE Sheet 7632
16 PLS-0223 Blank Plastic 0,1 x 140 x 160 cm Kg 4008,9
17 PLS-0225 White Blank Plastic 0,1 mm x 125 x 160 cm Kg 1068,48
18 PLS-0230 Trapping Band Plastic SMPT Rol 1295
19 PLS-0253 Wire Plastic MB 0,2mm x 90 x 271 cm Kg 41346,84
20 PLS-0296 Red Plastic 0,14 mm x 146 x 340 cm Kg 3107,52
21 PLS-0297 Red Plastic 0,14 mm x 146 x 370 cm Kg 3301,74
22 PLS-0302 Blue Plastic 0,1 mm x 140 x 170 cm Kg 3365,96
23 PLS-0312 Blue Plastic 0,1 mm x 110 x 150 cm Kg 30789,64
24 PLS-0326 Sumtomom Plastic Sheet 34491

Class Usage Value
Amount 
of items

Percentage 
of items

Total usage 
value/demand

Percentage 
usage 

value/demand
A >360 million 5 20,83% 4.226.892.496Rp     79.41 %
B 70 million < usage value < 360 million 4 16,67% 782.532.795Rp        14,56%
C < 70 million 15 62,50% 323.674.462Rp        6,02%

100% 5.373.099.753Rp     100%Total
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lead time is more than 1 month and out of the control limits I-MR control chart. 
Distribution of lead time obtained is a normal distribution with a mean = 16.2 days 
(0,044 years) and standard deviation = 8.97 days (0,025 years).  

Determination of Q * and T * packaging material the proposed system (2014) by 
using joint replenishment method 

Code material  = PLS-0002 
Type of material               = Plastic Bag SIR 20 SEU R 
Unit   = kg 
Class   = A 
Total requirement (Ri)  = 59.969,25 kg 
Price per unit (Pi)   = Rp. 27.940, -  
S = ordering cost for 1x order  = Rp. 324.850, -  
k = fraction of holding cost  = 0,24  

 
Step to determination Q * and T * are as follows: 

Step 1: Calculate annual demand (PiRi) 
PiRi = Rp. 27 940, - x 59969.25 kg = Rp. 1.675.540.845, - 
 
Step 2: Total annual demand = Rp. 4.894.941.013, - 
Step 3: Economic Order Interval (EOI) 

כܶ ൌ ඨ ܥ)2  ܨ(ܿ݊ ∑ ܴܲୀଵ ൌ ඨ .ܴ)2 324.850  .ܴ ݔ 0,24((0ݔ7) 4.894.941.013 ൌ ݏݎܽ݁ݕ 0,02 ൌ  ݏݕܽ݀ 8,58

 

That included in Group AB. 
 
Step 4: Optimal Order Quantity (Q *) 
Q * = Ri x Q *  = 59.969,25 kg x 0,02  

               = 1.410,28 kg per order 
 

Step 5: Ordering cost (TCp) Group AB  
ܥܶ  ൌ ܥ  ݊ܿܶ ൌ .ܴ 324.850  0,01(0ݔ7) ൌ .ܴ 13.968.562, െ 

 
Step 6: Holding cost (TCs) Group AB 
௦ܥܶ  ൌ 2ܨܶ  ܴܲ

ୀଵ ൌ 0,242ݔ0,01 .ܴݔ 4.894.941.013 ൌ .ܴ 13.813.571, െ 

 

Step 7: Total Inventory Cost 
 

TC  = TCP + TCS 
= Rp.13.968.562,- + Rp.13.813.571,- 
= Rp. 27.782.133, - 

Determination of SS and B for the proposed system (2014) 
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Code material   = PLS-0001  
Type of material   = Plastik Kantong SIR 10 SEU R 
Class    = B 
 
Total demand in 2014 (D) = 4201,73 kg ܮത = 16.2 days = 0,044 years ߪ = 8.97 day = 0,025 years 
 
SS  = ܼߪܦ  
               = 2,33 x 4.201,73 kg x 0,025  
               = 240,59 kg  
 
B = ܯഥ  ܼఙ ൌ തܮܦ   ߪܦܼ
 = (4201,73 kg x 0,044 years) + 240,59 kg 
 = 427,08 kg 

 

Table 7.  Summary of Inventory Cost Comparison between The Existing and The Proposed 
Inventory System in 2013 

 

Table 8.  Summary Inventory Costs of The Proposed System with Considering Safety Stock 
(SS) in 2014 

 
 
Sensitivity analysis performed two conditions of ordering cost are: 
Initial  condition   = Rp. 324 850, - 
Condition 1 booking fee up to 30% = Rp. 422 305, -  
Condition 2 booking fee rise 50%  = Rp. 487 275, -  

 
 

component of inventory 
system 

existing inventory 
system

proposed inventory 
system

ordering cost 5,522,455Rp             16,892,214Rp           
holding cost 403,234,152Rp         71,136,205Rp           
total inventory cost 408,756,607Rp         88,028,419Rp           
save Rp        320,728,188 
% save 78.46%

component of inventory cost
proposed system 

2014

ordering cost 19,815,867Rp      
holding cost 94,877,098Rp      
total inventory cost 114,692,965Rp   
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Table 9.  Summary of Inventory Cost Comparison between Initial Condition, Condition 1 and 2 

 

4.3 Analysis 

4.3.1 Analysis of Inventory Turnover (ITO) of Packaging Materials 
The purpose of determination ITO value was to know how quickly turnover of 
packaging materials in the company and how much the company invested to 
inventory. Inventory management of the company will be efficient if ITO value more 
higher.  Based on the results that have been obtained from 38 types of packaging 
material, just only 18 types of packaging material that has ITO value > 1, its means 
that 18 types of packaging material is changed at least once time for a year. For 
example, Plastic Bag SIR 20 SEU Plastic have ITO value = 10.28 x turn of the year, 
 

Table 10. Inventory Turnover Value (ITO) of  Proposed Inventory System  

 
 

condition 1 condition 2

ordering cost 19,815,867Rp                                22,804,489Rp                           24,363,771Rp                

holding cost 19,368,350Rp                                22,083,316Rp                           23,721,287Rp                

total inventory cost 39,184,216Rp                                44,887,805Rp                           48,085,057Rp                

14.56% 22.72%

component of inventory 
cost 

sensitivity analysis
initial condition (proposed 2014)

% increasing TC

Number Code Type of Packaging Material Unit Class ITO

1 PLS-0002 Plastic Bag SIR 20 SEUR Kg A 58.46%
2 PLS-0253 Wire Plastic MB 0,2mm x 90 x 271 cm Kg A 58.46%
3 PLS-0163 Shrink Wrapped Plastic 0,25mm x 165 mm x252 mm Kg A 58.46%
4 PLS-0312 Blue Plastic 0,1 mm x 110 x 150 cm Kg A 58.46%
5 PLS-0195 Blueprint Plastic 0,14mm x 145 x 870 cm Kg A 58.46%
6 PLS-0199 Blueprint Plastic 0,10 mm x 140 x 160 cm Kg B 58.46%
7 PLS-0003 Plastic Bag SIR 20 SEUVK Kg B 58.46%
8 PLS-0001 Plastic Bag SIR 10 SEUR Kg B 38.55%
9 PLS-0223 Blank Plastic 0,1 x 140 x 160 cm Kg B 38.55%
10 PLS-0302 Blue Plastic 0,1 mm x 140 x 170 cm Kg C 38.55%
11 PLS-0297 Red Plastic 0,14 mm x 146 x 370 cm Kg C 38.55%
12 PLS-0296 Red Plastic 0,14 mm x 146 x 340 cm Kg C 38.55%
13 PLS-0077 Good Year Plastic SIR 20 SEUCVNIVCO Sheet C 27.69%
14 PLS-0230 Trapping Band Plastic SMPT Rol C 27.69%
15 PLS-0326 Sumtomom Plastic Sheet C 27.69%
16 PLS-0075 Good Year Plastic SIR 20 SEUNOVOLO Sheet C 27.69%
17 PLS-0225 White Blank Plastic 0,1 mm x 125 x 160 cm Kg C 27.69%
18 PLS-0099 SMPT Plastic C UG230SIR20 Sheet C 24.54%
19 PLS-0189 Blank Plastic SIR 20 SEU Sheet C 24.54%
20 PLS-0074 Good Year Plastic SIR 20 NOLO Sheet C 24.54%
21 PLS-0076 Good Year Plastic SIR 10 NIMBO Sheet C 24.54%
22 PLS-0202 Gyo Plastic SR 20 SEUCOOPER TIRE Sheet C 24.54%
23 PLS-0071 Bridgeston Plastic SIR 20 Sheet C 8.53%
24 PLS-0093 Plastic SIR 10 Sheet C 8.53%
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its mean that packing material turn over 10 times a year and inventory control for this 
packaging materials quite good compared with other types of packaging materials. 
Meanwhile, 20 types of packaging material has ITO value <1 and ITO value = 0 as 
Label Good Year 10 VK / Nevo Plastic, Pink Plastic 0.1 x 150 x 880 cm, etc. That is 
happened because packaging materials not changed in one year.  

If ITO value of the existing inventory system compared with the proposed 
inventory system in Table 5.1, so ITO value of the existing inventory system is still 
not optimal or it can be concluded that inventory turnover is still relatively slow if it 
compared with the proposed inventory system has been considering with variations of 
lead time. Based on these conditions, the company should improve the existing 
inventory system and implement the proposed inventory system that can reduce 
average inventory of packaging materials in warehouses. So turnover of packaging 
materials can be faster than the previous inventory system. 

4.3.2 Analysis of Packaging Material Requirements Aggregation 
Existing packaging material requirements planning is still not well arranged and has not 
been integrated with the demand of finished product, it still based on previous usage, so 
the risk of stock out or over stock becomes larger. To solve this problem, the company 
must plan for packaging material in 2014 so that the risks can be minimized. 

Packaging material requirements planning is done based on production plan in 
2014. The result of this packaging material requirements planning is aggregation of 
packaging materials. Packaging material requirements planning has been undertaken 
to consider the percentage of defects or damage of the packaging material during the 
production process or after production during for a year. Production planning of 
packaging material in 2014 use for another step for evaluation and give 
recommendations inventory system for this company. 

4.3.3 Analysis of ABC Classification Packaging Materials 
Condition of packaging material inventory systems in PT Djambi Waras Jujuhan still 
not grouping and ordering process in the company is done if inventory of packaging 
material has reached the minimum stock. So, if there are several types of packaging 
material has reached the minimum stock of packaging materials will be immediately 
ordered to suppliers. In this research, packaging materials will be grouped into three 
classes using the ABC analysis.  

Data packaging materials in that company amounted to 38 types. But just only 24 
types are used and classify by ABC Analysis because only 24 types of packaging 
material that has required in the year 2014. Packaging materials are not grouped into 
packaging material requirements planning in 2014, the inventory system is specific 
policy based on historical data of the company.  

ABC analysis performed in this research is based on value usage criteria of the 
packaging material and the result showed that 5 types of packaging materials are in A 
class, 4 types of packaging materials are in B class, and 15 types of packaging 
materials are in C class. Packaging  materials including into A class with usage 
percentage 79.41% and its annual usage value more than Rp. 360 million, B class 
with usage percentage of 14.56% and its annual usage value is above Rp.70 million - 
under Rp.360 million, and C class with usage percentage 6.02% and its annual usage 
valua is under Rp.70 million.  
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The high demand value of packaging material is influenced by price per unit and 
the number of demand for a year. If price and amount of usage per year increase, so 
packaging material can classify into A class. And if one of two factors that mentioned 
before is low, so possibility of the packaging material can classify into B or C class. 
The situation also happened of packaging material in PT Djambi Waras Jujuhan. For 
example, Plastic Bag SIR 10 SEU has a high price but low annual usage for a year, so 
this type classify into C class. 

The results of ABC classification will be using for packaging material inventory 
system in PT Djambi Waras Jujuhan in 2014. A class of packaging materials should 
be given the main focus in the Materials Storage and Purchasing Division. Although 
B and C class are focus of attention quite normal and enough, but for certain types of 
packaging material still needs to be given more attention than the other types that are 
same class because there is a packaging material that has a rapid rate of usage in the 
class. The results of ABC classification is also used as the basis for ordering process 
the packaging material to suppliers. 

4.3.4 Analysis of Optimal Order Quantity (Q*) Order Interval (T*) of 
Packaging Materials by Using Joint Replenishment Models 

Order interval for every group is different. The differences happened are because of 
the influence from purchasing cost, ordering cost, fraction of holding cost and 
requirement of packaging material. The higher of demand and purchasing cost, so 
order interval will be smaller. This means that company is increasingly often an order 
to the supplier. For example, the actual order interval C order 1 that is 59 days so 
actual order frequency is 11 times not 10.95 times as the result of the calculation. This 
is done so that demand can be met during the year.  

Thus, in the decision-making process should consider order interval and order 
frequency so that a more optimal decisions compared just only one factor to consider. 
For example, when a decision is taken only consider order interval there was a risk 
that order made by the optimal quantity will exceed demand for a year, and it will 
increase order and holding cost. This problem happens if packaging materials has 
great demand. Optimal order quantity (Q *) is different for every item in the group, 
depending on the needs of the packaging materials and purchasing cost. Q * will be 
greater if demand is high and purchasing cost of packaging materials is low. 
Conversely, if purchasing cost of packaging materials is high so Q * will become 
smaller. Recommended for the proposed system, the company would choose the 
actual order frequency because the company only adds one order.  

4.3.5 Analysis of Safety Stock (SS) and Reorder Point (B) Packaging Materials 
Based on the results of the calculations have been done SS obtained is smaller than 
the SS set by companies today. It is shown that the the proposed system has a better 
inventory system inventory systems inventory now because a given proposal already 
has the optimal ordering quantity (Q*) with optimal ordering interval (T*) for each 
packaging material, although given the the proposed inventory system has messaging 
costs are greater because the frequency of ordering frequently. However, packaging 
materials stored in the warehouse a little more and have faster inventory turnover 
compared to the current inventory system. So the risk of damage or loss due to 
specification changes the size of the packaging material can be reduced in the the 
proposed inventory system.  
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Safety stock provided by the company is still greater when compared with the 
results of calculations performed, but this time the SS policy is much better than the 
company's policy before the month of October 2013 as the SS set is much larger than 
the current inventory system. Reorder Point (B) packaging materials are obtained 
from calculations carried out amounted to two times of the safety stock is obtained. 
This occurs because the service level that is 99% larger.  

4.3.6 Analysis of Current and Proposed Inventory System 
Calculation of total inventory cost for the the existing and the proposed inventory 
system 2013 was conducted to determine the proposed inventory system is feasible to 
be implemented or not. The proposed inventory system that given was feasible to 
implement because: a) it can save total inventory costs up to 78.46% or 
Rp.320.728.188,- from total inventory cost of the existing inventory system, b) 
ordering costs of the proposed inventory system is greater than the existing inventory 
system because ordering frecuency more often done by considering the optimal 
quantity of packaging material, purchasing of packaging materials, ordering costs 
holding costs, c) holding costs of the proposed inventory system is smaller than the 
existing inventory system because average inventory and safety stock packaging 
materials is smaller than the existing inventory system. In the existing inventory 
system, average inventory and safety stock is higher when it compared with the the 
proposed system, its meaning that company  save many packaging materials that 
resulted  turnover of stock to be slow. 
 
4.3.7 Sensitivity Analysis for Ordering Cost of Packaging Materials 
Based on result from calculation, it showed that condition 1 when ordering costs 
increased up to 30%, so total inventory costs increased up to 14.56%. Meanwhile, the 
condition 2 ordering costs increased up to 50% so the total inventory cost increased 
up to 22.72%. It can be concluded that the response given the optimal solution or the 
total inventory costs if ordering costs chaged so   total inventory costs chages less 
than increase of ordering costs, this can be interpreted that propose or 
recommendations  inventory system feasible to implement in the company. In 
addition, if ordering costs increase so order interval and order quantity will be 
increasing too. That mean, time period between the previous order to the next order 
increases because ordering quantity increase or it can be said ordering frequency 
reduced for a year. 

5 Conclusions and Suggestions  

5.1 Conclusions 

Conclusions derived from this research include the following:  
 

1. Packaging materials inventory systems in PT Djambi Waras Jujuhan still not 
optimal if their compared with the the proposed inventory system because of 
from 38 types of packaging materials holding in warehouse just only 18 
types of packaging material that has a value of ITO > 1 and 20 types of 
packaging material has a value of ITO < 1 and ITO = 0. While the value of 
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the the proposed inventory system of order class AB has a value of ITO = 
58.46 x turn of the year, order class BC has a value of ITO = 38.55 x turn of 
the year, order class C 1 has a value of ITO = 27.69 x turn of the year, order 
class C 2 has a value of ITO = 24.54 x turn of the year, and order class C 3 
has a value of ITO = 8.53 x turn of the year. This happens because the 
company has an average inventory and safety stock is high. Solution for this 
problem is the company can reduce the average inventory in the warehouse 
so risk of damage or change the size specifications of packaging materials 
can be minimized. 

2. Proposal or recommendation packaging materials inventory systems will 
give for the the existing inventory system, are: 

a. Planning or aggregation of packaging material needs for a year 
using a production plan that has been made by considering the 
percentage of defect packaging materials. 

b. Grouping of packaging materials using ABC analysis based on rate 
of using criteria ordering process and the controlling. 

c.  Determination of the optimal order quantity (Q*), optimal order 
interval (T*), and frequency ordering (f) by using Joint 
Replenishment Method. 

d. Determination of safety stock and reorder point of packaging 
materials by considering variations of lead time. 

e.  Calculate the total inventory costs during for a year. 

5.2 Suggestions 

Suggestions given to the company and further research are: 
 

1. The company may implement the packing material inventory systems is the 
proposed that the the existing inventory system becomes more accurate and 
optimal. 

2. Future research could design an application or information system for 
inventory planning of packaging materials, so that company can plan 
packaging materials inventory system for the next period to more easily and 
quickly and also can be used by stakeholders. In addition, data inventory or 
inventory reports more accessible. 

3. Future research may develop or make a new model inventory system of 
packaging materials which more appropriate and more sensitive if one of the 
components inventory system in the company changes, so optimal solutions 
that result by the model more optimal.  
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Abstract. This research discusses on proposing a new design methodology for 
industrial ceramic based on “formgiving” perspective. A significant finding of 
formgiving between two different domains which, industrial design and 
engineering design has defined the potential new design segment introduced in 
ceramic industries. However, with the predisposed of aesthetics and human 
sensation, it insists to investigate the principle of design requirements among 
the designer, artifacts and users, in order to aesthetically solve the appearance 
and consequences of form development. The aim of this study is to propose a 
principle of solution embarks with ablution tub as sub-sanitary ware design 
rooted in user’s expectations. Finally, the study concludes the most important 
pattern of formgiving used in between designer and design situations. 

1 Introduction 

In ceramic sanitary ware design (CSWD), the most critical part in design development 
is finalizing the form requirements between industrial designers and engineering 
designers [1]. The understandings of each role build a constraint to this field towards 
introducing a new sub-sanitary ware product segment. Akin of crucial design process 
faced during the form creation [2]. For over a decade ceramic industries been 
introduced in Malaysia, the methodology of design practice was not clearly carried 
out beside, lack of research findings ever been reported. It was an agreeable that we 
happenstance to identify the most design investigation practicing in this country 
towards technical and material design [3,4,5]. Based on these findings, we attempt to 
come out with a design guideline for any industrial ceramic practice. Resolving the 
divisions of design phase that can be performed align with the manufacturing 
processes. However, this sort of practice can be considered as part of engineer’s task 
which mainly pertaining their scientific and engineering knowledge to the solution of 
technical problems.   

The constraint of materials, technological, economic, legal, environmental and 
human-related is considered by optimizing those solutions [6]. Appreciating the role 
of formgiving in design seems to be a solution addressing entirely misunderstanding 
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design flew among industrial ceramic sanitary ware designers. According to Abidin 
[7], the words formgiving has been adapted among design authors when discussing 
any design practiced related. In engineering design, it was related to a specific phase 
in design process, well thought-out as a part of principle-solution. The emphasis was 
on the determination of form and material, as well as the process of bringing both in 
line with each other’s. In this paper, we intend to endow with some standpoint about 
the direction of introducing a sub-sanitary ware design, which ablution becomes a 
subject being considered. The viewpoints about this study will base on the following 
structure; (1) introduction; (2) idea generation from the principle of ablution; (3) the 
influence of formgiving in ceramic design practices; (4) identifying pattern language 
in design situation; (5) conclusion. The objective of this study is to present an 
approach to analyze a principle solution in the next stage for industrial ceramic design 
methodology. This study then presented to demonstrate the terms and understanding 
of formgiving design to contribute with introducing a principle of design for CSWD 
development. 

2 Idea Generation from the Principle of Ablution to CSWD 

The idea to classifying the important role of formgiving in product development for 
CSWD following the problem raised by the Johari’s analysis, who manage to explain 
on the subject related to important discipline, requirements and procedure for 
Muslims to perform a wudhu' (ablution) [8]. A kind of individual’s self-cleaning as 
ritual, it has became as a massive issues among Muslims in order to improve and 
discover the most suitable practice to complete the ablution. The main concern is 
about the determination of form and materials, ergonomic and human behavior [9]. 
On our perspective, lack of solution discussed to achieve the ablution performance 
due to the deficiency on design thinking. This problem has generated new possibilities 
in introducing an intricate design in CSWD as new segment [3]. In order to complete 
the ideation, three fundamental factors of ablution principles should put in practice as 
important design development [1]; 

2.1 The Act of Ablution 

The ablution required each person performed four obligatory areas on human body to 
be wash. Any ablution’s procedure must perform in sequence beginning with; face, 
wrist to elbows, forehead to the crown of head finally both feet up to ankle [9].  

2.2 Water Consumption 

The success of ablution procedures were not measured by washed the sequence 
important obligatory areas. It is also depending on the discipline of water used while 
performing the ablution. Before any ablution begins, each Muslim should able to 
identify the water requirements with only pure water is permitted such; water came 
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from rain, spring, sea or river; water from melting snow or any water of a big tank or 
pond. In connection with the requirements, Faruqui [10, 11] explained about the water 
consumption is about one mudd. As conversion to a scientific measurement, it equal 
to 2/3 liter. 

2.3 Ergonomic Precautions 

Human posture became another issue been discussed among scholar in practicing the 
ablution procedures. Ironically, ergonomic design has not been discussed to overcome 
the issues. Signify the arguments on the ablution area or space in the mosque is more 
important than the product itself. The coordination of ablution space neither ignoring 
the ergonomic perspective even though it clearly mentioned about the ablution always 
performed in an option either sit, stand nor hunchbacked [9]. 

3 The Role of Formgiving in Industrial Design Practices 

Typical investigation in design studies have shown that design activities is a momentous 
factor in designer’s success, the field of design theory and methodology has produced 
much useful research to aid engineers in designing both classical machines and more 
modern artefacts [12]. With a clear description on the role of formgiving in design [7] 
able to indirectly affect the evolvement of an industrial ceramic product form. As 
principles, Quinn in the most part explained about the ceramic design process mainly 
stakes on the technical approach. Ceramic designers often translate the idea effectively 
using imaginations, experimental development and association of maquette or scale 
model explorations [13]. These models clearly closed to the principle solution such as 
the problem-solving process [14] and in the state of the arts, became as a booster to the 
creative process with widespread applications [2]. Comparative study of formgiving 
between Industrial Design (ID) and Engineering Design (ED) based on two experts (see 
Table 1) chosen by Abidin [7] became a significant tool to integrate between the needs 
of ID and ED in industrial CSWD. Obviously, the form evaluation through several 
stages was expended by the manipulation of visual element. Akner-Koler able to 
describe the transitional of form development begin with geometric until the 
transformation completed as organic forms.  

This process answered evidently when ceramic designer has to use their 
imaginations to embark with new design ideas. A construction development of form 
based on Akner-Koler pictures still need to bring in practice to control the un-
limitation of ceramic designer’s creativity and aesthetics. Most important, the right 
time to conclude an aesthetical form development. The experimental development and 
maquette exploration in ceramic design phase can be associated with Muller 
judgment. He believes the beginning of form generation phase, designers have point 
out the important of design is founding the transition of function into form and then 
the transition marks the form creation phase through the evolution process. The 
quantified phase of form evaluation defined by criteria; from a basic structure to a 
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structural concept, formal concept and material concept. The different between each 
form composition perform as the beginning point in form integration. This study 
shows another method to tame a wild experimental development and maquette 
exploration initiated in industrial ceramic practices. In the other view, the adoption of 
formgiving features in modern ceramic design especially for the product form, people 
are more likely to perceive the ceramic design as elegant, efficient with a good 
function of performance. 

Table 1. Comparative study of formgiving based on difference design approaches [7] 

Cheryl Akner-Koler 

(Industrial Design) 
Wim Muller 

(Engineering Design)

 
Research on formgiving for both academic and industrial firm should address 

issues on genetic construction, contextual, and affective elements [15]. It is because, 
most CSWD industry not able to introduce a new segment for their products. In recent 
industrial practice, they only continue on a new or improvement product development 
that always comes along with the establishment of company’s brand image and 
identity.  

4 Identifying Principle-Solution in Design Situation 

4.1 Alexander’s Design Theory and Approaches 

Alexander, well-known architect and researcher, has found the interaction between 
human activity and designed artifacts and space [16]. The Alexander’s Pattern 
Language has been formulated and described precisely by Denef [17]. Instead of 
designing a building, he found that Alexander aims to design overall configuration 
that are compatible with and beneficial for human life. Denef also describe about 
Alexander’s believes where the design process should be iterative, gradually molding 
the new shape. In view of that, he characterizes this design process as careful and 
personal, a humane process between designers and users that is; not guided by the 
grasp for a goal, but guided by the minute-to-minute necessity of caring, dynamically, 
for the feelings and well-being of another.  
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Fig. 1. Alexander’s concepts of structure preserving transformations and pattern languages 
transposed to action research and grounded theory [16] 

Figure 1 shows the Adaptation of Alexander’s approaches (structure preserving 
transformation) to be compared with grounded theory (action research) where both 
methods obviously derive pattern by comparing phenomena. On the other views, the 
same transposition can easily convert to the formgiving design; as a part of principle 
solution. Denef also mentioned about most of the organizational action researchers focus 
on research and data driven decision-making. Alexander’s greatest conclusion has some 
agreements to the one of Jonathan [12]; he reported, they need a concept that will enable 
them to address the interactions between designers, artifacts, and users in any design 
situations. Figure 2 shows the nature, which explained the relationship between artifacts 
and users is that, artifacts was used by users (which is obvious), but it is the affordances 
of the artifacts that determine how the artifacts can be used (which is not obvious).  

 

 

Fig. 2. Generic situated designer-artefact-user (DAU) system [12] 
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As mentioned on the second structure of this paper, three fundamental factors of 
ablution principles stated as important design development. In relation to this theory, 
the act of ablution (human activity), water consumption (designed artifacts) and 
ergonomic precaution (space). In order to build a relational theory for industrial 
design situation, it’s also required a rational concept for CSWD. Based on both 
theories’ point of views, pattern languages between designer-artefact-user mainly 
need to be systematized to make possible the new sub-sanitary ware introduced. The 
configuration of formgiving design in humane process (designers and users) can grasp 
not only a goal, but include thoughtful and enthusiastically, for the transcendent of 
ablution design.  

4.2 Constructing a Pattern of Formgiving Design Principle (FDP) 

As a part formgiving required design-inspired approaches, understanding engineering 
principle solution can frame the design process easier [7]. It’s come to a potentially 
results (FDP) in constructing ablution design grounded by the pattern language 
theory. The integration is base on Andreason [18] and Pahl [6] product development 
process model. The transposition also will bring action research into design decision-
making. Comparing grounded theory with Alexander’s pattern language contribute to 
the introductory of CSWD (ablution design) methodology (see Table 2). Three 
methods applied a same driving force imagination data, pre-defined and develop the 
theory from the research topic bottoms-up from the empirical data. As shown, 
Alexander’s pattern appears from the observation of human behaviour, and the same 
approach used on grounded theory as well as ablution principles. Those link between 
pattern and lead to hypothesis bring a design proposition, are important stage to 
conclude overall FDP. Finally, Alexander’s model of makes use human intuition align 
with theoretical sensitivity that brings design intelligence as final phase in ablution 
design theory. Based on pattern described, we defined link between Andreason and 
Pahl model (Figure 3) with seven patterns (bold with seven different colours) which 
describe most important design activities and should developed accordingly with FDP 
(ID and ED) to establish ablution design research model.  

Table 2. The Construction Of Formgiving Design Principle For Ablution Design Research 
Model (ADRM) 

 

Structure Preserving 
Transformation 

Action Research Formgiving in ADRM 

Pattern Language Grounded Theory Ablution Theory 
Pattern Categories Principle 
Link Between Pattern Hypothesis Design Proposition 
Comparison Of 
Configuration 

Constant Comparative 
Method 

Quantitative Structure 
Organization 

Empathy Theoretical Sensitivity Design Intelligence 
Use Of Prototypes Change Experiments Behaviour Alterations 
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4.3 Discussion on Case Examples on Industrial Ceramic Design Practice  

In order to establish the ADRM to any related industrial design field, we investigated 
the existing of formgiving in industrial ceramic design based on five different design 
research and activities [19-23]. All design and manufacturing decision among 
designers also revealed to activity of product development model defined by 
Andreason and Pahl. As results, the designers manage to give priority to a FDP. 
However, it does not clearly mentioned about the methodology in a principle-solution 
manner. ADRM, translating action research into industrial design activity, identifying 
patterns of design process must put in practice, as principle-solution to design needs. 
Figure 3 indicates the principle-solution in development process used among 
designers, in order to fulfill the need between designer, artifacts and users. Here, we 
summarized seven (7) patterns in the case examples as a important practiced (by 
designers) in which; the need (red); problem solving (yellow); principle of design 
(blue); product design structure (green); design specification (orange); manufacturing 
design (dark blue); and continues improvement (pink). The organizational of selected 
principle-solution then structured as relation to ADRM (see Table 3). 

 

   

Fig. 3. Identifying paterns in Adreason and Pahl product development process 

Table 3. The Details Summary of Principle-Solution based on Seven Patterns 

Formgiving in ADRM Principle-Solution 
Ablution Theory The need; Problem solving 
Principle Principle of design 
Design Proposition Product design structure 
Quantitative Structure 
Organization 

Design specification; 
Manufacturing design 

Design Intelligence Continues improvement 
Behaviour Alterations 
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Fig. 4. The relation between Designer, Artifact and User with the 7 patterns in principle-
solution of product development  

Based on design situation faced by the designer [19-23], the formgiving design 
activities clearly identified became the main issues highlighted by those designers. 
The principle-solution also seems to be reflected with subject and set to be important 
to discuss by each product development phase (see Fig. 4). Here, designer, artifact 
and user described the roles in each development phase. However, the designer chose 
to concentrate to solve the users need on the semi-concrete level in design phase 
compare to the abstract level. By the end of the product development stage, the 
designer still play the important role of decision making followed by the artifact then 
the users need. This final stage shows the production designer change the early 
discussion of product development by positioning the artifact as important subject to 
discuss followed by designer and again the artifact still became the last issue to 
discuss. 

5 Conclusion and Future Work 

In this paper, we have presented our approach of identifying design thinking for 
industrial design, in its close to identify the important three major element as design 
research framework: (1) The early stage, meeting requirement of ablution as subject 
matter; (2) The middle stage, make clear on industrial ceramic design by appreciating 
role of formgiving in design, and (3) The final stage, identifying a ADRM to 
described design behavior based on two famous model of product development 
process. These stages became a main key in order to generate new transition of 
conventional to intricate design evolutions for ceramic industries. The finding of 
pattern language introduced by Alexander comes to conclusion on vital connection 
between “human activity-designed artifacts-space” towards action research. On the 
perspective of measurement of making practices available for new design, the 
achievement of balancing the needs among those vital connections will benefit  
the design results.  
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Making a case for the principle-solution, we present an example in which we were 
on shift to tackle the task of designing ablution product. A project idea sets which 
until this day, many scholars despite to uncover the existing problems. For future 
work, we will discover a work that specifically focused on ablution practices; 
consider the ablution act, water consumption and ergonomic influence.  Preserving 
the spiritual needs of ablution is crucial to ensure that Muslim can cleanse particular 
body mentioned. The experiment undergoes Protocol Analysis to seeks answers to 
questions, which were formulated on literature reviews and on what is often practiced 
by designers in product industry and academia by focusing on three elements such as 
product design, form development and design thinking. These three different levels 
involve: 1) Different level of form development level such as explorative, explanatory 
and persuasive; 2) Different level of career development such as expert, senior, 
intermediate, novice and student; and 3) Different level of learning/work such as 
product design art-based and science-based. 
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Abstract. Inquiries and transfer of innovative knowledge and technologies 
would be a one of the main goal of an each company. Through these 
innovations get company a new view of solving problems and an opportunity to 
be better than its competitors. In this paper we would like to describe a project, 
which was oriented to transfer of innovation knowledge and technologies in the 
logistics and transport processes. As a result of the project is a simulation 
module of technology progress of transfer and logistics processes. The 
simulation module is consisted of three separated parts which are railway 
classification yard, storehouse and intermodal terminal. 

1 Introduction 

Modernization of departments and their integration to the national and international 
research centres as a general part university activities are included to development of 
scientific and research activities at the University of Žilina. Lot of this modernization 
was possible with the aid of structural funds from European Union. 

One of the modernizations was solved in the Department of railway transport. This 
project was oriented to the Transport laboratory. Thanks this modernizations we are 
able to simulate processes in logistic centres complex or separately in marshalling 
yard, storehouse and intermodal terminal.[1] 

2 Time Harmonogram Project Realization 

At the end of 2009, Department of railway transport, Faculty of operation and 
economics, transport and Communication University of Žilina gained project 
supported by European Union. The title of project was „"Transfer of innovative 
knowledge and technology in logistics and transport processes“, ITMS project code 
26220220006. 

Main project target was “Developing simulation model of technological process in 
transport and logistics processes”. This target was supported by two specific  
targets: 

- Research support of new progressive technology in managing transport 
operation and logistic processes,  
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- The application of newly acquired research knowledge into practice in order 
to ensure sustainable transport. 
Project was divided to five interconnected activities:  
 

 1.1 The Development of Advanced Technologies in the Management of 
Traffic Operations and Logistics Processes  
o aim of the activity - Development of advanced technologies in the 

management of traffic operations and logistics processes, 

 2.1 Implementation of technology in the management of traffic operations 
and logistics processes in the simulation model  
o aim of the activity - Implementation of the developed technologies in 

the management of traffic operations and logistic processes to a specific 
software tool, 

 
 2.2 Simulation Model Function Testing in the Management of Traffic 

Operations and Logistics Processes  
o aim of the activity - Implementation of simulation technology 

procedures, 
 

 2.3 Developing a Manual for Handling Simulation Model  
o aim of the activity - Developing a manual for simulation model, 

 
 2.4 Supplying of technical equipment with a focus on IKT technologies  

o aim of the activity - Ensuring the technical conditions and equipment 
for the operation, application and subsequent publicity simulation 
model. 

In addition to these five activities, in the project were defined two supporting 
activities: 

 Project control, 
 Publicity and unforcedness. 

 

Expected time frame of the project realization was specified from October 2009 till 
December 2011. Consequential duration of particular activities is illustrated in table 1 
and chart 1, in which is illustrated actual time period project solution: 
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Table 1. Time period project realization 

Activity name Beginning of 
activity  

realization 

Ending of activity 
realization 

1.1 The Development of Advanced 
Technologies in the Management of Traffic 
Operations and Logistics Processes  

10/2009 01/2011 

2.1 Implementation of technology in the 
management of traffic operations and logistics 
processes in the simulation model  

04/2010 09/2012 

2.2 Simulation Model Function Testing in the 
Management of Traffic Operations and 
Logistics Processes  

06/2010 09/2012 

2.3 Developing a Manual for Handling 
Simulation Model  

01/2011 12/2012 

2.4 Supplying of technical equipment with a 
focus on IKT technologies  

10/2009 03/2011 

Supporting activities   

Project control 10/2009 12/2012 

Publicity and  informedness 10/2009 12/2012 

 

 

Chart 1: Gantt chart project realization 

3 Project Outputs 

As a result of this project is developed a Simulation model of logistic centre. 
Simulation model is able to simulate different technological practices in one 
application using its three independently modules (railway classification yard, 
storehouse and intermodal terminal).  
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Fig. 1. Simplified scheme of the logistics center 

Every part (storehouse, railway classification yard, intermodal terminal) can 
operate independently and it is possible to monitor all the processes in these partial 
components. It is necessary to follow the accouplements and the flows between 
storehouses, railway classification yard and intermodal terminal to optimize logistic 
processes of the entire logistic center. Optimizing of the processes in partial parts of 
the logistics center and between them can achieve the great synergies. 

Application includes Base model data that are valid for all modules or for every 
module independently. Base model data containing baseline standard attributes of 
parameters as well as different files, for example list of destination station. Any 
specified values of parameters in base model data is possible to change other are 
given by simulation. List of data in simulation are definite and editable, some of them 
is possible redefine by simulation needs and requirements. [3] 

The basic output characteristics obtained from the simulation could be: 

- average queue length of the requirements in the systems, 
- maximum queue length of the requirements in the systems, 
- average waiting time of the requirements in the systems, 
- maximum waiting time of the requirements in the systems, 
- average time which spent requirements in the systems, 
- maximum time which spent requirements in the systems. 

4 Characterization of Individual Modules Logistics Centre 

4.1 Railway Classification Yard 

Configuration of railway classification yard allows choosing from standard 
arrangement of stock groups (serial or parallel). Consequently can user verify – 
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structure of the rail-yard, number of the tracks in the rail-yard groups, number of 
employees and locomotives, technology of the primary and secondary splitting, 
operating efficiency.  

4.2 Intermodal Terminal 

Configuration of intermodal terminal allows to choose from two basic type of internal 
infrastructure, which are defined by handling equipments (bridge cranes, reach-
stacker – their abilities can be affected by parameters settings). Consequently can user 
verify – type and number of handling equipment, size of the handling areas, 
technology of the trains-shipment cargo units, staffing demand, process times, load 
carrying capacity.  

4.3 Storehouse 

Configuration of internal storehouse infrastructure allows selection from two primary 
infrastructure types whit handling equipments (electric stacker, forklift stacker - their 
abilities can be affected by parameters settings. Handling equipment affects 
arrangement of storage area whereby has to be observing minimal building module. 
After that it is define storage building module and storage layer. Consequently can 
user verify – number and capacity, type and number of the handling equipment, size 
of the handling areas, storage technology, staffing demand, process times, load 
carrying capacity.  

5 Conclusion 

Simulation modelling provides a comprehensive and dynamic view on the whole 
technological process and can provide the necessary information about its behaviour. 
In second place, utilizing simulation modelling can optimize the number of handling 
equipment, the handling area size, the number of transport, the range of transport 
infrastructure. Using designated conditions eliminate any negative impact on the 
environment.  

By using this application can user simply simulate processes and identify the 
weaknesses of every part logistic centre in complex or independently in modules. 
Application offers complex view of logistics operations. 
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Abstract. In this paper we describe partial results of the research focused on the 
improvement of the decision-making quality and control in the project contracts 
management in concurrent environment. Bearing in mind the diversity of inter-
dependences between the stakeholders involved in the project and their deci-
sions, our considerations are embedded in the complex systemic process model 
introduced by one of the most popular project management methodologies. 
Here we propose the improved process of project contractors selection asso-
ciated with the contract type selection and work distribution. The model of this 
process is developed with the ability to use in the environment with multiple 
contractors and their sub- contractors on the one of more levels. 

1 Introduction  

The Project Management Body of Knowledge (PMBOK Guide) developed by the 
Project Management Institute [19] is a project management methodology that is known 
and used worldwide. This methodology describes the decision-making processes in the 
10 knowledge areas with a group of project processes connected with procurement 
management. In a situation in which the agreement seems to be beneficial to the con-
tractor, but he or she is not able to provide sufficient resources for its implementation or 
the knowledge, experience, and technology is not sufficient, the contractor will be con-
sidered for the purchase of selected scopes of work with external contractors. The struc-
ture of the PMBOK Guide processes  is based on a systemic approach that determines 
the range of the input data in the sphere of implementation tools of individual processes 
and their results. Issues tools are formulated in general terms and provide guidance for 
project managers and project teams to show the general methodology of the proceed-
ings. However, they do not contain precise indications of the methods and tools that can 
be used to implement these processes. Procurement management issues have been also 
discussed in many papers. For example Bajari, McMillan, & Radelis [1] compared the 
advantages and disadvantages resulting from the use of auctions and negotiations. They 
concluded that when ex ante information is valuable and when ex post change is antic-
ipated, the use of auctions, which often require fixed-price contracts, may be inefficient. 
Eriksson and Laan [7] investigated how construction clients deal with procurement and 
analyze how the choices that are made during the buying stages affect the combination 
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of governance mechanisms and control types in client-contractor relationships. Current-
ly there also is research work being conducted on the architecture of procurement deci-
sion support systems, including web-based applications. One of the recent publications 
was provided by Liu, Sun, Wang, & Zhao [15]. As a result of their work, they proposed 
a framework for a multi-agent based system for e-procurement. Let's begin our consid-
eration when the prospective contractor of the project receives an inquiry from the cus-
tomer, i.e., the owner of the project. Certainly, the reasonably progressive contracting 
before making the procurement decision will recognize the market in order to identify 
potential contractors and their offers. Therefore, every potential contractor must decide 
whether to make an offer or not. If a potential contractor decided to make an offer, he or 
she must, acting in a situation of uncertainty, determine the parameters of the offer. This 
uncertainty stems from both a lack of knowledge of competitive offers and the actual 
conditions in which the project will be implemented. Therefore, the contractor cannot 
measure the cost of service in a way that will cover any consequences arising from the 
identified risks, because such an offer would certainly be worse than other competing 
offers in which the authors estimated the expected level of costs under conditions of 
incomplete information. We propose the implementation of a decision support system 
(DSS) that facilitates the analysis of the decision-making process, while allowing full 
control over the collection of data, filtering the data, and making decisions. Such a sys-
tem also should offer the possibility of taking into account the opinions of experts (also 
postulated by the PMBOK Guide), because their opinions are supported by knowledge, 
experience from similar projects, and intuition. However, DSSs are used extensively in 
many professional fields to make decisions about what to do or what to buy, among 
other things (see [10],[11]). In this article, we show the design and functionality of a 
system to support the management decision-making process. The system will address 
the current gap between the functionality of programs for project management and the 
functionality of advanced decision support systems. 

2 Theory 

The planning phase of the project usually must be initiated before notification of the 
contractor selection has been received, because of the need to reserve resources, pro-
vide funds, and maintain compliance with other projects in the portfolio. During this 
period of time, the bidder, before becoming the contractor, must work conceptually in 
the solutions for the bid that was requested by the client while simultaneously work-
ing organizationally at the beginning of the planning phase when the procurement 
issues for the future realization generally are prepared. A client who is seeking a po-
tential contractor can maintain a list of qualified contractors that already have positive 
evaluations and send an RFx inquiry to them (where RFx represents various types of 
requests, e.g., Request For Bid, Request For Quotation, and Request for Proposal). If 
such a list of qualified contractors is not available, clients must make a full assess-
ment of the contractor and her or his bid/proposal/... Maintaining the list of qualified 
contractors is an efficient solution for clients who buy goods or outsource services 
regularly. It improves the selection process by making it faster, and it minimizes the 
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risks associated with an unknown contractor. However, the list of qualified contrac-
tors requires periodic verification and updating, but it also can be automated, as dem-
onstrated in the paper of [2]. From the bidder's perspective, efforts must be made to 
become included on such a list, which allows both RFx sourcing and reduces the risk 
of sending an uncompetitive offer for the job. The problem with choosing the winner 
offer is that the decision usually is a multi-criteria decision-making (MCDM) prob-
lem. Therefore, except in special cases, when the potential qualified contractors are 
indifferent in terms of the client preferences (only if the offer price is the single crite-
rion for selection) for its solution tools of the multi-criteria analysis should be used. In 
terms of contract management and the bidding procedure, the bidder must submit a 
good offer, indicating a thorough understanding of the project’s feasibility. The bidder 
also must be cognizant of contractual risks and the profit that the contract likely will 
produce. With the intention of preserving the universality of the proposed DSS, it 
cannot be assumed that the potential customer uses the same system of evaluation and 
selection of contractors. It is possible that the client uses an interactive approach, i.e., 
negotiation or auction, rather than a formalized procedure. Due to the detailed de-
scriptions in the literature (see [18], [17] and [14]), interactive approaches and public 
procurement issues (see [21]) are not analyzed in this paper. For the purposes of the 
proposed system, it was assumed that the process of selecting a contractor for external 
client follows the procedure described in Figure 1. 

 

Fig. 1. Contractor selection process 

From the methodical perspective, this process will fit therein indescribable process 
"contract acquisition" and each area of the PMBoK Guide "procurement plan man-
agement" and "conduct procurement". Thus, exploratory action will be undertaken, 
aimed at determining the feasibility and profitability of the contract, and any ar-
rangements with potential contractors will be conditional in nature. For the purposes 
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of conducting the process of decision-making by the bidder, the following data and 
actions are required: external data (from the client) such as scope statement, project 
Schedule, quality requirements, time limitations, enterprises’ environmental factors, 
templates for the contract documents, External data (from bidders/potential sub-
contractors) such as bids, bidders’ data, internal data such as organizational Process 
Assets, previous clients’ cooperation reports (if any), previous sub-contractors’ quali-
fications, previous sub-contractors’ performance reports. Bidders must make a set of 
decisions based on the data listed above, i.e.,: design of the work breakdown struc-
ture, method of scheduling (CPM/PERT/CCPM/…), make-or-buy analysis for the 
entire project or parts of the scope/WBS, Acquisition of staff, selection of the contract 
type (with sub-contractors), weighted selection criteria for subcontractors, weighted 
criteria for bid selection, definitions of risk probability and impact, strategies for risks 
(proactive and reactive), methods of quality assurance, tender quotation or decision 
not to tender a quotation. In the contract acquisition process, several well-known and 
extensively used Operations Research methods and tools can be applied to improve 
the decision-making process and to make optimal or near-optimal decisions. In the 
described DSS, some of the decisions are planned to be modeled in a software sup-
porting individual and group decision-making. The data and problem structure in the 
project contract/procurement process make MCDM methods suitable for aiding most 
of the required decisions. One of the methods that can be used is introduced by Saaty 
[20]the Analytical Hierarchy Process (AHP). This is a very good method for support-
ing multi-criterial decision making or problems with quantitative and qualitative crite-
ria with multiple decision makers. It has particular application in decision making and 
is used around the world in a wide variety of decision situations in various fields. This 
approach also is used extensively for procurement issues ([6], [13]). To support 
achieving optimal decisions by negotiation or auction procedures one can use the 
TOPSIS method developed by Hwang and Yoon in 1981 ([12]). The idea of TOPSIS 
is that the chosen alternative should have the shortest geometric distance from the 
“positive ideal solution” and the longest geometric distance from the “negative ideal 
solution”. TOPSIS allows trade-offs between criteria. A poor result in one criterion 
can be negated by a good result in another criterion. This method already has been 
used as an auctions supporting tool ([22]) and as an interactive procedure for negotia-
tions ([17]). Turn to portfolio optimization one can use mathematical programming 
([16]). This method allow to achieve the best outcome (such as maximum profit or 
lowest cost) in a mathematical model the requirements of which are make-or-buy 
analysis. This analysis compares the costs and benefits of manufacturing a product 
with the costs and benefits of purchasing the product. If the purchase price is higher 
than the manufacturing cost or if the manufacturer's suppliers are unreliable, the man-
ufacturer may choose to make the product. To support the list of qualified contractors, 
the statistical approach of Partial Least Squares in the modified version ([3]) will be 
used. To finalize the process of contract acquisition, the decision maker must have the 
following outputs: a list of the client’s qualified contractors (if provided), contract 
acquisition, make-or-buy decisions, preliminary (conditional) agreement with poten-
tial sub-contractors. After successful bidding and a contract has been obtained,  
the other project procurement management processes in the PMBoK Guide may be 
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activated, i.e.,: conduct procurements (update and finalize), control procurements, 
close procurements. In the section 2.1 of this article we will present methods which 
can be used to reduce the risk of delays and contractual penalties. Our method is an 
implementation of Goldratt’s (1997) Critical Chain-based approaches (described by 
[2]). Moreover, in section 2.2 we show how to perform the procedure for selecting the 
type of contract. 

 

Fig. 2. Business Process Model for contractor-aiding DSS [5] 
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2.1 Cost and Time Buffers 

We consider project which consist 1, , nx x…  activities characterized by cost and time 

criteria. We assume that only q  factors has any influence on the cost and the time of 

the project. Let us consider the following matrix X : 

 
11 1

1

q

n nq

x x

X

x x

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

 (1) 

Elements of the matrix X equals 0 or 1. If ijx  equals 1 it means that factor j has in-

fluence on the completion of task ix . In the other case there is no influence of factor j 

on task ix . The matrix X we will call the factor’s matrix. Let ijK k⎡ ⎤= ⎣ ⎦  to be the 

matrix of cost’s ratios of all q  factors for all tasks and 1 , ,m m m
nW w w⎡ ⎤= ⎣ ⎦…  to be the 

vector of minimal amounts of work for the tasks 1, , nx x… . On the basis of matrix X 

and vector mW  for task ix  we can calculate the total amount of work iw  by 

( )1, , ,
i

m
i w i iq iw f x x w= …  where 

iwf  is a work assigning function. Moreover we as-

sume that there is vector 1, , qR r r⎡ ⎤= ⎣ ⎦…  describing the restrictions of accessibility of 

factors for whole project. Let ijT t⎡ ⎤= ⎣ ⎦  be the matrix of amounts of work for each 

factor in each task. On the basis of the matrix ,X T and K  we calculate the cost and 

the duration of each task by: ( )1 1 1, , , , , , , ,
k

i i iq i iq i iqi
k f x x t t k k= … … …  and 

( )1 1, , , , ,
t

i i iq i iqi
t f x x t t= … … where 

ki
f , 

ti
f   are some functions. We called this 

functions the cost and the time functions, respectively. Thus the total cost and the total 

duration of the project are given by 
1

n

c ii
K k

=
=∑  and ( )

1, ,
maxc i i
i q

T ES t
=

= +
…

where 

iES  is the earliest start of task ix . Under the following assumptions we minimize 

total cost of the project. It leads to find the optimal work assignments for every factor 
in each activities. From the set of alternate optimal solutions we choose this one, for 
which the total duration of project is minimal. In this way we obtain the optimal solu-
tion in safe case. According to the contractors' safe estimations the amount of work 
could be overestimated. It leads up to overestimations of the activities' cost and dura-
tion expected values and afterwards the total cost and the total duration of the whole 
project. That means that cost (duration) of the active is the sum of the reasonable cost 

e
ik  (duration e

it ) for activity ix  and some buffers of budget B
ik  and time B

it  for 

activity ix  i.e e B
i i ik k k= +  and e B

i i it t t= + . Then the total cost (total duration) of 

project is the sum of the reasonable cost eK  (reasonable duration eT ) and the buf-
fers of budget BK  (time BT ) i.e. e B

cK K K= +  and e B
cT T T= + . To set the buf-

fers ,B BK T  up we must estimate the most probable amounts of work.  We do that 
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by changing appropriate elements ijx  in matrix X . It means that some factors which 

had influence on activity ix  in safe estimation case does not have it in real estima-

tion case and vice versa. Than we using the function iw  for each activity ix . In this 

way we get the new factor's matrix and the new vector of amounts of work. Then we 
execute the same procedure for the most probable amount of work but under addition-
al condition that the assigned amount of work in the safe case cannot be smaller than 
the new one for each factor in each activity. Because that is unlikelihood that all fac-
tors will occur, we can reduce the buffers for project by: B B

rK Kα=  and B B
rT Tβ=  

where , [0,1]α β ∈  are the ratios revising amount of buffers. The total cost and dura-

tion for project are given by the following formulas P e B
rK K K= +  and 

P e B
rT T T= + . Part of saved money can generate bonus pool B  and be divided be-

tween the factors. Let us introduce the weight of importance of activities  [ ]iS s=  

where [ ]0,1is ∈ . To share the bonus pool we define function which depends on 

saved amount of work, importance of activity ix  and if the activity is critical or not 

and on the reduced buffers of cost and time. In the general case that factor i can re-
ceive the amount of money ( ), , , ,

b

W K T
i i i B Bi

b f s D c D D=  where is  is the importance 

of task xi, W
iD  is the saved amount of work for task ix , c = 1 if the task is on critical 

path or c = 1 if is not on the critical path, K
BD  is the amount of saved cost, T

BD  is the 

amount of saved time and 
bi

f  is some function.  

2.2 Main Types of Contracts  

We consider project which consist 1, , nx x…  tasks characterized by cost and time 

criteria. As the consequence of the contract between company and principal there are 
budget maxK  and duration maxT  of project. Moreover we can in the contract with the 

fixed price there are defined price pI , success fee pS  and penalty fee pP . The suc-

cess fee and penalty fee can be defined as follow: /p s pS r I day= ⋅ , /p p pP r I day= ⋅  

where sr  and pr  are success rate and penalty rate respectively. We assume that we 

have q  potential subcontractors for n tasks in the project. 

The Fixed Price Contract. In our first model we assume that between project owner 

and the contractor there is contract with the fixed price. Let ijA a⎡ ⎤= ⎣ ⎦  where 

1,..., ;  1,...,i n j q= =   to be the subcontractors assign matrix. Elements of the matrix 

A equal 0 or 1. If ija  equals 1 it means that subcontractor j will be perform task ix . 

Moreover, let ijM m⎡ ⎤= ⎣ ⎦  denote the preference matrix. Elements of the matrix M  

equal 0 or 1. If ijm  equals 1 it means that the task ix  should be realized together 

with task jx  by the same subcontractors. Of course there are ones on the main  
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diagonal. On the other hand let ijD d⎡ ⎤= ⎣ ⎦  denote the restriction for tasks in project. 

Elements of the matrix D equal 0 or 1. If ijd  equals 1 it means that the task ix  

not be realized together with task jx  by the same subcontractors. In our case we 

the following optimization problem. In order to simplified the calculation let us also 

introduce the following vectors m MI I= + and d DI=  where ijI i⎡ ⎤= ⎣ ⎦  is identity 

matrix. Under this assumptions we maximize the total benefits of the project. We 
have the following optimization problem  
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maxT , maxK  denote maximum duration and cost for the project respectively. The 

maxT , maxK  are results of the project requirements. It leads to find the optimal work 

assignments for every task. From the set of alternate optimal solutions we choose this 
one, for which the total duration of project is minimal. 

The Cost-Plus Contract. In second model we assume that the project will be settled 
by the cost-plus formula on the basis of the quantity survey. Let cost and duration 
matrices be given in the section 2.1. We treat cost from matrix as the cost of actual 
implementation of each task for each subcontractors. Let [ ]iG g= be the vector of 

profit margins for all subcontractors. The values ig  belongs to the interval [0,1] . To 

protect against the uncontrolled growth of the cost of the task ix  in such type of 

contracts the so-called ceiling price is used. So let [ ]iC c= be the vector of ceiling 

price for each tasks. Like in previous case denote by ik  the cost and by it  duration 

of the task ix . Thus the total cost of the project is given by 
1

n

c i ii
K k g

=
=∑  where 

ig  is the profit margin of subcontractor who will perform the task ix . Under this 
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assumptions we maximize the total benefits of the project. In our case we have the 
following optimization problem  
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From the set of alternate optimal solutions we choose this one, for which the total 
duration of project is minimal. 

3 Conclusion 

The general project management methodologies describes processes and decision-
making problems in a general manner. In the approach described in this paper we 
tried to maintain the versatility and compatibility with commonly used methodologies 
while introducing elements of the model adaptable to the actual decision-making situ-
ations in specific projects. Just as in real-life cases, we have introduced the possibility 
of interaction between the project owner and its potential and actual performers, who 
may also contract the services of sub-contractors. The proposed decision models are 
easy to implement and to solve in a plain spreadsheet. 
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Abstract. The paper analyses and discusses the interest and results from  
3-years factory logistics improvement projects in 75 factories in Northern 
Thailand region. Funded by government agency, the consultant had conducted 
man-days of consultancy for the factory, aiming at improving logistics 
efficiency or reduce logistics cost. However, with limited resource, only top 
priority problem can be chosen. Where the size and type of industry varies, the 
problem, approach and result are different as expected. Therefore, it is 
interesting to understand the nature of the factory and their selected project 
type. 

1 Introduction 

Thailand is regarding a major manufacturing hub of Asia. As the world’s 31st biggest 
economy, 31st in World Economic Forum’s the Global Competitiveness Report and 
18th in 2014 World Bank’s Ease of Doing Business, Thailand is global supply for 
hard disk drive, rubber, sugar, rice, food, fishery and automobile. [1, 2] 

However, focusing on logistics performance of Thailand, there are room for 
improvement. Study by Office of the National Economic and Social Development 
Board (Thailand) suggested that Thailand logistics cost per GDP lies at 18.8% which 
is considerably high, compared to those in advances such as EU, Japan, Singapore, 
US. Thailand is weak on managing logistics. Efficiency and effectiveness of the 
logistics activities in terms of cost, time, quality, agility, traceability and reliability are 
low. [3] 

The issue is well aware by Thai government. Several logistics improvement 
projects as well as budgets have been issued by several agencies. Among the 
government agencies, Logistics Bureau, Ministry of Industry is the dedicated key 
policy driver. Aiming at reducing logistics cost, improve logistics efficiency, building 
capacity, more than 30 projects and 3 million USD has been placed under the bureau 
actions per year. In 2014, more than 500 factories and 3,500 logistics staffs have been 
involved with these projects. 
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2 Factory Logistics Improvement Projects 

Pattern of consultancy for improving logistics activities is familiar with Thai industry 
eco-system. Working together with the factory, the budget is funded by the 
government agencies and the consultancy is conducted by expertise, e.g., university 
professors or professional consultants. The duration, man-day can be varied from the 
resource and readiness.  

In specific, factory logistics Improvement projects is the continuously funded by 
Logistics Bureau, aiming at improving logistics efficiency or reducing logistics cost in 
participated factories. The projects have been scoped in both area-based and industry-
based. For example, the northern Thailand project aims at improving factories in 
northern Thailand, regardless of industry type. The Food project aims at improving 
food factories, regardless of location and area. Here, the paper focuses on the northern 
Thailand project which has been continuously addressed to 75 factories in northern 
Thailand for the past 3 years. 

Learning from best practice and know-how of the nature of the problem, the project is 
planned. [4, 5] The objectives of the project are to (1) improve logistics efficiency, (2) 
build logistics capacity and (3) outreach the outcome of the projects. The duration of the 
project is basically 6 months. The process of the project is consistent to other factory 
logistics improvement projects, ie., in-depth training for prospective participants, 
selecting participating factories (based on sizing, readiness, team support, etc.). Then, 6 
man-day of consultancy was assigned to each participating factory. Each factory must 
conduct at least 2 projects, bywhich 1 project with inventory/ warehouse management is 
compulsory. The aim is either the factory can reduce logistics cost by 15% or the factory 
can improve logistics efficiency by 15%.  

3 Result Discussion  

Fig. 1 firstly illustrates distribution on type of industry involving in projects in 2012-
2014, 75 factories in total. It can be seen that the food industry is very dominant 
 

 

Fig. 1. Distribution on Type of Industry Involving in Projects 
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in terms of number of participants as the industry supply chain is very strong in 
northern Thailand. Other industry here includes ceramics, wooden products, glass, 
fertilizer, concrete, metal parts, packaging and mining. Size of the factory varies from 
small to large enterprise, number of staffs from 10 to 1,600, sales from 10 to 14,000 
million THB. 

 

Fig. 2. Distribution of Project Type Based on Logistics Activities 

Dividing the logistics activities into 9 followed the logistics management 
masterpiece of Grant et.al., [6] with other improvement project is optional, further 
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forecasting and planning. The projects are for example, distribution and network 
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Where medium-size firms focus on logistics communication and order processing 
perspective, other production efficiency improvement are of interests. The projects are 
for example, using Lean concept in logistics communication and documentation, 
using Value Stream Mapping to reduce production lose, using line balancing for labor 
productivity. The technique and complication are rather simple than those of the 
large-firms.  

 

 

 

Fig. 3. Distribution of Project Type Based on Logistics Activities for Food Industry: Large, 
Medium and Small Enterprises 
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Fig. 4. Percentage Improvements in Food Industry 

In overview, it can be seen that small enterprises enjoy their benefit of the project 
since the improvement is comparably high. Third party consultants have successfully 
approached opportunity for improvement. Whilst, the staffs, budget and knowledge 
are often limited, thus decision making is quick due to short organizational hierarchy. 
The challenge is to sustain the development and transfer the knowledge and practice 
for these factories.  

4 Conclusion 

The paper does not intend to conclude any statistical findings due to limited samples. 
However, it is the objectives to share a little but useful information for such project. 
Where factory are required to conduct the inventory- and warehouse-related project, 
which are successfully obtained, their interest on other logistics improvement is 
reflected by their project selection. Where of food industry, the majority of the 
industry in northern Thailand, the large-, medium- and small-firms approach the 
problem differently. The scope and level of improvement are inspected and suggestive 
for further similar projects. It is indeed to state that such projects are beneficial to the 
factories. 
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Enhancing Project Funding Decision Quality 
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Abstract. Successfully implementing projects accelerate organizational growth. 
Given the limited organizational resources available, project funding is a critical 
strategic decision to ensure the most appropriate projects are selected. Recent 
research suggests that a proposed project’s target benefits—those anticipated to be 
realized at project completion—are important to consider when making decisions 
for project funding. Yet, the literature provides few measures to appraise the 
quality of target benefits. Consequently, sub-optimal projects are funded due to 
estimations errors, optimism bias about the future (“planning fallacy”) and strategic 
misrepresentation of target benefits. This paper presents three studies to develop 
and validate a new “Quality of Target Benefits” (QTB) scale consisting of three 
dimensions: specificity, attainability, and comprehensiveness. This scale can be 
used practically—that is, to objectively appraise a proposed project’s target 
benefits and to support an informed funding decision. It can also be used 
theoretically—as an instrument to facilitate theory development in areas of 
decision making, organizational strategy implementation, and project performance. 

1 Introduction 

Organizations implement strategies through projects (Pellegrinelli and Bowman 
1994). Organizational performance is thus strongly associated with the successful 
realization of project benefits—“the flows of value that arise from a project” (Zwikael 
and Smyrk 2012: p.11). For example, benefits from a new product development 
project may include “increased company market share” and “increased product 
portfolio.” Because organizations have limited resources, they need to ensure those 
available are allocated to projects that best delivers benefits and supports 
organizational strategies. In other words, choosing which projects to fund is a critical 
strategic organizational decision. 

In making project funding decisions, senior managers take into account the 
proposed projects’ estimated cost, duration, level of risk, and target benefits—those 
benefits expected to be realized at a project’s completion (Zwikael and Smyrk 2012). 
To support such decision-making processes, prior research has discussed numerous 
methodologies ranging from financial-focused to multi-criteria approaches (Shapira 
and Shaver 2013). Examples of financial-focused approaches include Net Present 
Value (NPV) and Internal Rate of Return (IRR). These approaches are limited in their 
capability to integrate non-financial factors. Alternatively, multi-criteria approaches, 
such as the Multi-Attribute Utility/Value Theories (MAUT/MAVT) and Analytical 
Hierarchical Process (AHP) can enable a more comprehensive consideration of 
multiple aspects (Grushka-Cockayne, De Reyck and Degraeve 2008). Although 
information inputs significantly affect the quality of decision making (Raghunathan 
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1999, Mihm 2010), the quality of the information is seldom discussed in this context. 
Instead, it is taken for granted that the information required for decision making is 
readily available and of good quality. Unfortunately, this is not the common case in 
the project funding decision-making process. 

Funding decisions are made at an early stage of a project’s life when uncertainty is 
substantial. Recognizing that poor quality or lack of information may lead to 
inadequate project decisions (Flyvbjerg, Holm and Buhl 2005), researchers have 
investigated ways to estimate project cost, duration, and risk level to ensure 
information inputs are of a high quality (e.g., Jørgensen, Halkjelsvik and Kitchenham 
2012, Zeng, An and Smith 2007). However, the literature offers little information on 
ensuring the quality of another important piece of information: the proposed project’s 
target benefits. Consequently, target benefits of proposed projects are often 
incomplete (Lin and Pervan 2003) and vaguely defined (Norris 1996). In some cases, 
under uncertainty, decision makers’ forecasts are adversely biased (Ansar, Flyvbjerg, 
Budzier and Lunn 2014), as explained by the work that lead to Daniel Kahneman’s 
2002 Nobel Prize in Economics (Kahneman and Tversky, 1979). The phenomenon of 
being systematically and predictably too optimistic about the future and hence 
overestimating target benefits and underestimating cost is called “planning fallacy” 
(Weick and Guinote 2010, Kahneman 2011). In addition to these candid psychological 
biases, some target benefits are deliberately inflated to increase the chance of project 
funding (Jenner 2009, Flyvbjerg 2007). As a result, suboptimal and unsuitable projects 
are endorsed, whereas more suitable projects are excluded (Flyvbjerg 2013).  

Following the call for clear project goals (Cats-Baril and Thompson 1995), research 
has provided initial wisdom regarding the appraisal of proposed projects’ target benefits. 
For example, Jenner (2009) suggests that target benefits should be “robust and 
realizable”; yet, how to measure these two dimensions and whether they are conclusive 
remains vague. This stream of research is incomplete and lacks empirical support. 
Accordingly, this paper aims to address this gap in the literature by developing a new 
“Quality of Target Benefits” (QTB) scale. The proposed scale is expected to contribute 
to both practice and research. In practice, this scale can be used to appraise and compare 
alternative proposed projects’ target benefits to support informed funding decisions and 
investment prioritizations. In research, it can be used to further develop theory in the 
areas of strategy implementation, decision making, goal setting, and project 
performance. To ensure the rigor of the scale development and validation, we followed 
a well-establish approach suggested by Churchill (1979) and Hinkin (1998). We started 
with the definition of the domain of QTB construct. We then presented three studies to 
develop and validate the new QTB scale. Finally, we discuss the implications and 
limitations of this research and suggest future research directions. 

2 Defining the Domain of the Quality of Target Benefits (QTB) 
Construct  

The first step in developing a new scale is to define it (Churchill 1979). Because QTB 
is a quality-related construct, we looked at the quality management literature and 
found that the term “quality” is defined inconsistently. Examples of definitions 
include excellence, value, conformance to specifications, and meeting expectations 
(Reeves and Bednar 1994). In this paper, we build upon Crosby (1979) and 
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operationalize “quality” as “conformance to specifications”—this definition provides 
an objective basis for the initial appraisal of target benefits and allows their 
monitoring and evaluation. For example, when target benefits are proposed for a new 
project, their quality can be appraised against a set of specifications. The remainder of 
this section aims to establish such a definition. 

Next, to derive potential dimensions for appraising QTB, we draw upon goal-
setting theory, because target benefits are strategic goals of a project. Goal-setting 
theory suggests that goals need to be SMART, namely: Specific, Measureable, 
Attainable, Relevant, and Time targeted (Doran 1981). Such SMART goals can 
enhance performance by directing attention towards goal-relevant activities, 
energizing effort, encouraging persistence, and supporting strategy development 
(Locke and Latham 2002, Verbeeten 2008). We conceptualized QTB as a five 
dimensional construct and identified potential items from the literature for their 
assessment. In the next section, we present three studies to further develop and 
validate the QTB scale. 

3 Studies 

This paper develops and validates a scale to measure QTB of proposed projects. 
Drawing on the SMART principle in goal-setting and other relevant theories, we 
conceptualized QTB as a five-dimensional construct and identified potential items for 
each dimension. According to the structured scale development process (Churchill 
1979, Hinkin 1998), we further conducted three studies to refine the initial pool of 
items and test the validity and reliability of the scale. To ensure the generalizability of 
our findings, in these studies we recruited participants with relevant experience in 
forming target benefits and reviews across different countries, including the United 
States, Australia, and China. 

In Study 1, we conducted semi-structured interviews with senior managers in 
Australia, drawing on their experience to validate the initial QTB dimensions and 
identify missing ones. This study ensures our scale is comprehensive and captures 
both theoretical and practical viewpoints. In Study 2, we examined the content 
validity of the dimensions and items using a group of international experts from 
academia and industry. In Study 3, using a survey approach, we conducted an 
Exploratory Factor Analysis (EFA) to validate the proposed items and scale structure. 
The three studies are summarized in Table 1. 

Table 1. Research Overview 

Study Scale Development Step Study Description 
Study 1 Item generation and refinement Interviews with 15 senior managers in 

Australia to supplement the literature review 
analysis 

Study 2  Content validity Survey of 21 experts from the United States, 
Australia, Israel, and New Zealand to 
validate the proposed construct structure 

Study 3  Initial item reduction A survey of 132 senior managers in China 
to confirm and refine the construct structure 
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3.1 Study 1 – Item Generation and Refinement  

3.1.1   Participants and Procedure  
To refine further the preliminary list of QTB dimensions derived from the literature, 
we conducted a series of interviews with senior managers from eight Australian 
government agencies. We focused on the Australian government because of its strong 
emphasis on project benefit management practices. For example, benefit realization is 
a core practice in assessing projects in the Australian Department of Finance and 
Deregulation’s Gateway Review (2012) and is used in the majority of Australian 
government agencies (Gershon 2008). 

Participants were selected through a purposive sampling strategy (Kerlinger 1986) 
based on their involvement in formulating and appraising project target benefits. 
Potential participants were identified through the Australian government website and 
invited for interviews via emails and follow-up phone calls. Fifteen participants were 
chosen based on the relevance of their roles and work experience. Participants 
comprised of two directors, one assistant director, one executive secretary, seven 
national managers, three general managers, and one program manager. The Australian 
Public Service (APS) classifications of these participants ranged from Executive 
Level 1 (EL1) to Senior Executive Service (SES) level 3, which are senior ranks. The 
majority of participants were at SES level 1 with an average of 16 years work 
experience. All participants played an active role in formulating and appraising target 
benefits and managing benefit realization processes for high-level government 
projects. The heterogeneous knowledge of these participants allowed us to develop a 
comprehensive understanding about practices of appraising QTB. 

A semi-structured interview approach was chosen to keep participants focused on 
the interview questions while also allowing them flexibility to discuss additional 
relevant practices. The interviews were divided into three parts. In the first part, we 
began with “ice-breaking” questions about the participants’ roles and responsibilities 
in formulating and apprising target benefits. In the second part, we asked participants 
to describe how QTB was determined in their agencies.  

3.1.2   Data Analysis 
The interview transcripts were coded and analyzed with reference to our initial list of 
dimensions. This was achieved through an iterative process of data analysis from 
different perspectives at different times, as recommended by Miles and Huberman 
(1994). First, each transcript was read several times to grasp each participant’s view 
on the QTB. Second, all transcripts were re-read and systematically reviewed for 
consistency and variations in participants’ responses. Then, we amalgamated the 
interview results and cross-checked them with the findings derived from the literature. 

3.1.3   Results 
Our interviews confirmed the five dimensions derived from the goal-setting theory, 
which suggests that QTB can be appraised based on whether the benefits are specific, 
have clearly defined target values, have measureable, attainable and given 
organizational constraints, fit into organizational strategic goals, and have target 
dates. In addition to confirming the five proposed dimensions, our participants 
mentioned two additional ones: “accountability” and “comprehensiveness.” The 
additional two dimensions are discussed below.  
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Accountability. Our participants emphasized the need to establish clear lines of 
accountability in realizing target benefits for two major reasons. First, accountable 
managers can ensure that target benefits are formulated through consultation with a 
diverse group of stakeholders, and consideration of the project’s strategic fit. Second, 
accountability can also help organizations investigate how they may effectively 
realize the benefits. This input from the interviews aligned with the literature. For 
example, Ashurst et al. (2008) suggested assigning a project owner—the person held 
accountable for securing the project’s target benefits (Zwikael and Smyrk 2012)—as 
the accountable person for their realization. This clear and visible line of 
accountability can enhance the achievability of target benefits (Breese 2012, Lin and 
Pervan 2003). 

Comprehensiveness. Our participants considered it important to include a complete 
web of benefits to meet the objectives of various stakeholder groups, which aligns 
with the literature (Breese 2012, Jenner 2009). Although there is no consensus in the 
literature on what can be considered “comprehensive”, Henderson and Ruikar (2010) 
suggested that benefit formulation should rely on diverse categories, including 
financial/non-financial, direct/indirect, short/long term, internal/inter-organizational, 
and economical/cultural benefits. Similarly, Irani and Love (2001) suggested that 
target benefits should comprise of operational, tactical, and strategic natures. 

The above two additional dimensions were added to those five derived from the 
literature, leading to a total of seven dimensions. Proposed items representing these 
dimensions were captured from both the literature and interviews. For example, items 
suggested to assess the “Specific” dimension include: “target benefits were assigned a 
target value (e.g. 10% decrease in road fatalities)” adopted and modified from Breese 
(2012), Ward and Daniel (2006), and Zwikael and Smyrk (2012); and “target benefits 
were assigned measures that are consistent with those measuring similar benefits 
across the organization”, adopted and modified from Nicholson-Crotty et al. (2006). 
However, due to the large number of dimensions and the fact that two dimensions 
consisted of only a single item, factors were consolidated (Zikmund, Babin, Carr and 
Griffin 2010). The “Measurable” dimension was integrated into the similar dimension 
of “Specific”, which created a new dimension called “Specificity”, defined as “the 
extent to which target benefits are clearly defined and measurable.” “Accountability” 
and “Time-targeted” were integrated into the “Attainability” dimension, defined as 
“the extent to which target benefits are realistic, given the context in where the 
organization is managing the benefit realization process and the constraints it has.” 
Finally, “Relevant” was integrated into the “Comprehensiveness” dimension,  
defined as “the extent to which target benefits reflect organizational strategies and  
the objectives of various stakeholder groups.” This exercise resulted in a three-
dimensional 17-item scale.  

3.2 Study 2 – Content Validity  

3.2.1   Participants and Procedure  
Study 2 aimed to examine the content validity of the initial pool of items and  
their corresponding dimensions developed in Study 1 (Anderson and Gerbing 1991). 
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This was achieved by asking participants to sort the 17 items (presented in random 
order) into one of the three dimensions where they fitted best and provide feedback on 
the clarity and readability of each item (Hinkin 1998). Participants were provided 
with a definition for each of the three proposed dimensions and the list of items, but 
were not given any indication as to which dimension we expected the items to fall 
into. Prior to the main study, a pilot study was conducted involving one senior 
academic in the area of management and one research assistant to ensure the clarity 
and readability of the questionnaire. Participants for the full study were experts from 
both academia and industry. A total of 24 requests for participation were sent. 
Twenty-one experts (88 percent)—16 senior academics with a PhD in management 
and related areas from leading universities, and five senior practitioners in the area of 
project management—returned complete questionnaires. Among these responses, nine 
were received from Australia, seven from the United States, three from Israel, and 
two from New Zealand. This number of respondents falls within the recommended 12 
to 30 experts suggested by Anderson and Gerbing (1991) and Sendjaya, Sarros and 
Santora (2008). 

3.2.2   Data Analysis 
The average rate of answers that fit our hypothesized dimension from an expert was 
77 percent with a standard deviation of 14 percent. On average, an expert marked the 
same dimension from Study 1 for 13 items, ranging from nine to the maximum of 17 
“correct” items. All experts had a “correct” answer rate within two standard 
deviations of the mean; hence, none was removed from the analysis. The 21 experts 
also made 48 suggestions to improve the clarity and readability of the items. 

We used two measures suggested by Anderson and Gerbing (1991) and used by 
Linderbaum and Levy (2010) to test the level of agreement of the experts with the 
proposed two dimensions: (1) substantive agreement, meaning the proportion of 
respondents who assign an item to its intended dimension and with a minimum cut off 
value of 0.7; (2) substantive validity coefficient, meaning the extent to which respondents 
assign an item to its posited construct than other construct, with a cut off value of 0.5. 

3.2.3   Results 
13 of the 17 proposed items received values higher than the thresholds required for 
both measures. These items were confirmed in their proposed dimensions. Changes 
were made for items with low scores based on suggestions from experts. We also 
revised slightly the wording of some other items, and improved the clarity of the 
definitions for the three dimensions. These results led to a revised three-dimensional 
15-item scale.  

3.3 Study 3 – Initial Item Reduction 

3.3.1   Participants and Procedure 
Study 3 aimed to validate the three QTB dimensions and 15 items proposed at the end 
of Study 2. It involved a cross-sectional survey of senior managers who were engaged 
in formulating and reviewing target benefits as part of their regular organizational 
duties. Participants of this study consisted of Master of Management part-time 
students at Tsinghua University in China. All students held full-time management 
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positions in various industries, such as finance, manufacturing, service, and 
engineering. Survey questionnaires were distributed and collected by the researchers, 
who also conducted briefing on the questionnaire at the start of the session and 
addressed individual questions throughout data collection. To assure equivalence 
between the questionnaire in Chinese and the original English version, a standard 
translation and back-translation procedure was performed (Brislin 1980). First, an 
English version of the questionnaire was translated into Chinese by a bi-lingual 
Chinese-English researcher. Then, an additional person proficient in both languages 
compared the original questionnaire with the translated questionnaire. This process 
was repeated until satisfactory results were reached. 

In total, 180 questionnaires were distributed in three classes of the same program. 
All three classes were analyzed as one sample, following a confirmation that 
participants from the various groups shared similar gender, age, and work experience 
characteristics, as well as working in organizations of similar types and sizes. 
Participants were asked to recall a recent project proposal they had proposed or 
reviewed, and mark their level of agreement according to the 15 items derived from 
Study 2 for that proposal (the unit of analysis). Proposed items (presented in random 
order) were phrased in the form of statements on seven-point Likert scales, from 
“Strongly disagree” (1) to “Strongly agree” (7). Such a technique is widely regarded 
as appropriate for measuring attitudes (Nunnally 1978). Only participants with 
relevant job experience in formulating and reviewing target benefits were allowed to 
complete the questionnaire, and therefore 48 questionnaires were dropped. This 
resulted in a total of 132 completed questionnaires for analysis, with a response rate 
of 73 percent. Seventy-one percent of participants were male, 29 percent were under 
30 years old, 39 percent were between 30 to 40 years old, 30 percent were between 40 
to 50 years old, and two percent were between 50 to 60 years old. The majority of 
participants hold managerial organizational positions (eight percent were non-
supervisory staff, six percent were junior managers, 63 percent were middle 
managers, and 23 percent were top managers), with an average work experience of 
13.2 years. Participants hold positions in both private (36 percent) and government 
(64 percent) organizations, with an average organization size of 2,667 employees. 

3.3.2   Data Analysis 
As suggested by Churchill (1979), we purified the proposed measure by conducting 
an Exploratory Factor Analysis (EFA) to determine the dimension structure of the 
QTB construct. To examine whether the items load onto the specified dimensions, we 
performed a rotated Varimax factor analysis with Kaiser Normalization. 

3.3.3   Results  
EFA results (loading of .4 and above) for all 15 items included in the questionnaire 
confirm the belonging of all items in the three proposed dimensions. These three 
dimensions explained 63 percent of the variance. Twelve of the 15 items fell into the 
same dimensions confirmed at the end of Study 2. Three other items fell into different 
dimensions suggested in previous studies. Due to these contradictory results and to 
ensure we captured correctly the valued views of our interviewees and experts, we 
have again rephrased the wording of these items. The final QTB scale is presented in 
Table 2.  
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Table 2. The Final Version of the “Quality of Target Benefits (QTB)” Scale 

Dimension Item Title 

Specificity  

(7 items) 

Target benefits are assigned a specific target value (e.g. 10 percent increase in 

market share) 

Target benefits are explicitly defined to leave no other interpretation (e.g. clear 

title and description) 

Target benefits are assigned specific measures that will enable the evaluation of 

their realization 

Target benefits are assigned measures that are defined consistently 

Target benefits have clear units of measurement 

The source of data to measure the target benefits is clear 

Target benefits have a dedicated person accountable for their realization 

Attainability  

(3 items) 

Target benefits are achievable given the context of the organization 

The organization has the capacity to realize the target benefits 

Timeframes set for target benefit realization are realistic 

Comprehensiveness (5 items) Target benefits are aligned with the organization’s current strategy 

Target benefits are relevant to the organization’s long term vision 

Target benefits comprehensively comprise multiple categories (e.g. both financial 

and non-financial benefits) 

Target benefits are the result of intensive consultation with various stakeholders 

Target benefits reflect the views of key stakeholders 

4 Discussion 

Projects play an important role in implementing organizational strategy (Pellegrinelli 
and Bowman 1994), particularly in the context of limited organization resources. 
Therefore, choosing which projects to fund is a critical strategic decision. Prior 
studies suggested that decision quality improves with the quality of the information 
available for decision-makers (Raghunathan 1999). Specifically, a proposed project’s 
target benefits are essential pieces of information for making high quality decisions 
(Zwikael and Smyrk 2012). Accordingly, in this research, we developed and validated 
a new Quality of Target Benefits (QTB) scale to appraise the quality of this 
information. We first reviewed the literature on related theories to theoretically 
conceptualize the QTB construct. We then conducted three studies to further develop, 
refine, and validate the scale. Across these studies, substantial support was found for a 
three-dimensional 15-item scale (see Table 2 for the final scale). The three 
dimensions are: specificity, attainability, and comprehensiveness. Results from our 
studies confirmed the reliability and validity of this scale. 

Construct development is often considered the first step toward future research in a 
new area. The new QTB construct encourages us to study its relationship with 
constructs, specifically those related to decision making, strategy management, and 
project performance. For example, because the strategy management literature 
focusses on the management of strategic initiatives (e.g., new product development) 
(Papadakis 1998, Lechner and Floyd 2012, Carr et al. 2010), research can be 
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conducted on improving the process of transforming strategic goals into proposed 
projects’ target benefits. Further, in decision making, the QTB scale can be used to 
investigate how the target benefits of strategic initiatives affect the decision-making 
process and the final decisions. Finally, it is well-recognized in the literature that 
target benefit formulation is critical for successful benefit realization—they are used 
as a baseline for monitoring and evaluating ongoing project performance. The QTB 
scale can thus be used to examine the relationships between the formulated target 
benefits and the final performance of the strategic initiatives. 

The QTB scale also has significant practical implications. At the most fundamental 
level, the dimensions and items of QTB can serve as a checklist to guide managers in 
formulating target benefits for new project proposals. Instead of relying on the “inside 
view”, which focuses on the constituents of the specific planned action, the QTB scale 
encourages the use of the “outside view”, which is based on previous actual objective 
and comparable data from similar actions already completed (Kahneman and Tversky 
1979, Flyvbjerg 2013). In particular, the QTB scale suggests that a proposed project’s 
target benefits should be comprehensive (for example, reflect the views of key 
external stakeholders), specific (for example, use measures defined consistently 
across the organization), and attainable given the organization’s context and external 
constraints. As an illustrative example, we can refer to the comprehensive 
procurement process improvement case study discussed by Zwikael and Smyrk 
(2011). In this project, a well-formulated target benefit may be “Aligned with the 
strategy to enhance operational efficiency, National Procurement Manager is 
accountable for reduced procurement costs by 25 percent per order by one year from 
project approval, measured by the company’s cost accounting information system.” 
For comprehensiveness, this target benefit should also consider organizational 
capabilities and constraints following consultation with diverse groups of 
stakeholders, and be part of a web of target benefits, which also includes non-
financial target benefits. The challenges in formulating measurable non-financial 
target benefits are recognized. Despite this, organizations should still identify 
measures and proxies to allow these benefits to be managed. This quality assurance, 
validated using the QTB scale, can resolve common problems stemming from unclear 
project objectives, such as misunderstood or ignored users’ needs and conflicts over 
strategic project objectives (Lin and Pervan 2003, Norris 1996). Finally, evaluating 
the quality of project proposals using QTB can improve funding decisions. Senior 
managers can develop an understanding of what target benefits are expected at a 
project’s completion, how these benefits should be measured, and who is accountable 
for their realization. This practice can not only reduce “planning fallacy” (Kahneman 
2011) but also increase executives’ confidence in their funding decisions (Gimbert, 
Bisbe and Mendoza 2010). 

5 Conclusions 

Across three studies, substantial support was found for the reliability and validity of a 
three-dimensional 15-item QTB scale. This new scale encourages further research 
into the influence of projects’ target benefits on strategic decision-making, as well as 
on project performance monitoring and evaluation. The new construct also provides 
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opportunities for improving organizational target benefit formulation practices, which 
can result in better decision making, reduced cases of funding unsuitable projects, and 
enhanced resource allocation. 

Our studies have several limitations that need to be acknowledged. First, 
participants across the three studies were recruited from five countries only. 
Expanding our studies to organizations in a range of contexts and countries can enrich 
the validity and generalizability of the construct. Second, whereas our research 
assumes all QTB dimensions are of equal weight, future research can look into 
alternative weighting schemes. Finally, it is widely recognized that projects vary 
(Shenhar 2001). Analyzing whether different scales are required for various project 
types and industries was outside the scope of this paper. Future studies can investigate 
this issue and further develop a dataset of norms for the QTB scale for different types 
of projects and across industries. 
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Abstract. Project management is a well understood management method, 
widely adopted today, in order to give predictable results to complex problems. 
It is based on the assumption that unique undertakings require flexible 
organizational structures and different skill sets, in order to be implemented 
successfully. It is evident that matching the required, by each project, skills 
with the skills offered from the available human capital, is not a trivial process. 
This need of building high performing, effective teams with the appropriate 
skill set, is quite important since it is a prerequisite for successful project 
completion. Furthermore the recent shift to agile project management, together 
with the fact that projects today do not only require technical skills but also 
behavioral and contextual skills increases the importance of project team 
selection.  In this paper, we present the ONSOCIAL system, a system that 
attempts to capitalize knowledge accumulated over social networks and to 
support the project team selection process. For achieving this objective, the 
ONSOCIAL system is using information stored in social network systems, 
analyses the stored profiles and offers recommendations for candidate team 
members.  

Keywords: Project team selection, expert location, social networks, project 
management 

1 Introduction 

Projects are by definition temporary and unique endeavors performed in a dynamic 
environment [1]. According to Antoniadis [2] the definition of project is “The 
management of transient, dynamic and complex adaptive systems/agents, so as to 
deliver the expected change within certain parameters that are established by 
seemingly ordered and stable environments”. According to this definition a shift is 
required towards to the behavioral paradigm that emphasizes on issues such as 
collaborative organization structures, team selection, behavioral skills and 
competence management.  

Cohen and Bailey [3] defined a team as “a collection of individuals who are 
independent in their tasks, who share responsibility for outcomes, who see themselves 
and are seen by others as an intact social entity embedded in one or more larger 
social systems, and who manage their relationships across organizational 



376 P. Fitsilis, V. Gerogiannis, and L. Anthopoulos 

 

boundaries”. As such project teams require of its members extensive collaboration 
not only within the project team but as well as with other agents/actors from whom 
the team is dependent. As a result organizations need to select team members that are 
able to work effectively in collaborative environments. This implies that organizations 
need to manage competences in a systematic way. Generally speaking, competence 
management is the process in which organizations manage the competencies of the 
corporation, the groups and the individuals [4].  

Today, social networks and specifically enterprise social networks can be used to 
seek and retrieve individual technical competences [5] but more importantly to mine 
behavioral competences that are implicitly found within the social networks and can 
be used in the context of project management in order to answer questions, such as 
[6]:  

• How to locate experts with specific technical and behavioral skills?  
• How to select the best performing project team that can collectively perform 

a given task? 

The above questions correspond to the expert location and expert team formation 
problem respectively, research topics that attract significant research lately [7]. For 
addressing the above research questions, we present an approach which is based on 
four different disciplines and attempts to combine them in a single model/system. 
Namely these disciplines are: software project management, enterprise social networks, 
ontologies-knowledge management and fuzzy recommendations. The work presented 
is currently implemented in ONSOCIAL research project (http://onsocial.teilar.gr/).   
The remainder of the paper is structured as follows. Section 2 provides very briefly 
the background of the project: project management methodologies, competence 
management, social networks, and ontological engineering. Section 3 presents the 
proposed system use cases, architecture and how the system can be used in order to 
derive results and finally, section 4 presents conclusions and our future research plans. 

2 Related Work 

According to Project Management Body Of Knowledge (PMBOK) [8] developed by 
Project Management Institute (www.pmi.org), human resource management is one 
out of ten subject areas that a project manager should manage for successfully 
executing a project. Within this subject area four are the main processes: 

1) Planning Human Resource management focusing on defining the needs of a 
project in terms of required roles, skills, responsibilities and job descriptions. 

2) Acquiring the project team which implies locating and selecting project team 
members the  

3) Developing the project team and  
4) Managing the project team 

Both processes of HR planning and team acquisition are related with the problem of 
expert location. As such, expert location is the task of identifying a set of candidates 
that have a specific set of skills in order to perform a set of project tasks.  
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The expert finding problem was introduced by Craswell, et al. [9] and since then it 
has generated a lot of interest and a number of different approaches have been 
developed. The common questions are: a) what constitutes expertise evidence and b) 
how to identify expertise when documents are analysed. Traditional expert finding 
systems quite often use information retrieval techniques by estimating the probability 
that a candidate satisfies a set of skills required by a vacant project position. The 
probability calculation is done either by modelling the expertise of each candidate, a 
strategy called user profile-centric approach, or by identifying document relevant to a 
query and then establishing the link between the document and the expert [10, 11]. 

Further, the success of a project depends on the behavioural skills of the team 
members, on how efficiently team members are communicating, collaborate and work 
closely. This trend, to give emphasis on skills and behavioural issues is followed by 
many international organizations and groups. As an example, we can refer to 
International Project Management Association (IPMA) that developed IPMA 
Competence Baseline (ICB) [12] that defines a set of behavioural skills such as 
leadership, liability and motivation; self-control; self-confidence; relaxation; 
openness; creativity; outcome orientation; efficiency; consultation; negotiation; 
conflicts and crisis; reliability, etc. Similarly, agile methods like Scrum [13] and XP 
[14] give emphasis on people and interactions rather than process and tools, on daily 
communication and customer satisfaction.  

Software Project Management is a knowledge intensive process that can benefit 
substantially from ontology development and ontology engineering. Since the 
emergence of the “semantic web” ontologies attract much attention and more 
specifically on issues such as on ontology representation, machine-processing, and 
ontology sharing. At the same time, a large number of ontologies have been developed 
attempting to address various software engineering aspects, such as requirements 
engineering, components reuse, domain modeling, human resource management, etc. 
In the problem area of “expert location”, Mochol and Oldakowski [15] have developed 
a Human Resource Ontology to support the Recruitment Process. This HR-ontology is 
mainly based on the German version of the HR-XML standard developed by the HR-
XML Consortium1. HR-XML is a library of more than 75 interdependent XML 
schemes which define data components for various HR transactions, as well as options 
and constraints governing the use of these components. The ontology was adapted so 
the Industry sub-ontology to use both the German Classification of the Industry Sector 
(WZ2003) and the North American Industry Classification System (NAICS). For the 
occupational classification the German Occupation Codes (BKZ) are used along the 
Standard Occupational Classification (SOC) System.  

Dorn et al. [16] developed an ontology containing concepts of HRM for two 
different projects: a meta-search engine for job searching in job portals and for a 
university competence management system. In their paper, they presented the 
requirements derived from these two projects and the design of the ontology is 
described. This ontology is characterized by its integration of job descriptions, 
concepts for evaluating competencies on different levels and evidences for 

                                                           
1 http://www.hr-xml.org/ 
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competencies. The definition is also aligned to HR-XML for the definition of 
competence profiles. Schmidt and Kunzmann [17] describe an ontology that integrates 
concepts from skill management and learning. Their approach is similar to Dorn et al. 
[16], however, they do not consider job descriptions composed of required 
competencies. In the same paper a holistic view of the organization and of the HR 
problem area is presented showing how the ontology is covering different 
organizational aspects. Gómez-Pérez et al. developed an ontology for HR based on 
standards [18]. More specifically, they developed SEEMP ontology as a common 
“language” as a controlled vocabulary in order to describe the details of a job posting 
and the CV of a job seeker. SEEMP Ontology is composed of thirteen sub-ontologies: 
Competence, Compensation, Driving License, Economic Activity, Education, 
Geography, Job Offer, Job Seeker, Labor Regulatory, Language, Occupation, Skill and 
Time. An elaborate study on the software project management ontologies available 
today in the literature is presented in [19].  

The relations between team members and with possible team candidates are 
commonly represented by a social network, with links between nodes to indicate 
easiness of communication. According to Lappas et al [20] the problem of identifying 
a team of experts that can communicate effortlessly is defined as the team formation 
problem. The team formation problem has been used either as an integer linear 
programming problem, or by using fuzzy sets [21].  
A number of methodologies have been used in order to measure the personality traits 
of an individual or of team performance. The Myers-Briggs Type Indicator (MBTI): 
MBTI is probable the most frequently employed personality assessment tool. It 
matches the personality of an individual with job descriptions [22].  Similarly Kolbe 
Conative Index (KCI) was used to predict team’s performance [23].   

Social Network Analysis (SNA) offers a powerful tool that provides the means for 
analyzing informal networks [24]. Social network analysis aims to understand the 
relationships between people, groups, organizations, and other types of social entities 
[25], and has been used extensively in fields such as sociology and management. A 
social network is modeled as a graph with nodes representing the individual actors in 
the network and ties representing the relationships between the actors.  

The concept of using data collected in social networks has become increasingly 
popular is a number of different disciplines such as marketing, political science, 
economy, organizational science, human resource management etc.  Coleman's [26] 
definition of social capital considers it as one of the resources that somebody can use 
besides other resources such as human or cultural capital (their own skills and 
expertise), physical capital (equipment), or economic capital. 

As such, in the area of human resource management, finding the available social 
capital and using it within a group e.g. the group of employees in a large organization 
or within informal networks is quite interesting lately. However, in order to use social 
capital we should find ways to define and measure it more formally.  Bourdieu's [27] 
definition for measuring social capital is based on number of network connections 
somebody can effectively mobilize and on the volume of the capital (economic or 
other) possessed by each of those to whom he is connected.  

Cross et al. [28] identified consistent behaviours within “communities of practice” 
for encouraging information flow, knowledge reuse, and learning amongst employees. 
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Interestingly enough they have identified patterns on behaviour such as: Central 
Connectors, brokers, peripheral players, and external connectors. For example, Central 
connects have the maximum number of direct connections in a network, playing a 
critical role in the community effectiveness. Oppositely, peripheral players are loosely 
connected or isolated employees that represent under-utilized resources of a 
community. Brokers are employees that are disproportionately important for 
community connectivity. This type of people can be found on the shortest path 
between two different community members.  

Abbasi et al. [29] in their attempt to measure social capital proposed a set of 
metrices as assets in networks. More specifically they proposed: 

• Ego network size index for measuring the diversity of contacts.  Ego network 
size index is measures as the degree centrality within the social network and it 
is the number of different contact each node of the social network has.  

• Ego average tie strength index for measuring the tie strengths. Tie strength is 
measuring the frequency of communication or collaboration between two 
actors. The sum of tie strengths of an author is the total number of 
collaborations an actor has.  

• Ego betweenness centrality index for measuring the structural position. 
Betweenness centrality is a measure of the potential of an employee to control 
the communication flow within the group of people. When an actor is 
consider central within a group this implies that this individual exhibits 
bridging behavior. Ego-betweenness centrality is computed as the sum of the 
times an actor is within the shortest path between other actors of the network. 

• Individual effectiveness index for measuring brokerage and diversity. 
Effectiveness of an actor is defined as the number of non-redundant (not 
connected) contacts. It is measured as the number of contacts that an actor 
has, minus the average number of links that each contact has to other contacts 
of the specific actor.  

• Contact status (power) for measuring the embeddedness of resources. Power 
is measured either a) by degree centrality: actors who have more ties to other 
actors may be advantaged positions, or b) by degree centrality: measures the 
immediate ties that an actor has, or the ties of the actor's neighbors, rather 
than indirect ties to all others, or c) by betweenness centrality where an actor 
is being in a favored position to the extent that the actor falls on the geodesic 
paths between other pairs of actors in the network [30]. 

A recent trend in the area of social networks technology is an attempt made by large 
number of researchers and especially companies to use social networks as 
collaboration management systems within enterprises. This results in a new category of 
systems so called Enterprise Social Networking (ESN) systems. According to Riemer 
and Richter [31], ESN is “the application of Internet platforms for relationship building 
and short message exchanges in the context of workplace communication”.  
Examples of ESN are Yammer system (http://www.yammer.com), Jive software 
(http://www.jivesoftware.com), IBM Connections (http://www-03.ibm.com/software/ 
products/en/conn), Socialcast (http:// socialcast.com), etc. 
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3 Our Approach  

It is evident that project management success depends heavily from human capital 
management. This factor is even more important in the case of software project 
management since software development is based mainly on intellectual effort. 

Our approach, as it was implemented with ONSOCIAL system is facilitating the 
process of project team selection by combining in an intuitive manner ontologies, 
social networks, and social network analysis.   
In our proposed approach [32], four are the basic steps involved:  

a) Building the enterprise corpus of data based on data extracted from commercial 
social networks. The basic scenario used is that all enterprise employees will authorize 
ONSOCIAL system to crawl on their own data collecting profiles and established social 
links in order to build an enterprise social corpus. According to this view, the enterprise 
social corpus is considered to be the sum of the profiles of all employees.  

b) Modelling the competences and the knowledge required for successfully 
implementing a software project using custom developed software project management 
ontology. The ontology has been developed using protégé system.  

c) Analyzing the social network for extracting behavioral competences, by 
calculating specific network metrics, such as  

d) Locating and recommending experts/project team members. This is a two 
steps process that includes definition of project team requirements and querying the 
enterprise data corpus for finding matches for the empty project positions.  

In Figure 1, we present the high level use case diagram of the ONSOCIAL system. The 
system is interacting with five different actors, namely:  

• the Employees that Donate Own Social Network Data  to the enterprise data 
corpus,  

• the Administrator that initiates the use case of Constructing the Enterprise 
Data Corpus (operation of the crawler) and the use case Analyze Social 
Network than computes network metrics  

• the Human Resource (HR) manager that is constructing/maintaining the 
ontology and finally 

• the Project Manager that defines the project team requirements as a set of 
competences/skills in accordance with the ontology and searches within 
enterprise data corpus for possible matches.  

The ONSOCIAL Crawler is the component of the system that constantly runs in the 
background, with the task of gathering information from the supported social 
networks, translating it to an internal common representation and storing it in a form 
that is appropriate for querying. The crawler is using an incremental approach for 
building the group’s corpus of data, containing all profiles of the persons belonging to 
the specific group that have accepted to invitation issued by ONSOCIAL system. The 
internal representation is based on HR-XML in order to maximize the data 
interoperability with similar systems.  
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Fig. 1. ONSOCIAL system use cases  
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Fig. 2. ONSOCIAL building enterprise corpus 

The ontology was developed using Protégé system and it models competencies 
which a human resource may possess for the performance of a project activity. 
Furthermore, the ontology includes concepts that enable to associate employees with 
sector of activity where they acquired the competences, seniority level, location where 
they worked etc. 

A brief description of ontology classes is presented in the Table 1. 
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Table 1. ONSOCIAL ontology main classes 

Class name Description 
Education Type The type of education of a person (High School, Graduate School, 

College) 
Gender The gender of a person (Male or Female) 
Job A job may be related to a company and one or more projects. 
Person A person may be seen as a current, past or potential software project 

team member. 
Project The project type 
School A school where a person was educated.  
School Type The type of a school (e.g. College, University etc.) 
Seniority The seniority on a technical skill. A seniority refers to a technical 

skill, may be required by a task and has a seniority level. 
Seniority Level A level of seniority (Junior, Moderate or Senior) 
Set of tasks A set of tasks related to a project. 
Task A task is part of a project. It may belong to a set of tasks, it may 

require some competence, it may require some seniority and it may be 
performed at one or more locations. 

Team A project team has one or more persons as members and is related to a 
project. 

Competence A competence is a technical, social or other type of skill. 
Education The education of a person. The class is defined in HRM Education 

Ontology and extended in OnSocial Ontology. Education can have a 
begin date, an education type, be related to a school, be on an 
education field and have an education level. 

Education Field An education field. HRM Education Ontology provides a detailed 
categorization of education fields.  

Education Level HRM Education Ontology provides seven education levels from level 
0 to level 6. 

Location A geographical location (Continent, Country or Region) 
Sector HRM Economic Activity Ontology provides a detailed categorization 

of industry sectors.  
 

When searching for team members, a project manager or a representative of human 
resource department can ask for all profiles that match the profile needed. In this 
matching, we are interested in determining whether or not a profile satisfies a set of 
requirements. Since the requested requirements could be mandatory or optional the 
matching in many cases is partial. This implies that a fuzzy approach for the 
recommendation is the most appropriate in our case [21].    

4 Conclusions 

ONSOCIAL system explores the process of project management human resource 
management by assisting large distributed project organizations in their efforts to 
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recruit project team members by using social networks profiles and associations 
between members. For achieving this objective ONSOCIAL system is using social 
networks to create an enterprise corpus of data, data are classified according to an 
enhanced competence ontology and finally the system is using a recommendation 
engine for proposing candidate team members.  Currently ONSOCIAL system is 
implementing the “Project Team Selection” use case, while development is under way 
for implementing more project management use cases, such as “supplier selection”. 
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Abstract. Cloud computing refers to subscription-based, fee-for-service 
utilization of computer hardware and software over the Internet. The model is 
gaining acceptance for business information technology (IT) applications 
because it allows capacity and functionality to increase on the fly without major 
investment in infrastructure, personnel or licensing fees. This paper propose a 
agriculture information cloud solution to provide for agriculture information 
computing of a mass of heterogeneous, distributed giant collection of 
information systems. At the same time, this paper also proposes agriculture 
information cloud architecture that is optimized. This cloud architecture mainly 
is constituted of hardware layer, data service, virtual layer, middleware layer, 
application layer. To effectively manage agriculture information platform, this 
paper also provides insights on market-based resource management strategies 
that encompass both customer-drive service and application management. 
Furthermore this paper finally evaluate the performance of CPU and 
internet-based service workload in the environment of proposed agriculture 
information cloud architecture and management service strategies. Experiments 
shows that the proposed agriculture information cloud infrastructure and 
management service strategies is effective and essential for large-scale 
agriculture information resource computing of a mass of heterogeneous, 
distributed giant collection of information systems which carry environmental 
resources, agricultural production, agricultural products, rural synthesize 
management and farmers' education and training. 

Keywords: Cloud computing, Virtualization computing, Agriculture information, 
Cloud platform architecture. 

1 Introduction 

Cloud computing is a model for enabling convenient, on-demand network access to a 
shared pool of configurable computing resources (e.g., networks, servers, storage, 



386 P. Qing, M. Ye, and G. Liu 

 

applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction. This cloud model promotes 
availability and is composed of five essential characteristics, three service models, and 
four deployment models. Although the concept of cloud computing is emerging a few 
years ago, but the accumulation of technology is concerned, already up to two to three 
decade[1-5]. In essence, cloud computing is to a large number of distributed and 
high-cost computer, networking equipment and storage resource management to 
support a variety of applications over the Internet to provide customers with 
high-quality low-cost service[6-9].  

Do not confuse cloud computing with the term data center, as it typically sits on top 
of the latter. Viewing the cloud as logical rather than a physical, you can see it object 
describes it better.  

As learned from past events, computing in its purest form, has changed hands 
multiple times. First from near the beginning when mainframes were predicted to be the 
future of computing. Indeed mainframes and large scale machines were built and used, 
and in some circumstances are used similarly today[14-15]. The trend, however, turned 
from bigger and more expensive, to smaller and more affordable commodity PCs and 
servers. 

Most of our data is stored on local networks with servers that may be clustered and 
sharing storage. This approach has had time to be developed into stable 
architecture[10-13], and provide decent redundancy when deployed right. A newer 
emerging technology, cloud computing, has shown up demanding attention and quickly 
is changing the direction of the technology landscape. Whether it is Google’s unique 
and scalable Google File System, or Amazon’s robust Amazon S3 cloud storage model, 
it is clear that cloud computing has arrived with much to be gleaned from. 

In dealing with the abstract term, “the cloud”, it is easy to misunderstand what 
makes up the structure and function. The basic function is what comes from “the 
cloud”. This is primarily output, however, not only. Input is what makes the cloud tick. 
Do not confuse cloud computing with the term data center, as it typically sits on top of 
the latter. Viewing the cloud as logical rather than a physical, you can see it object 
describes it better. The proposed benefits of using cloud architecture to build 
applications on top of, are immense. SmugMug, a successful photography community, 
saved an estimated 21 Million dollars in 2007 by using Amazon S3 cloud storage. 
Organizations and individuals can benefit from mass computing and storage, provided 
by large companies with stable and strong cloud architectures[16-18]. On the other 
hand, companies that desire to build massive, scalable environments, utilizing 
virtualization and cloud computing will increase their future margin of success  
greatly. 

As new technologies emerge, they often tend to build on the success of previous 
developments. Cloud computing and storage, benefit from years of development and 
testing of large scale infrastructure. The most important take away is cloud storage is 
for everyone and every organization. From big to small, groups to individual, the use of 
grid infrastructure can be deployed for maximum return and efficiency[23]. 
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2 Relate Work 

2.1 Agriculture Information Cloud Solution  

"95","15" and "115" period, Chinese government the Ministry of Science and 
Technology, Ministry of Education, the Chinese Academy of Sciences, Ministry of 
Agriculture and other departments, local governments have implemented a large 
number of rural agricultural information projects and works in rural agricultural 
information infrastructure[19-21], and agriculture-related information resources[24]. 
Information service system has begun to take shape. By the end of 2009, most of china 
area have established physical network architecture and information service 
organizations of the covering over provincial, municipal, county, township, village, 97 
percent of prefectures and cities, 77 percent of the county set up a special agricultural 
information management and service institutions, 50 percent of the township was set up 
information kiosks. In the first half of 2010,most of the provinces and cities in china 
have formed a mass of heterogeneous, distributed giant collection of information 
systems which carry environmental resources, agricultural production, agricultural 
products, rural synthetize management and farmers' education and training, and so on 
large-scale database/knowledge repository. In the three-year(2007-2010)period, 
remote sensing and geographical information of the National rural , plants and animals, 
agricultural supply chain information, multimedia information resources, business data 
can be growed from 1012 (in bytes) to 1014 (in bytes) magnitude, the total reach 
hundreds of terabytes. To effectively improve the rural construction of agricultural 
information and application level, the Ministry of Science and Technology, the 
National Remote Office and the Ministry of Industry jointly have launched the 
demonstration province construction work of National Rural agricultural information 
and has gradually expanded to all Chinese era. 

In accordance with the principle of "platform to move upward, the service 
extension", we make unified planning the top-level design of the Chongqing Municipal 
agricultural and rural information service platform to overcome the common key 
technologies and the underlying kernel to build the agricultural and rural information 
cloud service platform system. To support cloud computing technology, we mainly rely 
on government departments and enterprises of information system resources. To build 
the ecological chain of agricultural and rural information services, we integrated 
construction of agricultural and rural cloud services platform and support the 
construction of the sub-platform by science and technology correspondent information. 
At same time, this agriculture information cloud platform also support science and 
technology correspondent for "a machine with two wings". 

We make unified planning and design of agricultural rural information of the 
top-level framework of the integrated service platform to develop the agricultural and 
rural information cloud services platform [22] for top-level design specifications and 
technical standards to build agricultural rural information service platform architecture. 
"Agricultural Information notify", "12396" three agriculture service hotline, rural party 
members and distance education platform integrated together to form a "cloud". This 
agriculture information cloud reference solution see Fig.1. 
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Fig. 1. Agriculture Information Cloud Solution 

2.2 Agriculture Information Cloud Architecture  

The underlying cloud architecture and environment must be designed and implemented 
to be flexible and scalable. Unfortunately, the history of designing, delivering, and 
managing very large scale federally-developed systems does not offer many success 
stories to build upon. If not implemented properly, the government risks significant 
challenges and costs in migrating information to different technologies as the 
third-party vendor upgrades its processing and storage environment. If this type of 
upgrade is managed in-house, resident IT professionals can more readily manage 
migration and harmonization of data, users, and processes. But the procedures that a 
cloud vendor executes in scaling its environment is managed without the input of its 
customers, and may change services the customer requires. Customers require the 
ability to increase bandwidth, speed, and response time. In some cases, the cost to move 
data to a cloud infrastructure has proven quite costly in terms of time (bandwidth) and 
money. Some cloud users have resorted to using physical media to send data in order to 
expedite changes in their business needs. All IT systems are subject to regular 
considerations of their life spans and durability. The question arises as to how long 
certain technologies will exist. The need for interoperability, the ability to switch 
providers, compatibility between vendors, and avoidance of migration issues will all be 
demanded by customers. As the government approaches the cloud, this will likely be 
very problematic as there are no universal, ratified standards within the industry or 
through NIST that would govern these issues. So it is important for users how to design 
the integrated solving strategy for cloud computing platform. 
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In this paper, we present infrastructure and management strategy for cloud 
computing to meet users’ demand. Cloud computing platform integrated in together by 
certain relatively independent subsystems, include data server, computing server, 
business intelligence application. Users can make use of cloud computing 
infrastructures for their serve, for example, data storage, information sharing and 
remote computing and so on.seeFigure.2.  

 

 

Fig. 2. Cloud Platform Architecture 

3 Performance Evaluation 

We conduct extensive experiments on the performance of our proposed cloud 
Infrastructure. Fig.3shows the Agriculture information Cloud environment setup used 
for performance evaluation. The Agriculture information Cloud contains 30 personal 
computers (PCs) with 1 master node and 32 execution nodes located across 3 student 
computer laboratories in the Department of Computer Science and Software 
Engineering. This setup demonstrates that the Agriculture information Cloud is able to 
present a unified resource to the users/brokers by harnessing computing resources 
located physically apart in the 3 laboratories. Synthetic workloads are created by 
utilizing trace data of HPC applications. The experiments utilize 238 reservation 
requests. 

Experiment result shows that CPU workload and internet workload of this work 
model of the agriculture information cloud are acceptant. But this work model in the 
standard distribution is unable to perform well in heterogeneous loud computing 
infrastructure. Though agriculture information cloud is successful in homogeneous 
computing environments, experimental observations reveal that the homogeneity 
assumptions of reduce can cause wrong and often unnecessary speculative execution in 
heterogeneous environments, sometimes resulting even worse performance than with 
speculation disabled. This valuation and performance results demonstrate that Cloud 
execution management systems need to be designed to handle heterogeneity that is 
present n workloads, applications, and computing infrastructure. 
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Fig. 3. Cloud platform workload (a)CPU workload(b)Network workload 

4 Conclusions and Outlook 

Cloud computing refers to subscription-based, fee-for-service utilization of computer 
hardware and software over the Internet. As Clouds are designed to provide services to 
external users, providers need to be compensated for sharing their data resources, 
computing and storage capabilities. In this paper, we have proposed architecture for 
market-oriented allocation of resources within Clouds. We have also presented a 
management service strategy to manage agriculture information cloud platform. 
Moreover, we have evaluated this agriculture information cloud system based on this 
infrastructure and system architecture. The result proves CPU workload and internet 
workload are acceptant. 

In particular, we have presented various Cloud efforts in practice from the 
market-oriented perspective to reveal its emerging potential for the creation of 
third-party services to enable the successful adoption of Cloud computing. In addition, 
we need programming environments and tools that allow rapid creation of Cloud 
applications. Data Centers are known to be expensive to operate and they consume 
huge amounts of electric power. As Clouds are emerging as next-generation data 
centers and aim to support ubiquitous service-oriented applications, it is important that 
they are designed to be energy efficient to reduce both their power bill and carbon 
footprint on the environment. To achieve this software systems level, we need to 
investigate new techniques for allocation of resources to applications depending on 
quality of service expectations of users and service contracts established between 
consumers and providers. Finally, we need to address regulatory and legal issues, 
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which go beyond technical issues. Some of these issues are explored in related 
paradigms such as Grids and service-oriented computing systems. Hence, rather than 
competing, these past developments need to be leveraged for advancing Cloud 
computing. Also, Cloud computing and other related paradigms need to converge so as 
to produce unified and interoperable platforms for delivering IT services as the 5th 
utility to individuals, organizations, and corporations. 
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Abstract. Value stream mapping (VSM) is widely spread both in research and 
industrial application. In some industries it is established as a standard approach 
and starting point for improving production systems. This is because of the 
relatively distinct ease of use and the high effectiveness of the method as well 
as the standardized visualization. Nowadays production systems are more and 
more characterized by a high volatility concerning volume and variants of 
produced parts. Here the method of VSM reaches its limits because of its 
snapshot character and the rather manual data collection. In order to cope with 
this volatility quick data collections and the possibility to view historical data 
regarding e.g. inventory, process characteristics or energy consumption as a 
factor for sustainability are getting more important. Thus in this paper the use of 
manufacturing execution systems (MES) is examined to support the main 
elements of VSM: the value stream analysis (VSA) leading to current state 
maps and the value stream design (VSD) of future states. Further potentials and 
inhibitions are discussed using a case study. 

1 Introduction 

Due to a constant increase of international competition through globalization of mar-
kets and a dynamic environment, producing companies are forced to increase their 
productivity and this at lower costs while rising quality. In order to strengthen their 
competitiveness and to cope with global mega trends, modern production systems 
have to be lean and flexible. To put this into practice, the methods of lean manufactur-
ing are most suitable. [1] 

The main principles of lean manufacturing, which bases on the work of Ohno at 
Toyota [2], are the increase of production flow, the elimination of waste and variabili-
ty as well as the involvement of employees. [3] By eliminating waste and reducing 
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lead time, the productivity of companies, work in progress levels and the flexibility 
regarding volume and variants can be systematically improved [4]. In order to meet 
the claim of a holistic improvement on production system level, the method of VSM 
was developed as a tool for the implementation of lean thinking. The focus of this 
method is not on optimizing single (production) processes, but rather entire process 
chains from receipt to delivery of goods. [5] An optimization of material flow systems 
is of crucial importance for the performance of production systems [6]. VSM is wide-
ly accepted in industry and already established as a standard approach especially in 
the automotive sector [7]. Projects to improve production systems require a compre-
hensive analysis of the existing value stream. Information on shop floor level needs to 
be collected, analyzed and interpreted. The mapping as well as the design process is 
typically performed with paper and pen [8], the representation of complex production 
systems however is difficult to achieve by this method [9].  

Nowadays MES are increasingly in use for the control and optimization of produc-
tion, supporting order control on the one hand and data acquisition and analysis on the 
other hand. A large amount of production relevant data is available in such systems, 
so it seems reasonable to use this data to support value stream improvement projects. 
Originally MES don’t offer the possibility to help mapping value streams because the 
systems are not able to picture material flows and are centrally controlled. So the two 
principles can’t be combined that easy at the first glance. [10] However, lean produc-
tion systems can benefit from MES in order to react quickly to problems and devia-
tions in production [11]. In this paper inhibitions for the combination of both MES 
and VSM are uncovered, potentials are pointed out and discussed. 

2 Methodology and Study Design 

To show the potentials of a connection between VSM and MES it’s recommendable 
to discuss a procedure model for VSM in the first step, see therefore figure 1. Such a 
model can be used to describe the sequence of actions in industrial improvement 
projects using VSM. 

Value stream 
analysis: Current 

state map

Value stream 
design: Future 

state maps

Multidimensional 
assessment

Implementation 
plan for suitable 

design

Static 
quantification

Dynamic 
quantification

Focus of this paper

Volatile production environment

Information flow

Project
layer

Physical
layer

Manufacturing execution systemInformation
layer

 

Fig. 1. Process model for VSM enriched by an information layer with MES 
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This procedure model shows an enhanced VSM approach based on the one devel-
oped by Rother [12]. It was set up with the goal of developing multiple future states 
and includes quantification and an assessment step of developed future states before 
actual implementation. As pointed out here, information about the real production 
environment contained in MES can be potentially used in two ways. At first informa-
tion out of MES could be used to derive a current state map, or at least facilitate the 
data collection process. A second potential field of application is the support of the 
design phase. 

3 Feasibility of VSM Supported by MES 

3.1 VSA Supported by MES 

This paragraph describes synthesis and evaluation of a feasibility study, whether MES 
are capable of providing support during a VSA or if they can be used to automatically 
generate a current state map out of the included data. Before proceeding to examine 
this issue, it is necessary to prepare a brief overview of VSA followed by the feasibili-
ty assessment. 

VSA is an instrument often used as a starting point for the implementation of a 
lean production concept [9]. Objectives of this step are to transparently represent the 
production process, to visualize areas of wastes and to ensure a system-wide perspec-
tive, whereby a good understanding between material and information flow is given. 
Another key aspect is the symbolism, whereby a common language is created. [8] 

VSA is the representation of an existing value chain, including the material and in-
formation flow. A systematic process representation is the result. Each production 
process can be mapped using VSA; afterwards it can be optimized by an appropriate 
VSD [3]. The requirements of the customers and the suppliers are integrated into the 
analysis, whereby the circuit is mapped completely from incoming orders to the dis-
patch of the products [8]. The method can reveal deficits in production planning and 
control, as well as manufacturing processes. 

In terms of creating current state value stream maps out of MES data, the informa-
tion content required for a VSA has to be identified and structured in a first step. Af-
terwards the core functions of MES will be analyzed and examined, to what extent 
they are able to provide the necessary data for VSA. Currently a vast amount of pro-
viders for MES exist on the market. Therefore a market analysis was performed to 
identify the main functions which are available by the most systems and then to as-
sign them to the main tasks of MES [13]. 75 systems were identified, which fulfil the 
defined functions. Table 1 visualizes these functions and the VSA data demand. 
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Table 1. Functions of MES and data demand for VSA 

MES function Data demand for value stream analyses 
Planning of  
production program 

product variants, sales per product, work days per year, no. of identical parts, 
planned production time, demand per period, raw material 

Steps and sequence product variants 

Detailed production 
planning 

production processes, sales per product, parts produced, delivery period, work 
days per year, working time per day, no. of workers per shift, no. of alternative 
equipment, process time, lot size, no. of identical parts, planned production time 
per production process, no. of produced parts, no. of scrap parts, no. of rework 
parts, no. of variants per production process, transport relations, storage loca-
tion, storage capacity, raw material, replenishment lead time 

Order management 
no. of produced parts, customer, demand per period, delivery period, real deli-
very time, business processes, no. of orders, information flow relations 

Production control 

product variants, production processes, real delivery time, work days per year, 
no. of workers per shift, process time, no. of identical parts, no. of alternative 
equipment, changeover time, lot size, no. of produced parts, no. of scrap parts, 
no. of rework parts, transport relations, storage location, storage capacity, stock 
count, demand per period, raw material, replenishment lead time  

Tool management equipment, no. of alternative equipment 
Maintenance planned production time 
Production logistics transport relations, storage location, storage capacity, demand per period 
Material  
management 

product variants, no. of produced parts, identical parts, lot size, storage location, 
storage capacity, demand per period, raw material, replenishment lead time 

HRM work days per year, working time per day, no. of workers per shift 

Plant and machine 
data collection 

process time, machining time, lot size, changeover time, machine operating 
time, availability, planned operating time, no. of produced parts, no. of scrap 
parts, no. of rework parts, stock count 

Analysis /  
reporting 

no. of produced parts, real delivery time, process time, machining time, chan-
geover time, planned production time, planned operating time, real operating 
time, availability, transport relations 

Quality  
management 

no. of produced parts, customer, delivery period, real delivery time, no. of 
produced parts, no. of scrap parts, no. of rework parts, error rate, delivery relia-
bility 

Optimization production processes 

Documentation and 
history 

sales per product, no. of produced parts, demand per period, real delivery time, 
transport relations, replenishment lead time, error rate, delivery reliability,  no. 
of employees 

Work flow  business processes, information flow relations 
Tracking / tracing equipment 

 
The survey shows that it is theoretically possible to collect most of the necessary 

indicators by using commercially available MES. In practice the actual data collection 
process is not that easy, e. g. when it comes to mapping stocks. A permanent invento-
ry management enables access to accurate inventory data of each stock at any time. 
To this end, an existing warehouse management is required which accurately picks up 
the data. [14] However, the book inventory represents only the stock levels derived 
out of inventory and order transactions. Schoensleben describes that despite accurate 
inventory management deviations of the actual and set inventory may occur [15].  

The theoretical influences to the stock amount are quite high, in order to cope  
with these influences highly sophisticated systems and sensor implementations are 
necessary. In practice this is mostly linked to high financial investments. 
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Another main inhibition regarding the data demand of a current state map is the de-
tection and mapping of in- and outbound orders like orders from customers or orders 
for raw material to suppliers. This level of information is usually only available at 
ERP (enterprise resource planning) systems because they include the corporate 
processes of purchasing and distribution. 

The most striking observation to emerge from the feasibility study is that it is easy 
to receive information about internal (production) processes and orders, but not about 
the actual material flow between the process steps. Here MES don’t offer the function 
of parameterizing logistics functions, like if processes are connected via push prin-
ciple, FIFO-lanes (first-in-first-out), supermarkets, directly via flow, etc. 

The results of this investigation showed that currently MES are capable of support-
ing existing current state maps with up-to-date information, the automatic and com-
plete generation of current state maps is not possible with the main functions provided 
by available MES solutions. 

3.2 VSD Supported by MES 

In this section the results of another feasibility study are shown, if MES are capable of 
providing support during a VSD process or if they can be used to automatically gen-
erate a future state map on the basis of included data. Before proceeding to examine 
this issue, a brief report about VSD will be given, followed by the assessment. 

VSD is the second step of VSM. Based on the current state of the production sys-
tem, one or multiple better future states have to be derived [8]. Today's production 
systems attempt to align with the Toyota production system (TPS). This production 
system is considered as being an ideal system for the total elimination of waste. The 
basic idea of the TPS is the same as for VSD: the elimination of all non-value adding 
activities. The advantage of VSM is the capability of detecting waste and its causes 
[8]. The latter can be located precisely by using a VSA and the offered graphical re-
presentation. The main focus of VSD is on the observation and improvement of the 
entire production system. Waste identified at individual process steps can be resolved 
by single lean methods such as “single minute exchange of die” (SMED) or "poka 
yoke" (error avoidance strategies).  

For improving production systems with the VSD approach eight design guidelines 
are available [8]. By following these guidelines, one or multiple future state maps can 
be derived out of the current state map. In order to find out if MES are able to offer 
recommendations to improve a production system the defined MES functions (see 
table 1) were analyzed and compared to the needed information for fulfilment of the 
VSD guidelines. The results of the feasibility study are shown in table 2. 

The results show that currently MES are capable to support decision makers in the 
process of designing improved value streams with additional data. For example data 
to draw tact diagrams and visualize capacities as well as live data allocated to acquisi-
tions at processes (like changeover times, availability, process times, etc.) are availa-
ble out of MES databases. However, the same inhibitions regarding the missing func-
tion of mapping material flows exist, that makes it impossible to automatically create 
suggestions by the system. Recommendations to rearrange or link processes cannot be 
realized by the systems. 
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Table 2. Guidelines for VSD, resulting data demand and evaluation of feasibility based on 
MES main functions 

Design 
guideline 

Data demand for design guideline Feasibility 

Orientation 
at custom-
er's tact 

cycle times, process times, lot 
sizes, no. of identical parts, no. of 
identical processes, working time, 
demand per period, customer's 
tact, capacities, machining times, 
changeover times, produced parts, 
OEE 

Data available for creating tact diagram, visualiza-
tion using cycle times and customer's tact not in-
cluded in most MES. Suggestions could be made 
from the system to raise the working time or im-
prove effectiveness of processes. Visualization of 
over-capacity theoretically possible 

Process 
integration 

work sequences for products, 
layout and position of processes, 
changeover times, availability, 
process times, size of products 

A similar work sequence for all products over the 
processes is required. MES mostly don't use graphi-
cal representations of factory layout, or product 
sizes, so a suggestion for process integration only 
could be theoretically made considering process 
characteristics 

FIFO 
connection 

no. of variants, volumes for each 
variant, process times, container 
sizes, transport times, working 
time, demand, lot sizes, chan-
geover times, availability 

Calculation of buffer sizes and theoretical feasibili-
ty is possible, technical suggestions, however are 
difficult to derive because of layout issues. Use of 
simulation software plugin possible 

Kanban 
control 

no. of variants, volumes for each 
variant, process times, container 
sizes, transport times, working 
time, demand per period, lot 
sizes, changeover times, availa-
bility, WIP, no. of kanbans, safety 
stock 

Calculation of buffer sizes and theoretical feasibili-
ty is possible, technical suggestions, however are 
difficult to derive because of layout issues. When 
already using kanban, the dynamic kanban and 
volume calculation is possible to integrate into 
MES 

Pacemaker 
process 

material flow types between 
processes 

Last supermarket has to be set as pacemaker. Iden-
tifying material flow types is not possible in exist-
ing systems. Pacemakers have to be allocated 
manually 

Smoothing 
of produc-
tion 

lot sizes, process and machining 
times, changeover times, no. of 
identical processes, EPEI indica-
tor, working time per day 

Possibility of manual sequencing is integrated by 
most MES, however a module for automatic order 
sequencing only is partially available. MES can 
suggest to lower the EPEI indicator to gain flexibility 

Production 
order 
entity 

lot sizes, working time, demand 
per period, customer's tact, con-
tainer sizes 

Volume released for each production order can be 
calculated using customer's tact and container sizes. 
Such information is distributed from an ERP sys-
tem which is not scope of the MES 

Bottleneck 
control 

cycle times, process times, lot 
sizes, no. of identical parts / 
processes, working time, demand, 
customer's tact, capacities, ma-
chining times, changeover times, 
produced parts, OEE 

Calculation of bottlenecks is possible using existing 
data. A suggestion could be offered by the MES to 
release orders directly at this process. However 
technical properties and material flow types are to be 
considered as well, which currently is not possible 

3.3 General Requirements 

In addition to both feasibility studies some further, general requirements could be 
identified out of interviews with two automotive value stream experts. These re-
quirements serve as prerequisites and have to be fulfilled by the used MES in order to 
be able to contribute purposefully to VSM: 
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• Timeliness: The collected data must be up to date and assigned to one time period. 
• Correctness: Data used for creating a value stream map or derive improvement 

potential has to be accurate, otherwise decisions based on that can be faulty. 
• Completeness: It must be possible to map the chosen value stream completely. If 

process steps are missing or have no connection to the MES, VSM cannot be ap-
plied correctly. This also requires interfaces to processes and storages. 

4 Case study 

In order to validate the theoretical assessment of the combination of MES and VSM a 
case study was conducted at the Center for industrial Productivity (CiP) at the Tech-
nische Universitaet Darmstadt. The CiP represents a real industrial production envi-
ronment with machining and assembly areas for educational and staff training purpos-
es. The production system produces pneumatic cylinders in four variants for various 
applications and is controlled using the MES Hydra 8 from MPDV Mikrolab. This 
system offers the standard functions (see table 1). The fulfilment of the general re-
quirements was given during this study. 

4.1 Practical Feasibility of VSA Supported by MES 

In a first step the necessary criteria (see table 1) could be identified out of the imple-
mented system and a current state map could be set up manually. The MES does not 
offer a possibility to create and visualize current state maps automatically. 

The case study has confirmed the findings and underlines the identified barriers of 
the feasibility study (see paragraph 3.1). These are mainly inhibitions regarding the 
acquisition of present inventory and top-level order information. The other barrier of 
mapping material flows is also present. To map all processes and material flows it is 
required to set up a complete order network in the MES. The possibility to add order 
networks does already exist, only the links must be added e. g. with the help of a 
BOM (bill of material). The information about the control principle of the respective 
production segment must be communicated to every connection to map the whole 
value stream; this problem could be solved with little effort. Information regarding the 
supplier management would have to be provided by the ERP system. Figure 2 visua-
lizes the derived, manually created current state map and shows easy and difficult 
realization areas. A bright dotted pattern is used where no problems occurred during 
data acquisition, grey diagonal stripes are used when additional acquisition effort 
(above functions of standard MES) is necessary and dark dotted is used for areas, 
where it was not feasible to support the concept. This only is the case for in- and out-
bound orders on top-level, because the used ERP offers no suitable interface for  
acquiring necessary data. 
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Fig. 2. Current state map of the CiP value stream 

The results of the theoretical as well as the practical feasibility study can be sum-
marized with following aspects: 

• Necessary data can be automatically derived, if system requirements (necessary 
functions of the used MES) are covered.  

• Mapping of the whole information flow is only possible with additional effort. 
• To fulfil the general requirements mapping of inventory requires also additional 

effort (e. g. through automatic stock-taking using sensor systems). 
• All data have to be up-to-date, correct and complete. 
• Necessary interfaces have to be available (e. g. machine connections, order report-

ing systems). 
• Visual representation of current state maps has to be implemented via interface or 

directly with plugins into MES. 

4.2 Practical Feasibility of VSD Supported by MES 

Based on a previously set up current state map during the case study the design prin-
ciples (see table 2) were worked through and the necessary information for making 
explicit statements were tried to identify out of the MES. If no automatic functions are 
included in the MES this step has to be performed manually.  

The case study confirms the inhibitions mentioned in paragraph 3.2. A majority of 
the criteria for implementing the design guidelines could be covered by the existing 
data base of the MES. Important elements like the visualization of a tact diagram, the 
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possibility for selecting an appropriate pull-system and the selection of a pacemaker 
process are not implemented in the MES. There is no direct possibility in the system 
to define the material flow between the processes. This could be solved as stated in 
the previous paragraph. Additional inhibitions to the theoretical ones identified could 
not be discovered.  

The findings of this study show that for performing a VSD using MES still some 
(technical) extensions and enhancements are to be implemented. It is recommended to 
integrate simulation software into MES in order to solve some of the stated issues. 

5 Conclusions 

In this paper the use of manufacturing execution systems (MES) in value stream map-
ping (VSM) projects is examined to give practitioners direct access to information 
about the current value stream or to automatically derive suggestions to improve the 
production system. 

The work is split in two parts, on the one hand the examination of value stream 
analysis (VSA) and on the other hand the process of value stream design (VSD). The 
first feasibility assessment has shown that in principle MES would be capable of car-
rying out VSA, with some modifications of the system. However as a first step it is 
recommendable to use data available in MES to enrich existing current state maps 
with live information. An automatic deduction of current state maps would be linked 
to investments in software adaptions (e. g. new plugins) as well as intelligent sensor 
systems and an enhancement of interfaces to the ERP level. 

The results regarding the feasibility of MES to automatically suggest value stream 
improvements or to deduce future state maps are not that encouraging. Automatic 
recommendations regarding most of the design principles suggested during VSD cur-
rently cannot be made by MES because of missing functions, interfaces and visualiza-
tion options. The creation of complete future state maps with MES is also not possible 
at the present time. Furthermore, it seems fundamentally questionable whether some 
of those listed barriers can be solved and thus a complete value stream can be de-
signed by current MES.  

The feasibility studies have shown that despite the shortcomings at a material flow 
level, MES can contribute to improvements through creation of transparency at pro-
duction processes. The current state mapping of value streams can be partially sup-
ported by MES and their valuable live data. 
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Abstract. Oil palm cultivation is one of the most important occupation in South 
East Asia. Since oil palm plantations cover the wide range of area, it is difficult 
to count the population of oil palm manually. This paper presents a new method 
to detect and identify oil palms over the plantation from aerial images regard- 
less of their sizes using features such as shape, size, and texture. The proposed 
method can handle the problem of identifying oil palms from an aerial image 
when oil palms are too close to each other which cause them to be detected as a 
single stand. The process consists of removing non-tree components from an 
image, distinguishing oil palms from other components, identifying individual 
oil palm, and counting the number of oil palms. In this paper, oil palm can be 
detected and distinguished from other components using ideal low-pass filter 
and normalized cross correlation. Then a proposed multi-scale clustering meth- 
od and erosion are used to identify individual oil palm from a bush. The method 
was evaluated on a set of 21 aerial images taken over oil palm plantations from 
different regions of Thailand by attaching a digital camera to a remote airplane. 
The experimental results reveal that our proposed method can detect most of the 
oil palms with the accuracy as high as 90%. 

Keywords: Normalized cross correlation, multi-scale clustering, oil palm iden-
tification, template matching.  

1 Introduction 

Oil palms are economic plants that grow in warm and humid weather with fertile soils 
close to rivers. The oil palm is a plant that has only trunk and leaves without any 
branches. It has semispherical shape. Palm oil becomes raw material in many product 
and is needed in great demand which causes the development of oil palm plantation to 
increase rapidly during the past decades. This situation can lead to supply over de-
mand situation. Thus, the exploration of oil palm population can be very helpful in 
forecasting of palm oil supply and demand. However, the areas of oil palm plantation 
are very wide and some plantations are located in the rainforest areas which make 
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them difficult to be explored. Even though, it is suggested that 143 oil palms per hec- 
tare is the best density but many plantations may plant at more or less density. 

This paper thus proposes a new method to detect and identify oil palms from aerial 
images using special features of oil palms and the planting pattern. Once the oil palms 
can be identified, the proposed method can estimate the population of the oil palms by 
converting an image to the actual measurement. 

This paper is organized as follows: section 1 presents a brief introduction about oil 
palms, section 2 gives some literature reviews, section 3 proposes a new method to 
detect and identify oil palms from an aerial image, section 4 presents the experimental 
results, and section 5 gives discussion and conclusions. 

2 Literature Reviews 

From the past decades, several methods on tree detection have been proposed in the 
literatures. Chen, et al. [1] proposed the scalable approach to tree detection in large ur-
ban landscapes using aerial LiDAR data by projecting their 3D point cloud onto a 2.5D 
depth image and then applying the Robert cross gradient operator and seed- based re-
gion growing segmentation to segment objects from an image. They then used a random 
forest classifier [2] to classify objects as tree or non-tree. They report- ed that precision 
and recall rates are over 95%. This proposed method still has prob- lem about discrimi-
nating building edges and trees. Another method was proposed to classify 3D aerial 
LiDAR height data using a supervised parametric classification algorithm with the mix-
ture of Gaussian models [3]. This method used five features for classification: norma-
lized height, height variation, multiple returns, luminance, and intensity. They observed 
that using more features produced better results in some cases, but not always. 

Arasato, et al. [4] proposed a method to detect individual palm tree (Arecaceae 
family) in the Amazon rainforest using high resolution image classification. They 
used real color composition with region growing algorithm for segmentation and used 
four different unsupervised classifications. The drawback of this method is that the 
input images has to be color images. Yang, et al. [5] presented a method for tree de-
tection from aerial imagery. The proposed method can automatically segment the 
region of trees, locate each individual tree and provide an estimate of its crowd size. It 
segmented tree/non-tree regions by applying a pixel-level tree classification based on 
a set of visual features and a partitioning algorithm. The classifier needs to be trained 
by only 1% of data to yield more than 90% accuracy. The problem with this method is 
that it used color as one of the features for classification. 

Kattenborn, et al. [6] proposed the UAV-based photogrammetric point clouds for 
single palm tree detection using pouring algorithms. Their proposed method yielded 
high accuracy but it needed color images as input. Malek et al. [7], on the other hand, 
proposed to use SIFT to extract a set of keypoints and then use extreme learning clas- 
sifier to detect palm trees. Then the shape of each tree is captured by merging the 
keypoints with active contour method based on level sets and using the local binary 
patterns to distinguish palm trees from other vegetations. Pouliot et al. [8] proposed  
to use local maximum refinement and delineation algorithm to automatically detect 
conifer trees which yielded 91% accuracy rate. 
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3 Proposed Methodology 

Before proceeding to oil palm detection and identification, all color aerial images are 
converted to gray scale and histogram equalization is applied to adjust the contrast of 
the images. Then the proposed method, which consists of three main steps, is applied 
to each aerial image. These steps are noise filtering, non-oil palm elimination, and 
individual oil palm identification as shown in Fig. 1.  

 

Fig. 1. The process of oil palm detection and identification 

3.1 Noise Filtering 

In this step, an image, ݂(ݔ, ܯ of size ,(ݕ ൈ ܰ is transformed to Fourier spectrum, ݑ)ܨ, ,ݑ)ܪ ,and Butterworth low-pass filter ,(ݒ  with cut-off, D, is applied to an ,(ݒ
image in order to remove speckle noise with high frequency spectrum. The size of the 
cut-off depends on the elevation of the airplane. The higher the elevation is, the larger 
the cut-off will be. The filtered image, ݑ)ܩ,  can be obtained from ,(ݒ

,ݑ)ܩ  (ݒ ൌ ,ݑ)ܪ ,ݑ)ܨ(ݒ  (1) (ݒ

where  

,ݑ)ܪ  (ݒ ൌ ଵଵା((௨,௩)/)మ (2) 

,ݑ)ܦ  (ݒ ൌ ݑ)ൣ െ ಾమ )ଶ  ݒ) െ మಿ)ଶ൧భమ (3) 

and ݑ)ܦ,   .is the distance from any pixel to the origin (ݒ
A filtered image is converted back to spatial domain and Gaussian smoothing is 

applied to an image to remove young oil palms and other small bushes. The Gaussian 
smoothing function used in this step is calculated from. 
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where ܶ (݅, ݆) represents a template of size ݉ ൈ ݊ and ݔ)ܥ,  represents each (ݕ
component.  If the size of a component is not equal to the size of a template, its size 
will be scaled to ݉ ൈ ݊.  As a result, only oil palm components are remained in an 
image as shown in Fig. 3. 

 

Fig. 3. The result of non-oil palm elimination 

3.3 Individual Oil Palm Identification 

Now that an image contains only oil palm components, however, some components 
still contain oil palm stands; that is they contain two or more oil palms. The last step 
is to separate oil palm stands into individual oil palms. At first, k-means clustering is 
used to classify oil palms in an image into three clusters due to the fact that the sizes 
of oil palms in each image are different. Some are large and some are small. Thus, 
these three clusters represent small trees, large trees, and tree stands. The seed points 
for these three clusters are set to 30, 60, and 95 percentiles of the component’s size, 
respectively. From the clustering results shown in Fig. 4 and Fig. 5, the clusters of 
small and large oil palms are marked on the original image as individual trees, while 
the cluster of tree stands is forward to the proposed multi-scale clustering which is 
used to separate individual trees from each tree stand. 

The multi-scale clustering algorithm for separating individual trees from each tree 
stand is as follows: 

 
For each component of tree stands 

- Erode a component until it splits into two or more components or until the 
size of a component is smaller than an oil palm 

- Compare the size of each new component to the average size of an oil palm 
If it is smaller than the average oil palm 
      Mark each component as a single oil palm on the original image 
Else  
      Go back to the beginning  

-  Repeat the process until each component is smaller than the average oil 
palm 
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Fig. 4. The identification result from k-means clustering 

 

(a) An image prior to multi-scale clustering 

 

(b) An image after performing multi-scale clustering 

Fig. 5. The result of multi-scale clustering 
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4 Experimental Results 

The proposed method was evaluated on a set of 21 digital aerial images captured by a 
digital video camera mounted to a remote-control model airplane. The airplane was 
controlled to fly over the oil palm plantations in the Southern part of Thailand. The 
actual size of each image is 3648 × 2736 pixels. The elevation of the airplane was not 
constant, thus some images were taken from far distance and some images were taken 
from near distance. They can be seen that most of the images do not contain only oil 
palms but also other components, such as road, swamp, pond, and weed which are 
needed to be removed.  

After obtaining the original images, they were converted to gray scale and were re-
duced to 912 × 684 pixels. The contrast of all the images was enhanced by histogram 
equalization to make all trees more distinguishable and was then proceeded to oil 
palm detection and identification by the proposed method. The cut-off radius of But-
terworth low-pass filter, which was used to remove noise from an image, depended on 
the distance between the airplane and the ground. In our experiments, the cut-off ra-
dius was set to 15 if the distance was short and was set to 40 or 50 or 60 if the dis-
tance was long. For normalized cross correlation template matching, the size of the 
mask depended on the size of the template. The size of each component was adjusted 
to be equal to ݉ ൈ ݊ before the matching. 

From the experimental results, most of the oil palms can be identified correctly. 
However, there are some problems that cause misidentification. The first problem is 
when the ground is covered with thick grass which has intensity in the same range as 
the oil palms. The second problem is when other shrubs are similar to oil palms as 
shown in Fig. 6.  

 

Fig. 6. An image with shrubs that caused misidentification 
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5 Conclusion 

This paper represents the method for individual oil palm detection and identification 
from aerial images using the proposed multi-scale clustering and normalized cross 
correlation. From a dataset of 21 aerial images, there are both far-distance and near-
distance images. The proposed method can detect and identify individual oil palms 
with the accuracy rate over 90%. In the future, we are trying to distinguish oil palms 
from thick grass and other shrubs in order to improve the accuracy rate. 
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Abstract. As the quality of software defined by the users satisfaction, in order 
to maximize the users satisfaction under constrains of budget, time and 
resource, the software engineer need to prioritize the requirements. 
Requirement prioritization involves identifying the core requirements used for 
project planning. This article proposes a method to compare the accuracy of 
requirement prioritization model. The subjects include customers, project 
leaders, users and the representatives of developer such as programmers and 
testers. They have to select a related list of requirements among two sets of 
requirements. Those pair lists of requirements have to be the same order from 
difference prioritizing models. Whereas, the subjects don't realize those which 
requirements are belong to which practical model. The main objective of this 
study is to assess the accuracy of a proposed model with a reference model. The 
results show that the proposed approach provides precise measurement of 
accuracy for prioritizing model. 

1 Introduction 

Requirements prioritization would not been mentioned if time box was not tight with 
large number of user’s requirements and every requirements have identical priority.  

Requirement Prioritization involves the process to evaluate the sequence of 
requirements. The main objective of requirements prioritization is to identify the core 
requirements including important and urgent requirements (M. Aasem et al., 2010). It 
facilitates the scheduling of requirements implementation. (Firesmith, 2004) 
Moreover, requirements prioritization deals with requirement management under 
resources constrains. It can minimize the capital and resolves the conflicts among 
stakeholders. (Sommerville, 2004; Wiegers, 2003) 

The success in the execution of requirement prioritization affects the correctness of 
requirement choosing for product release. (Karlsson, 2006) Regarding to Stanislav 
(Stanislav, 2012), inaccuracy of requirement prioritization is one of the reasons 
causes software development projects fail. Because requirement is the fundamental 
for the rest of construction phases, if the identifying of requirement candidates for a 
single product release is wrong, there is a high chance to design the incorrect software 
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structure. This leads the erroneous in final product and high cost of development. The 
user satisfaction for a particular product is going to be abated. 

There is a number of requirement prioritization models have been employed to get 
the right set of requirements. In order to select the proper one, software engineer need 
an effective approach to compare the requirements prioritization models. Such an 
approach also provides comparison results precisely.  

According to Karlsson’s article, the process to evaluate the rightness of the 
requirements succession has not been well defined. Nevertheless, she performed an 
experimental studied on testing 2 prioritization techniques: pair-wise and planning 
game. The approach used to compare the accuracy of between models is to ask the 
subjective which prioritization technique provides the most accurate results. The 
experiments are executed based on blind test which means the subjective don’t know 
on those lists of requirement are related to which techniques.  

While, Perini (Perini, 2006) had conducted an empirical study on comparison 
between 2 prioritization models which are AHP and CBRanking. The aim of her 
comparison approach is to resolves the difficult of comparing. Perini also adopted the 
procedure to measure the accuracy which proposed by Karlsson. The experimental 
results showed that the AHP outperforms CBRanking in accuracy aspect. Hence, this 
study will follow and develop the comparison approach based on Karlsson’s and 
Perini’s procedures.  

In this paper, we discuss on an empirical study to assess the requirements 
prioritization model for accuracy aspect using a comparison approach. A deployed 
approach must provide precise results on accuracy comparison. Moreover, such an 
approach must minimize the difficulty of comparison as well. The paper consists of 
4 discussing topics as follows. Section 2 describes the experiment design, covering 
the experimental tools, subjects, objects, and experimental execution. The 
experimental results are explained in Section 3. Lastly, the conclusion is discussed 
in Section 4. 

2 The Experimental Designs 

The main aim of this investigation is to evaluate the following hypothesis: 2 Practical 
requirements prioritization models: the simple ranking method and the combination 
method provide equal accuracy.  

There are 4 discussing topic in the design of experiment containing the 
experimental tools, subjects, objects and experimental execution 

2.1 Experimental Tools 

This section explains the deployed experimental tools. Topics include the 
questionnaires and the level of accuracy for grading of prioritization models. Both of 
them are elaborated as follows: 
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Fig. 1. Components of the employed questionnaire 

The questionnaire includes three sections: Section A, Section B and Section C: 
question, requirements lists, and accurate levels, respectively. The Fig.1 illustrates the 
sample of questionnaires.  

Firstly, the Section A is the question of the questionnaire. The subjects are requests 
to select which list of requirements are the most accurate.  

Secondly, the Section B composes by two lists of requirements. Each consists of 10 
requirements. These requirements lists are arranged by difference prioritization 
methods, even though their orders are similar. In addition, the positions of requirements 
lists are random. This means the lists of requirements from a particular method can be 
either on the left-hand side or the right-hand side for different questionnaires. 

Table 1. The table of accurate levels 

The symbols represent 
levels of accuracy 

Descriptions 

<<<< Lists of requirements on the left-hand side are more 
accurate than the right ones extremely.  

<<< Lists of requirements on the left-hand side are more 
accurate than the right ones majorly. 

<< Lists of requirements on the left-hand side are more 
accurate than the right ones essentially. 

< Lists of requirements on the left-hand side are more 
accurate than the right ones moderately. 

= Two lists of requirements are accurate equally.
> Lists of requirements on the right-hand side are more 

accurate than the left ones moderately. 
>> Lists of requirements on the right-hand side are more 

accurate than the left ones essentially. 
>>> Lists of requirements on the right-hand side are more 

accurate than the left ones majorly. 
>>>> Lists of requirements on the right-hand side are more 

accurate than the left ones extremely. 
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And lastly, the Section C is the level of accuracy section. Subjects have to compare the 
requirement lists regarding to defined value of accuracy and then select the proper symbol 
of accuracy. Table 1 presents all 9 symbols of accurate level and their descriptions. 

2.2 Subjects 

The subjects comprise of following people participated in the experiments: 

1) Customers 
2) Team Leaders 
3) The representatives of Developer including designer programmers and 

testers. The numbers of them are counted on equal ratio. 
4) Users 

The distribution of subjects is difference for each project. It depends on the size of 
project. However, the ratio of customers, team leaders, developer, and users is 
1:1:2:2, respectively. The number of developers and users are double comparing to 
customers and team leaders because the study considers most for maximization of 
user’s satisfaction while the possibility of implementation is high as well. So, we need 
more opinion of these kinds of people. 

2.3 Objects 

This section describes two topics: two developing projects and their requirements and 
two prioritization methods which are going to be evaluated for their correctness.   

Table 2. Detail of projects 

Details Project 1 Project 2 
Contract Type Long-term contract Long-term contract
Consideration Mobile-application support 

user’s scheduling 
Web-application support 
employee evaluation 

Among of 
Requirements 

118 requirements 102 requirements

 
All requirements are from two different projects including mobile application 

development project and web application development project. There are 118 
requirements and 102 requirements for the first and the second project, respectively. 
The subjects are also stakeholders of these projects. 

The first project concerns with developing mobile application base on the iOS 
platform.  The application is designed to support user for scheduling. This project is 
a long-term contract which consists of 118 requirements.  It has been developed for 
two years. Its users are all around the world, mainly in European countries. 

The second project is web application development project. The application 
functions for evaluating employees. It’s a long-term contract project as well. There 
are 102 requirements composed in this project. This project has been constructed for 4 
years. The main users of this project are team leader and directors. 
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Both projects have deployed the similar requirement prioritization method which is 
a simple-ranking method.   

 

Fig. 2. The process of a simple-ranking method 

Fig.2 shows the process to prioritize requirements using a simple-ranking 
prioritization method. The first step in the requirement prioritization is to white down 
requirement (REQ) on post-it notes. Then the project stakeholders have to determine 
rank for each requirement. Afterwards, all projects stakeholder judge on the sequence 
of requirements whether they are position on the right order. If some people disagreed 
on the requirements succession, negotiation will be carried out. At the end of the 
process, they will get the list of requirement production as shown in Fig.3. 

 

Fig. 3. The sequence of requirements produced by a simple ranking prioritizing method 

The second prioritizing method which is going to be accessed for accuracy is a 
combination method. 
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Fig. 4. The processes of the combination prioritizing method 

The diagram in Fig.4 shows the procedures of a combination prioritizing method. 
The process begins with categorization of requirements into three groups: essential 
requirements, useful capabilities and desirable capabilities and weighing criteria 
which present in ratio. These 2 elements (requirements in separated groups and 
weight of criteria) are introduced into a requirement prioritization. After this, 
requirements in the first and second group (essential requirements and useful 
capabilities) are estimated their value by the defined criteria. The estimated value of 
each requirement and weight of criteria are used to calculate for priority value using 
following formula: ݕݐ݅ݎ݅ݎ ൌ value%(ܿݐݏ% כ (ݐ݄݃݅݁ݓ ݐݏܿ  %݇ݏ݅ݎ) כ  (ݐ݄݃݅݁ݓ ݇ݏ݅ݎ

For example,  

 

Referring to the formula mentioned above, ݕݐ݅ݎ݅ݎ ൌ ܤ)ܣ כ (ܥ  ܦ) כ  (ܧ
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4 Conclusions 

In conclusion, we conduct an experiment between 2 practical requirement prioritization 
methods including simple ranking method and combination method. This experiment 
focuses on assessing the accuracy of priority sequence of requirements. All interviewee 
have to choose the most accurate sequence of requirements without realizing on which 
sequence is from which method (Blind Test). 

The experimental results indicate that two practical prioritizing methods provide 
insignificantly differ in accuracy aspect. Level of accuracy for simple ranking method 
in Project 1 is minimal. Similarly, the simple ranking method accounts for the least 
accuracy in Project 2. The difference between both projects is that the combination 
method has greatest accuracy on the Project 1 while the combination and simple 
ranking method are similar accurate in Project 2. 
 
Acknowledgments. The authors would like to express deepest appreciation to all staffs 
from Chiang Mai Lanna Business Services Co.,Ltd. for participation on experimental 
execution and data collection. This study cannot be accomplished without their help. 
Besides, we gratefully acknowledge to the Graduate School, Chiang Mai University for 
financial support.  

References 

1. Hatton, S.: Choosing the Right Prioritization Method. In: Proceedings of the Australian 
Conference on Software Engineering, pp. 517–526 (2008) 

2. Carod, N., Cechich, A.: Requirements Prioritization Techniques. In: Encyclopedia of 
Information Science and Technology, 2nd edn., pp. 3283–3291. IGI Global (2009) 

3. Hasan, M.S., et al.: An Evaluation of Software Requirement Prioritization Techniques. 
International Journal of Computer Science and Information Security, 83–94 (2010) 

4. Firesmith, D.: Prioritizing Requirements. Journal of Object Technology, 35–47 (2004) 
5. Karlsson, L., Thelin, T., Regnell, B., Berander, P., Wohlin, C.: Pair-wise comparisons 

versus planning game partitioning–experiments on requirements prioritisation techniques. 
Journal of Empirical Software Engineering 12(1), 3–33 (2007) 

6. Perini, A., Ricca, F., Susi, A., Bazzanella, C.: An Empirical Study to Compare the Accuracy 
of AHP and CBRanking Techniques for Requirements Prioritization. In: Fifth International 
Workshops on Comparative Evaluation in Requirements Engineering (2010) 
 
 



 

© Springer-Verlag Berlin Heidelberg 2015 
M. Gen et al. (eds.), Industrial Engineering, Management Science and Applications 2015, 

419

Lecture Notes in Electrical Engineering 349, DOI: 10.1007/978-3-662-47200-2_45 
 

A Novel Approach on Operation and Maintenance 
Guideline Using Semantic Processing and Clustering  

Ki Hoon Jang1, Gyeong-June Hahm1, Heejung Lee2, and Hyo-Won Suh1 

1 Dept. of Industrial&Systems Engineering, KAIST, Dae-jeon 305-701, Republic of Korea 
2 Dept. of Applied Systems, Hanyang University, Seoul, 133-791, Republic of Korea 

{jangki,hamstein,hw_suh}@kaist.ac.kr,  
stdream@hanyang.ac.kr 

Abstract. The rapid progress in the industry increases the number of plant, and 
a myriad of operation and maintenance manuals is required for the plant safety 
activities. Moreover, major challenge in safety prevention and maintenance is 
that manual search and retrieval requires extensive labor-intensive and time-
consuming process incurred by high degree of semantic ambiguity and 
linguistic complexities among the various operation and maintenance manuals. 
In this paper, we propose a novel approach on plant operation and maintenance 
guideline using semantic processing and clustering techniques for the plant 
safety activities. Specifically, the proposed method can provide the engineers 
with the more enhanced guidelines by information propagation.   

1 Introduction 

With industries making rapid progress, the number of plants and facilities has been 
considerably increased. Thereby plants and facilities failure emphasize the importance 
of effective and efficient operation & maintenance activities. Major challenge in the 
safety related activities is that O&M manual search and retrieval requires extensive 
labor-intensive and time-consuming process incurred by high degree of semantic 
ambiguity and linguistic complexities among the various O&M manuals[1]. When an 
accident occurs, it is solved by using experience or judges from skilled engineers 
instead of finding associative informative guidelines because most of documents are 
non-structured and not easy to exploit them. Frequently, a myriad of O&M manuals 
has further exacerbated engineers efforts for efficient mechanisms for information 
selection and retrieval[2]. 

To address the above issues, we propose a novel approach on plant operation and 
maintenance guideline using semantic processing and clustering techniques for the 
plant safety activities. The main contents of this paper are as follows: (1) From O&M 
manuals, important terms are extracted using criteria based on syllable unit and then 
experts construct the domain-specific semantic model, (2) Applying Term-Frequency 
& Inverse Document Frequency (TF-IDF) and K-medoid clustering method to find 
the semantic relationships in the O&M manual, (3) Finally, the failure reports are 
analyzed and the engineers will be provided with the more enhanced O&M guidelines 
through the information propagation. 
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2 Backgrouds 

2.1 Information Extraction by Text-Mining Techniques 

Information Extraction (IE) methods bring natural language processing (NLP) tools 
with domain knowledge to extract meaningful sentence constituents from 
unstructured texts for retrieval or for knowledge mining purposes[3]. It has been 
widely explored by using a variety of documents such as CAD drawings[4], [5], [6], 
sensor data[3]-[9], web data[10], [11] and so on. The domain knowledge can either be 
formalized as expression patterns by experts[12] or learned from a large training 
corpus[13]. Several systems have been reported in the literature[9], [14], [15], which 
uses the text-mining techniques to analyze the diagnosis data. Buddhakulsomsiri et 
el.[14] developed the association rule mining algorithms based on A priori and 
elementary set concept techniques to identify the relationships between the product 
attributes (such as production date, repair date, mileage) and the failure causes (labor 
code) from the automotive warranty data. In [9], the text mining has been used to map 
the problem description to their appropriate diagnostic categories, such as engine, 
electrical, brake and transmission. The techniques, such as text document 
categorization and term weighting schemes, similarity functions, and latent semantic 
indexing are used to cluster the data and to identify the similarities between a problem 
description and a diagnostic categorization. In [15], the knowledge discovery in 
database along with the case-based reasoning, neural network and rule-based 
reasoning techniques are used to extract the fault conditions and the checkpoint 
information. 

2.2 Ontology-Based Semantic Representation 

The structured and semantics-based representation of designs has been studied in such 
fields as product modeling and ontology modeling[5]. The use of ontology to 
overcome the limitations of keyword-based search has been put forward as one of the 
motivations of Semantic Web since its emergence in the late 1990s[6]. For 
understanding information which is extracted, the semantic representation is usually 
used to find out meaning and relationships. Therefore it is carried out based on 
domain knowledge. However, constructing an ontology semantic representation is a 
challenging task. So the work engineers must have detailed and specific knowledge. 

Velardi et el.[1] constructed an ontology model that has an interoperability 
infrastructure for small and medium European enterprise. Choi[16] proposed semantic 
model based on FMEA structure and engineering domain. It also proposed model 
expansion by FMEA concepts and instance. So it realized the integrated 
representation model. A few models on integrating ontology with Information 
Retrieval have been proposed as well[14], [15]. Rajpathak[7] proposed a novel 
ontology-based text mining system to achieve the aforementioned objectives by 
automatically analyzing the repair verbatim data. Through finding hidden meaning of 
abbreviations it offers important, accurate and specific diagnosis information.  
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In this paper, we propose the hybrid approaches of an ontology-based semantic 
model and text mining method. These incorporated methods enable both skilled and 
novice engineers to find necessary information in more effective and efficient way. 

2.3 Sample Facility 

We studied a Korean engineering company which consists of a variety of facilities to 
apply our approach, and selected a certain target facility, PUMP #201 as shown in 
Fig. 1 and related O&M manuals. We will use this sample facility throughout this 
paper, and define the semantic models by consulting O&M manuals and finally 
provide the enhanced O&M guidelines for PUMP #201. In this paper, some pieces of 
O&M manuals are selected for the simplicity. 

 

Fig. 1. Sample facility  

3 Semantic Model 

3.1 O&M Manual 

This section addresses the specific words used in O&M manual and their special 
meaning which is used throughout this paper. Our O&M manual has two types: 
<failure-cause documents> and <maintenance guidelines> as shown in Fig. 2. 

 

 

Fig. 2. O&M manual template 

Failure means the problem, concern, error, or challenge, which is the state of 
inability of the system, design, process, service, or subsystem to perform based on the 
design intent. Cause means what is the root cause of failure. When failure occurs you 
have to check the related information and do appropriate action in a right way.  
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3.2 Concept Extraction 

A concept can be a single word such as “plant” or “oil”, or a phrase such as “hole 
missing”. The word “concept” can be used with different meanings in different 
situations or communities. In this paper, concept is the basic unit of text used in O&M 
manuals, and can be extracted by a series of operations.  In general O&M manuals 
are represented by a variety of types. However, we mainly focus on the only text-
based manual so that word-based information, i.e., concept, can be extracted by parser 
and analyzed. We used the HanNanum Korean Morphological Analysis System 
which is a morphological analyzer and a POS(part-of-speech) tagger. In HanNanum, 
tokenizer reads and divides a sentence into tokens when there are ‘\t’, ‘\n’ and special 
characters. The tokenized terms will be POS-tagged based on the following simple 
statistic technique:  P(W1,n) = arg max P(C1,N | W1,N). W1,n means a sentence which 
consists of n words and C1,N means the number of possible POS. The overall 
morphological analysis workflow is depicted in Fig. 3. For instance, if a word in a 
sentence was frequently used as a certain type of POS then the probability values 
stored and the word is going to be tagged later. For example, a word fly can be used as 
noun or verb.  

 

Fig. 3. Workflow example for morphological analysis 

In this paper, eight failure-cause-documents are selected and used for the concept 
extraction test, and we obtained a total number of 104 concepts such as: MOTOR, 
SPEED, PUMP, etc.   

3.3 Semantic Model Construction 

In this study, ontology and engineering experts was selected and developed the 
semantic model using the following steps: defining reference model → extracting 
concepts from the O&M manuals → identifying the relationships among these 
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concepts and integrating all concepts and relationships. Firstly we built the high-level 
reference model by consulting general function of O&M operations. The terminology 
in this reference model has been found by securing the literature [17], [18], and we 
define the O&M domain concepts and relationships as shown in Fig. 4(a). Secondly, 
all the sentences in O&M manuals are morphologically analyzed and classified into 
several concepts as shown in Fig. 4(b). Finally, we can construct the semantic model 
by matching the obtained concepts and reference model step by step. Fig. 5 shows 
how the semantic model can be constructed by matching and linking using the 
predefined reference model.  
 

 
          (a) O&M reference model            (b) concept extraction from O&M manuals   

Fig. 4. Reference model and concept extraction 

 

Fig. 5. Procedure of O&M semantic construction 

4 Clustering 

4.1 Concept Clustering by K-Medoid 

When it comes to concepts extracted from O&M manuals, we can expect that that 
some concepts are more similar each other than other concepts. There are many ways 
to assess the similarity between two concepts, and the most common way to measure 
the similarity is as follows: similarity is a real function from a pair of concepts to a 
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real number expressing the similarity between two concepts. In this paper, we used 
the number of intermediate edges between two classes in the O&M semantic model as 
the similarity measure. Fig. 6 shows the distance calculation (i.e. dis-similarity) 
example. For instance, the distance between 회전 and MOTOR is 1 since there are 
only one intermediate edge, but the distance between 회전 and PUMP is 2 since 
there are two intermediate edges. Based on this distance or dis-similarity, we applied 
K-medoid algorithms for concept clustering and four clusters was obtained as shown 
in Fig. 7. 

 

Fig. 6. Distance calculation example 

 

Fig. 7. Concept Clustering by K-medoid 

4.2 Documents Clustering by TF-IDF 

TF-IDF(Term Frequency and Inverse Document Frequency) is a numerical statistic 
that is intended to reflect how important a word is to a document in a collection[19]. 
The TF-IDF value increases proportionally to the number of times a word appears in 
the document. The TF is the value which indicates how a particular word appears in a 
document, i.e., the number of times that term t occurs in documents d, and the IDF is 
the inverse value of number of document that a particular word appears, that is, 
whether the term is common or rare across all documents, i.e., log((N-n)/n). Hence, 
the criticality of extracted terms is calculated by using the equation such as:  

 
TF-IDF(t) = TF �log((N-n)/n). 
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Where TF is the term frequency (concept frequency) extracted from O&M 
document. N is number of total documents and n is number of document including a 
particular word. TF-IDF result can be also represented by matrix as follows. 
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The dj means Doc ID, in <failure cause documents>, ci means extracted concepts, 

and wij means TF-IDF values. We can more easily understand the relationship of 
document and concepts using this matrix, and also produce the documents clusters. 
With the 104 concepts acquired from concept extraction method and 8 failure-cause-
documents we performed the TF-IDF clustering procedure, and the results is as 
shown in Fig. C. The documents 1, 2 are included in cluster A, and documents 4, 6 in 
cluster B, and finally documents 5, 7, 8, and 9 in cluster C. 

5 Enhanced O&M Framework 

The proposed enhanced O&M system is designed for providing additional O&M 
guidelines to the both skilled and novice engineers based on the concept extraction 
and clustering techniques. Fig. 8 shows the overall procedure of the proposed 
approach which is compared with the as-is one. In enhanced O&M system, occurred 
failure will be analyzed and parsed into the concepts, and the matching and extension 
procedure is invoked to provide the engineers with additional helpful guidelines.  

For example, assume that O&M system detect failure and activates warning. The 
text formatted failure-cause “LANTERN RING 으로의 SEAL PIPING 막힘 will be 
morphologically analyzed and classified into concepts: LANTERN_RING/part, 
SEAL_PIPING/component as shown in Fig. 9.  

Fig. 10 shows how we can propagate related information using TF-IDF matrix. We 
can find that LANTERN RING has the highest TF-IDF value (1.91) in document 4 
(Assume that the TF-IDF threshold value is 0.8, so SEAL_PIPING with TF-IDF 
value (0.65) is not considered here), and we will expand our document space into 
documents 4 and 6, since these are in the same document cluster B. In document 6, 
we will search for the concept in the same concept cluster 1 which has the highest TF-
IDF value, and find that BEARING has the highest TF-IDF value (0.95).  

Applying this enhanced framework, we can find not only guidelines related to 
LANTERN RING but also BEARIING as shown in Fig. 11. It is meaningful result 
that engineers can get necessary information about primary cause as well as extra  
one. 
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Fig. 8. Outline of enhanced O&M framework  

 

Fig. 9. Concept extraction from the failure report example 

 

Fig. 10. TF-IDF matrix and information propagation example 
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Fig. 11. Guideline expansion example  

6 Conclusion 

This research proposed a semantic retrieval approach for knowledge searching and 
retrieval in operations & maintenance areas. The reference model was defined and we 
built clusters and calculate the TF-IDF value for checking important concepts or term. 
When the input queries or texts as failure reports are entered into the system, the 
system can find a variety of information by using the our approach. So engineers can 
get necessary action information about primary cause as well as extra action 
information. When this study is compared to existing researches, it has several 
advantages. First, it is an integrated approach of text-mining and semantic processing. 
Second, it offers meaning-based and necessary information to engineers. So when the 
abnormal state is detected from sensor data, engineers can fix and check the state with 
more accurate and efficient approaches. 

But the approach has some limitations. First, the reference model is manually 
constructed by domain experts. Second, expected result is too dependent on reference 
model. In case that the experts constructed the reference model incorrectly, the whole 
process and result might be negatively affected.  

In this paper, we did not discuss the concrete implementation for proposed 
approach. Also we manually constructed the reference model, which possibly causes 
some troubles such as incorrect information, subjective information and so on. All 
these implementation issues are the big theme, so we will secure how the series of 
manual operations can be implemented in the future works.  
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Abstract. In this study, load equivalency factors based on rutting criteria of 
heavy vehicles operating at the southern portion of Malaysian peninsula were 
developed. The study was based on the traffic volume and weight collected by 
three weight-in-motion stations for more than 6 million heavy vehicles. It was 
also based on the analysis of the effect of their weight on more than three 
hundred and fifty kilometers of flexible pavements. Based on the analysis made 
in this study, the average rutting load equivalency factors for each heavy 
vehicles type were developed. The developed rutting load equivalency factors 
could be used in flexible pavement design and rehabilitation purposes in the 
southern portion of Malaysian peninsula.  

Keywords: Flexible pavements, Heavy Vehicles, load equivalency factors, 
Malaysia, and rutting.   

1 Introduction 

The economic development of any country requires an effective transport 
infrastructure to help in movement of people and goods with great ease and speed. 
Thus it is highly important to understand and solve all types of problems faced by 
transportation sector in any country. 

In Malaysia the economy is developing rapidly and thus it is highly important to 
keep the transportation system at its highest possible quality. One of the problems 
facing transportation infrastructure in Malaysia is the overloading of heavy vehicles 
[1-4]. This problem causes premature damages and fast deterioration of pavements 
and bridges. Noteworthy that, Malaysia and many other countries have implemented 
load limits [5-7] to control transport infrastructure deterioration due to overloading 
problem. However, a lot of studies have shown that overloading is a common 
problem around the world [8-11]. 
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Although material properties, design considerations, quality of construction, 
environment may accelerate pavement deterioration, the most important factor causes 
pavement deterioration is the traffic loading, especially the heavy vehicles traffic 
loading [12, 13]. [14] reported that loading is one of the important factors that could 
increase the pavement damage by 20 times. Studies in US and South Africa reported 
that overloading could increase pavement damage out of proportion, for instance, an 
axle loaded double the legal limits may cause the pavement damage to increase up to 
60 times [5]. 

Load equivalency factor based on rutting , also known as rutting damage ratio, is a 
number comparing the rutting damage caused by an arbitrary axle loading and 
configuration with the rutting damage caused by the single axle, four wheels standard 
axle loading (8.16 tons). For example, if the rutting damage ratio of specific axle 
loading and configuration is 2, it means that it causes 2 times as much as rutting 
damage the standard axle. In case of underestimating of these ratios, for instance due 
to overloading, the pavement will deteriorate faster and premature rutting will occur 
along the road network. On the other hand, if these ratios were overestimated the 
construction cost will be higher and this will cause unnecessary expenditures due to 
over-designing. 

The main aim of this paper is to develop rutting damage ratios for heavy vehicles 
operating along the southern portion of the Malaysian peninsula based on their actual 
loading collected by weight-in-motion stations. These developed factors could be 
used for new pavements and overlay designs purposes.   

2 Methodology 

The heavy vehicles traffic volume and weights were collected by PLUS expressway 
Berhad from several weighting stations spread along the longest Malaysian expressway 
(North-South-Expressway). For the purpose of this study, the data collected by three 
weighting stations spread along the southern part of Malaysian peninsula. 

The counting of heavy vehicles traffic volume and weighting was carried out using 
weight-in-motion systems. . The weight-in-motion systems are very reliable and 
accurate systems installed on the pavement of the selected sites. This weighting 
systems are capable of determining the heavy vehicles gross vehicle weight and axles 
loading at normal traffic speed without the need of these vehicles to stop. 

There are many advantages of the Weight-In-Motion system. One of these 
advantages is the high processing rate it can weigh the vehicles at normal speed which 
allows it to process a large number of vehicles comparing to the static weighting 
system. Another advantage is the ability of the system to have a continuous data 
processing rather than sampling technique which is used in the static weighting 
system, which eliminates any bias in the collected data. One more advantage is that 
since this system reduces the accumulation of the heavy vehicles leading to the weigh 
station, the weighting process is safer. A further advantage is that the Weight-In-
Motion system can weigh the vehicle without alerting the driver, which results in a 
more truthful data since the drivers will not try to avoid the weighting process. 
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Although there are many advantages for using the Weight-In-Motion system, there 
are also some disadvantages. The fact that trucks do not stop at the weighting station 
reduces the number of different types of data collected in the normal static weighting 
station. These data include fuel type, origin, destination, and loaded or unloaded 
status. However, as these data are not required in the study objective, this makes the 
weight-in-motion system a very good choice for this study (Figure 1). 

 

Fig. 1. Weight-In-Motion System [15] 

In this study, the data collected were used to determine the traffic volume for each 
heavy vehicles classes, average gross vehicle weight, and average axles loading. 
Although, the data were collected along the Malaysian Expressway, it is possible to 
believe that the average heavy vehicles load along the road network is similar in the 
sense that the same trucks which use the expressways will use the rest of the road 
network. 

In this study, data collected from the following weight-in-motion stations (Figure 2) 
were used: 

1. Tangkak 
2. Yong Peng 
3. Sedenak 

 
The heavy vehicles investigated by this study, which forms the extreme majority of 
heavy vehicles in Malaysia, are as follow: 

a) Single unit trucks with two axles 
b) Single unit trucks with three axles  
c) Single unit trucks with four axles 
d) Single trailer trucks with four axles 
e) Single trailer trucks with five axles 
f) Single trailer trucks with six axles 
g) Multi trailer trucks with five axles  
h) Multi trailer trucks with six axles 
i) Multi trailer trucks with seven axles 
j) Busses  
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Fig. 2. Weight-In-Motion Approximate Locations. S1At Tangkak, S2 At Yong Peng, S3 At 
Sedenak. 

After collecting the traffic volume and weight data, flexible pavement of the North-
South Expressway was analyzed using finite element analysis to estimate the rutting 
life of the pavement under the current loading, and to compare it with its rutting life 
under standard axle loading. To perform this analysis, it is necessary to identify 
pavement layer thicknesses and elasticity moduli. These two types of data were 
collected by PLUS Expressway Berhad every 25 meters. The data were collected 
using Falling Weight Deflectometer (FWD), Ground Penetration Radar (GPR), and 
Coring and Dynamic Cone Penetration (DCP).   

The pavement cross-sections were analyzed to determine the maximum compressive 
strain at the top of each subgrade layer. The compressive strains were used to determine 
the pavement rutting life as shown by the following formula:  

ோܰ ൌ ସ݂(ߝ)ିఱ  

Where: 

ܰ   : Allowable number of load repetition before rutting failure. ߝ௧    : Maximum compressive strain at the top of subgrade ସ݂, ହ݂  : Constants equal to 1.365 × 10-9 and 4.477 based on American Asphalt  
                 Institute [16]. 

 
The same analysis was done on pavement cross-sections under standard axle load (8.16 
tons). Next, rutting damage ratios were determined by dividing the pavement expected 
rutting life under a specific heavy vehicle loading by the pavement rutting life under  
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standard axle loading. This was done for more than three hundred and fifty kilometers 
of the north-south expressway, in which the stations are located. Then, the average 
rutting damage ratio of each heavy vehicle type under this study was calculated.  

3 Results 

3.1 Tangkak 

Figure 3 shows a comparison between the percentages of weighted heavy vehicles at 
Tangkak Weight-In-Motion Station. A total of 2,074,116 heavy vehicles were weight 
at Tangkak Weight-In-Motion Station. It could be clearly seen that the majority of 
heavy vehicles traffic volumes (89.3%) is made of merely three types: single unit 
trucks with two axles (27.0%), single trailer truck with 4 axles (31.8%) and buses 
(30.5%).  

All types of multi-trailer vehicles forms only 1.1%. The multi-trailers with five 
axles forms 1.1% and only 48 multi-trailer truck with six axles passed the weighting 
station (0.002%), also there is no records for any multi trailer vehicles with more than 
6 axles passed the weighting station. All other types of heavy vehicles form 9.5%.     

 

 
Fig. 3. Heavy Vehicles Traffic Volume at Tangkak WIM Station 

Figure 4 compares the rutting damage ratios calculated for each heavy vehicle 
classes. It can be clearly seen that three types of heavy vehicles causes the highest 
rutting damage ratio. The highest rutting damage ratio was caused by single trailer 
trucks with six axles (19.12). This indicates that, one pass of this vehicle causes a 
rutting damage approximately 19 times higher than the rutting damage caused by 
standard axle load, this is mainly caused by overloading. The second heights rutting 
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damage ratio was caused by single trailer trucks with five axles (12.75), followed by 
single trailer trucks with four axles which causes 9.41 rutting damage ratio.  

The rest of the heavy vehicles have a damage ratio ranged between a minimum of 
1.83 for single unit trucks with two axles to a maximum of 8.09 for the multi-trailer 
trucks with five axles. 

Overall, single unit trucks causes a rutting damage ratio ranged between 1.83 and 
3.84, single trailer tucks causes a rutting damage ratio ranged between 9.41 and 19.12, 
and multi trailer trucks causes a rutting damage ranging between 7.15 and 8.09. 

 

 
Fig. 4. Calculated Rutting Damage Ratios for Heavy Vehicles at Sedenak WIM Station 

3.2 Yong Peng 

Figure 5 shows a comparison between the percentages of weighted heavy vehicles at 
Yong Peng Weight-In-Motion Station. A total of 1,850,915 heavy vehicles were 
weight at Yong Peng Weight-In-Motion Station. It could be clearly seen that the 
majority of heavy vehicles traffic volumes (87.5%) is made of merely three types: 
single unit trucks with two axles (17.0%), single trailer truck with 4 axles (35.2%) 
and buses (35.3%).  

All types of multi-trailer vehicles forms only 1.6%. The multi-trailers with five 
axles forms 1.1% and the multi-trailer with seven axles forms only 0.5%. Also, only 
33 multi-trailer truck with six axles passed the weighting station. All other types of 
heavy vehicles form 14.6%.     
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Fig. 5. Heavy Vehicles Traffic Volume at Yong Peng WIM station 

Figure 6 compares the rutting damage ratios calculated for each heavy vehicle 
classes. It can be clearly seen that, the highest rutting damage ratio was caused by 
single trailer trucks with six axles (17.22). This indicates that, one pass of this vehicle 
causes rutting damage approximately 17 times higher than the rutting damage caused 
by standard axle load. On the other hand, the lowest rutting damage ratio is caused by 
single unit trucks with two axles (1.89).  

Overall, single unit trucks causes a rutting damage ratio ranged between 1.89 and 
4.35, single trailer tucks causes a rutting damage ratio ranged between 6.74 and 17.22, 
and multi trailer trucks causes a rutting damage ranging between 5.22 and  7.74. 

 
Fig. 6. Calculated Rutting Damage Ratios for Heavy Vehicles at Yong Peng WIM Station 
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3.3 Sedenak 

Figure 7 shows a comparison between the percentages of weighted heavy vehicles at 
Sedenak Weight-In-Motion Station. A total of 2,557,805 heavy vehicles were weight 
at Sedenak Weight-In-Motion Station. It could be clearly seen that the majority of 
heavy vehicles traffic volumes (86.6%) is made of merely three types: single unit 
trucks with two axles (20.0%), single trailer truck with 4 axles (35.5%) and buses 
(31.0%).  

All types of multi-trailer vehicles forms only 1.5%. The multi-trailers with five 
axles forms 1.0% and the multi-trailer with seven axles forms only 0.5%. Also, only 
36 multi-trailer truck with six axles passed the weighting station (0.001%). All other 
types of heavy vehicles form 11.9%. 

 

 

Fig. 7. Heavy Vehicles Traffic Volume at Sedenak WIM station 

Figure 8 compares the rutting damage ratios calculated for each heavy vehicle 
classes. It can be clearly seen that, the highest rutting damage ratio was caused by 
single trailer trucks with six axles (12.92). This indicates that, one pass of this vehicle 
causes rutting damage approximately 13 times higher than the rutting damage caused 
by standard axle load. On the other hand, the lowest rutting damage ratio is caused by 
busses (2.29).  

Overall, single unit trucks causes a rutting damage ratio ranged between 2.59 and 
4.80, single trailer tucks causes a rutting damage ratio ranged between 5.84 and 12.92, 
and multi trailer trucks causes a rutting damage ranging between 4.58 and  7.01. 
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Fig. 8. Calculated Rutting Damage Ratios for Heavy Vehicles at Sedenak WIM Station 

4 Conclusion 

For the pavements' new design and overlay design at the southern region of the 
Malaysian Peninsula, the average rutting damage ratios based on actual weights for 
each vehicle type were calculated as follows: 

1. Single unit trucks with two axles =  2.51 
2. Single unit trucks with three axles =   3.98 
3. Single unit trucks with four axles =  4.73 
4. Single unit trailers with four axles =  6.01 
5. Single unit trailers with five axles =  7.07 
6. Single unit trailers with six axles =  8.18 
7. Multi-trailer trucks with five axles =  4.81 
8. Multi-trailer trucks with six axles =  8.56 
9. Multi-trailer trucks with seven axles =  8.67 
10. Buses =  2.90 

In case of inaccurate traffic data, a weighted average of 4.34 can be used to represent 
rutting damage ratio of heavy vehicles.  
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Abstract. The learning of subtraction is essential for elementary students. 
However, common subtraction misconceptions hinder mathematics 
underachievers from learning subtraction. Existing remedial instruction focuses 
on teacher-oriented or self-learning approaches. However, we think that the 
tutor-based approach with virtual manipulatives can provide students with an 
opportunity to correct their misconceptions. In this study, a simple tutoring 
method based on misconception diagnosis is proposed, and supportive virtual 
manipulatives are prepared for voluntary tutors to use. First, the tutor identifies 
the tutee’s misconception by conducting a diagnostic test. Then, the tutor 
applies corresponding virtual manipulatives to help the tutee to understand the 
concept. For the first case manipulatives from the National Laboratory of 
Virtual Manipulatives (NLVM’s) are used, and the tutor-tutee interaction 
patterns are identified by sequential analysis. An enhanced virtual manipulative 
was then developed according to the aforementioned analysis, and applied to 
the second case to investigate its performance. Evaluation results indicate that 
despite the need for further improvement, the tutoring method with the 
enhanced virtual manipulative is effective for correcting subtraction 
misconceptions. Finally, recommendations for future research are proposed. 

1 Introduction 

The learning of subtraction is essential for elementary students, yet at the level of 
elementary students, misconceptions are common. Furthermore, helping elementary 
students to develop subtraction literacy is not an easy task. These misconceptions 
conflict with scientifically accepted subtraction concepts and seriously hinder the 
comprehension and application of subtraction. Vanlehn’s [29] study of the systematic 
errors that students make while attempting to perform subtraction came to similar 
conclusions. Chang et al. [6] reported on misconceptions in mathematics and showed 
that students always had misunderstandings in processing problem solving, even for 
simple skills such as addition or subtraction. The forming of misunderstandings may 
be due to experience in real life or come from their learning experiences in the 
classroom [26]. Brown and Burton [4] found that some misconceptions occurred in 
the solving procedures of the subtraction exercises. Among these misconceptions of 
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the subtraction unit, there are six types to be frequently found in students. For 
example, students might think that the answer of (32 – 19) is 27. The students might, 
by mistake, subtract a smaller digit from a larger digit, but the smaller one may be a 
minuend and the larger one a subtrahend. 

Most previous studies of remedial instruction have focused on self-learning 
methods, and researchers have assumed that low-achievers would be able to perform 
well. Chen [7] proposed a personalized diagnosis and remedial learning system, and 
showed that learners who received personalized remedial learning guidance achieved 
improved learning performance. Huang et al. [13] have developed a computer-
assisted mathematics learning system to serve as a supplementary tool that helps 
teachers conduct remedial instruction. Heh et al. [11] proposed a full-loop learning 
system to identify the students’ misconceptions by using a knowledge map, and then 
selecting suitable learning materials, according to the misconceptions of individual 
students, to aid their remedial learning. Volunteer tutoring emerges as one kind of 
possibility to solve this problem. The instructional models of tutoring in small groups 
and in one-to-one settings have been investigated in the literature [3, 30]. The tutoring 
model has been characterized by the main advantage of taking care of the tutee’s 
learning needs [9].  

Recent studies have proposed virtual manipulatives to help students learn 
mathematics. The learner can move the computer mouse to operate dynamic visual 
objects [2, 22, 23]. The virtual manipulatives mentioned in the literature are not 
simply physical copies of the teaching aids. Virtual manipulatives and physical 
teaching aids are different in function and effect, such as interactivity and availability 
[12, 23, 25, 27]. Despite the recognized potential of virtual manipulatives for helping 
students to understand mathematics, the design and development of virtual 
manipulatives for learning mathematics still requires further study.  

In this study, a simple tutoring method is proposed, and supporting virtual 
manipulatives are prepared to assist voluntary tutors. First, the tutor identifies the 
tutee’s misconception by conducting a diagnostic test. Then, the tutor applies several 
kinds of virtual manipulatives to allow the tutee to understand the concept. A 
formative evaluation is conducted by using a case study to explore the effects and 
limitations of the proposed approach. Evaluation results indicate that despite the need 
for further improvement, two-phased tutoring is effective for correcting subtraction 
misconceptions.  

2 Related Work 

The proposed tutoring method integrates a tutor-based approach and a computer-
assisted self-learning approach in which the tutor follows a pre-defined work-flow to 
help the tutee learn mathematics. The theory of multiple representations is employed 
to develop virtual manipulatives for remedial instruction. This section introduces 
related work about an instruction model for tutoring, a learning model for simulation-
based computer assisted learning and the theory of mathematical representation.  
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Karsenty [16] proposed an instructional model for preparing tutors. This 
instructional model consisted of a sequence of stages. In the first two stages, 
mathematical concepts and representations were discussed. In the next stage of 
instruction, the counselor discussed with tutors possible difficulties that students 
might encounter with these concepts. In the fourth stage of the instruction sequence, 
tutors were introduced to teaching approaches that might assist students in 
overcoming the difficulties discussed.  

Liu [19] has developed simulation-based computer assisted learning to correct 
students’ statistical misconceptions based on cognitive conflict theory. This model 
and its corresponding system is a good approach for students to learn by themselves. 
However, most underachievers need teachers or tutors to accompany them and 
provide adaptive instruction. Moreover, if the system is not intelligent enough, human 
supervisors are needed to standby and provide suitable support to the tutees. 

Mathematical representation means that learners represent an external concept in 
different cognitive symbols when solving a problem. Mathematical representation 
plays an important role in the learning of mathematics and learning to construct 
knowledge [14, 28]. Bruner [5] proposed that the progress of learning consists of 
three stages: operations, images and symbols. Heddens [10] divided the students' 
learning process into four stages: Concrete, Semi-concrete, Semi-abstract and 
Abstract, advocating that learners must establish a good link between the real world 
and the abstract world, thereby ameliorating the difficulties in the understanding of 
mathematical concepts. Kaput [15] presented four representations to model the 
relationship between mathematical representation and mathematical learning, which 
included three internal representations and one external representation. Lesh et al. 
[17] pointed out five external representations used in mathematics education 
including real world object representation, concrete representation, arithmetic symbol 
representation, spoken-language representation, and picture or graphic representation. 
Willis and Fuson [31], who explored the use of picture-characterization with 
elementary school sophomores, found that the effectiveness of their approach was 
enhanced. Based on the theory of mathematical representation, Hwang et al. [14] 
developed a Virtual Manipulatives and Whiteboard (VMW) system, which allowed 
users to manipulate virtual objects in 3D space and find clues to solve geometry 
problems. In this work, we apply mathematical representation to remedial instruction 
by providing operational virtual manipulatives. 

3 Methodology of Phase 1: Analysis of Tutor-Tutee Interaction 
Patterns 

To explore the tutor-tutee interactions in applying virtual manipulatives to tutoring 
this study conducted an exploratory case study with observation and analysis of a 
videotaped tutoring case. The participants in the first phase of the study were one 
third-grade boy and a graduate student as a tutor. “Base blocks”, the virtual 
manipulative available from the website of National Laboratory of Virtual 
Manipulatives (http://nlvm.usu.edu/), was used as a tutorial resource.  
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Base blocks consist of individual "units," "longs," "flats," and "blocks" (ten of each 
set for base 10). They can be used to show place value for numbers and to increase 
understanding of addition and subtraction. Blocks representing positive numbers are 
colored blue. Negative numbers are displayed using red blocks. If a user places a blue 
block on top of a red block of the same size (click-hold-drag with the mouse) they 
will disappear or "cancel" each other out because they add to zero. The same thing 
happens when a red block is placed on top of a blue block of the same size, as shown 
in Fig. 1.  

 

Fig. 1. The virtual manipulative: “Base blocks” 

The tutor-tutee interaction coding scheme was based on a design from related 
studies [8, 20, 24]. Six codes were included in this coding scheme: T1 (providing 
guidance), T2 (correcting mistakes), T3 (asking questions), S1 (practicing the VM), 
S2 (solving problems with the VM), and S3 (sharing and expressing ideas), as shown 
in Table 1. 

Table 1. Coding scheme for tutor-tutee interaction in the tutoring activities of Phase 1 

Code Actor Dimension Description 

T1 Tutor providing guidance 
The tutor explains how to use the 
VM. 

T2 Tutor correcting mistakes 
The tutor identifies the student’s 
mistake and provides direction. 

T3 Tutor asking questions 
The teacher asks questions to guide 
the tutee. 

S1 Tutee practicing the VM 
The tutee practices with the VM 
independently.  

S2 Tutee solving problems with the VM 
The tutee operates the VM to solve 
the problems. 

S3 Tutee sharing and expressing ideas 
The tutee shares her/his experience 
and ideas with the tutor.  
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For content analysis, each interaction behavior was coded by three educational 
researchers. Coding the one-hour tutoring activities produced 134 codes. The value of 
the Kappa coefficient was .91 (p<.001), indicating that the data had very good inter-
rater reliability. Lag sequential analysis was used to explore whether significant tutor-
tutee interaction patterns existed [1]. The sequential analysis software Multiple 
Episode Protocol Analysis 4.10 (MEPA 4.10, http://edugate.fss.uu.nl/mepa/), 
designed by Gijsbert Erkens, was used in this study. 

The distribution of coded interaction behaviors during the one-hour tutoring 
activities is shown in Fig. 2. The results indicate that S2 (solving problems) was the 
most frequent behavior (n=35, 26.12%), followed by T1 (guidance: n=31, 23.13%) 
and S1 (practicing: n=24, 17.91%). The frequencies of the other three codes (T2, T3, 
and S3) were lower than the top three frequencies. S3 (sharing and expressing ideas) 
constituted only 8.21% of all interactional behaviors during the tutoring activities. It 
is worth noting that in the tutoring activities, the tutee rarely shared and expressed 
ideas, and the tutee tended to practice the VM (17.91%) or solve problems with the 
VM (26.12%). Also, T1 (guidance) was an important interaction behavior for the 
tutee, which was helpful for the tutee to learn during the tutoring activities. 

 

 

Fig. 2. Distribution of quantitative content analysis of interaction behaviors in the tutoring 
process 

The adjusted residual table of sequential analysis was then inferred (as shown in 
Table 2).  

Table 2. Adjusted residuals table of sequential analysis (lag=1) 

 T1 T2 T3 S1 S2 S3 
T1 -1.71 0.29 1.01 1.83 1.22 0.73 
T2  1.52 -2.08 0.56 1.96 2.47* 1.38 
T3 -0.67 -2.15 -2.20 0.36 0.24 2.28* 
S1  1.76 -3.62 -2.84 -0.98 3.55* 0.08 
S2  3.20* 1.87 1.42 1.27 -1.14 1.88 
S3 -1.26 -2.30 -3.05 -2.63 -1.92 -3.22 

    *p<0.05       
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The first case study found that the student’s behavior in practicing the VM was 
significantly followed by his behavior in solving problems with the VM (S1→S2). 
This result indicated that the tutee tended to practice before he began to solve 
problems. Also, it was found that the tutor’s correcting behaviors were significantly 
followed by the tutee’s behaviors of solving problems with the VM (T2→S2). This 
result indicated that the tutee tended to go to solve problems right after mistakes were 
corrected. The following excerpts of dialogue from the content analysis of the video 
demonstrate that the questions provided the opportunity for the tutee to explain the 
motivation behind his behavior. 

 
Tutor: There doesn’t seem to be enough blocks. Right? 
Tutee: Yes! 
Tutor What can we do? 
Tutee: We can borrow more blocks from the left! 
Tutor: Go ahead. 
(20111230-S3-1-T003) 
 
It is noteworthy that the sequence S2→T1 achieved significance (z=3.20, p<0.05), 

indicating that the tutor’s guidance followed the tutee’s problem-solving. To clarify 
the reason behind this behavior we interviewed the tutor and the tutee and found that 
the main reason is that the tutee needed the tutor’s guidance to solve the problem (22 
from the total of 35 cases). Furthermore, as indicated by the tutee, it was not easy for 
the tutee to learn the VM and then use it to solve the math problem without the tutor’s 
help. This sequence suggests that providing suitable support (such as giving a hint to 
the next step) helps the tutee learn to solve problems independently. However, the 
existing VM lacks design about guidance. This result motivates us to enhance the VM 
by incorporating new guidance features. 

4 Methodology of Phase 2: Enhancing the Virtual Manipulative 

According to the analysis of Phase 1, an enhanced VM is developed to improve the 
tutoring process. Phase 2 of this study uses the case-study method [18, 21], which is 
considered to be “an empirical inquiry that investigates a contemporary phenomenon 
within its real-life context, especially when the boundaries between phenomenon and 
context are not clearly evident” [32]. This means that a case study is an empirical and 
holistic inquiry that explores a social unit, a single instance, or a phenomenon within 
a natural setting [21]. Therefore, this approach is particularly appropriate for 
exploring the possible effects that the proposed diagnostic and remedial methods have 
on the tutoring sessions [18, 28]. 

One third-grade girl and a graduate student, different from those in Phase 1, 
participated in this case study during January 2012. The subject of this research is a 
third-grade student from an elementary school in Taichung, Taiwan. She was selected 
from a class which had eight students. The performance ranking of this child fell 
within the bottom 25% to 40%, according to the midterm assessment of the school. 
The selection criteria for the student included parental agreement to participate in this 
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study. It should be noted that students with distinct learning disabilities and/or 
evidence of violent behavior were excluded from this study.  

During the tutoring sessions, the tutor sat with the tutee in a separate area. Tutoring 
was conducted according to a concept of a “fresh start”, where the key was not 
students' previous knowledge but rather their willingness to think and keep an open 
mind about the material discussed. Sessions were usually guided by the virtual 
manipulatives. The procedure for this study is composed of five stages: 

• Preparation. In this stage, common misconceptions of third graders’ “subtraction” 
are collected according to related literature. Next, diagnostic items and remedial 
materials are designed and implemented in terms of these conceptions. In 
addition, test items for a pre-test are designed. 

• Case Selection. A misconception test is administered to the class as a pre-test. 
The students who are underachievers and willing to participate in this tutoring 
program are selected as the cases. The behavior of the selected cases is analyzed 
with respect to their performance in school and at home. 

• Misconception Diagnosis. Diagnostic tests are administered to the selected cases. 
The tutor interviews the tutee to identify their misconception. 

• Remedial Instruction. The tutor uses virtual manipulatives to conduct remedial 
instruction. 

• Evaluation. A misconception test is administered to the selected cases as a post-
test. Also, the tutor and the tutee are interviewed by the researcher to understand 
the effect of the proposed approach. 

The current study utilizes a case study to evaluate whether the proposed approach 
can correct subtraction misconceptions and what the cases’ perceptions are. A 
comparison of pre-test and post-test scores on the subtraction unit showed that this 
tutoring process could reduce misconceptions about subtraction concepts in both 
students. Three of the four misconceptions held by Student B were corrected. To 
further explore how the proposed approach benefited the tutee, the following sections 
present the results and discussions about the effects and limitations of this tutoring 
method. 

The tutoring process includes two steps: Diagnosis and Remedial Instruction. This 
section describes the tutoring process observed in the misconception diagnostic phase. 
In addition, the subsequent interview results are presented to show how the tutee 
benefited from the diagnostic method. For brevity, the following results and 
discussion focus on the unit “subtraction of three-digit numbers”. The items of pre-
test are designed to reflect misconceptions in the options. For example, an item has 
four options. One is the correct answer, and the other three represent three 
misconceptions.  

According to the pre-test results, the tutee fails in the unit of “subtraction of three-
digit numbers”. First, the tutor needs to verify that the tutee really has misconceptions 
in this unit. Hence, the tutor downloads a diagnostic item from the repository and 
helps the tutee to do it. In the first item, case A drags the option “156” to the answer 
area. In the second item, case A drags the option “233” to the answer area. These two 
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actions show that the tutee has the misconception of “using a large number to subtract 
a small number”.  

This section describes the tutoring processes observed in the remedial instruction 
phase. In the misconception diagnostic phase, the tutor found that the tutee has the 
misconception of “using a large number to subtract a small number”. Therefore, the 
tutor downloads an operational virtual manipulative about the concept of “borrowing” 
from the repository. Then the tutee practices it to conduct remedial instruction. This 
operational virtual manipulative guides the tutee to use the mouse to show the correct 
sequence for subtracting three-digit numbers. 

After the remedial instructions, the tutor asks the tutee to do another item: “502 – 
379 = ?” The tutee wrote the right process and answer. Seeing the tutee modify his 
answer in the process, the tutor asks, “Why did you replace 127 by 123?” The tutee 
answered, “I used to subtract the small number from the large number. But I 
immediately recall from the virtual manipulative that I should borrow from the higher 
digit. So I modify the answer. ” This interview illustrates that the tutee has corrected 
the misconception.  

The researcher interviewed the tutee to understand their perceptions about the 
proposed approach. For the diagnostic process, the tutee agreed that the process was 
helpful to identify her misconception. She reported, “The diagnostic tool can identify 
my misconception, and it is fun.” 

Regarding the remedial instruction phase, the tutee also agreed the virtual 
manipulatives are interesting. She said, “I think the interactive tool is like video 
games, which attracts me to learn mathematics.” In addition, the tutee thought the 
remedial approach can help her understand mathematic concepts. In the tutoring 
process, she felt focused. More important, mathematics seemed not to be as difficult 
as it usually was. That is, the tutee was more confident about learning mathematics.  

The remedial instruction proposed in this work was used to promote the learning 
performance of underachievers in mathematics. While the previous sections show 
how the proposed method works and its effectiveness, this section discusses why it 
works. First, the interview data revealed that the feature of “operational guidance” 
enhanced the learning experience. For example, Student A stated in the interview, 
“The virtual manipulative showed and pointed out to me the next step in the 
subtraction process, which makes it easy to understand and memorize”. Additionally, 
the misconception-based diagnostic test can help students identify their 
misconceptions. For example, Student B said, “The result of the diagnostic test is very 
helpful. I can learn what I really don’t understand”. Finally, the virtual manipulatives 
can improve students’ motivation. For example, Student A said in the interview, “I 
like the animation and the virtual manipulatives. When doing this, I don’t feel that 
learning is hard. ” 

Although the evaluation results showed that the two students corrected their 
misconceptions and that the designs of the proposed tutoring method could achieve 
their objectives, some limitations of this method were revealed from interview data 
and learning behaviors. For example, the tutors indicated that, for some 
misconceptions, the virtual manipulatives that are retrieved from the repository are 
not appropriate for the tutoring process. For example, the three existing virtual 
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manipulatives still could not help case A to understand some difficult concepts. This 
limitation can be improved by creating more educational virtual manipulatives for the 
repository. After the tutor has helped students to resolve most misconceptions, it 
would be possible for the underachievers to return to classes for formal instruction. 
Although the operational guide in the virtual manipulatives provided clear hints for 
helping students learn the correct procedures for subtraction by following the 
animation’s directions, the researcher found that, for some virtual manipulatives, 
Student B could not understand how representations from her manipulation results are 
related to the correct concepts of subtraction. This may have affected the student’s 
subsequent learning, and probably thus failed to correct the misconceptions. These 
problems should be considered in future work. 

5 Conclusion 

The pilot study reported in this paper focused on tutoring mathematics to low-
achieving students. It is well known from the literature that professional and 
paraprofessional tutoring both have very positive effects on students' achievements 
[16]. The novelty of the study is that nonprofessional tutoring can still provide a 
certain positive effect on students' achievements in elementary school mathematics.  

Although understanding and applying concepts of subtraction are essential 
abilities, students often have a number of misconceptions. This study proposed a two-
phase tutoring method, consisting of diagnosis followed by remediation, to eliminate 
misconceptions about the basic concept of subtraction. Two important elements were 
considered in the design and development of the proposed approach. One is the 
organization of virtual manipulatives based on a taxonomy of common 
misconceptions, which facilitates efficient retrieval of manipulatives. Another is the 
introduction of operational “virtual manipulatives” into the tutoring sessions, which 
makes the learning process interesting. The results of the evaluation indicate that 
students substantially reduced their misconceptions after the tutoring sessions.  
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Abstract. Development of an information system is a challenging task due to 
many of its unique and sensitive nature. As stakeholders, it is important for both 
managerial and technical counterparts to understand the challenges in  
information system development. This paper explores the efficiency of imple-
menting a simulation workshop on information system development in an in-
dustrial engineering class as well as report lesson leant from the industrial 
points of view. 
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1 Introduction 

Information systems have become a critical foundation for modern organizations. 
Indeed, technology can increase efficiency and effectiveness of virtually all business 
processes of a supply chain. Appropriate implementation and utilization of informa-
tion systems can yield major competitive edges. Yet, due to many unique characteris-
tics of information systems, the development could be challenging. Human factor is 
one of the most vulnerable issues in information system development [1][2][3][4]. 
Any forms of applications that can help improve mutual understanding of stakehold-
ers could well increase the chance of successful implementation [5]. 

The supply chain is a system of necessary elements that are involved in moving 
products or services from producers to consumers. This includes people, documents 
and processes [6]. Different type of business could have different supply chain ele-
ments and sequences. Basic implementation of information system in supply chain 
involves digitizing of documentation, information flows and all forms of machinery 
assistances. Higher precision, higher efficiency, scalability and lower lead-time are 
the most common benefits of information systems [7]. 
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Information systems can be classified into a few categories based on their com-
plexity and capability. The higher the competency they have, the more difficult they 
can be developed [8]. The most complete proprietary information system might not be 
as efficient as a small tailor-made application in certain business environment. 

It is reported that the success rate of information system implementation is interes-
tingly low. Despite of all modern technology, techniques and professional approaches, 
global information system projects struggle at approximately 50% chance of success 
[9]. Intangible parts of information systems, especially software, make the project 
progress extremely difficult to be tracked. Lack of understanding from management 
level is reported to be a critical factor for failure [10]. Various other issues, such as 
requirement creeps, communication gap, and user resistance, are some of the key 
challenges in information system development [10]. The more the stakeholders realize 
these constraints, the higher chance of success the projects have [11][12]. 

This paper reports a result of implementing Engineering Construction for Software 
Engineers (ECSE), an educational simulation on software/information system devel-
opment, in a class of graduate multi-cultural students. The second section of this pa-
per describes the challenges in information system development and the necessary of 
simulation. The third and fourth sections respectively discuss the research methodolo-
gy and discussion of the result. Finally, the fifth section concludes the paper. 

2 Information System Development and ECSE Simulation 

Information systems play critical roles in modern businesses. It supports both basic 
functions such as accounting and inventory and advance competitive activities such as 
forecasting and decision making. Major benefits of information systems involve in-
creased efficiency, higher accuracy, faster processing time, scalability and portability. 
Implementing an information system has become increasingly cheaper due to the 
advancement of computer technology. 

However, the development of an information system is challenging. During the 
past decade, it is reported that more than half of global information system projects 
neither achieved planned requirement, budget nor schedule [9]. Some of the projects 
were even cancelled before its completion. Several reasons are claimed to be the fac-
tors behind this unfortunate phenomenon. Examples of these issues include lack of 
executive support, lack of technical expertise and lack of user involvement. 

Information systems consist of two main components, hardware and software [13]. 
Installation of hardware and networking could be costly but not generally compli-
cated. This is however different on the software side. Due to its intangible form, plan-
ning and tracking of their progress can be challenging [14]. Unstable requirements, 
changes, technical difficulties and many more issues are also expectable in software 
projects. For example, everyone realizes that it is illogical to ask the engineers to add 
two more floors or make a large change on the structure of a half-finished building. In 
contrast, it is rather common that the stakeholder ask for more features during the 
implementation of a software project. In some cases, additional requirements are 
made during the acceptance or integration testing [15]. Some of these changes might 
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be completely different from the initial requirements. Proceeding without a strong 
understanding towards such characteristics could lead to numerous problems after-
wards. 

In educational level, simulations are frequently implemented in order to provide 
comprehensive insight to students [16]. There are several simulations that focus on 
system/software development processes [17][18][19][20]. However, most of them 
highlight technical side of the project and are suitable for skilled personnel. Engineer-
ing Construction for Software Engineers (ECSE) [21], however, is a system develop-
ment simulation that is designed to educate general participants on information  
system development from the technical perspective. Since no actual technical skills 
are needed, this workshop is suitable to any relevant stakeholders.  

In ECSE, the participants are to form a group of engineers who are responsible for 
constructing a toy house. Since the house is made from corrugated plastic board and 
common office materials, it is more similar to software than an actual house in the 
sense that every component can be swapped, changed or modified with some efforts. 
With regards to a number of changing specifications, only several features are deemed 
as “true requirements”. Within 90 minutes and given resources, the participants strive 
to make the product as close these “true requirements” as possible. Together with the 
introduction and debriefing, the total time required for the workshop is 150 minutes. 
Two main stakeholders, which are engineers and customers, are portrayed by the 
participants and instructors, respectively. Some of the main key learning points 
achieved from ECSE include: 

• Focusing on the objectives of the system – In information system development, the 
stakeholders need to mainly focus to the main objectives of the system rather than 
trivial features. For example, the key question the development team should ask the 
customer is what the main objective of this house is. Important issues such as func-
tion and usability must also be prioritized over cosmetics such as color and align-
ment. In real-life scenario, overlooking over this key point can ultimately lead to 
disaster. In ECSE, the “true requirements” represents these objectives. 

• Importance of communication – In information system development, where the 
product is largely intangible during the development, communication is critical for 
the success of the project. Frequent communication can efficiently help bridging 
the gaps of understanding between stakeholders. Design is a very important docu-
ment which can further clarify the requirements. Indeed, the longer time the team 
spends on discussing and working on the design of the main functions, the shorter 
time it needs to make changes to the product afterwards. 

• Unstable requirements – Changes are very common in information system devel-
opment. As long as the changes lead to better services of the system, the stakehold-
ers should not resist them. Certain development methodologies are more  
appropriate for continuous requirement change. One practical strategy for this 
workshop is to develop the system as modules and, similar to an aforementioned 
point, prioritize the development of the core features. In this way, when requested, 
the team needs to work on only parts of the product that is relevant to changes. 
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• Time management – Time is always an essential essence. Controlling the schedule 
in information system development could be more difficult than other engineering 
projects since it is usually difficult to measure the progress of parts of the system, 
notably the software. In order to manage time efficiently, the developer should 
break the system into small measurable modules and, obviously, prioritize the 
more important features. 

• Investment in appropriate tools – Two types of tools are available to be purchased 
in ECSE. Either of them is suitable for certain tasks but not for other. Since the 
tools are rather expensive, the participants are forced to plan ahead and decide ear-
lier what building strategy and techniques they use. Inadequate tools can result in 
severe delay and low quality products. 

3 Research Methodology 

This research implemented ECSE in “255766 Information Systems for Logistics” 
course for master of engineering in Logistics and Supply Chain Management, Faculty 
of Engineering, Chiang Mai University, Thailand. Eighteen students participated in 
this 150 minutes simulation. Among them, there were 13 Thai and 5 German students. 
Most of them did not have experience in information system development. Only a few 
of these students roughly participated as consultants in implementation of certain 
enterprise resource planning (ERP) packages. The students were divided into 4 groups 
of 4-5 persons. They were equally given development resources at the beginning of 
the workshop. The students were allowed to form their own team and this resulted in 
3 all-Thai and 1 all-German teams. The lecturer role-played as a customer who 
wanted a house but did not have much engineering knowledge and, without a clear 
guidance from the developers, could be confused by his own requirements. 

Four features were selected as the “true requirements” for this workshop. Firstly, 
the customer expected to open a grocery store at the ground floor. However, due to 
certain reasons, the customer did not clearly specify this objective in the beginning of 
the project. As a result, this requirement would be revealed only when the develop-
ment team asked for the main objectives of the house. Participants who did not ask 
such question would likely to be trapped in their common sense that they are building 
a general accommodation. The second “true requirement” was the requirement of a 
“hip roof”. The hip roof was the modern type of roof which each side slope down-
wards to the walls. This requirement imitated a scenario when the customer actually 
knows his needs but was unable to express accurately. Design documents could be-
come a major help for this learning point. Thirdly, a backdoor was selected as another 
“true requirement” in order to highlight the importance of simple mistake. Indeed, a 
back door is an essential part of a house due to safety reasons. However, it is highly 
possible that after being crowded with specifications, some of these critical founda-
tions could be overlooked. The final “true requirement” involved the number of 
floors. During the simulation, certain scenario happened to the customer. This caused 
two major changes of this specification during the workshop. For instance, the cus-
tomer stated the initial requirement that he wanted a three-floor house and changed to 
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two-floor during the last thirty minute of implementation. This forced a scenario of 
reusing and reassembling parts of the product that is another important strategy in 
information system development. 

After the activities, the students were asked to anonymously answer a set of ques-
tionnaire on their opinions towards the simulation. The results of this questionnaire 
are discussed in the next section. 

4 Results and Discussion 

Within the given time and resources, all groups of student completed the products. 
The German students won the simulation by achieving three “true requirements” 
while the other three Thai groups attain only half of them. Table 1 displays the final 
achievement of the participants. 

Table 1. Final achievement of the participants 

Team 
Requirements 

Grocery Hip Roof Backdoor Two floors 
#1 (Thai)   X X 
#2 (Thai)  X  X 
#3 (Thai)   X X 
#4 (German) X  X X 

 
Due to their lack of experiences in information system development, all teams na-

turally followed the classic Waterfall system development, i.e. they distinctively di-
vided the development into planning, designing, implementation and testing, and 
processed them in a sequential fashion. All teams attempted to communication with 
the customer using designs. However, all of these designs were 2-dimensional top 
view of each floor of the house. No perspective views of the finished house were 
illustrated to the customer. 

Based on observation, the German students were much more communicative than 
the Thais. They set up a meeting with the customer almost every 10-15 minutes, re-
sulting in 8 meetings throughout the simulation. Their questions to the customer 
ranged from decorative to structural and objective issues. This helped the German 
team to identify final floor specification as well as the most difficult hidden require-
ment, i.e. the needs of grocery space on the ground floor. The backdoor was installed 
based on a suggestion of a team member without any specification from the customer. 
On the other hand, the Thai teams spent significantly less time to the customer. One 
of them made only 3 contacts during the entire workshop. Yet, they all successfully 
finalized the floor requirement within the time limit. One of the team queried the cus-
tomer about the backdoor and accordingly implemented this feature while another 
team, similar to the Germans, installed the backdoor based on their member’s sugges-
tion. The fulfillment of the hip roof of the second team was actually done by chance, 
however. 
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After the simulation finished, the participants anonymously filled in the question-
naire. On a Likert scale of five where 3 means neutral, the enjoyability of this work-
shop are rated 3.78. The average score of 4.12 on appropriateness indicated that the 
students agreed that it is important for managerial stakeholders to understand the na-
ture of information system development. The participants gave an average score of 
3.78 when asked if this workshop gave them new knowledge on information system 
development. ECSE was scored 4.35 which is fairly high when being asked if it 
should be implemented for the next batch of students or not. Figure 1 summarizes 
feedbacks from the students. 

 

Fig. 1. Feedback of ECSE on a 5-scale Likert 

The students were asked to give their opinions on satisfactory and unlikeable parts 
of the workshop. According to the answers, the most satisfactory facet of ECSE was 
reported to be the designing of the product. Additionally, the fun of implementation 
was also signified as another positive element of the simulation. Other noteworthy 
addresses included the enjoyment of teamworking and communication. 

On the other hand, the participants commented that the workshop could be im-
proved if more time is given to the developers. They also complaint that the conti-
nuously changing requirements are disturbing. The final important suggestion in-
cluded the difficulty of finding the “true requirements”. 

When being asked for what new knowledge were gained from ECSE, the students 
revealed that this simulation made them realize the importance of the control of fluc-
tuate requirements. Furthermore, they indicated that they recognized the importance 
of communication, both internal and external. Some students added that the criticality 
of teamworking, planning process and decision making were highlighted. Others indi-
cated that they considerably experienced general challenges in information system 
development. 
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5 Conclusion 

Information system is a key element in modern businesses. However, development of 
an information system can be challenging. Realizing their unique characteristics is 
one of the promising success strategies. Indeed, it is a responsibility of all stakehold-
ers to make the project success. In order to increase chance of success, both  
managerial and technical counterparts need to realize unique challenges in informa-
tion system development. This research attempts to implement and investigate the 
efficiency of a workshop, ECSE, to the management side of the stakeholders. In 
ECSE, the participants imitate the activities in information system projects by build-
ing a house from corrugate plastic board and basic office equipment. Due to many 
characteristics of the materials, the participants are expected to experience several 
unique nature of information system development. 

Eighteen master students in Logistics and Supply Chain Management, Faculty of 
Engineering, Chiang Mai University participated the simulation. After spending 150 
minutes in ECSE, they successfully submitted their product. Although none of the 
teams were unable to fulfill all essential requirements, some of them managed to get 
the most difficult feature right. Afterward, the students anonymously evaluated the 
workshop. 

The evaluation of this case study revealed satisfying results. The high average 
score on appropriateness indicating that ECSE is suitable for any stakeholders. It 
gives the participants informative insights on key challenges of information system 
development while providing them teamworking and fun factors. As the materials can 
be easily purchased and the activities are not sophisticate, this workshop could be 
considered an option to transfer knowledge in information system development to any 
stakeholders. 
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Abstract. Environmental issues associated with industrial activities such as gas 
emissions and toxic chemicals waste caused the nature imbalance effects. 
Therefore, ISO14001 standard was introduced and employed globally. Previous 
studies related to ISO 14001 in Malaysia are focused at high technologies and 
construction sectors. Thus, this research aims to determine the correlation 
between ISO 14001 orientation factor and environmental management 
capability (EMC) of suppliers towards SMEs organizational performance. The 
surveys were distributed to various ISO 14001 certified furniture manufacturing 
companies registered under Federation of Malaysian Manufacturers in southern 
region of Malaysia. The data were collected among 70 respondents at the 
managerial and production level. Efficient production and EMC of suppliers’ 
factors are significantly correlated to organizational performance. Thus, 
companies are recommended to employed green supply chain practices and 
eco-efficiency production processes. This quantitative case study is important 
to SMEs in the specific area in order to provide knowledge on the impact of 
ISO14001 into production and operation. 

1 Introduction 

The importance of preserving the environment while increasing production requires a 
difficult balance to achieve. In Malaysia context, the government's response to the 
worldwide suggestion to implement sustainable production, environmental management 
systems play an important role. The implementation of ISO14001 Environmental 
Management System (EMS) has gained much interest by manufacturers due to the 
ability of minimizing environmental impact and simultaneously obtaining various 
benefits from the adoption (88% of the studies showed positive impact on 
organizational performance)[1]. Thus, it is vital for manufacturers to join in the 
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bandwagon because manufacturing sector has contributed 29.4% to Malaysia GDP 
index in year 2013[2] the second highest sector after the service sector. SMEs in general 
could contribute 70% of all industrial pollution [3]. Thus, improving the environmental 
performance of SMEs is vital, irrespective of their size and sector, because they are a 
crucial part of the enterprise society that collectively can contribute to sustainable 
development. 

As the demand for sustainable development in growth, there is only a few companies 
especially small manufacturing companies obtain ISO14001 certification. Among 
reasons often discussed in previous studies are the companies still doubtful with the 
impact of ISO on organizational overall performance and financial performance[1]. 
Based on ISO survey in 2011; in total, there were only 1,934 companies in Malaysia are 
accredited with ISO 14001 with total increment of 16% compared to 2010. This report 
implies increased awareness among companies in Malaysia on the importance of well-
organized environmental management systems. Nonetheless, there is a lack of study 
from southern area in Peninsular Malaysia specifically furniture industries. This study 
attempts to bridge the gap by identifying the effect of ISO14001 EMS implementation 
towards furniture industries organizational performance. In contrast with the study  
carried out by [4], previous study was conducted in Klang Valley. Meanwhile, the study 
focuses on office based furniture product. Hence, the need for this study is imperatively 
important. Additionally, the number of companies in the furniture sector with ISO 
14001 accreditation is very low when compared with the major furniture exporter such 
as Europe. Therefore, the next section discusses some issues and awareness of the 
importance of EMS among furniture manufacturers in Malaysia. 

1.1 Malaysia Furniture Industry 

The Malaysian furniture industry today has transformed into a technologically 
advanced multi-billion ringgit industry from a traditional, domestic cottage-based 
production in the beginning years in 1980s. With the furniture industry’s adoption of 
high technology production manufacturing capabilities coupled with greater emphasis 
on design, market expansion and aggressive promotional efforts, the Malaysian 
furniture industry has the potential to increase exports for a bigger global market 
share. The furniture industry is highly export-oriented with more than half of its 
production are destined for overseas market which accounted 3% value of global 
exports. In 2013 for instance, Malaysia exported RM7.4 billion worth of furniture. 
Malaysia ranked as the eighth largest exporter of furniture in the world and third in 
Asia with the exports destined to more than 180 countries. According to Malaysian 
Timber Corporation, in 2012, Malaysia exports more than RM2.0 million worth of 
furniture to United State with wooden furniture were recorded as the highest exported 
furniture. Besides these traditional markets, Malaysian furniture has also gained 
access to the markets in Russia, New Zealand, South America, Middle East and 
Africa. 

Furniture manufacturing has been receptive to management tools that could 
increase productivity. According to [4] factors that hinder implementation of ISO 
14001 among SMEs in Malaysia is due to a very high cost, lack of customer demand, 
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lack of government incentives and lack of experts to implement and maintain the 
system. This is also supported by the varied demands by different market segments. 
However, with the country's MyHijau agenda and the need for companies to provide 
eco-friendly product resulted in companies adopting environmental management 
systems. Most of the companies implement ISO 14001 on regulation bases as 
required by the parent company. Companies usually adhere to the EMS because the 
requirements and policies set forth by the parent company and not done on a 
voluntary basis. The implementation of ISO 14001 in improving the environmental 
performance of SMEs is vital for the survival irrespective of their size and sector 
because SMEs are the enterprise society that collectively can contribute to sustainable 
development. ISO14001 can be applied to businesses of all sizes and shapes. As for 
SMEs, the benefits of using ISO standards include opening up of export markets, 
increased efficiency, and increased credibility as well as confidence. Research done 
by [5] supported that ISO14001 EMS implementation has make improvement on the 
Malaysian SMEs performance. In the context of this study, the concentration is  
the Southern region SMEs. Based on SME Corporation Malaysia, it is recorded that 
there are 4804 SMEs in Johor area with 3201 companies of the total number are 
manufacturing companies while 1603 are from service sector. To further minimize the 
scope of research, the focus is mainly concentrated on furniture manufacturing 
industry. According to Federation of Malaysian Manufacturers (FMM) 2012, there 
only 82 companies certified with ISO14001 in southern area in which only 5 
companies from Kluang and 6 companies from Batu Pahat have obtained ISO14001 
certification. 

Although a number of studies had proven that ISO14001 certification shows a 
positive impact on company’s performance, organizations are still contemplating and 
argue about the impact of ISO14001 on environmental situation [6] as well as firm’s 
performance, one of the reason is because the deployment of ISO14001 standard is 
diffused in a different way across the globe. Furthermore, there is no international 
standard guideline to cope with the diverse environmental policies in various 
countries. ISO14001 concentrates more on the processes neglecting to establish 
performance standard to measure actual impact [7].  

Nowadays in Malaysia, consumers are increasingly concern about the 
environmental friendly products or services in the marketplace. Consequently, it 
becomes a trend to take part in the bandwagon of implementing environmental 
management system such as ISO14001 in the business in order to stay competitive in 
current market. Despite the fact that, [8] argued the ISO14000 principle only provides 
framework to improve environment performance within the firm’s operation 
boundaries instead of through the supply chain. Additionally, [9] reinforced that 
organization often concentrates merely on the issues within the organization but 
neglected the negative spill-over effects from the poor environmental performance of 
its supply chain partners. Managers realized a large and growing amount of 
environmental risk can be found in company’s supply chain, particularly from small-
and medium-sized enterprise (SME) suppliers [10]. Furthermore, community 
stakeholders rarely discern between an organization and supplier’s poor 
environmental practices [11]. From the literatures, it is clearly seen that there is a lack 
of concern about the environmental management capability (EMC) of suppliers. 
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Hence, an international guideline is suggested to be executed universally in order 
to solve orientation problem. While, firms are encouraged to put more attention on 
EMC of suppliers such as green purchasing in order to enhance environmental 
performance throughout the supply chain by working with high level EMC of 
suppliers. Because purchasing is at the beginning of a green supply chain, a firm’s 
environmental efforts cannot be successful without integrating environmental goals 
into purchasing activities [12]. This study attempts to answer two questions as 
follows; what is the impact of ISO14001 orientation and EMC of suppliers’ factors 
towards organizational performance? The selections of factors are based on the 
significant results of previous studies in environmental management. Therefore, this 
study is vital to SMEs of furniture manufacturing industry in Malaysia in order to 
better implement environmental system to their production and operation. Moreover, 
academicians have additional knowledge on the relationship of orientation factors and 
EMC of suppliers towards organizational performance. Thus, it can be a foundation 
for further study on how orientation factors and EMC of suppliers could be enhanced 
to improve organizational performance. 

2 Malaysian Standards (MS) ISO 14001:2004 

ISO 14000 is an environmental management system standard, environmental 
auditing, labeling, environmental performance evaluation and life cycle analysis. ISO 
14001 comprises four general areas: EMS, auditing, performance evaluation, labeling, 
life cycle assessment, and product standards [13].  The standards are divided into two 
general categories; organizational evaluation and product. It is a voluntary standard 
that intended to be used worldwide as a catalyst for create a favorable global 
environment and to improve the business and international trade. When implemented, 
it is expected to be able to standardize environmental control efforts in every country 
in form a global framework. These standards should be practical, useful and can be 
used by all organizations regardless the firm’s size. In context of this study, the 
concentrate is MS ISO 14001:2004 Environmental Management System (EMS) 
because it is one of the most popular standard in Malaysia. This standard enables 
businesses of any sizes and sectors around the world to continuously minimize 
negative impact towards environment. A framework is provided for a company’s 
environmental policy, plans and actions in its production activities, products or 
services. However, the company is required to commit to continual improvement and 
compliance with the applicable environmental legislation and regulations.  

2.1 Organizational Performance 

Organizational performance is the dependent variable (DV) in this study which is also 
the main concentrations of our findings. It is an analysis of a company’s performance 
as compared to goals and objectives. Verweire & Berghe [14] defined organizational 
performance in terms of the value that an organization creates using its productive 
assets in comparison with the value that the owners of these assets expect to obtain. 
Organizational performance is always been the dependent variable of interest for 
researchers in any area of management to evaluate organizations, actions and 
environments [15]. In recent years, organizational performance is being measured by 
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large and small companies in various dimensions specifically in financial and non-
financial performance [16]. Generally, financial performance refers to financial 
results of a company in monetary terms such as return on investment (ROI) and return 
on assets (ROA), while non-financial performance measures how well a company 
performs that is not in expressed in monetary units such as customer satisfaction and 
employee satisfaction. In the context of this study, only nonfinancial performance is 
discussed due to some constraints such as limited time to collect data and 
confidentiality of financial information.  

2.2 Orientation Factor 

In this research, orientation factor which is also one of the independent variables (IV) 
bring the meaning that how is the company oriented towards the implementation of 
ISO14001. Ann et al. [6] supported that company must committed to the plan of 
action on environmental management which indicates what the company is going to 
do, how it is going to go about doing it, and when it is to be done. The orientation 
factor is measured by previous scholars in multi-dimensional perspective. They 
perceived orientation factor as a combination of various elements such as waste 
management, product quality, and efficient production. According to [17], adoption of 
waste management was more prevalent to be described as cost-reducing practices. 
Besides, [18] supported that development of systematic approach for improving 
environmental performances resulted in an improvement of product quality. Dües et 
al. [19] stated in their research that green practices would also improve efficiency in 
the production process and could achieve better leaner results than those companies 
which do not. Therefore, these factors are investigated in this research in order to find 
out whether they influence organizational performance in terms of non-financial 
performance after the implementation of ISO14001. 

2.3 Environmental Management Capabilities of Suppliers Factor 

The concept of environmental management capabilities (EMC) is concerned with 
conserving natural capital, whereby firms reduce their environmental impact by such 
means as reducing waste in operations, using renewable inputs, and continuously 
improving their operations to sustain yield with minimum adverse impact to the 
environment [20]. EMC of suppliers is about suppliers’ ability to perform business 
activities and respond to their buying firms in an environmentally friendly manner 
while attaining financial gains [21]. Based on [22], it is insufficient to focus intensely 
on improving the environment while sppliers provide harmful materials. EMC of 
suppliers is important to the implementation of green practices because 87% of 
customers would accuse firms of environmental negligence when their suppliers are 
environmentally irresponsible, e.g., use harmful chemicals, and refuse product 
recycling [21]. Corporate image and reputation will be affected because of the 
careless made by their suppliers.  Wong et al. [21] further support that negligent  
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behaviors of suppliers can devastate the green practice of their downstream partners. 
Therefore, this study intends to find out the relationship between EMC of suppliers 
towards organizational performance. 

3 Methodology 

The aim of this study is to identify the relationship between orientation factors and 
EMC of suppliers factors toward organizational performance among furniture 
manufacturers in Southern region of Malaysia. Data collection for this study was 
collected using cross-sectional survey design. The survey based approach allowed the 
research team to collect data pertaining to the attitudes of the respondents towards 
environmental business activities and their plant’s environmental management 
system. The survey was also used to identify the most influential factors that impact 
organizational performance. The sampling technique used in the research is purposive 
sampling in which researchers select subjects who are judged to be the representatives 
of the population [23] based on some criterions. The questionnaire consists of four 
sections which are demographic of respondents, orientation factors with 14 items and 
EMC of suppliers with 5 items towards organizational performance.  

In this research, selected respondents are among top management, quality 
assurance staff and knowledgeable in the area of ISO14001 standard. The reason is 
because employees from basic level might not have the information about company’s 
performance and they might not have deep understanding about ISO14001 standard 
that is applied in their companies [13]. A total of 110 questionnaires were self 
administered to the respondents. With a close follow up by telephone call, email, first 
reminder letter and personally meet up with the respondent to hand in the 
questionnaires, 70 completed questionnaires was received. The usable response rate is 
approximately 42%. The response rate is deemed to be exceptionally good as 
responses expected from mail survey are usually low [24]. The response rate of the 
study is considered to be good when comparing to other similar studies from previous 
research (47.4-57.7% response rate).  

The developed survey has undergone pre-testing phase prior the distribution. Pre-
testing of questionnaire is carried out to improve the readability and understandability 
of the target respondents [25]. According to [26] there are three of the methods that 
are used to pretest questionnaires: cognitive interviewing, respondent debriefing, and 
behavior coding of respondent/interviewer interaction. For the purpose of this study, 
the authors employed respondent’s debriefing method. Respondent debriefing is 
incorporated into the actual data collection method of the survey. It can be included as 
part of a survey pretest, to provide input for revision for the production survey, or it 
can be included in the actual survey to provide input for the next administration of a 
continuing survey. In this research, 5 experts from the related area of the topic had 
been invited to participate in this questionnaire pretesting. Once the process is 
complete, the improved questionnaires were distributed to the appropriate respondent. 
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3.1 Conceptual Framework and Hypotheses 

A conceptual framework in Fig. 1 is formed based on the literature review discussed in 
problem statement and literature. In addition, these hypotheses are generated to answer 
the two identified research questions. Total 12 hypotheses were developed in the study. 
 

 
 

 
 
 
 
  
 
 
 
 
 
 

Fig. 1. Conceptual Framework 

To understand the relationship of each ISO 14001 on furniture companies’ 
performance, the following hypotheses were set up to be tested. Based on the 
literature review, these hypotheses will be stated based on a numbering system from 
H1 until H4. This style of hypotheses statement was chosen due to the nature of 
answering hypotheses using multivariate data analysis. The respondents were then 
asked to access their firm’s systems using a five-point scale (0 = strongly disagree; 5 
= strongly agree). A five-point scale has been widely used in research studies, as this 
Likert scale is designed to examine how strongly respondents agree or disagree with 
statements in questionnaire. The developed hypotheses are; 

 
H1a : Waste management has positive relationship with firm quality. 

H1b :  Waste management has positive relationship with customer satisfaction. 

H1c : Waste management has positive relationship with employee satisfaction. 

H2a :  Quality of product has positive relationship with firm quality. 

H2b : Quality of product has positive relationship with customer satisfaction. 

H2c :  Quality of product has positive relationship with employee satisfaction. 

H3a : Efficient production has positive relationship with firm quality. 

H3b :  Efficient production has positive relationship with customer satisfaction. 

H3c : Efficient production has positive relationship with employee satisfaction. 

H4a :  EMC of suppliers has positive relationship with firm quality. 

H4b : EMC of suppliers has positive relationship with customer satisfaction. 

H4c :  EMC of suppliers has positive relationship with employee satisfaction. 

a. Waste Management 

b. Product Quality 

c. Efficient Production 

Orientation Factor 

EMC of Suppliers 

Organizational Performance  
(Non-financial performance) 

H1 

 H2 

a. Firm Quality

b. Customer Satisfaction

c. Employee Satisfaction

 H3 

 H4 
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3.2 Data Collection Instrument and Measurement 

In the study each item measured were adopted from previous studies in related area. 
Table 1. until Table 3. exhibits the complete measurement items of dependent and 
independent variables. 

Table 1. Organizational Performance Item Measurement and data type  

No Variables No. Items Sources 
Data 

Categories 
1. Firm Quality (1) Produce effective products. Adopted from 

[27] 
Data type: 

Scale 
 

Data scaling: 
Five-point 

Likert Scale 

(2) Improve of products 
manufacturing formulas. 
(3) Produce consistent products 
with low defect rate. 
(4) Produce durable products with 
long expiration dates. 
(5) Gaining new technology. 

(6) Gaining new expertise. 

(7) Provide better service quality 
compared to competitors. 
(8) Gaining good reputations. 

2. 
 

Customer 
Satisfaction 

(1) Customers are always satisfied 
with products. 

Adopted from 
[28] 

Data type: 
Scale 

 
Data scaling: 

Five-point 
Likert Scale 

(2) Purchase frequency of 
customers has increased. 
(3) The number of customer 
complaints has decreased. 

3. Employee 
Satisfaction 

(1) Employees are satisfied with 
the implementation of ISO14001 
standard. 

Adopted from 
[27] 

Data type: 
Scale 

 
Data scaling: 

Five-point 
Likert Scale 

  (2) Low employee absenteeism. 

(3) Low employee turnover. 
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Table 2. Measurement Items of Orientation Factor (IV1) 

No Variables No. Items Sources 
Data 

Categories 
1. 
 
 
 
 
 

Waste 
Management 

 
 
 
 

(1) Dispose of hazardous waste 
appropriately 

Adapted from 
[29] 

 
 

 

Data type: 
Scale 

Data scaling: 
Five-point 

Likert Scale 
 (2) Have a recycling program  

(3) Use re-usable packaging  
(4) Minimize product packaging  
(5) Set measurable targets for waste 
reduction 

 

(6) Take back packaging  
(7) Take back end-of-life products  

2. 
 

Product 
Quality 

(1) Use non-hazardous materials Adapted from 
[17] 

Data type: 
Scale 

 
Data scaling: 

Five-point 
Likert Scale 

(2) Design products to be easy to 
repair and/or last longer 
(3) Design products to be easy  to 
disassemble and/or recycle 
(4) Replace virgin materials with 
recycled materials 

3. Efficient 
production 

(1) Application of high-technology 
equipment to reduce waste and energy 
consumption 

Adapted from 
[4] 

Data type: 
Scale 

 
Data scaling: 

Five-point 
Likert Scale 

  (2) Production planning and control 
focused on optimization and 
maximizing use of resource 
(3) Processing methods focused on 
waste, pollutants and energy reduction

 

Table 3. Measurement items of EMC of suppliers (IV2) 

No Variables No. Items Sources 
Data 

Categories 
1. EMC of 

supplier 
(1) Company’s suppliers are 
ISO14001 certified. 

Adopted from 
[21] 

Data type: 
Scale 

 
Data scaling: 

Five-point 
Likert Scale 

(2) Second-tier supplier 
environmental evaluations are 
conducted by suppliers. 
(3) Suppliers are able to provide 
ecological proof of their products. 
(4) Specific environmental 
management guidelines are 
provided to upstream suppliers. 
(5) Suppliers cooperate with 
company to reduce environmental 
impact in the manufacturing 
processes. 
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4 Data Analysis and Results 

4.1 Demographic Profiles 

Demographics information provides data about the respondents and it is essential to 
determine whether the individuals in a particular study are the representative sample of 
the target population in order to generalize the research. The first question for 
demographic is job position whereby majority of the respondents are managers which 
constituted to 45.71%. Besides that, 41.43% of the respondents have been working in 
the organization for 1 to 5 years while 48.57% of the respondents have been taking their 
current position for 1 to 5 years. The result shows that on average the companies have 
been established for more than 10 years. Most of the companies have been operated 
from 20 to 29 years. In terms of number of staff, 37.14% of the companies involved 
have a number of employees between 151-200 employees. This result indicates more 
medium enterprises adopt ISO14001 standard compare to small enterprises.  

There are a total of 15 companies involved in this research. Majority of the 
respondents, which contributed to 71.43% of the overall percentage, claimed that  
the export number of product per year is approximately more than 50,000. As for the 
market penetration, 81.43% of the respondents answered that their companies enter 1 
to 5 new markets in a year. Furthermore, 71.43% of them perceived that the growth in 
export has become much higher after deploying ISO14001 standard. Lastly, 72.86% 
of the respondents stated that the improvement of productivity has been higher after 
the adoption of ISO14001 standard.  

4.2 Reliability Test 

Reliability of a measuring instrument is defined as its ability to provide similar results 
in repetitive measurements under identical conditions. Cronbach’s coefficient alpha is 
used to measure internal consistency of the scale whereby the coefficient values 
indicate the average correlation among all of the items that make up the scale. The 
higher the values of Cronbach’s alpha, the greater is the reability of scale [30]. 
According to [31], 0.6 is the common threshold for sufficient values of Cronbach’s 
alpha. The results appear to be all of the variables are reliable with Cronbach’s alpha 
greater than 0.6. Table 4. below displays the reliability statistics for each variable. 

Table 4. Reliability Statistics 

Constructs Cronbach's Alpha (α) N of Items 
No. of Item 

Deleted 

Waste Management 0.726 7 None 

Product Quality 0.863 4 None 

Efficient Production 0.843 3 None 

EMC of Suppliers 0.779 5 None 

Firm Quality 0.854 8 None 

Customer Satisfaction 0.724 3 None 

Employee Satisfaction 0.830 3 None 
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4.3 Descriptive Statistics and Hypotheses Testing 

The “Mean” obtained from SPSS gives the average score of their responses for each of 
the items that they answered [32]. Whereas, standard deviation is used to measure the 
dispersion of the data in which how close the entire set of data is to the average value. 
The lower the value of standard deviation, the closer is the data to the average value. The 
majority of the items obtained high mean score. The results here provide an indication 
that respondents do perceive there are benefits to certification as also reported by [6, 33]. 
Besides that, the values of standard deviation ranged from 0.721 to 1.227 indicate a 
general consensus amongst the respondents. Similarly, majority of EMC of achieved 
high mean score. In addition, the standard deviation is only slightly different with the 
range of 0.679 to 0.728. Additionally, respondents agreed with all the elements in non-
financial performance, thus, a high mean score is achieved. The value of standard 
deviation that is ranging from 0.647 to 0.845 shows the data points are closely distributed 
around the mean. To conclude, the data points are clustered closely to the mean.  

Kolmogorov-Smirnov is used in this research because the dataset for this research 
is 77 [34] which are more than 50 elements. For sample size less than 50, Shapiro-
Wilk test is more appropriate [35] because Shapiro-Wilk test will rejects the 
hypothesis that data is normal when the sample size is equal to 40. If p value of 
Kolmogorov-Smirnov is greater than 0.05, null hypothesis is accepted and the data is 
assumed to be approximately normally distributed. On the other hand, if p value is 
less than 0.05, the null hypothesis is rejected and the data is said to be deviated from  
 

Table 5. Results of Hypotheses Tests 

 Hypothesis Correlation 
Coefficient Inference 

H1a 
Waste management has positive relationship with firm 
quality. 0.075 rejected 

H1b 
Waste management has positive relationship with 
customer satisfaction. -0.099 rejected 

H1c 
Waste management has positive relationship with 
employee satisfaction. 

-0.011 rejected 

H2a 
Quality of product has positive relationship with firm 
quality. 0.128 rejected 

H2b Quality of product has positive relationship with 
customer satisfaction. 

0.063 rejected 
 

H2c 
Quality of product has positive relationship with 
employee satisfaction. -0.119 rejected 

H3a 
Efficient production has positive relationship with firm 
quality. 0.651 accepted 

H3b 
Efficient production has positive relationship with 
customer satisfaction. 0.563 accepted 

H3c 
Efficient production has positive relationship with 
employee satisfaction. 

0.535 accepted 

H4a 
EMC of suppliers has positive relationship with firm 
quality.

0.661 accepted 

H4b 
EMC of suppliers has positive relationship with customer 
satisfaction. 0.561 accepted 

H4c 
EMC of suppliers has positive relationship with 
employee satisfaction. 0.571 accepted 
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the normal distribution [36]. In the study, all six constructs are not normal. Thus the 
data is not distributed normally. Hence, the study employed non-parametric analysis 
for hypotheses testing. Table 6. shows hypotheses testing results.  

5 Discussions and Conclusion 

This research study has been conducted to determine the relationship between the 
independent variables (orientation factors of ISO14001 and environmental management 
capability (EMC) of suppliers) and dependent variable (organizational performance).  

The results obtained from previous chapter showed that not all of the factors are 
significantly affected the organizational performance specifically on firm’s quality, 
customer satisfaction as well as employee satisfaction. The effect of waste 
management on firm quality, customer satisfaction, and employee satisfaction were 
found to be insignificant (correlation coefficient = 0.075, -0.099, -0.011, p > 0.05). 
Based on the collected questionnaires, majority of the companies in the research areas 
do not emphasis on waste management in their production and operation. As a result, 
there is no relationship between the variables.  

The effect of product quality on firm quality, customer satisfaction, and employee 
satisfaction was found to be insignificant (correlation coefficient = 0.128, 0.063, -
0.119, p > 0.05). This proved that product quality is less important by the companies 
involved. Majority of the companies do not design their products to be easily repaired 
and last longer. Besides that, they rarely focus on replacing original materials with 
recycled materials. This finding is supported by the study of [6] which has stated that 
quality of products ware not significantly related to firm’s performance.  

The effect of efficient production on firm quality, customer satisfaction and 
employee satisfaction was found to be significant (correlation coefficient =0.651, 
0.563, 0.535, p < 0.01). According to [4], adoption of environmental management 
practices has contributed to a more cost-efficient production process that ensure built 
in quality while at the same time maximize the use of resources, reduce waste and 
energy consumption. Based on the results, efficient production does have a positive 
relationship with nonfinancial performance of a company. 

The effect of EMC of suppliers on organizational performance was found to be 
significant (correlation coefficient = 0.661, 0.561, 0.571, p < 0.01). Based on the data in 
Chapter 4, companies’ suppliers are said to have strong EMC. Consequently, when EMC 
of suppliers is strong, it produces a better firm quality. Study carried out by [21] provided 
evidence about suppliers with high EMC can bring positive impact on financial 
performance of a company. While, the results of this research show that EMC of 
suppliers is the most influential factor that affect nonfinancial performance of a company. 

From the data above, it is clear that EMC of suppliers has the highest coefficicient 
for the effect on organizational performance. In another words, EMC of suppliers is 
the most significant factor that impact organizational performance. Based on the 
research, EMC of suppliers is obviously an essential factor to the application of 
ISO14001 in order to provide nonhazardous materials to the company and indirectly 
improve organizational performance. The second influential factor is efficient 
production in which green practices on the production process would improve 
organizational performance of a company.  

In conclusion, this research attempts to identify the impacts of ISO14001 towards 
organizational performance with respect to orientation factors and EMC of suppliers. 
In this quantitative research study, data is collected by distributing survey 
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questionnaires to targeted population. Data analysis was then being carried out. 
Reliability test was conducted to test on the data before analysing the postulated 
hypotheses. Next, the hypothese were tested with bivariate approach and Shapiro-
Wilk correlation coefficient by using SPSS software. The results showed that only 3 
out of 9 of the hypothses in orientation factors which is efficient production (H3a, H3b, 
H3c) as well as EMC of suppliers (H4a, H4b, H4c) were found to be significantly 
supported. Last but not least, this research could be improved by expand the 
population to have more sample in order to obtain a more dependable results. This 
research study is expected to assist SMEs in Johor area in order to better implement 
ISO14001 standard into their production and operation. 
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Abstract. Frontline service workers provide service to customers on behalf of 
the organization. Many recent studies have confirmed that customer service 
performances are positively linked with customer’s feelings. Frontline service 
workers in contact with customers have to conceal their true emotions while at 
work, instead displaying emotions appropriate to those required by the 
organization. However, the everyday emotions of members in the organization 
affect individual behavior. The display of day-to-day behavior by frontline 
service workers may be influenced by personal emotions. This study is thus 
designed as a longitudinal study to observe the effect of daily emotional 
variations on the emotional labor of service personnel. 

1 Introduction 

Frontline service workers provide service to customers on behalf of the organization. 
Many recent studies have confirmed that customer service performances are 
positively linked with customer’s feelings (Spencer & Rupp, 2009). Thus, 
organizations are increasingly attentive to the behaviors and conversations between 
service providers and customers to create positive and memorable affects in every 
consumer experience. Frontline service workers in contact with customers have to 
conceal their true emotions while at work, instead displaying emotions appropriate to 
those required by the organization (Hochschild, 1983). The need to display 
appropriate emotions in public in accordance with company requirements is termed 
“emotional labor.”  

However, the everyday emotions of members in the organization affect individual 
behavior (Ashforth & Humphrey, 1995). The display of day-to-day behavior by 
frontline service workers may be influenced by personal emotions. During the 
empirical study on affective events theory (AET), Grandey, Tam, and Brauburger 
(2004) discovered that the positive and negative affects of employees will be reflected 
in individual work behavior and attitude.  

The AET indicates that the employee emotions can be influenced by certain events, 
which in turn influence the display of personal behavior. Thus, the various events or 
contextual factors which the frontline service workers experience every day can 
influence personal positive or negative affect. This further causes different strategies 
to be adopted when facing the appropriate display of emotions as required by 
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organizational regulations. However, relatively few studies have explored the day-to-
day variability in the emotional levels of frontline service workers and the variations 
in service behavior caused by the emotional labor involved. This study is thus 
designed as a longitudinal study to observe the effect of daily emotional variations on 
the emotional labor of service workers. 

2 Design/Methodology/Approach 

This study observed the influence of day-to-day emotional states on behavior, which 
required the subjects to record their emotions and behavior on a daily basis. 
Information was gathered via online questionnaire during the recording period. The 
research topic and methodology were explained before the tests. The subjects were 
asked to record their emotional states and behaviors over 25 working days in detail 
using a method referred to the research design of Yang and Diefendorff (2009), and 
the questionnaire was distributed online. An email was sent to each subject at 4 pm 
every day to remind them to fill out the questionnaires. To prevent the subjects from 
filling in the records in the morning and thus creating bias, the online questionnaire 
system remained closed before 4 pm each day. Even if a subject had missed a day or 
two of records, they were encouraged to continue participating in the study. If the 
completed day-to-day records of an individual totaled fewer than 10 working days, 
the records were omitted from further analysis. 

We used convenience sampling and invited frontline workers of the service 
industry to participate in this study. We also ask the supervisors of the study subjects 
to fill in information on customer-oriented behavior to avoid common method 
variance. The results included 124 effective subjects after removal of those 
individuals who had recorded fewer than 10 working days of available data. A total of 
3,261 day-to-day records were collected. Among the subjects included in the final 
analysis, 76 were male (61.3 %), and 48 were female (38.7 %). Eighty-four of them 
had experiences in sales, with 4.1 years of experience on average (ranging between 
one month and 25.9 years). Regarding education levels, 32.5 % had a high school 
level education or below, 39.8 % had graduated from vocational schools, and 37.7 % 
held university or advanced degrees. 

3 Findings 

This longitudinal study explores the relationship between the positive and negative 
affects of the individual and the emotional labor strategy adopted, and incorporates 
the moderating effect from self-monitoring. After a period of tracking, the 
relationship between emotional labor strategies and work customer orientation 
behavior are explored. The major findings and the implications are discussed as 
follows: first, day-to-day emotional changes affect the emotional labor strategy. When 
negative affect is higher on a particular day, service workers will “put-on” a mask to 
disguise their emotions to match the expectations and requirements placed upon them 
by the environment (adopting the surface acting strategy). Less cognitive changes 
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occur to make internal feelings congruent with the external environmental demands 
on emotion (adopting the deep acting strategy). On days when the positive affect of 
frontline service workers is higher, it is easier for them to see things in an enthusiastic 
and positive manner. Thus, it is easier for them bring their internal feelings in line 
with external expressions by conscious control, and sincerely display the emotional 
requirements enforced by the organization (adopting the deep acting strategy). 

Second, self-monitoring characteristics moderate the relationships between 
negative affect and emotional labor. When an individual experiences negative affect, 
higher levels of fear, anxiety, and stress are sensed. Thus, it is more difficult for 
individuals to convert their true feelings in the face of organizational requirements for 
emotional displays through the emotional regulation process. One is able to satisfy the 
organizational requirements only through surface acting. However, if an individual 
possess a higher level of self-monitoring, he or she would be more concerned about 
the appropriateness of their behavior in the social context. Thus, compared to those 
with lower self-monitoring, individuals who are highly self-monitoring are able to 
sense environmental demands and expectations. If personal affect is negative at this 
moment, the individual will still strive to moderate his or her emotional cognition so 
that internal feelings become congruent with external environmental demands, which 
indicates a higher level of deep acting. 

Third, in the long run, deep acting is beneficial to work customer orientation 
behavior. When an employee adopts the deep acting strategy, he or she is able to 
more sincerely accord with the required display of emotions, which helps generate 
customer-oriented behavior and increase individual job performance. 

4 Research Implications and Limitations 

With the arrival of service economy, frontline service workers affect the overall 
impression of customers toward the organization. Such emotional experiences 
determine customer retention and impacts organizational performance. Thus, frontline 
service workers occupy a critical role in the age of the service economy (Rafaeli, 
1989). Day-to-day emotional regulation is dynamically affected by affective states. 
This places more importance on the emotional management of frontline service 
workers. The behavioral school belief that “happy employees bring higher 
productivity” has been constantly questioned in the field of Industrial Organizational 
(IO) psychology (Kaplan et al., 2009). However, this perspective seems to be even 
more strongly grounded in the age of the service economy. The results of this study 
show that the positive or negative affect of frontline service workers influences 
emotional labor strategy, which affects personal well-being in the long run. 
Consequently, making employees happy seems to be another focal point of 
management in the age of the service economy. 

From the viewpoint of organizational management, however, “making employees 
happy” and “emotional management training for employees” appear to consume more 
resources from the organization. The results from this study show that service 
businesses can first screen for workers with higher self-monitoring during the hiring 
process, which helps in moderating the relationship between the negative affect of 
employees and deep acting. When under higher negative affect, the levels of deep 
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acting of those who are highly self-monitoring are still higher than those with low 
self-monitoring. Over extended periods of time, this bolsters personal well-being and 
organizational performance. Thus, “self-monitoring” should be included as one of the 
key factors during the hiring process of service industry workers. 

This study has limitations in methods and context as follows. First, AET illustrate 
that the affective state is influenced by affective events. We did not include 
considerations for affective cues in this study, which is a limitation. We recommend 
that future studies include emotional cues to completely validate the AET and the 
emotional regulation process. Second, samples for this empirical study mostly come 
from frontline service workers from the finance, telecom, and funeral services 
industries. It remains to be seen whether these results can be generalized over all 
types of service industry, such as department store sales, food and beverages, and 
medical services. We recommend that future studies enlarge their sample size and 
conduct longitudinal studies on units with different organization types. Third, self-
monitoring was the only moderating factor used to explore the relationship between 
positive and negative affect and emotional labor. However, other moderating factors 
may exist, such as emotional intelligence and stress. Even environmental factors such 
as supervisor support, coworker support, and organizational/unit service atmosphere 
may generate moderating effects (Grizzle et al., 2009). We suggest that future studies 
consider other moderating factors, and further elucidate upon the relationship between 
positive and negative affect and emotional labor. 
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Abstract. Supply chain risk management has been an essential issue in recent 
years. Cargo loss in supply chain and logistics activities has been the major 
cause of delays and supply chain disruption; however, rarely do studies provide 
comprehensive studies focusing on cargo loss analysis and prevention in vari-
ous modes of transportation. Hence, this study aims to investigate the cargo loss 
severity of an electronics company. Decision tree analysis is adapted to develop 
classification models for cargo loss severity of electronics products. The empir-
ical results with the classification rules can be utilized as a cargo loss prediction 
tool to help managers to make an effective plan on cargo loss prevention. 

Keywords: Supply chain risk management, Cargo loss severity, Cargo loss 
prevention, Decision tree. 

1 Introduction 

Cargo loss has been considered by logistics operators, insurance companies, and sur-
veyors to involve cargo damage and loss, a risk that persists in global supply chains 
[1]. Factors causing cargo loss are complex and difficult to identify; these factors can 
be classified as controllable factors (i.e., management-related factors such as improper 
cargo packaging or poorly designed workflow) or uncontrollable factors (i.e., external 
environmental factors such as adverse weather or accidents during cargo transports, 
low-quality workers of transit stations, negligence during operational processes, or 
loose management). Among the types of cargo loss, planned cargo theft conspired by 
theft groups all over the world is one of the most common cause of severe financial 
loss; specifically in recent years, electronic products have become the target most 
preferred among theft groups worldwide [2]. 

Cargo loss has been extensively investigated by insurance companies, with the aim 
of reducing cargo loss incidents and insurance compensations. In particular, interna-
tional large insurance companies often invite cargo loss prevention teams and experts 
to conduct relevant risks analyses. Nonetheless, few studies have investigated cargo 
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losses due to varying types of transportation modes, the effects of cargo loss on global 
supply chains, and recommendations for cargo loss prevention. 

This study aims to utilize data mining techniques to tackle the causality of cargo 
loss severity. Specifically, this study establishes a classification model to extract es-
sential patterns of the cargo loss incidents of the case company that arose during sea, 
air, and ground international logistics activities. Based on the analytical results of the 
cargo loss classification model, managers can determine which logistics combination 
will lead to cargo loss incidents of varying severity, and subsequently concentrate 
managerial resources into preventing moderately and highly severe incidents. 

The rest of this paper is organized as follows. Section 2 conducts a literature re-
view related to cargo loss issues. Section 3 introduces the decision tree analysis for 
cargo loss severity. Section 4 then analyzes a case of electronic products. Next, Sec-
tion 5 provides managerial implications for cargo loss prevention. Finally, Section 6 
draws conclusions. 

2 Cargo Loss Issues 

Regarding the logistics packaging–cost trade-offs concept, although increasing pack-
aging protection decreases damage and theft in transit, it increases package weight 
and cost, thereby elevating transportation costs [3]. In response to the cost-oriented 
competitive strategy persistently advocated by the electronic industry and the increas-
ing demand for green environmental protection, numerous cargo owners typically 
endeavor to reduce cost and actualize environmental protection by reducing cargo 
packaging to the minimum requirements of cargo protection standards. However, 
such practice increases the risk of damaging electronic products during transit. 

The conditions of international cargo transportations is the predominant cause of 
cargo loss should not be overlooked. Taking airfreight forwarding, the modes of 
transport on which electronic industry supply chain is heavily dependent, as an exam-
ple, causes of cargo loss during ground handlings and air transport are complex. Ac-
cording to NipponExpress [4], six types of operating procedures during air cargo 
transport lead to cargo loss: cargo pallet loading and unloading at airports, cargo ca-
bin handling, flight processes, airport warehouse tally operations, temporarily storing 
cargos in outdoor areas, and improper cargo shipping and packaging. 

According to the UK P&I Club [5], among the cargo losses incurred during sea 
container transport, 25% of cargo losses involved physical damages, 14% were re-
lated to temperature changes, 11% were damages due to water leakage, 9% were cas-
es of theft, and 8% were associated with shortage of goods. In addition, numerous 
factors cause cargo loss in sea container transport. 

Cargo loss prevention is a persisting problem that requires the collective focus of 
every employee in a company. This problem is particularly crucial when the cargo 
involves high-priced, fragile products that can be easily stolen and, therefore, all lo-
gistics operations must be performed according to a standard operating procedure. For 
example, cargo delivery time must be predefined so that when the cargo reaches its 
destination, it can be collected immediately, eliminating the need to temporarily store 
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expensive products at a location exposing them to the risk of being stolen [6]. Moreo-
ver, Inbound Logistics [7] highlights the two directions to avoid cargo losses and 
damages: 1. On the supplier or shipper side: First, shipments must be packaged in a 
container that is suitable for its contents. Cargos should never exceed the container's 
maximum gross weight, as indicated by the packaging vendor. Containers or boxes 
should be rigid with no dents, tears, or rips. 2. On the carrier side: Partnering with a 
reliable carrier is critical. Cargo owners must frequently inspect the carrier’s transport 
vehicles and inspect their cargo operating procedures onsite to ensure cargo safety. 

The literature review found that cargo losses have occurred in various transportation 
processes. Therefore, after gaining an insight into these issues, cargo owners should pay 
attention to the effects of cargo losses and how such losses can be eliminated. 

3 The Decision Tree Analysis for Cargo Loss Severity  

This research utilized decision tree analysis in data mining to generate a cargo loss 
model. The primary process to establish a decision tree model is as follows. 

A. Select target and input attributes: According to the research purpose, the target 
attribute of cargo loss severity were selected from all attributes. Then, the 
attributes related to the target attributes were then chosen as input attributes to 
construct the classification model.  

B. Separate the dataset: Before developing a data mining model, the chosen dataset 
should be divided into training data, validation data, and test data. The percentages 
of training data, validation data, and test data will be 60%, 30%, 10%, respectively. 

C. Choose a classification model for data mining: The decision tree model, a data 
mining technique, was selected to develop the classification model. 

D. Set up the split rule of decision tree development: Decision tree algorithms and 
split parameters, such as split rule, maximum branch, and maximum tree depth, 
were determined. This research adopted default values for split rules in SAS En-
terprise Miner to generate the model. Based on default value results, this research 
examined and adjusted the parameters to the accuracy of classification and  
meaningful managerial implications.  

4 A Case of Electronic Products 

4.1 The Case Background 

The case company is a brand electronic manufacturer for global logistics covering 
consumer electronic market around the world. The electronic products sold by the 
case company involve laptops, desktop computers, tablets, smart phones, mainboards, 
display cards, LCDs, etc. These products are featured for their high precision, high 
price, and high market liquidity. Accordingly, these products are too vulnerable  
to cause damage by shaking or compress, and even to be robbed by robbers. Cargo 
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damage or robbery are more likely to engender firms’ severe financial loss and the 
risk of not delivering on time to their customers. 

The case company has large scale business with competitive global logistics net-
work involving air freight forwarders, sea freight forwarders, truck companies, global 
express. Hundreds of flights are shipped around the world every day. Due to such 
frequent and complicated intermodal shipments, the case company should deal with 
cargo loss incidents every day worldwide. The only approach that case company han-
dles cargo loss issues is to purchase global cargo insurance as its main logistics risk 
management. Nonetheless, cargo insurance is not the fundamental way to prevent 
cargo loss. Furthermore, as the rate of cargo loss increases by year, the case company 
should pay more cargo insurance fee for the next year correspondingly. 

This research collected three years cargo loss data from the insurance reimburse-
ment claim database of the case company’s insurance company in the time frame of 
2011-2013 covering 4,372 cargo loss cases. It implies that nearly four cargo loss cases 
happened per day worldwide. In this study, input attributes were set to be “Product 
Category”, “Forwarder Type”, “On Board Date”, “Ship From”, “Ship To Area”, and 
“Transit Type.” Moreover, target attribute was set to be “Financial Impact” 
representing cargo loss severity. In practice, the cargo loss severity is usually eva-
luated by the amount allowable for loss. Hence, three levels of cargo loss severity are 
classified as follows: 

 Low severity: A loss amount of less than US$200 is directly compensated by the 
insurance company. The case company perceives this loss to exert minimal financial 
influence and thus defined the level of severity for this loss as “low.” 

 Medium severity: For a loss amount of US$201–US$5,000, the insurance company 
must conduct extensive investigations according to stringent claim criteria; there-
fore, the resulting communication and personnel costs are high. The level of severity 
for this degree of loss is defined as “medium.” 

 High severity: A loss amount of US$5,001 and higher is perceived by the insurance 
company to be a large sum. The insurance company will delegate notary agencies to 
conduct onsite investigation, a process that the case company considers to be time-
consuming and complex. In addition, a high compensation amount directly influ-
ences the insurance premium for the subsequent year, generating a strong economic 
impact, costs, and risks. Therefore, the case company viewed the level of severity 
for this type of loss as “high.” 

Consequently, this research aims to clarify the case company’s cargo loss situation 
and to create corresponding prevention strategies of cargo loss. Specifically, what 
scenarios or logistics conditions are more likely to trigger what levels of cargo loss 
severity are investigated in this research? Moreover, the prevention strategies of cargo 
loss are devised by systematically drawing the data mining results of different logis-
tics conditions. 
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4.2 The Empirical Results 

The severity model exhibited an average accuracy rate of 71% (the accuracy rate of 
training data is 70.59%; the accuracy rate of validation data is 71.54%, the accuracy 
rate of test data is 72.19%), demonstrating favorable classification accuracy. Further-
more, a total of 7 rules were summarized from the tree branches of the loss severity 
classification model, as elaborated in Table 1. 

Table 1. A summary of the loss severity classification results 

Rules Tree 
nodes

Rule descriptions 
Accurate 
rate of 
leaf nodes

Coverage 
rate of  

observations 

S1 2 

if Transit_Type IS ONE OF: AIR  
then  
Number of Observations = 474 
Predicted: Financial_impact=Low = 0.70 
Predicted: Financial_impact=Medium = 
0.27 
Predicted: Financial_impact=High = 0.03

70% 60.6% 

S2 8 

if Transit_Type IS ONE OF: SEA 
AND Ship_To_Area IS ONE OF: 
ASIAN, NORTH_AMERICA, AFRICA  
then 
Number of Observations = 77 
Predicted: Financial_impact=Low = 0.82 
Predicted: Financial_impact=Medium = 
0.18 
Predicted: Financial_impact=High = 0.00 

82% 9.8% 

S3 9 

if Transit_Type IS ONE OF: SEA 
AND Ship_To_Area IS ONE OF: 
EUROPE 
then 
Number of Observations = 68 
Predicted: Financial_impact=Low = 0.59 
Predicted: Financial_impact=Medium = 
0.29 
Predicted: Financial_impact=High = 0.12 

59% 8.7% 

S4 10 

if Transit_Type IS ONE OF: SEA 
AND Ship_To_Area IS ONE OF: 
OCEANIA, MIDDLE_EAST 
then 
Number of Observations = 21 
Predicted: Financial_impact=Low = 0.29 
Predicted: Financial_impact=Medium = 
0.57 
Predicted: Financial_impact=High = 0.14

57% 2.7% 
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Table 1. (continued) 

Rules 
Tree 

nodes 

Rule descriptions Accurate  
rate of  

leaf nodes

Coverage 
rate of  

observations 

S5 11 

if Transit_Type IS ONE OF: TRUCK 
AND Cargo IS ONE OF: NB or 
MISSING 
then 
Number of Observations = 98 
Predicted: Financial_impact=Low = 
0.17 
Predicted: Financial_impact=Medium 
= 0.83 
Predicted: Financial_impact=High = 
0.00 

83% 12.5% 

S6 12 

if Transit_Type IS ONE OF: TRUCK 
AND Cargo IS ONE OF: MB_VGA 
then 
Number of Observations = 29 
Predicted: Financial_impact=Low = 
0.34 
Predicted: Financial_impact=Medium 
= 0.48 
Predicted: Financial_impact=High = 
0.17 

48% 3.7% 

S7 13 

if Transit_Type IS ONE OF: TRUCK 
AND Cargo IS ONE OF: OTHERS, 
DESKTOP, LCD MONITOR 
then 
Number of Observations = 15 
Predicted: Financial_impact=Low = 
0.67 
Predicted: Financial_impact=Medium 
= 0.33 
Predicted: Financial_impact=High = 
0.00 

67% 1.9% 

Note: Coverage rate was calculated by dividing the number of node training data by 780 pieces of 

root node original training data. For example, Rule S1 involves 474 pieces of leaf node training  

data, with a coverage rate of 474/780 = 60.6%. 

Based on the results of cargo loss severity, managers can predict cargo loss inci-
dents by inputting logistics components relevant to new shipping operations into  
a decision tree model, and prioritize management tasks to avert cargo loss risks en-
compassed in critical tasks, thereby effectively utilizing management resources and 
reducing relevant costs. 

5 Managerial Implications for Cargo Loss Prevention 

This study identified the following key classification rules for cargo loss severity, 
from which corresponding cargo loss prevention strategies were derived. 
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A. According to Rule S4, when products are shipped using sea transport from Aus-
tralia or Middle East regions, cargo loss of medium severity is likely to occur, with 
an accuracy rate of 57%. Therefore, managers making management decisions 
should pay much attention to cargo loss risks when shipments are made via sea 
transport to Australian or Middle East regions. They should strengthen cargo 
packaging to enforce freight forwarders to assume their rightful duty as managers 
in reinforcing tight control at every point of sea transit. Particularly, emphasis 
should be paid to cargo collection procedures to avoid fictitious pickups at collec-
tion ports. Furthermore, examining the decision tree rules from a probability pers-
pective reveals that Rule S4 resulted in 14.3% highly severe cargo loss incidents, 
which is substantially higher than root nodes (4.1%). This result indicates that ex-
tremely severe financial loss is highly likely to occur under such logistics condi-
tion and, therefore, managers must strengthen its control for the condition outlined 
in Rule S4.   

B. According to Rule S5, when laptops are shipped via land transportation modes, 
cargo loss of medium severity is most likely to occur, exhibiting an accuracy rate 
of 83%. Logistics mangers should strictly regulate their control of land forwarders 
and extensively understand the potential risks of cargo theft at each component of 
land transit. Since electronic products such as laptops are small in size, expensive, 
and highly mobile, making them the main target of theft during land transits. 
Hence, regularly inspecting the service contract signed between clients and out-
sourced logistics companies and formulating rigorous standard operating procedures 
and penalty policies for specific transportation modes are a vial loss prevention 
measure. 

C. According to Rule B6, when electronic card products are shipped on land, cargo 
loss of medium severity is most likely to occur, exhibiting an accuracy rate of 
48%. However, noticeably, the probability of highly severe cargo loss occurring 
under Rule B6 was 17%, the highest percentage among all lead nodes generated in 
this loss severity model. Rule B6 (land transit involving electronic card products) 
exhibited a possibility of engendering high degree of loss greater than did Rule S5 
(land transport shipping laptop products). For managers, moderately or highly se-
vere losses are risks warranting attention. Prevention plans for land transported 
product theft should be devised synchronously. 

D. According to Rule S3, when cargos are sea transported from European regions, 
cargo loss of low severity is most likely to occur, with an accuracy of 58.8%. 
However, the probability of moderately and highly severe cargo loss occurring 
under this condition is relatively high, at 29.4% and 11.8%, respectively. This in-
formation serves as a reminder for managers to take extra precaution in averting 
the latent financial risks engendered from cargo loss incidents during sea transit in 
European regions. 

6 Conclusions 

Cargo loss incidents not only cause financial losses to an enterprise but also disrupt 
supply chain operations. This study gives academics and managers a holistic view of 
cargo loss in global operations through data mining techniques. The empirical results 
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can be used by managers as a cargo loss prediction tool for devising systematic cargo 
loss prevention plans. 

This study differs from previous investigations by addressing the supply chain risk 
management of cargo loss in numerous ways. First, this study systematically absorbs 
the valuable insights of both academics and practitioners for the issues of cargo loss 
analysis and prevention. Second, data mining techniques was adopted to analyze car-
go loss severity, collecting cargo loss data from the insurance reimbursement claim 
database of the case company’s insurance company. Third, the proposed decision tree 
model yields a satisfactory classification accuracy rate for cargo loss issues, thus pro-
viding a foundation for supply chain risk management. Finally, the essential classifi-
cation rules for cargo loss severity allow managers to predict potential cargo loss 
results and thereby execute effective loss prevention strategies during global opera-
tions. Analyzing cargo loss severity of electronics products can help not only prevent 
financial losses incurred by cargo loss incidents, but also avoid major losses to an 
enterprise or jeopardizing its competitiveness in the supply chain. 
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Abstract. This paper investigates the effect of information sharing on inventory 
management of two-echelon distribution network, consisting of a distribution 
center and retailers. Shortages that occur at DC and at retailers are assumed 
backlogged and lost sales. Performance of a decentralized system, where 
inventory decisions are made locally, is compared with a centralized system, 
where echelon inventory position and lead time are used through information 
sharing. An iterative procedure to determine inventory policy parameters is 
used in both systems. The purpose is to minimize the total inventory 
management cost, including costs of ordering, inventory holding, and shortage. 
A numerical example is provided. 

1 Introduction 

A distribution network in a supply chain system generally consists of at least two 
stages: a distribution center (DC) and retailers. One of the most important aspects of 
managing distribution networks is inventory management. Many research studies 
have developed techniques to manage inventory distribution networks (e.g., [1], [6]). 
A simple technique is an order quantity-reorder point (Q, R) policy. Typically, 
inventory management problem in a distribution network that uses the (Q, R) policy 
as shown in Fig. 1.  

 

Fig. 1. Supply chain network 
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From the figure, each node carries inventories of finished goods to satisfy its 
customers’ demand. When the inventory level falls on or below R, an order of Q for 
replenishment will be placed. There are two main systems: decentralized and 
centralized systems, for distribution network [7]. In the decentralized system where 
retailers and DC do not share information, the inventory parameter decisions are 
calculated independently based on their local information. The order quantity is 
calculated from their demand, i.e. retailers use end customers’ demand, and DC uses 
orders placed by retailers as its demand. R is calculated from demand, its variation, 
and lead time from its supplier, i.e. retailers use lead time from DC and DC uses lead 
time from manufacturers.  

In the centralized system, all nodes in the retailer stage calculate both parameters 
similar to that of the previous system. However, the DC would use the aggregated 
demand of end customers that occur at the retailers, instead of using retailers’ orders, 
as demand. The main advantage is that the demand variability at the DC will be 
reduced, because the end customers usually place order of smaller quantity and more 
frequently than the retailers.  In addition, the DC would use the echelon inventory 
position, which includes inventory positions at the DC and all retailers, as well as in-
transit inventories between them. Moreover, this system considers echelon lead time, 
which consists of lead time between DC and retailers and lead time between DC and 
its supplier. Both echelon inventory positions and lead time can be implemented 
through information sharing. This can be achieved with enabling information 
technology, and when different stages in the supply chain are under a single 
ownership, or trust between stages with different ownerships are well established. 

Axsäter (2005) studied a two-echelon decentralized distribution system with a 
central warehouse and multi-retailer. The system is controlled by (Q, R) continuous 
review under stochastic demand. A simple approximate technique is proposed for 
determining the backorder cost at the warehouse and the warehouse calculate its 
reorder point with the objective function to minimize the sum of expected holding and 
backorder cost. The performance between decentralized and centralized inventory 
system with a single DC and multi-retailer are compared in [5]. Normal and Poisson 
demand distributions are investigated with no lead time. If the DC has enough 
inventory, all retailers’ order are satisfied. Otherwise, two strategies are examined: 
proportional allocation based on the size of retailers’ orders, or batch-size allocation 
priority rule. Important finding is that sharing information does not always benefit to 
system inventory cost when using proportional allocation rule. On the other hand, if 
batch-size allocation rule is used, sharing information provide much higher benefit 
than not sharing one. Duan and Liao (2013) studied a single DC multi-retailer supply 
chain system. The inventory level is reviewed periodically while all nodes adopt the 
(s, S) inventory policy. They conclude that centralized control or decision generates 
fewer inventories cost than decentralized system. Ye and Xu (2010) considered a 
single product supply chain with a vendor and a buyer. Inventory models with 
controllable lead time under centralized and decentralized system are considered. 
They conclude that if all demand cases during the shortage period, the cost of supply 
chain under centralized system is less than that of decentralized system.  

This paper considers a single product and a two-echelon distribution network. The 
objective is to investigate the benefit of information sharing by comparing the total 
inventory management cost between decentralized and centralized systems. Shortages 
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that occur at DC and at retailers are assumed backlogged and lost sales, respectively. 
The (Q, R) policy is used in both systems where the parameters are determined by an 
iterative approach. The objective function is to minimize the total inventory 
management cost, including the costs of ordering, inventory holding, and shortage. 
Demand is assumed normally distributed and lead time is constant. A small numerical 
example is provided to demonstrate the benefit of information sharing.  

2 Iterative Approach to Determine Inventory Parameters  

The method for determining Q and R parameters is adopted from the method first 
developed by Felter and Dalleck (1961) for continuous review policy. The method 
searches to obtain Q and R that result in a balance among ordering cost, shortage cost, 
and inventory holding cost. The shortage cost is subject to the expected number of 
shortage, which is the function of R, which in turn is the function of Q. Thus, the 
algorithm proceeds iteratively until the values of Q and R converge. After the 
solutions for Q and R are obtained, the total inventory cost is calculated using Eq. (1). 
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Step 5: Repeat Steps 2-4 until Q and R converge. 

The method starts with setting an initial value of Q to the economic order quantity 
(EOQ) in Step 1. In Step 2, the probability of shortage, )( RdP > , for a given value 

of R is computed by setting the additional inventory carrying cost from a unit increase 
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in R to be equal to the savings in the shortage cost. Then, find R that is associated 
with the probability of shortage from the cumulative probability distribution of 
demand during lead time. Step 3 computes the expected number of shortage for the 
value of R obtained from Step 2. Then, Step 4 computes Q by adding the total 
shortage cost to the computation of EOQ. Finally, the method iterates from Steps 2-4 
until the solutions of Q and R converge. 

3 Numerical Example 

The numerical example considers a distribution network under one ownership 
consisting of one DC and five retailers for a single product. Demand of each retailer is 
assumed to be normally distributed with the mean (avg), standard deviation (s), and 
coefficient of variation (cv) as shown in Figure 1. These setting are chosen to 
systematically vary the level of end-customer demand as well as their variation, so as 
to investigate their effects on the performance of the system. One year of retailers’ 
daily demand are randomly generated using these demand parameters. The iterative 
procedure described in the previous section is used to determine the inventory 
parameters. The cost parameters are actual data provided by an industrial user  
(a product’s distributor) as follows: Cp = 9.6 THB/order, CH = 0.01189 THB/unit/day, 
CS = 8 THB/unit. The values of Q and R for each retailer are shown in Fig. 1.  

 
 

    

    

    

    

 

Fig. 2. Demand and inventory parameters at retailer stage 

Lead time from supplier to DC, and from DC to each retailer is four and two days, 
respectively. Initial inventory on-hands is 3,600 units at the DC and 720 units at each 
retailer. For the centralized system, the demand data from five retailers are aggregated 
and treated as demand for the DC. The echelon lead time is six days and initial 
echelon inventory position of the DC is 7,200 units. For the decentralized system, 
DC’s demand are the orders placed by the retailers. The orders are simulated from the 
retailers’ day-to-day ordering process, based on the randomly generated daily 
demands at the retailers, their initial inventory positions, and the inventory parameters 
from Table 1. The resulting retailers’ orders are then used to compute the avg and s of 
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demands that arrive at the DC. The summary statistics of DC’s demand data for both 
systems are shown in Table 1. The apparent difference in s between both systems 
contributes to the difference in R. 

Table 1. Summary statistics of demand and inventory parameters at DC stage 

DC avg s Q R 
Centralized system 250 28.7 657 1,685 
Decentralized system 234 246.6 614 2,358 

 
Using the demand and inventory parameter data from Fig.1 and Table 1, ten sets of 

one-year demand data are generated. The day-to-day inventory management process 
is simulated based on these data in order to evaluate and compare the performance, 
i.e. total inventory management cost, between the decentralized and centralized 
systems. The simulation process records the amount of inventory on-hand, level of 
inventory position, number of replenishment orders, and shortage amounts. Unmet 
demands at retailers are lost sales with unit shortage cost of 8 THB.  

Unmet demands at the DC are backordered without incurring additional cost. This 
is assumed because in the real situation, there are multiple products in the distribution 
network such that deliveries of some products are made on a daily basis. As a result, 
the backlogged amount of a product can be delivered along with other items. When 
backlog occurs, the DC will fulfill partial demand to the retailer up to its inventory 
on-hands and deliver the backlogged amount with express delivery lead time of one 
day. When the DC cannot satisfy two or more orders on the same day, each retailer 
will receive the amount proportional to their order quantity before the backlogged 
amounts are delivered.  

Simulation results from 10 replications are summarized in Table 2. First, the paired 
t-test is used to analyze the results. Based on the simulation results, there is a strong 
evidence that the average total cost of the centralized system is significantly lower 
than that of the decentralized system, a reduction of 16% in the total cost, p-
val<0.001. A closer look reveals that the centralized system gains significant savings 
in its inventory holding cost from using echelon inventory position, while sacrificing 
the lost sale cost at the retailers due to backlogged orders that occur.  

Table 2. Numerical example results 

Decentralized system Centralized system 

 Ordering Holding Shortage Total Ordering Holding Shortage Total 

Retail 1 530 800 328 1,658 529 786 578 1,893 

Retail 2 523 806 980 2,309 521 788 1,270 2,579 

Retail 3 602 853 1,458 2,913 600 835 1,740 3,175 

Retail 4 663 978 870 2,511 661 948 1,325 2,934 

Retail 5 654 994 1,710 3,358 652 969 2,150 3,771 

All retails 2,972 4,431 5,346 12,749 2,963 4,326 7,063 14,352 

DC 1,363 7,496 - 8,859 1,256 2,487 - 3,743 

System 4,335 11,927 5,346 21,608 4,219 6,813 7,063 18,095 
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Another statistical analysis is performed to investigate the effect of demand (i.e. 
avg) and its variation (i.e. cv) on all three cost components of the retailers. Analysis 
results, see Fig. 2, show that avg demand has a strong positive effect on all three cost 
components, which explains the increase in all three costs as demand increases. In 
addition, cv has a strong positive effect on the shortage cost only, with slight effects 
on ordering and inventory holding costs. The effect of cv can be seen from the 
increase of the shortage costs between Retailer 1 and Retailer 2, and between Retailer 
4 and Retailer 5 in both systems. 

 

  

Fig. 3. Effects of average and variation of demand on retailers’ costs 

4 Conclusion 

This study focuses on inventory management of a single product in two-echelon 
distribution network. The total inventory management cost of the centralized system 
is compared with that of the decentralized system. A numerical example shows a 
promising results in cost savings through information sharing in the centralized 
system. Further study will be conducted that considers limited capacity of shelf space, 
especially at the retailers, multiple products sharing the same space, other patterns of 
demand, and distribution networks with more than two echelons. 
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Abstract. Hong Kong rice supply chain is characterized as totally importing 
from overseas countries and huge local demand. There exist numerous risk 
issues in different stages of the supply chain. Using the technique of value 
stream analysis, this paper investigates the supply chain structure and identifies 
the relevant risk factors on the supply side and demand side of the chain. 
Findings show that the rice supply chain risk may arise from the process of rice 
production and milling, storing and distribution, government policy, demand 
fluctuation and so on. All risk factors are assessed based on value chain analysis 
and the related mitigation measures are proposed. 

1 Introduction 

Since rice is a staple food in Hong Kong and rice consumption is around 44 Kg per 
person per year, ensuring supply of rice is very important for the people and the 
government of Hong Kong. From past evidence, many events in the rice supply chain 
can result in negative supply performance and even supply chain disruption. For 
example, the Thailand political situation in 1973, SARS in 2002, rice commodity 
price increasing in 2003 and Thailand rice policy changing in 2011 all led to the 
supply crisis for Hong Kong rice market, accompanying with rice firms’ bad 
operations and financial performance. 

Systemic identification of Hong Kong rice supply chain risk issues is full of value, 
as it is the basis of risk mitigation to guarantee better supply chain performance. 
Previous studies on rice supply chain management have mainly focused upon the 
production and distribution of rice in a single market, which is not suitable for the 
specific business mode of Hong Kong. To analyze the complex rice supply chain 
structure, including export and import markets, and to identify the risk issues in each 
stage, we conduct the method of value stream mapping and analysis. Based on the 
value chain analysis, risk issues are assessed and related mitigation measures are 
proposed. 

                                                           
* Corresponding author. 
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2 Literature Review 

2.1 Supply Chain Risk Management 

Supply chain risk management has been a hot research topic for many years. In most 
literatures, supply chain risk is defined as issues that are related to negative 
consequences or impact[1~3]. The risk factors in supply chain are grouped with material 
flow, financial flow and information flow. For the risk in material flow, sourcing 
flexibility[4], supplier selection[5], transportation lead time[6] and supply monitoring[7] 
are found to be relevant with supply chain risk. In the financial flow, the exchange rate 
in global supply chain[8], firm’s after tax profit[9], financial crises[10], control and 
visibility of procure-to-pay process[11] are the risk related factors. The risk in 
information flow is about information inaccuracy caused by problems in information 
accessibility[12], information efficiency[13] and data accuracy[14]. Supply chain risk 
mitigation measures mainly consist of ex-ante and ex-post measures. 

2.2 Rice Supply Chain Risk Management 

Rice is an agricultural product, and its supply chain is characterized with biological 
production and special distribution. In the production process, the quality of seed and 
fertilizer, temperature change, rainfall and flood, diseases and pests are playing 
important roles in determining rice yield and output[15,16]. According to different 
risk factors, the rice supply chain risk is divided into weather and natural disasters 
related risk, biological and environmental risk, market related risk, logistical and 
infrastructural risk, managerial and operational risk, public policy and institutional 
risk and the order of risk magnitude. 

2.3 Value Chain of Rice Industry 

Value chain refers to the value added process from production to final 
consumption[17]. Focusing on the process that materials and information are 
delivered to customer, the method of value stream mapping (VSM) and value stream 
analysis (VSA) turns out to be one of the most popular techniques for supply chain 
analysis. Using time as an indicator, all related activities are categorized into value-
added activities (VA), non-value-added activities (NVA) and necessary-non-value-
added activities (NNVA). With value stream mapping, potential risk factors in each 
stage of the supply chain can be identified and assessed. Even though there are many 
studies on agricultural supply chains such as Jasmine rice supply chain and parboiled 
rice supply chain, which take advantages of VSM and VSA[18~20], there’s hardly 
any research on Hong Kong rice supply chain using the above analytical method, to 
the best of our knowledge. This paper investigates Hong Kong rice supply chain 
structure and depicts it in a value chain map for the first time. Based on the analysis 
results, we provide comprehensive identification and assessment of risk factors that 
arise from export and import markets. Some risk mitigation measures are also 
provided in this paper. 
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consumption. For Vietnam, rice is the most important crop that supports more than 
half of the people’s livelihood and contributes about $1.5 billion in export revenue 
annually. However, many factors, such as weather and climate change, pest disaster 
and political instability strongly influence production, processing and distribution of 
rice in these countries. We then give an inspection on the entire supply chain of Hong 
Kong rice industry. 

3.2 Rice Supply Chain Structure 

Considering that Thailand is the largest exporter of rice to Hong Kong, we take the 
rice supply chain of Thailand as the upstream of the entire supply chain of Hong 
Kong rice market. The upstream and downstream of supply chain are connected by 
export and import trade. In Hong Kong, the main process of rice market is re-milling 
and distributing to customers. 

 

Fig. 2. The structure of Hong Kong rice supply chain 

As showed in Figure 2, we pay the same attention to rice supply chain structures 
both in export country and in Hong Kong, because the problems in every stage of 
upstream supply chain may disrupt the entire chain and fluctuate Hong Kong rice 
market. 

The entire supply chain starts from farmers in Thailand. After harvest, farmers sell 
their paddy to brokers or the local market, which play role as middle man. Through 
the first level of distribution, middle man sells paddy to rice millers. Millers receive 
semi-manufactured paddy and then process it into rice by milling. The primary rice 
can be sold to the local market immediately through retailers, and can also be 
exported to overseas markets through exporters. In the downstream, importers in 
Hong Kong sell rice to wholesalers. Many wholesalers choose to re-mill the primary 
rice to enhance the quality. With distribution centers (DC) in different areas, 
wholesalers, as well as re-millers, provide rice directly to retailers and various food 
servers, which at last reach customers. 
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3.3 Value Stream Mapping and Analysis 

By interviewing and questionnaire survey, we depict the value stream map of Hong 
Kong rice industry as shown in Figure 3. The value stream map consists of 8 parts, 
which are the main stages of the whole supply chain. Using value stream analysis, we 
divide the 8 parts into 22 activities, and estimate the average time that every activity 
takes. 

 

Fig. 3. Value stream map of Hong Kong rice supply chain 

Some straightforward results can be drawn from the value stream map in Figure 3. 
It takes 151 days from farmers to overseas customers, which includes 114 days in the 
upstream supply chain and 37 days in the downstream supply chain. From sewing to 
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harvesting of rice, it takes up to 90 days in the whole rice lifecycle. A further step of 
value stream analysis is given in Table 1. 

Table 1. Value stream analysis of Hong Kong rice supply chain 

Position Value of activity Activities Time 
No.  % Day % 

Thailand 
(upstream) 

Value-Added Activities (VA) 2 9.09 91 60.26 
Non-Value-Added Activities (NVA) 4 18.18 17 11.26 
Necessary-Non-Value-Added 
Activities (NNVA) 

6 27.27 6 3.97 

Hong Kong 
(downstream) 

Value-Added Activities (VA) 1 4.55 1 0.66 
Non-Value-Added Activities 
(NVA) 

3 13.64 24 15.89 

Necessary-Non-Value-Added 
Activities (NNVA) 

6 27.27 12 7.95 

Total  22 100 151 100 

 
Table 1 shows that about 61% of the activity time goes toward value-added 

activities. Farmers spend 90 days for producing rice. However, they are not dominant 
in the supply chain, especially in pricing, bargaining and negotiation power. In the 
period of production, farmers are not capable of handling the numerous risk factors. 
Therefore, the upstream rice production process risk management needs to be 
addressed intensively. 

Another type of activity that needs to be considered in risk management is 
necessary-non-value-added activities such as receiving, transportation and selling. 
These count for 12% of the total time with 3.97% in export country and 7.95% in 
Hong Kong. These activities are necessary and easily suffered from risk factors like 
natural disasters, political instability and demand volatility. 

For the non-value-added activities such as stock and warehouse, we should 
optimize our supply chain operations to minimize the time length and decrease the 
probability of disruption from risk events. 

4 Risk Management Based on Value Chain Analysis 

4.1 Supply Side Risk Management 

The upstream of Hong Kong rice supply chain is related to rice production, 
processing and distribution in exporting countries. Because rice is an agricultural 
product, there exist numerous uncontrollable natural forces that may decrease rice 
yield, leading to significant supply fluctuations. The two largest suppliers, Thailand 
and Vietnam, frequently suffer from floods, temperature events, pest disasters and 
rice disease, which directly affect the agricultural system and output. As shown in the 
value chain analysis, production is conducted by farmers and it lasts for a long period. 
In this time interval, farmers lack the ability to mitigate risk factors and deal with 
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risk-related consequences. Risk factors in production lead to supply chain disruptions. 
Risk mitigation in rice production should involve supply chain partners and 
governments. More of the value generated by the entire supply chain should be 
transferred to farmers by pricing and contract design. Governments can expand their 
investment in agricultural infrastructure to facilitate safe production of rice. 

Processing and distribution system is another aspect that needs to be considered in 
the rice supply chain of Hong Kong. Different members in the supply chain face a 
variety of processes. The millers must handle the milling process, storage, quality 
control and packing, while the exporters must deal with their own storage and packing 
processes. All of these processes can vary with quantity, quality and external 
conditions. Meanwhile, any failure in the various processes may induce a systemic 
fluctuation. To mitigate the risk factors, usage of information technology can 
effectively control the task planning and reduce uncertainty. For this reason, IT tools 
should be used widely in exporting countries and Hong Kong rice firms. 

An important environmental risk factor in exporting countries is government 
policy. Because agriculture is vital for Thailand and Vietnam and failure of rice 
production may lead to starvation and political instability, governments of these 
countries intervene in the rice industry through policies on production, trade and 
export. As exemplified, Thailand government has intervened in rice industry by 
setting export tax. Moreover, policies in developing countries are turbulent and 
unpredictable, which brings up uncertainty for firms’ operations in the supply chain. 
In this situation, coordination between upstream and downstream firms can alleviate 
the negative effects of policy changes. 

4.2 Demand Side Risk Management 

Hong Kong rice market is the demand side of the entire supply chain. The customers 
have different requirements in terms of quantity, rice types and purchase time. 
Different seasons and social events impact the demand of rice in Hong Kong, making 
it difficult to predict precisely, especially for a certain type of rice. Nowadays, the 
information revolution has provided customers a wide range of choices. Preferences 
of customers change rapidly, which makes the prediction of rice demand even harder. 
As a consequence, firms in rice industry often run out of stock when customers want 
to buy their products. The increasing risk from demand side requires the members of 
rice supply chain take more integration practices to share demand information among 
partners. 

Apart from the real fluctuation of rice demand in Hong Kong market, rice supply 
chain members’ perceptions of demand fluctuations are exaggerated from the 
downstream to the upstream, known as the ‘bullwhip effect’. Effects of risk from 
demand uncertainty expand with the bullwhip effect. To mitigate the possible 
negative effects, upstream firms are advised to coordinate with downstream firms in 
terms of demand information sharing. That is to say, risk information disclosure, 
collection and processing are important tasks for rice firms’ risk management teams. 
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5 Conclusion 

The rice industry in Hong Kong is particular about the modes of supply and demand. 
There exist numerous unpredictable and uncontrollable factors that may lead to 
supply chain disruption. In this paper, we take advantage of value stream analysis to 
identify and assess the rice supply chain risk issues. 

In the value stream mapping and analysis, we find that the upstream of Hong Kong 
rice supply chain is dominant to the success of the entire business. The risk factors 
may arise in the process of production, milling, storing and distribution. Moreover, 
government policies in exporting countries also play a vital role. On the demand side, 
the preference of customers is increasingly changing and demand fluctuation can be 
exaggerated through the supply chain, which makes risk management of rice supply 
chain even harder. For many of the risk factors we have identified with value chain 
analysis, some mitigation measures are proposed. However, the systemic risk 
mitigation measures still need further studies. 

Acknowledgement. The work described in the paper is financially supported by the 
NSFC grant (project number 71390335. 

References 

1. Christopher, M., Lee, H.: Mitigating supply chain risk through improved confidence. 
International Journal of Physical Distribution & Logistics Management 34(5), 388–396 
(2004) 

2. Spekman, R.E., Davis, E.W.: Risky business: expanding the discussion on risk and the 
extended enterprise. International Journal of Physical Distribution & Logistics 
Management 34(5), 414–433 (2004) 

3. Wagner, S.M., Bode, C.: An empirical investigation into supply chain vulnerability. 
Journal of Purchasing and Supply Management 12(6), 301–312 (2006) 

4. Kamrad, B., Siddique, A.: Supply contracts, profit sharing, switching, and reaction 
options. Management Science 50(1), 64–82 (2004) 

5. Levary, R.R.: Ranking foreign suppliers based on supply risk. Supply Chain Management: 
An International Journal 12(6), 392–394 (2007) 

6. Stalk, G.: The costly secret of China sourcing. Harvard Business Review 84(2), 64–66 
(2006) 

7. Khan, O., Christopher, M., Burnes, B.: The impact of product design on supply chain risk: 
a case study. International Journal of Physical Distribution & Logistics Management 38(5), 
412–432 (2008) 

8. Kouvelis, P.: Global sourcing strategies under exchange rate uncertainty. In: Quantitative 
Models for Supply Chain Management, pp. 625–667. Springer US (1999) 

9. Goh, M., Lim, J., Meng, F.: A stochastic model for risk management in global supply 
chain networks. European Journal of Operational Research 182(1), 164–173 (2007) 

10. Hartley-Urquhart, R.: Managing the financial supply chain. Supply Chain Management 
Review 10(6) (2006) 

11. Kerr, J.: Streamlining the cash flow. Supply Chain Management Review 10(7), 25–31 
(2006) 



 A Study on Hong Kong Rice Supply Chain Risk Management 499 

 

12. Lee, H.L.: The triple-A supply chain. Harvard Business Review 82(10), 102–113 (2004) 
13. Faisal, M.N., Banwet, D.K., Shankar, R.: Information risks management in supply chains: 

an assessment and mitigation framework. Journal of Enterprise Information 
Management 20(6), 677–699 (2007) 

14. Barry, J.: Supply chain risk in an uncertain global supply chain environment. International 
Journal of Physical Distribution & Logistics Management 34(9), 695–697 (2004) 

15. Matthews, R., Wassmann, R.: Modelling the impacts of climate change and methane 
emission reductions on rice production: a review. European Journal of Agronomy 19(4), 
573–598 (2003) 

16. Zhang, T., Zhu, J., Wassmann, R.: Responses of rice yields to recent climate change in 
China: an empirical assessment based on long-term observations at different spatial scales 
(1981–2005). Agricultural and Forest Meteorology 150(7), 1128–1137 (2010) 

17. Kaplinsky, R., Morris, M.: A handbook for value chain research, vol. 113. IDRC, Ottawa 
(2001) 

18. Ramingwong, S., Wattanutchariya, W., Laosiritaworn, W.: The Study of Parboiled Rice’s 
Supply Chain in Thailand (2010) 

19. Francis, M.: Application of the food value chain analysis method in the UK red meat 
industry. In: Proceedings of the 9th International Symposium on Logistics, vol. 104 (2004) 

20. Simons, D., Francis, M., Jones, D.T.: Food value chain analysis. In: Consumer Driven 
Electronic Transformation, pp. 179–192. Springer, Heidelberg (2005) 



 

© Springer-Verlag Berlin Heidelberg 2015 
M. Gen et al. (eds.), Industrial Engineering, Management Science and Applications 2015,   

501 

Lecture Notes in Electrical Engineering 349, DOI: 10.1007/978-3-662-47200-2_54 
 

The Role of Product Development to Drive Product 
Success: An Updated Review and Meta-Analysis 

Yosephine Suharyanti1,2,*, Subagyo1, Nur Aini Masruroh1, and Indra Bastian3 

1 Department of Mechanical and Industrial Engineering, Universitas Gadjah Mada, Indonesia 
2 Department of Industrial Engineering, Universitas Atma Jaya Yogyakarta, Indonesia 

3 Department of Accounting, Universitas Gadjah Mada, Indonesia 
yosephine@mail.uajy.ac.id, {subagyo,aini}@ugm.ac.id, 

indra_bastian@yahoo.com 

Abstract. Researches on product development since 1970s have discussed 
many aspects, yet studies on the role of product development in driving product 
success, as believed in SCM concept, are rarely available. The available ones do 
not clearly describe the way product development affects product success. This 
paper presents a model development of the relationship between several aspects 
including product development, and product success. Six variables are 
constructed based on a review, and the relationships are evaluated using meta-
analysis on 166 studies spanning 35 years, carried out in four continents, 
covering large scale industries and SMEs, manufacturers and services, profit 
and non-profit organization. The result shows that five of the six variables are 
clearly correlated to product success, while one of them could not be proven. 
The future work then is model modification based on this result. 

1 Introduction 

Society economic growth in a country is driven by the growth of its industry. 
Manufacturing industries, as the engine for the industries chain, take role as the 
strongest stimulator for the growth of the other sectors. A comparison on some 
countries shows that the higher the manufacturing output is, the higher the gross 
domestic product (GDP) becomes. For example, the manufacturing output in 2012 of 
the United States (US), China, Japan, Germany, and Indonesia is 1,912; 1,623; 960; 
632; and 107 billions of US$ respectively [1], in line with their GDP in 2013 i.e. 
16.768; 9,240; 4.920; 3.730; and 868 billions of US$ respectively [2]. 

Nowadays, two of some basic issues about manufacturing industries are 
customization and supply chain. These are triggered by the increase of sophistication 
of customers’ needs altogether with the rapid change in every aspect of life. 

Customization drives the shortening of product life cycle. The consumer products 
like electronic products, computers, and apparels are the example of the products 
which are changed rapidly. The first two are related to the rapid change of 
technology, while the last changes rapidly because of fashion trend. In this condition, 
companies must give their effort for product development process, by which the 
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product success will be supported. Some researches show that the companies with 
good product development process tend to be more successful [3, 4]. 

Supply chain point of view places the product development as the beginning of all. 
Fig. 1 shows the supply chain scheme in the context of the way a company realizing 
the product success, starting from product development (PD) stage, product 
realization (PR) stage, product delivery (PDv) stage, to product success (PS). 

 

Fig. 1. Product development and product success under supply chain subsystem viewpoint 

Major researches related to PD (a) cover frameworks, strategies, processes, and 
product data management. Studies on PR (b) spread from material preparation to 
packaging, including soft aspects like production managements and manufacturing 
information systems. The PDv problems (c) lead to studies on distribution and 
transportation management, while researches on PS (d) cover product success factors 
and brand managements. 

The relationship between PD and PR (e) is dominated by researches on design-to-
manufacture and concurrent engineering, while the relationship between PD and PDv 
(f) encourage the researches on design-to-supply-chain. Specific researches related to 
the relationship between PD and PS (g) are rarely found. Therefore, the way the 
product development affecting the product success becomes an opportunity to study 
further. PR and PDv relationship (h) encourages researches on logistic management 
and supply chain management, while the relationship between PR to PS (i) gives the 
birth of the studies on quality and reliability. Last, PDv and PS relationship (j) drives 
the customer relationship management discussions. 

Fig. 2 shows the map of some researches related to product development (1979 to 
2014) categorized according to Fig. 1 and the focus of the researches. The size of the 
block represents the intensity of researches on the related field. 

 

Fig. 2. Researches on product development 
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Based on the review illustrated in Fig. 2, the research opportunity in product 
development is related to product success and costing. Some researches discuss the 
relationship between product development and product success [17, 18, 24, 29], yet 
none of them clearly discusses the contribution of product development to product 
success. Up to now, their discussions are generally around product success factors and 
product life-cycle management. A discussion about cost in the term of a bench mark 
study reviews the relationship between product development effort and economic 
recovery [12]. However, some experimental studies [36, 37] state that there is no 
significant correlation between product development effort and product successes. 

On the other hand, some evidence shows that superiority in product development 
lead companies to gain success. For instance is the evidence in Indonesia, a 
developing country located in Southeast Asia, in which many emerging 
manufacturing industries are developing and growing. Most of the large scale 
manufacturing companies in Indonesia are operated under foreign enterprise’s 
licenses. The medium scale manufacturing companies become the subsidiaries of the 
large ones. One of the weaknesses of this condition is that those companies are 
inferior in product development. They become fragile; the uncertainty of the 
environment deteriorates them. However, there are some companies already major in 
product development. They are proven to be strong in facing the uncertain 
surrounding and relatively successful. A company, say, Company A, for example, 
produces electronic consumer products which are able to get large market share 
because of their uniqueness. This company is one of the ten best electronic 
manufacturers, together with some international brands [38]. 

2 The Question 

Some researches discuss the effect of product development to product success. Yet, 
the way the product development affects the product success is still not clear. Some 
researches, somehow, show the opposite result. On the other hand, companies’ 
experiences indicate that the company major in product development gains success in 
business. The question then, what actually the relationship between product 
development and product success is. This paper presents a preliminary analysis to 
answer that question. 

3 Model Development 

Product success is affected by many aspects. Evaluation of the product development 
effect on product success must be conducted altogether with other aspects. Here, all 
the aspects are classified into six groups, i.e. product characteristic, technological 
advance, management, market environment, product development, and product 
development cost. These six groups are built by collecting, from published researches, 
all the aspects believed to have influence on product success, and categorizing them 
based on production system elements and, specifically, the aim of this study. 
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In order to evaluate further the relationship between product development and 
product success as mentioned above, a simple model describing the relationship 
between those six aspects and the product success is developed. The product success 
(S) is assigned as the dependent variable, and the six aspects are assigned as the 
independent variables affecting the product success. Figure 3 shows the diagram of 
the model. 

 

 

Fig. 3. A model of relationship between product success and the six variables 

Product success (S) here is defined as the ability of product to create profit for the 
company. It can be measured by sales volume, market share, market life, cash flow, 
revenue, profit, or payback [12, 17, 19, 20, 32, 33, 39]. 

The first independent variable, product characteristic (P), is defined as the 
properties of product from the customers’ viewpoint. It covers, for instance, product 
superiority, product innovativeness, product uniqueness, relative price, relative 
quality, product variation, product flexibility, and conformance to standard [18, 20, 
40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57]. 

The second variable, technological advance (T), defines the character of 
technology owned or implemented by the company. It describes the technology 
ownership, the synergy or compatibility of technology with the organization, the 
proficiency of technology, the technology sophistication related to the product 
innovativeness, and technological flexibility to response the rapid change, as 
elaborated through some experimental researches about the relationship between T to 
S [18, 20, 40, 41, 45, 54, 58, 59]. 

The management of the overall manufacturing system, from material procurement 
to product delivery is involved in the third independent variable, management (M). 
Production planning and control, logistic management, suppliers involvement, 
resources compatibility, manufacturing and marketing synergy, marketing and sales 
management, management support, organization support, integration of the 
organization, and networking, are some of the aspects covered in this variable [18, 20, 
40, 41, 42, 44, 45, 47, 48, 49, 50, 52, 54, 56, 57, 60]. 

The uncontrollable aspects outside the company are presented by the forth variable, 
market environment (E). It explains, for instance, market dynamic, market need, 
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market growth, market size, market maturity, brand, early success with customers, 
and customers’ knowledge on product [20, 41, 42, 44, 46, 47, 55, 61]. 

Product development (D) variable covers all the aspects of product development, 
involves its power, its resources, its management, and its strategy. Some of the 
examples could be mentioned are R&D excellence, team competency, resources 
compatibility, resources flexibility, activities involved in product development, and 
process flexibility [6, 37, 40, 42, 47, 49, 51, 52, 59]. 

Cost of product development (C) represents the effort, the money spent, or the 
intensity of resources used in product development activities. R&D spending, R&D to 
asset ratio, and investment magnitude are some terms mentioned in some related 
researches [20, 36, 37, 54, 57, 62, 63]. 

4 Meta-Analysis 

The effect of the six independent variables on product success will be evaluated by 
meta-analysis on the result of other studies previously conducted. This meta-analysis 
is applied on the correlation (r) as the most available and common data presented in 
research papers. Some research papers present no correlation data but mention the 
value of F statistic, t statistic, or R2 for simple linear regression model. In this case, 
those values are converted to correlation. Several other papers discussing structural 
equation model present the value of the effect size. It will be converted also to 
correlation value [64]. 

The studies involved in this meta-analysis are published from 1979 to 2014. The 
location of observed cases covers almost all the five continents, i.e. the United States 
including Alabama specifically, Canada, Europe including London, Hungary, and 
Turkey specifically, Brazil, China, Taiwan, Korea, Thailand, Indonesia, Pakistan, 
India, Kenya, and Nigeria. The industry sectors spread from manufacturing industries 
to services, large scale industries to SMEs, profit oriented companies to non-profit 
organizations. The manufacturing industries involved are manufacturing industries in 
general, electronics, computers, control equipments, telecommunication equipments, 
medical equipments, foods, beverages, and textiles. The services industry involved 
are service industries in general and insurances. 

The total number of studies (K) observed for all the six variables is 166 and the 
total number of sample (N) is 30,759, thus the average sample size per study (NK) is 
around 185. The reliability (α) of the variables on those studies is ranged from 0.52 to 
0.964, exceeding the minimum reasonable α value of 0.5 [64]. For every variable, the 
number of studies observed is ranged from 10 to 56 and the total number of sample is 
ranged from 3056 to 9820. It has exceeded 3000, the rule of thumb of minimum 
number of sample required for meta-analysis [64]. 

Table 1 and Table 2 show the summary of the data used and the result of this 
analysis. The r presents the observed correlation value mentioned by the studies, 
while ρ is the representative correlation value came from the meta-analysis. The σρ is 
the standard deviation of ρ, and σr is the standard deviation of r. The ratio σρ/ρ 
represents the feasibility of the result of the meta-analysis. Under 5% confidence 
interval, the minimum value of σρ/ρ is 1.96 ≅ 2 [64]. 
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Table 1. Meta-analysis data summary of the variables 

Relationship 
between 

Data 
K N NK R σr α 

P and S 34 5945 24-800 -0.760-0.870 0.222 0.520-0.964 
T and S 14 3120 24-800 0.113-0.720 0.208 0.590-0.867 
M and S 33 5604 24-800 -0.680-0.822 0.216 0.590-0.964 
E and S 19 3214 24-367 0.128-0.810 0.205 0.860-0.964 
D and S 56 9820 30-332 0.026-0.703 0.077 0.590-0.964 
C and S 10 3056 51-1260 -0.154-0.843 0.274 0.600-0.911 

Table 2. Meta-analysis result of the correlation of the variables 

Relationship 
Meta-analysis result 

ρ σρ/ρ Conclusion 
P and S 0.583 2.123 Feasible 
T and S 0.623 2.099 Feasible 
M and S 0.636 2.443 Feasible 
E and S 0.494 2.151 Feasible 
D and S 0.320 3.392 Feasible 
C and S 0.752 1.778 Not feasible 

5 Discussion 

As presented in Table 2, the correlation between cost of product development and 
product success generated from meta-analysis is not feasible. Technically, there are 
two reasons could be identified to explain it. First, the range of the observed data is 
too wide, and the second, the data is not normally distributed (Fig. 4). The other 
variables may have wide range of data too, as product characteristic and management. 
However, the extreme data is not significant and most of the data is normally 
distributed. The data related to technology advance variable may be not normally 
distributed perfectly, but there is no extreme data involved. 

 

Fig. 4. Correlation value distribution of the observed studies 
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6 Conclusion 

One conclusion generated from the result of the meta-analysis is that the cost of 
product development is not proven to be correlated to product success. Some studies 
(31%) say that cost product development has low, even negative, correlation to 
product success (-0.154 ≤ ρ ≤ 0.260), while the others (69%) say that the cost of 
product development is highly correlated to product success (0.437 ≤ ρ ≤ 0.843). 

Nonetheless, correlation could only explain the linear relationship between two 
variables [65]. The low correlation does not mean that there is no relationship 
between two variables. The nonlinear relationship still becomes the possibility. In this 
case, cost of product development itself, in the terms of overall cost amount, may 
have no impact on the product success, like what the 31% of studies has observed. 
However, the way the cost is utilized in product development process may have 
relationship with the product success. Cost, nowadays, is not just a tool to measure the 
level of activities. It takes a role as performance accelerator, in facilitating activities to 
be conducted properly [66]. For example, the fallacy in utilizing the cost for resources 
procurement will lead to non-effective activities. 

7 Future Work 

Hence, combining the variable D and C into one variable becomes the reasonable 
follow-up to be evaluated. The meta-analysis result shows the correlation between 
product development and product success. The product development here means the 
way the product is developed, hence it is related to the resources utilized, beside the 
arrangement of the activities. Therefore, it is related to the cost utilization. 

 

Fig. 5. The future work: model improvement 

Following-up the result of the meta-analysis, the future work of this study is to 
reconstruct the model and reevaluate the effect among variables. Fig. 5 gives the scheme 
of the model modification. The new variable, the scheme of product development  
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cost DC, presents the strategy or scenario of how the product development is managed to 
contribute the product success. Finally, the correlation among the independent variables 
will also be evaluated, in order to find the alternative of improvement. 
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Abstract. Thai silk is one of Thailand’s most well-known products, which is  
considered as the best silk in the world. It is famous for its bearing uniqueness 
features, beautiful designs, bright colors and elegant quality. Silk weaving is a 
long-established folk craft passed down from generation to generation that resem-
bles the region’s cultural heritage. It pays an important role to the foundation of 
Thai local economy for centuries.Thai products produced by local communities 
using indigenous skills and craftsmanship combined with available natural re-
sources and raw materials.  However, it is widely accepted that there exists a 
managerial gap in many small or micro-sized enterprise, many activities may not 
be enough to make those products are sustainable. Understanding the key issues 
affected Thai silk entire chain is an important step to improve the competitiveness 
of those products. In this paper, case studies are therefore conducted, as part of a 
research project to examine the current stage. The SCOR model is employed to 
identify challenges and pinpoint weaknesses in management practices also in 
what processes have an effect on inefficiency within the supply chain before radi-
cal suggestions improvements. This paper intends to report two case studies of 
Thai silk products and concludes with a summary of key issues that are raised in 
the fieldwork. Finally, conclusions and recommendations for further development 
of the main study are also provided in the paper. 

Keywords: Thai Silk, SCOR model, Supply Chain Performance. 

1 Introduction 

"Mai Thai" or "Thai Silk" has been worldwide recognized of its reputation for its 
attractiveness and unique, different from other countries’ silk. Thailand is considered 
the leading country in ASEAN region, in terms of both researches and products that 
are unique, with short thread and rough knots. Cocoon is small, delicate, shiny, gentle, 
flexible and fluttering. For a genuine native variety, despite its floss is thin but sticky 
and springy.  As handicraft, the silk cannot be put into the machines due to its length 
of about 250 - 450 meters. Silk production in household is found almost in all regions, 
especially in the northeast and the north where production has been at household level 
with establishment of more than 200 groups of textile weavers across the country,  
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at present, for local distribution and exporting [1]. In silk production, Thai labors, 
especially workers in rural area, will be used. This is deemed generation of income 
for the Thai workers and entrepreneurs, mostly small and medium-sized enterprises. 
Effective production of the genuine Thai silk will be significantly handmade. Thai 
silk product is one of the interesting products, with potential to be further developed 
to support free trade of the ASEAN Economic Community (AEC), which will expand 
the market. It is generally found that the demands for silk and silk products have cur-
rently been steadily growing in both domestic and foreign markets. Moreover, Thail-
and has the ability to produce Thai silk products in a manner that ranges from up-
stream to downstream.  

This paper aims to investigate in which practices have the most influence in supply 
chain performance of Thai silk producers. Therefore, in the first stage of the study 
will focus on broadening an understanding in management practices of whole supply 
chain. Case studies are conducted, as part of a research project to examine the entire 
supply chain from both demand and supply sides at the current stage to understand the 
differences and similarity among businesses. In-depth interview via site visits, as well 
as the SCOR model is employed to gain more understanding insights into the chain 
prior to conducting the main study in the next stage. This paper presents the prelimi-
nary results of the first phase of the case studies of Thai silk producers and concludes 
with a summary of key issues that are raised in the fieldwork.  

The rest of this paper is organized into the following sections. Methodological de-
tails are presented in section 2. The results and findings are then illustrated in section 
3. Finally, conclusions of the study along with recommendations for further work will 
be drawn in the last section of the paper.  

2 Methodology and Tools  

The study is concentrate particularly on a formal group of people in a community or 
community producers who join together to produce Thai silk products, since they 
create value of the chain from raw materials through the production process to end 
customers. The important steps including methodologies employed to this study are 
discussed as follows. 

2.1 Initial Interview 

The initial part of this primary research was conducted via site visits and in-depth 
interviews. Several key parties or stakeholders i.e. suppliers, a formal group of mem-
bers or community producers, government officers, network members in each village 
as well as end customers were interviewed over a two month period between Decem-
ber 2014 and January 2015. Principally, the main objective of this stage was to under-
stand of problems and difficulties within the group of society in producing and selling 
their products to the market. The interview questions intend to measure business’s 
performance using the SCOR model [2, 3]. To illustrate the point, in this paper, two 
case studies have been presented. 
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2.2 Supply Chain Operations Reference Model (SCOR Model) 

SCOR model is developed in 1996 by Supply Chain Council [2, 3]. The SCOR contains 
standard descriptions of management processes and standard metrics to measure process 
performance, enabling effective communication among the supply chain partners [4]. 
The SCOR model provides standard descriptions of relevant management processes, a 
framework of relationships among the standard process performance metrics and stan-
dard alignment to features and functionality. The model is separated supply chain opera-
tions into five primary management processes - PLAN, SOURCE, MAKE, DELIVER, 
and RETURN [3]. The current version of SCOR model is also available on Supply 
Chain Council website [5]. Once a complex management process is captured using 
SCOR Model form, all unambiguously can be described and explained. As such, by 
applying a SCOR model, it will help us to depict the "AS-IS" state of a process and also 
provides a basis for improvement those processes in the future state. The model consists 
of over 150 key indicators that measure the performance of supply chain operations. 
These metrics derive from the contribution and experience of the council members, who 
are independent not-for-profit corporation [2].  

2.3 Supply Chain Management Practice 

Supply chain management practices based on main four decision areas on SCOR as 
PLAN, SOURCE, MAKE and DELIVERY were summarised by Lockamy III  
and McCormack [6] by excluding RETURN from their framework. They propose 
nine keys created from literature review and interviews with supply chain experts  
and practitioners. Their framework will be employed to analyse data from the Thai 
silk case studies and the qualitative analysis  from case study will be presented in 
Section 3.2. 

Planning process relates to the process of forecasting, planning and scheduling with 
suppliers, planning in manufacturing and also scheduling for delivery to customers.  

Collaboration relates to the process of establishing customer and supplier relation-
ships, sharing of planning information with suppliers, collaboration between sales, 
manufacturing distribution department etc. The supplier lead-times can base on col-
laborative information. 

Teaming relates to the process of setting the strategy team from the major supply 
chain functions of the focal firm or identifying procurement, manufacturing and dis-
tribution team. Furthermore, particular teams should have regular meetings.  

Process measures relates to the measuring of forecasting accuracy, a joint assess-
ment of the needs among sales, manufacturing and distribution department, measuring 
differentiation between customer requests and actual delivery. 

Process document refers to the process of documenting in the operation strategy 
process, procurement process, manufacturing process and distribution process. It is 
used to explain what is to be done within or between processes. 

Process ownership refers to the process of identifying owner for supply chain 
planning process, procurement process planning team, manufacturing planning proc-
ess team to ensure its effectiveness and working closely with other relevant teams. 
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Process credibility relates to the delivery process and it can be evaluated from  
customers’ satisfaction with on-time delivery performance.  

Process integration is the linking process along with the supply chain in particular 
process. For example, delivery process from inventory control and automatic replen-
ishment throughout the supply chain can be integrated in order to increase the  
effectiveness. 

IT support is generally using IT in particular process. 

Furthermore, it is found that Process credibility, Process integration, IT support can 
impact significantly only in the Delivery process [6]. 

3 Results 

In this research, case studies were firstly conducted mainly in the Northwest part of 
Thailand, for instance Ubon Ratchathani, Khon Khan and Maha Sarakham. The  
results of two case studies in Ubon Ratchathani province are reported below. 

3.1 Thai Silk Handicraft Industry 

Traditionally Thai silk is hand woven in household. The majority of Thai silk produc-
ers are farmers who spend their time out of the agricultural season for weaving for 
private consumption. Now a day Thai silk is famous as mentioned above so it be-
comes commercial fabric. As the purpose of production changes, Thai silk supply 
chain becomes more complicated and involves with different stakeholders. During 
this transition, variety types of Thai silk producers and their stakeholders are investi-
gated in this exploratory study.  

Since traditional Thai silk is hand woven, each silk fabric is unique and difficult to 
be duplicated through commercial means by mass production. Therefore we will 
scope our research in Thai silk handcraft industry and also define the focal agents in 
this research as individuals or group of members. 

3.1.1 Individual Operators 
Most individual operators for Thai Silk are originated from a small household-based 
which has been weaving its traditional products for several years. Treads for weaving 
are produced from the cocoons of Thai silkworms which had been raised the caterpil-
lars using mulberry leaves. After a suitable time, the silk thread is separated from the 
caterpillar inside the cocoon. Then the threads are hand-reeled onto a wooden spindle 
to produce a uniform strand of raw silk. Once washed and dried the silk yarn to re-
move the natural yellow coloring, the silk is then woven using a traditional hand  
operated loom. It takes a weaver for several months to produce about 2 meter of hand-
made silk as most of them usually have their own jobs. They will design their own 
styles of weaving according to their cultures. The final products mostly use in their 
own families and giving as gifts for a wedding or engagement ceremony, for example. 
The rest of products will be then sold to customers in their provinces. 
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Based upon the in-depth interview results and observation of the production 
process, it seems that these operators run every process by themselves starting from 
the primary producers of the silk cocoons through producing the silk. For upstream 
process, they need to make their own plan to set how many of silkworms they can 
raise as they need to make sure that they will have time to feed silkworms and protect 
from other animals and the elements. Furthermore, it is needed to make sure that they 
have enough mulberry leaves to feed them (between 5-700 kg. per 20,000 eggs). The 
life cycle of a silkworm spans about 40-50 days. After the cocoons have been formed, 
the strands have to be reeled within two days; otherwise the cocoons will be opened 
by pupa and those cocoons cannot be used anymore. Thread is then further processed 
and spun to the desired count (in general 20-22 or 40-44 denier). The amount and 
quality of yarn are also depended on the quality of eggs as well. Hence, those activi-
ties have a noteworthy impact on supply chain performance. The process of planning, 
sourcing of raw materials (eggs and mulberry) and production of cocoons are required 
to make sure its effectiveness. Normally, the rearer, reeler and the weaver is the same 
person in the village. After finishing the process of washing and drying the silk yarn, 
the process of weaving silk products can be done whenever they have a free time from 
their normal jobs and festival. Silk product represents Thai local folk, the lives which 
come from fundamental ideas of the weavers and descendent from their ancestors. 
Figure 1 displays Thai silk  products and traditional process of weaving. 

 

  

   

Fig. 1. Thai silk and traditional process 

3.1.2 A Group of Operators 
Thai silk operators in handicraft industry can cooperate in their community as a local 
entrepreneur. An example of the group of operators is called “OTOP” (One Tambon 
One Product) to support local make and marketed products of each Tambon [1]. 
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According to the case studies, members in the group produce silk individually from 
their house since it takes long time to complete hand-woven silk and they need to use 
waving machine which is big and difficult to be moved. They also use the same 
process to produce the product as individual operators. However, they can show and 
sell their products in the shop where is the general office in their community so it is 
easier for customers to find and know them. In addition, they can gain financial and 
knowledge supports from government in order to improve potential and to sustain 
their groups in the market.   

The similarity of both agents can be found that most individual operators do not yet 
adopt any SCOR model areas included in this study (Plan, Source, Make, and Delivery).  

3.2 Different Supply Chain Practices by SCOR Model 

This research employs the framework by Lockamy III and McCormack [6] to charac-
terize and compare two focal Thai silk operators who are individual operators and a 
group of members. Table 1 compares two types of focal agents according to their 
supply chain practices. 

Table 1. Key supply chain practices of Thai silk individual operators or group of members 
from Ubon Ratchathani province case study 

Practice Individual operators A group of members 
PLAN SOURCE MAKE DELIVERY PLAN SOURCE MAKE DELIVERY 

Planning process       () () 
Collaboration         
Teaming         
Process measures         
Process credibility* - - -  - - -  
Process integra-
tion 

- - -  - - -  

IT support - - -  - - - () 
Process documen-
tation 

       ()  

Process owner-
ship 

  ()    ()  

 *  Only impact significantly on DELIVERY 

  not available,  available, () available in some occasion 

3.2.1 Individual Operators 
Generally, individual operators do not deliver products to their customers and their 
major customers are local people so they may not concern about any practices for 
delivery. Since they can work anytime and no commitment as their part-time job, they 
do not use forecasting to predict demand. Generally, they will produce silk by consid-
ering their available materials e.g. silk yarn rather than demands from customers. 
Before they start weaving, they usually try to get enough materials for a piece of silk. 
Once they start weaving, they may not set the deadline to finish their products. 
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As explained in Section 3.1.1, they can assign different tasks to their family mem-
bers by their expertises in the producing process. However, there is no process owner-
ship in other SCOR factors. Furthermore, they do not concern either relationship with 
other partners or the strategy of a team since they are mainly own raw materials and 
do not set sales target. Therefore, they do not neither set formal strategy nor predict 
demand that why they cannot set measuring in any process. Interestingly the know-
how of Thai silk operation has been transferred within family without documenting 
but they implement “learning by doing” manner. They are using traditional processes, 
and also old style machines. Furthermore, most of them are old ladies in rural com-
munities so the modern IT or any technology may not suitable or relevant to them. 

3.2.2 A Group of Members or Society 
The process of setting the strategic team is the originated requirement when they set 
their Thai silk group. Leaders can response in planning process for all members in the 
team and to link between their group and government agencies. Their community 
shop is a showroom and also an office. They can sell their products to walk-in cus-
tomers and also make product by customers’ orders. 

According to the interview especially with the leader of Thai silk handicraft group, 
she is a key person to deal with customers orders (make to order). Once she gets the 
order, she can ask other members to find out the current level of resources that they 
have and then she can plan to sort out from suppliers until getting enough materials 
(e.g. color, silk yarn). After that she can split the order to members and also planning 
the deadline for delivery to their customers, if they required. Occasionally, some or-
ganizations want to make their uniform, they may contact and order silk from the 
group which is capable to deal with big orders. In this case they can assign the differ-
ent tasks such as thread producing, coloring, silk weaving so sometime the process 
ownership is applied. 

In addition the formal collaboration between suppliers or customers cannot be ob-
served. Main customers’ satisfactions depend simply on the quality of the silk. Custom-
ers normally come to buy silk from their shop so process credibility which is measured 
by customers’ satisfaction with on-time delivery performance is out of their focuses. 
The process integration cannot be defined since the quantity of their product depends on 
available quantity of silk yarn that they can produce rather than customers’ demand. 
Information to match demand and supply cannot be observed in the case studies so the 
process measures of the accuracy of demand forecasting are unavailable.  

Members in the group are using similar process of silk production to the individual 
operators do and they transfer the knowledge without documenting. However, the 
group will support their members by preparing the striped pattern paper to produce 
striped Thai silk. Furthermore, they need to record stock, product owners and also 
incomes or profits which can be shared with all members. We also found that gener-
ally they do not use IT to support any process except their groups’ name will be able 
to find on the Internet or when they get promote as OTOP of their province.   
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4 Conclusion and Further Research  

In this paper, two case studies of Thai silk products were analyzed. Data was gathered 
mainly from all relevant partners along the chains. The SCOR model was used to 
measure and evaluate supply chain configurations of both case studies. Similar obsta-
cles are occurred in management practices from both cases. For instance, the issues of 
meeting deadlines, production capacity, quality control, design preferences and mar-
keting are common challenges for two groups. Moreover, there is no use of material 
planning, recording, as well as inventory management with in a business. Likewise, 
there is a lack of information sharing between partners and their members. They don’t 
know exactly when to produce at each time. For the group of silk producer, every 
determination comes from one person, which is the president of the group. It becomes 
clear, though, that both businesses must improve their current coordination of opera-
tions along the chain. 

The results of the study will be applied to improve and develop the Thai silk and 
silk products to meet the consumer needs. Although one should be very careful about 
drawing conclusion of such kind of these products from a small group of sample 
sizes, some recurring issues do become apparent from data gathered in interviews and 
observation process. However, it is clear, from the study that, in order to improve 
competitiveness, there is a need to totally integrate material flow and information 
flow in the whole supply chain. Meanwhile, the establishment of strong network 
within village communities and with other silk producers will be a benefit for com-
munities to provide supports for each other. For instance, they can pool together to 
buy raw materials or take turn in bringing goods for sale in OTOP fairs which are 
arranged in the main cities far away from the communities. The government’s focus 
should be shifted towards strengthening the competitiveness of Thai Silk products 
rather than put only a financial assistance or knowledge that sometimes is difficult to 
apply into the villagers. 

This will help expand the market to be potentially competitive once the ASEAN 
Free Trade opens. A subsequent work will be driven into this direction to confirm the 
conclusion and classify those barriers and challenges. Finally, the main task of the 
research will be concerning in a strategic scope in order to match demand to supply, 
such as developing a distribution centre in the community area for collecting, display-
ing and distributing all Thai silk products from each group to market. Data collection 
will continue, with the final results reported by the middle of 2015. 
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Abstract. In this paper, a multi-objective mathematical model is developed in 
fuzzy environment in which the vagueness in aspiration level of objectives and 
data imprecision regarding the selection criteria and related constraints are con-
sidered simultaneously as a source of fuzziness. In the model, such data impreci-
sion is presented based on the estimation of its possibility distribution to better  
capture the uncertainty. Finally, a fuzzy solution methodology is constructed by the 
aid of weighted additive aggregation function to derive optimal solution. As pre-
liminary investigation, we report that the proposed model is more flexible and con-
venient than the previous models whose imprecise parameters are treated as a  
given single estimated value. 

1 Introduction 

To remain competitive in a dynamically global market, the need to improve efficiency 
has prompted enterprises to seek opportunity to reduce costs while continuously im-
prove their operation. Within the purchasing function, one of the key activities to 
achieve this goal is by selecting the appropriate supplier(s). In essential, supplier se-
lection problem is a multi-criteria decision making within which criteria may be de-
fined in quantitative and qualitative dimensions. Dickson [1] was the first to identify 
several criteria which are the most considered criteria in a practical supplier selection 
where quality, on-time delivery, performance history, warranty policy, and production 
facility/capacity of supplier were on the top five ranked in the list. A recent survey by 
Olson and Wu [2] study reported that cost, quality, and time response are major crite-
ria that consistently appear for supplier selection. 

The issue of considering uncertainty in supplier selection problem has received a 
great deal of concern in the field of supply chain management. This complexity in 
supplier selection stems from imprecise preferences of the decision maker (DM) re-
garding the aspiration level of decision objective and/or the imprecise nature of deci-
sion criteria and constraints. While the usefulness of stochastic approach has been do-
cumented, it is not always applicable in coding the information regarding the  
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imprecision of data and vagueness of goals. To avoid this drawback, the fuzzy ap-
proach is employed for modeling uncertain parameters. Moreover, it is frequently 
emphasized in the literature that fuzzy approach has had a great impact in preference 
modeling and multi-objective problem and has helped bring optimization techniques 
closer to the users’ needs [3]. 

A number of studies have been devoted to examining supplier selection methods. 
Quantitative techniques have become increasingly applied recently. A comprehensive 
review of numerous quantitative techniques used for supplier selection has been done 
by [4].  

This paper focuses on fuzzy multi-objective linear programming (fuzzy MOLP) to 
deal with supplier selection problem. Kumar et al. [5] developed a fuzzy multi-
objective integer programming approach for supplier selection problem subject to 
constraints including buyer’s demand and suppliers’ capacity, and derived an optimal 
solution using max-min operator (Zimmermann’s approach). To evaluate the perfor-
mance of the model, they perform sensitivity analysis on the order allocation and ob-
jective function by changing the degree of uncertainty in supplier capacity. Amid et 
al. [6] solved fuzzy MOLP supplier selection problem by applying weighted additive 
aggregation function to facilitate an asymmetric fuzzy decision making technique. 
Since they found the performance of such a method is not adequate to support deci-
sion making process, α-cut approach is then proposed to improve the resulted 
achievement level. Later on, Amid et al. [7] applied weighted max-min aggregation 
function in supplier selection problem and compared the performance of the proposed 
approach with max-min operator and weighted additive aggregation function. They 
found that the ratio of achievement level of objectives matches the ratio of the objec-
tives weight. Yucel & Guneri [8] proposed a new method of weights calculation in 
fuzzy MOLP supplier selection. Recent study by Arikan [9] developed a modified 
augmented max-min aggregation function that originally proposed by Lai dan hwang 
([10],[11]) to solve fuzzy multi-objective supplier selection problem by considering a 
preference of the decision maker(s) (DMS) in determining the desired minimum 
achievement level of fuzzy objectives. The performance of the proposed approach is 
then is compared with the original augmented max-min and the weighted additive ag-
gregation function in solving the test problem in Yucel & Guneri [8]’s study. The 
study reported that while the modified augmented max-min outperforms the weighted 
additive in terms of the achievement level of fuzzy objectives, it shows insignificant 
improvement in performance when compared to the original augmented max-min. 

Related to coding the imprecise data involved in supplier selection problem, all 
models in literatures assumed such imprecision is tackled by assigning a given single 
estimated value. In this paper, a solution methodology for multi-objective supplier se-
lection problem is developed in fuzzy environment in which the data imprecision  
regarding the selection criteria and related constraints, and vagueness in aspiration 
level of objectives are considered simultaneously as a source of fuzziness. Unlike the 
previous models, data imprecision is generated based on its possibility distribution  
in order to better capture the uncertainty. A fuzzy mathematical model is then devel-
oped by the aid of weighted additive aggregation function to derive a set of optimal 
solution. 
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2 Fuzzy Multi-objective Programming Methodology 

2.1 Fuzzy Multi-objective Preliminary Formulation 

A fuzzy formulation of the multi-objective linear programming (MOLP) with impre-
cise coefficient and fuzzy aspiration level of objectives can be stated as min ܼ ൌ ∑ ܿ̃ݔୀଵ  ~ܼ ,      ݇ ൌ 1,2, … , max (1)                 ෨ܼ ൌ ∑ ܿ̃ݔୀଵ  ~ܼ ,       ݈ ൌ   1,   2, … ,  (2)           ݍ

subject to: ݃௦ ൌ ∑ ܽ௦ݔ  ෨ܾ௦ୀଵ , ݏ ൌ ݄  1, ݄  2, … , ݔ (3)               ݉  0, ݅ ൌ 1,2, … , ݊                                         (4) 

The symbol ≤~ and ≥~ denotes the fuzzified version of ≤ and ≥, respectively. The 
notation of ܿ̃ and ܿ̃  are imprecise coefficients, and  ܼ and ܼ are the aspiration le-
vels that the DM wants to reach. The above fuzzy mathematical formulation is cha-
racterized by linear membership function whose value changes between 0 and 1. The 
linear membership function for fuzzy objectives are given as [12]: ߤ ൌ ೖೌೣିೖ(௫)ೖೌೣିೖ                                                   (5) 

ߤ  ൌ (௫)ିೌೣି                                                          (6) 

Here ܼ௫, ܼ௫, ܼ, and ܼ means the maximum value and the minimum 
value of ܼ and ܼ, respectively.  They are obtained by solving a single objective  
optimization problem respectively under each objective function. 

2.2 Modeling Imprecise Parameter using Possibilistic Programming 

In possibilistic programming, each imprecise data (ill-known parameter) has its possi-
bility distribution which represents the possibility degree of occurrence of possible 
value for each imprecise parameter. A several number of distributions exist in litera-
ture such as triangular, trapezoidal and so on. Among them, triangular are the most 
commonly used distributions in solving possibilistic programming problems [2]. Us-
ing triangular distribution, a possibilistic programing with imprecise parameter ∑ ܿ̃ݔୀଵ  is redefined as max/ min ∑ ൫ܿ, ܿ, ܿ൯ݔୀଵ                                           (7) 

where ܿ, ܿ and ܿ are the most pessimistic, the most likely and the most optimistic 
value of imprecise parameter, respectively. These values are usually estimated by the 
DMs based on available data as well as their knowledge. 
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Jimenez et al., [13] proposed a method to define a single crisp representation of ܿ, ܿ and ܿ based on the concept of expected interval and expected value of fuzzy 
numbers. It has been proven that this method is computationally efficient to solve 
such problems as it can preserve its linearity and do not increase the number of objec-
tive functions and inequality constraints [14]. 

The crisp representation of imprecise parameters of fuzzy MOLP problem in  
Eq. (1) - (4) can be formulated as follows [13]: ෨ܼ ൌ ∑ ൬ೖೞାଶೖೞାೖସ ൰ ୀଵݔ  ~ܼ                        (8) 

෨ܼ ൌ ∑ ൬ೞାଶೞାସ ൰ ୀଵݔ  ~ܼ                          (9) 

subject to: ݃௦ ൌ ∑ ܽ௦ݔ  ߙ ൬ೞೞାೞೞଶ ൰  (1 െ (ߙ ൬ೞೞାೞଶ ൰൨ୀଵ ݔ (10)              0, ݅ ൌ 1,2, … , ݊                           (11) 

where α is a minimum acceptable feasibility degree of decision vector which can be 
varied according to subjective preference of the DM. 

2.3 Fuzzy Aggregation Function 

A fuzzy aggregation function is typically used to solve fuzzy multi-objective pro-
gramming problem by converting such problem into single objective formulation. 
Solving the aggregation function results in the efficient solution in terms of the satis-
faction degree of each objective from which the DMs choose the final decision based 
on his/her preference (relative importance among objectives). Tiwari et al [15] pro-
posed weighted additive aggregation function which had been widely used in vector-
objective optimization problems. The function is stated as follow:  Max ∑ ߱ߣ   

subject to: ߣ  ,ߣ                                                      (12)ߤ ,ߤ  ߱ א ሾ0,1ሿ ∑ ߱ ൌ 1  

where ߣdenote the satisfaction degree of k-th objective (individual satisfaction  
degree of each objective). 
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3 Fuzzy Multi-objective Supplier Selection Problem 

3.1 Model Formulation 

A typical linear model for multi-objective supplier selection problems is presented as 
follows [7]: 
 
Index set 

i index for suppliers, for all i = 1, 2, . . . , n 

 
Decision variable 

xi  The number of units purchased from the i-th supplier 

 
Parameters 

D  Aggregate demand of the item over a fixed planning period. 
n  Number of suppliers competing for selection 
pi  Unit net purchase cost from supplier i 
fi  percentage of product quality of the supplier i 
si  Service performance of the supplier i 
Ci  Capacity of i-th supplier 
 

Following the formulation of the fuzzy MOLP problem in Eqs. (1)-(4), the crisp 
representation of the above problem using Eqs. (8)-(11) can be stated as follows: Min ෨ܼଵ ൌ ∑ ൬ೞାଶೞାସ ൰ ୀଵݔ  ~ܼଵ                           (13) 

Max ෨ܼଶ ൌ ∑ ൬ೞାଶೞାସ ൰ ୀଵݔ  ~ܼଶ                        (14) 

Min ෨ܼଷ ൌ ∑ ൬௦ೞାଶ௦ೞା௦ସ ൰ ୀଵݔ  ~ܼଷ                         (15) 

 
subject to: ∑ ୀଵݔ  ቂߙ ቀೞାଶ ቁ  (1 െ (ߙ ቀೞାೞଶ ቁቃ               (16) 

ݔ  ߙ ൬ೞାೞଶ ൰  (1 െ (ߙ ൬ೞାଶ ൰൨                     (17) ݔ  0 (18) 

Eq. (13) minimizes the net cost for ordering product to satisfy demand. Eq. (14) 
maximizes the quality requirement of each supplier. Eq. (15) maximized the service 
performance of each supplier. Eq. (16) ensures that order quantity assigned to suppli-
ers must satisfy the total demand. Eq. (17) guarantees that the order quantity assigned 
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to each supplier will not exceed supplier capacity limit. Eq. (18) is non-negativity 
constraint. 

3.2 Step-by-step Solution Methodology 

We propose solution methodology to facilitate the decision-making process in solving 
multi-objective supplier selection problem with imprecise parameters and fuzzy aspi-
ration level of objectives. The steps are summarized as follows: 
 
Step 1: Construct the fuzzy MOLP supplier selection problem with imprecise  

parameters and fuzzy aspiration level according to defined criteria and  
constraints. 

Step 2: Transform the model into an equivalent crisp representation of multi-
objective model by converting all the imprecise parameters (i.e., criteria data, 
aggregate demand and capacity of each supplier). 

Step 3: Determine the minimum acceptable feasibility degree (α-level) and then con-
struct membership function for each fuzzy objective function using lower 
and upper bounds of each objective for the desired α-level. 

Step 4: Specify the weight of each objective and solve the model using weighted  
additive aggregation function. 

Step 5: Present the optimal solution set according to predetermined α value. When 
the DM desires to change his/her preference in respond to uncertainty and/or 
the weight of each objective, change the corresponding values and repeat the 
procedure from step 3. 

Table 1. Supplier quantitative information 

Supplier n Cost ($) Quality (%) Service (%) Capacity (unit) 
 1 {11,13, 15.5} {65,80,95} {70,85,90} {550,700,800} 
 2 {10,11.5, 13} {60,70,80} {60,75,85} {400,600,700} 
 3 {13,15,16.5} {70,80,99} {70,80,95} {300,500,650} 

4 Numerical Example 

The following example is based on Amid, Ghodsypour and O’Brien [7]’ s study. 
Consider one company which considers three candidates of supplier for ordering 

plan of one product. Management wants to improve the efficiency of the purchasing 
process by evaluating their suppliers using three criteria which are net price, quality 
and service. Based on this description the objectives are developed as minimizing net 
cost of purchasing a product to the suppliers, maximizing quality rate and maximizing 
service performance of suppliers. 

To show the effectiveness of the proposed solution methodology, the original crite-
ria data from Amid, Ghodsypour and O’Brien [7]’ s study are presented as imprecise 
parameters, following the assumption that the data is imprecise. As a result, rather 
than estimates a single value for each of the data, the DM determines the estimation 
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of its possibility distribution by deciding three prominent values (i.e., the most likely, 
the most pessimistic and the most optimistic values) based on their current available 
information and knowledge. The constraints regarding the total demand and the ca-
pacity of each supplier are also considered imprecise in nature. As a result, the  
estimated values of their cost, quality and delivery performance, and associated  
constraints of suppliers are presented in Table 1. 

Several results with different α-level (i.e. α = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0) are pro-
vided in performance testing and for each α-level alternative solution sets are gener-
ated by the aid of the weighted additive aggregation function. The weight of cost, 
quality and service are given as ߱ଵ= 0.63, ߱ଵ= 0.21 and ߱ଵ= 0.16 [16]. Due to space 
limitation, the detail formulations according to the step-by-step procedures of  
methodology are not presented in the paper. 

Table 2. Different sets of optimal solution 

Item Amid et al.    Proposed model 
 (2011) α = 0.0 α = 0.2 α = 0.4 α = 0.6 
Z1 12000 10756 11264 11773 12281 
Z2 740 655 686 717 748 
Z3 807 686 717 749 780 
x1,x2,x3 400,600,0 250,650,0 315,650,0 380,590,0 445,560,0 
μz1 1.000 1.000 1.000 1.000 1.000 
μz2 0.000 0.000 0.000 0.000 0.000 
μz3 0.300 0.004 0.005 0.007 0.010 

 
According to the result provided in Table 2 the value of all objective functions in-

creases when the minimum acceptable feasibility degree (α-level) is increased. In oth-
er words, when the DM decided to response to uncertainty with a higher confidence 
level, all objective functions are also augmented. This could be due to the need to or-
der more quantity of product (in total) in higher α-level. 

It is also revealed that the second and third objective (quality and service) are  crit-
ical objectives as the corresponding achievement level is always in the worst possible 
value in any α-levels. This implies that the model tends to sacrifice the performance 
of these objectives because it is at less of cost decreasing the performance of these ob-
jectives rather than decreasing the performance of the first objective (net price). This 
phenomenon is directly influenced by the fact that the first objectives is the most im-
portant ones whose assigned weight is the highest, according to the DM’s preference 
(ω1 >> ω2 > ω3). 

As it was mentioned in Section 3.2, the value of minimum acceptable feasibility 
degree (α-level) and the weight of the objectives can also be varied according to the 
DM preferences (other than illustrated above), yielding some alternative solution sets 
from which the DM select the most preferred solution. Hence, besides providing a 
broader decision spectrum, the proposed model is also more flexible and convenient 
than the previous models whose imprecise parameters are treated as a single estimated 
value. 
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5 Conclusion 

In this paper, a solution methodology for multi-objective supplier selection problem is 
developed by simultaneously considering vagueness in aspiration level of objectives 
as well as the imprecision nature of to criteria data and related constraints. To better 
capture the uncertainty embedded in selection process, the model facilitates a judg-
ment of the DM to estimate of the possibility distribution of each criterion and  
constraints by deciding three prominent values based on their current available infor-
mation and knowledge. 

According to the preliminary investigation, the main feature of the proposed model 
is the ability to yield different solution set with adjusted ordering decision based on a 
different minimum acceptable feasibility degree (α-level) in order to facilitate the DM 
to set his/her confident level in response to the uncertainty in imprecise criteria data 
and related constraint (i.e., demand and capacity) in supplier selection problem. 
Another interesting feature were also mentioned regarding the flexibility of the model 
compared to the recent models whose imprecise parameters are treated as a single  
estimated value. 
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Abstract. At the end of 2015, all the ASEAN member countries including 
Thailand will become one ASEAN Economic Community (AEC) to promote 
regional integration. A consequence of the AEC is that there will be no taxes for 
the products whose origins are in the ASEAN region. Local businesses in all 
sectors must be prepared to compete with their counterparts from other 
countries within the region. Steel is an important fundamental industry in 
developing countries. Every year, Thailand imports over two million tons of 
long steel. Part of this is due to the lack of a steel smelting plant in Thailand. 
This paper analyzes the value-added chain of long steel products in Thailand 
and projects the total circulating volume up to 2017. This paper also assesses 
important factors influencing the long steel supply chain in Thailand, including 
those from the AEC, in order to recommend improvement strategies for this 
industry in the future. 

1 Introduction 

The long steel industry can be considered as a primary industry, and it is important for 
the development of the national economy [1]. Steel is a raw material for the 
manufacturing and industrial sectors, such as construction, automotive, and other 
industries. The Thai long steel industry is affected by the ASEAN Economic 
Community (AEC). Moreover, the ASEAN countries are currently increasing their 
capability in long steel product manufacturing. Meaning that there will be higher 
competition from free trade, and they might use some trade barriers to protect their 
own domestic markets [2]. In addition, neighboring countries of Thailand, such as 
Cambodia, Laos, Myanmar and Vietnam (CLMV), will increase their demand for 
long steel products. Therefore, the development of Thai long steel supply chain 
should be accelerated in order to compete in the AEC market. 

Previous studies regarding steel supply chain include [3] a study of the decision 
support in rational use of steel products for dynamic and heterogeneous global supply 
chain (GSC). Another study focuses on the creation of business strategies in the 
automotive supply chain with respect to the relationship between automakers and 
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steel mills. The result of the study provides information regarding production 
expansion in the supply chain [4]. Other research studies the competitiveness factors 
of steel supply chain. The study identifies the competitiveness factors for the 
European steel sector in order to create proper policies for the steel industry in the 
European economic system [5]. Another study is about improvement of logistics and 
supply chain system for Thai steel industry, in relation to economic factors 
influencing logistic costs [1]. Moreover, the study identifies service strategies that are 
consistent with each customer’s requirements, using multiple data sources and 
strategies in sourcing, demand management and fit with buoys [6]. These researches 
demonstrate the potential of the steel supply chain from various dimensions. This 
research therefore aims to analyze the position and dynamics of the steel supply chain 
in response to the context of the AEC, in order that factors can be identified to 
improve Thai steel supply chain. 

The rest of the paper is organized as follows. In section 2 the supply chain of Thai 
long steel and research methodology is presented as a framework. Section 3 presents 
value adding to Thai long steel supply chain, Section 4 presents the work to analyze 
factors for improving Thai long steel supply chain. In section5, the conclusion and 
suggestions for future research are given. 

2 Thai Long Steel Supply Chain and Research Methodology  

Thai long steel supply chain consists of 3 sections: the upstream section including pig 
iron, scrap steel, semi-finished products, so called bloom and billet; the midstream 
section that includes finished steel products, so called bar & section steel and wire, 
steel; and the downstream section, industries who use the finished steel products as 
raw materials, such as construction, automotive, and other industries. In Thailand, the 
upstream begins with blast furnace works which use raw materials such as scrap and 
pig iron for production of semi-finished products; bar &section steel and wire steel. 
All the pig iron is imported. Next, bar and wire steels are produced for finished 
products by transforming the steel into shapes and sizes, so called hot-rolled and cold-
rolled steel in the midstream industries. 

As Thai long steel supply chain joins the ASEAN Economic Community (AEC), a 
study regarding value adding and competitiveness factors would be highly useful. In 
performing such a study, the analysis of the current situation in terms of production 
capacities, and import and export volumes must be done. Then the impact of joining 
the AEC must be analyzed by forecasting production and import volumes to estimate 
quantities of scrap to be used and export volumes of Thai long steel. Then value 
adding in the Thai long steel supply chain must be analyzed. Later, improvement 
factors should also be scrutinized. Brainstorming by experts in the Thai long steel 
industry is required to form strategies and identify improvement factors. These 
strategies and improvement factors are used to increase value adding along the supply 
chain. Figure 1 presents the research methodology framework. 
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Fig. 1. Research methodology framework for value adding of Thai long steel supply chain for 
AEC 

3 Value Adding to Thai Long Steel Supply Chain 

Value adding analysis in Thai long steel supply chain can be separated into 2 parts; 
value added per unit of each steel product; and situation of that steel industry in the 
context of the AEC. 

3.1 Value Added per Unit of Steel Products in Thai Long Steel Supply Chain 

The analysis of value added per unit of long steel products utilizes average price of 
products in the global market between 2008 – 2012[7]. The data is taken from the 
perspective of Thai long steel supply chain structure and its statistical data [8]. The 
data can be classified into 4 cases by product, including 1.) Bar & section steel from 
pig iron, 2.) Bar & section steel from scrap steel, 3.) Wire steel from pig iron, and  
4.) Wire steel from scrap steel (Fig. 2). 
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Fig. 2. Value added per unit of production of the long steel industry 

Figure 2 shows value added per unit of product caused by differences of the cost of each 
product. The value added of long steel products can be classified by material flow along the 
supply chain as presented in Table 1. 

 

Table 1. The value adding of long steel products by material flow along the supply chain 

Case Production process Value adding Total (Dollar/ton) 
Cases1 Pig Iron – Semi finish Product - Bar & Section Steel 122.23+218.35 340.58 
Cases2 Pig Iron – Semi finish Product - Wire Steel 122.23+110.18 232.41 
Cases3 Scrap – Semi finish Product - Bar & Section Steel 225.62+218.35 443.97 
Cases4 Scrap – Semi finish Product - Wire Steel 225.62+110.18 335.80 

 
Comparison among these 4 cases indicates that the highest value added per 

production unit is Cases 3. Scrap – Semi finish Product - Bar & Section Steel, which 
needs to be studied further. 

3.2 Analysis of Thai Long Steel Supply Chain 

Thai long steel supply chain status is analyzed under the current situation as well as 
the projected situation within the AEC. The analysis includes the stages of pig iron 
and scrap import, production of semi-finished and finished products, and exports of 
the finished products. 
 
Current Status. From SEAISI Statistical Yearbook 2013 [8], the products included 
in the statistical data can be categorized into pig iron, scrap steel, semi-finished 
products, bar & section steel, and wire steel as presented in Table 2. 

The data in Table 2 shows that there is a decreasing trend of imported scrap and 
pig iron. The volume of import, export and consumption of semi-finished products are 
varied, while the imported volume of finished product; both bar &section and wire 
steels increases. This trend shows that the production of finished-products are 
inadequate and this must be improved. 

 

Price
218.35 
$US/ton 

Price
110.18 
$US/ton 

Price 
225.62 
$US/ton 

Price 
122.23 
$US/ton 

Pig Iron 

World Price(Average) 
430.09 $US/ton 

Scrap

World Price(Average) 
326.70 $US/ton 

Semi-finish PD

World Price(Average) 
552.32 $US/ton 

Bar & Section 

World Price(Average) 
770.67 $US/ton 

Wire Rod 

World Price(Average) 
662.50 $US/ton 
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Table 2. Current status of Thai long steel supply chain (Unit: thousand tons) 

    2008 2009 2010 2011 2012 Total 5 Year % 
Pig Iron Import 792 432 332 385 232 2,174 100.00% 

Scrap 

Import 2,480 1,735 1,973 1,877 1,701 9,766 35.42% 
Domestic 3,790 2,651 3,015 3,014 2,478 14,948 54.22% 
Export 724 507 576 567 481 2,855 10.35% 
Stock 335 234 266 86 370 1,291 4.68% 

Semi-
finish 

Product 

Import 1,069 1,352 1,086 1,132 1,117 5,755 21.61% 
Production 5,211 3,646 4,145 4,238 3,328 20,568 77.22% 
Export 135 65 35 67 10 312 1.17% 
Consumption 4,250 3,604 3,663 3,653 3,763 18,933 71.08% 

Bar & 
Section 

Steel 

Import 605 319 551 585 725 2,785 13.73% 
Production 3,579 2,846 2,819 2,731 2,950 14,925 73.58% 
Export 433 377 544 622 598 2,573 12.69% 

Wire 
Steel 

Import 629 484 747 775 1,093 3,728 46.00% 
Production 671 758 844 921 813 4,008 49.45% 
Export 48 91 125 70 35 369 4.55% 

 
Projected Status under AEC Context. The analysis of the projected status within 
the AEC context covers the production and import volumes of semi and finished 
products in Thai long steel supply chain, as suggested from the analysis of the current 
status. The imports and production are projected for a 5-year period (2013-2017).  
The years 2013 to 2014 represent preparation years before AEC, and the year 2015 is 
the year of entry. The forecasts apply Mean Absolute Percentage Error (MAPE) for 
the selection of forecasting equation. The results of the trend analysis can be 
represented as a best forecasting model according to MAPE. The equations and their 
MAPE for import and production of each product are shown in Table 3, 4, and 5.  

 
Variables include  
Ai  = productions volume of steel type i (Unit: tons) 
Imi  = imported volume steel type i (Unit: tons) 
t  = year of production (t = 1 is set to the year of 2008) (Unit:  years). 

Table 3. Forecasting equations for production and import volumes 

Type Model Equation

Production 

Semi-Finish 
Product 

Linear 
A1 = 5065559.1-317314.9*t
MAPE =  9.22 % 

Bar & Section 
Steel 

Quadratic 
A2 = 4318610.8-927317.6*t+131664*t2 
MAPE =  2.29 %

Wire Steel Linear 
A3 = 667537.9+44686.5*t
MAPE = 5.82% 

Import 

Pig Iron Exponential 
Im1 = 863726.644e-0.257*t

MAPE =   15.61 % 
Semi-Finish 
Product Exponential 

Im2 = 1178056.85 e-0.0089 *t

MAPE =   6.10 % 
Bar & Section 
Steel 

Quadratic 
Im3 = 732505.2–229902.871*t +46746.929*t2 
MAPE =   15.42 % 

Wire Steel Linear 
Im4 = 379479.30+122064.49 *t 
MAPE =  14.14 %
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Table 4. Estimate equation for scrap volumes and export volumes 

Type % Equation 
Scrap Import 37.07 S1 =A1/(77.89*100)*(37.07/100) 
Scrap Domestic 56.65 S2 =A1/(77.89*100)*(56.65/100) 
Scrap Export 11.55 S3 = (S1 + S2)*(11.55/100) 
Export Semi-Finish Product 37.07 E1 =A1*(1.52/100) 
Export Bar & Section Steel 56.65 E2 =A2*(17.24/100) 
Export Wire Steel 11.55 E3 =A3*(9.2/100) 

 
Table 5 shows the entire Thai long steel supply chain analysis under AEC context. 

The production of semi-finished products are inadequate for the demand of bar & 
section steels, leading to increased imports of the steels. Inadequate production results 
from the reduction in pig iron imports. For the wire steels, imports are increasing, and 
the production and exports are gradually increasing.  

Table 5. Summary of steel volumes within AEC context (Unit: thousand tons) 

    2013 2014 2015 2016 2017 5 Years % 
Pig Iron Import 185 143 110 85 66 589 100.00% 

Scrap 

Import 1,505 1,354 1,203 1,052 901 6,013 0.04% 
Domestic 2,299 2,069 1,838 1,607 1,376 9,190 0.05% 
Export 439 395 351 307 263 1,756 0.01% 
Stock 203 183 162 142 122 812 0.00% 

Semi-finish 
Product 

Import 1,116 1,106 1,096 1,086 1,077 5,482 0.03% 
Production 3,162 2,844 2,527 2,210 1,892 12,635 0.07% 
Export 48 43 38 34 29 192 0.00% 
Consumption 4,430 5,259 6,352 7,707 9,326 33,075 0.18% 

Bar & Section 
Steel 

Import 1,036 1,414 1,885 2,450 3,108 9,893 0.02% 
Production 3,495 4,279 5,327 6,638 8,212 27,949 0.07% 
Export 602 738 918 1,144 1,416 4,818 0.01% 

Wire Steel 
Import 1,112 1,234 1,356 1,478 1,600 6,780 0.05% 
Production 936 980 1,025 1,070 1,114 5,125 0.04% 
Export 86 90 94 98 103 472 0.00% 

 
Analysis of Changes in Value under AEC Context. The analysis employs the data 
from Thai long steel statistical data between the years 2008 to 2012 and the projection 
through the period 2013 – 2017. The numbers used in the analysis refer to the average 
price of products in the global market from 2008 – 2012 [7]. Changes in value added 
of imports, exports, production, and domestic trading along the long steel supply 
chain are analyzed. (Fig. 3). 

Fig. 3 shows that there is a decreasing trend in the use of raw materials for semi-
finished products production, while the consumption of bar & section steels increases. 
This leads to an increase of imported semi-finished products for finished product 
production. 
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Fig. 3. Changes in the value adding of Thai long steel supply chain under AEC context 

The changes along the supply chain are: changes in upstream section equal to -
6.984 billion US dollars; midstream changes with a total of  20.075 billion US 
dollars; production changes for 6.276 billion US dollars in total; import changes equal 
to 5.441 billion US dollars; and export changes equal to 1.373 billion US dollars. 

4 Improvement Factors to Enhance Value Adding 

To enhance the value adding of Thai long steel supply chain,  improvement factors 
must be explored.  65 questionnaires were responded by experts from Thailand, 
Indonesia, Malaysia and Vietnam. The factors were ranked according to their effect 
on market competitiveness. For each factor, Thai experts participated in the survey to 
propose strategies for improvement. 

Ranked Improvement Factors for value adding in ASEAN Long Steel Supply 
Chain: The average weight of 11 improvement factors is calculated from the 
questionnaires. The ranked factors are as follows: Material and Production, Economy 
and Market, Government, Customer and Supplier Coordination, Competitiveness, 
Labor, Logistics, Information Technology, Risk, Utility and Work Environment. 

Strategy for Improvement: Thirty nine experts particaipated in the survey to 
propose strategies for enhancement of value adding in each factor. The participants 
then brainstormed in  focus groups to formulate proposed strategies.  
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The ranked factors and strategies for improvement are summarized in Table 6. 

Table 6. Ranked improvement factors and strategies  

Rank Factor Strategy for improvement 
1 Material and Production • Increase efficiency in production 

management 
• Adding investment in new technology 

2 Economy and Market • Seek new markets of the steel products in 
the AEC 

• Enhance the quality of product for 
increasing exports 

3 Government • Promote investment in advanced 
machinery 

4 Supplier and Customer Coordination • Increase ease of customs procedure 
5 Competitiveness • Develop technology knowledge 
6 Labor • Develop labor skills 

• Increase metallurgical engineering and 
laboratory experts 

7 Logistics • Develop logistics systems 
8 Utility • Lower energy cost 
9 Risk • Invest in cleaner technology 

10 Information Technology • Promote integration of ERP in the 
organization 

11 Work Environment • Create a better working environment in 
the factory 

5 Conclusions 

Typically, changes in value adding are analyzed in fragments either from downstream 
to midstream or from midstream to upstream. This study improves the analysis by 
integrating all the players from upstream to downstream in the supply chain. The 
study in Thai long steel supply chain shows that the most value adding to the supply 
chain is from the chain of Scrap-Semi finished Products-Bar & Section Steel. To 
improve Thai long steel supply chain requires improvements in the factors of Material 
and production as well as Economy and market. Accordingly, the strategies to 
improve Thai long steel supply chain include Strategies for increasing the supply of 
raw materials and  Strategies to support investments in advanced technology. 

Strategies for increasing the supply of raw materials include collaborations among 
the supply chain members, building smelting plants, increasing the number of  blast 
furnace plants, and increasing the export tax as well as limiting the amount of exports of  
scrap steel. Strategy for supporting investments in advanced technology is to promote 
the cooperation with overseas companies for advanced technology implementation. 

For future research, the optimization model should be applied to maximize value 
adding in long steel supply chain. Scenario analysis can be applied in changing 
production, import, and export at each stage of the supply chain to identify the value 
adding. 
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Abstract. The steel industry is an important basic industry to the economic 
growth of developing countries. Steel is a primary raw material for many prod-
ucts downstream in the supply chain. In this paper, we study important factors 
in the steel industry in Thailand. The relations among the factors are analyzed 
using a method called DEMATEL. There are totally 11 important factors. The 
analysis shows that there are three groups of factors: causal, affected, and      
independent ones. Since the causal factors affect other factors, they should be 
paid attention very closely. The analysis shows that there are four causal factors 
which are large domestic market size, favorable government policies, high labor 
skill, and well planned production schedule. The other factors, however, are   
also important to the industry even though their roles are different. Strategies 
are then formulated based on the roles of the factors to enhance the competi-
tiveness of the Thai iron and steel supply chain. 

1 Introduction  

Steel industry is an important primary industry which contributes to the economic 
growth of Thailand and it is also an important upstream material to many industries 
such as construction, automotive industry, machinery, electrical and electronic indus-
try, packaging, and many more. In 2011, the value of imported iron and steel was 
accounted for approximately 10,102 million USD and the exported value was about 
1,340 million USD [1]. This is partly due to the fact that Thailand has no steel smelt-
ing plant, an upstream part of the steel industry. This posts a disadvantage to the steel 
supply chain in Thailand, particularly in terms of the cost of raw materials to the 
downstream industries and sometimes the quality of the materials. 

ASEAN member countries (AMCs) have agreed to launch ASEAN Economic 
Community (AEC) at the end of 2015. Under AEC, the import/export tax among the 
AMCs will be reduced to zero. This is a threat to the local steel industry in Thailand 
since there could be inflows of similar materials from other AMCs where the cost of 
the production is less expensive. Therefore, in order to be competitive the steel      
industry in Thailand must adapt in order to enhance the industry. 
                                                           
* Corresponding author. 
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There are several studies on development of the steel industry. For instance, Potter 
et al. (2004) described the evolution of the steel supply chain from traditional com-
munity business; Hua et al. (2011) and Sandhu et al. (2013) were interested in the         
management perspectives of the steel supply chain to create strategies that suit the 
industry. Conceicao et al. (2012) and Zadeh et al. (2013) were concerned with the    
facility location problem on the supply chain to improve its efficiency. Zhang (2008) 
estimated the impact of energy saving technologies to the Chinese steel supply chain, 
while Skelton and Allwood (2013) explored incentives to improve material efficiency 
in the industry worldwide. However, there is no study that explores the factors      
impacting to the steel industry. 

From the literature, a methodology that has been applied in many industries and 
organizations is called DEMATEL. The methodology was first developed by        
identifies critical factors for increase economic and societal values chain. Then it has 
been used to identified causal factors influencing to the industry such as in automotive 
remanufacturing industry [9], computer recycling supply chains [10], and to an organ-
ization such as a hospital [11] so that suggestions on how to improve the industry or 
organization can be properly prioritized.  

In this paper, we study the factors influencing the iron and steel industry in      
Thailand, and apply the DEMATEL method to identify the causal factors to the indus-
try. The organization of the paper is the followings. Section 2 gives and overview of 
the iron and steel industry in Thailand, reviews factors mentioned in various litera-
ture, and describes the DEMATEL method in details. The method is then applied to 
the industry and the results are shown in Section 3. Section 4 discusses strategies to 
improve the industry based on the results previously obtained. Finally, Section 5   
concludes the paper.  

2 Literature Review  

2.1 Overview of the Iron and Steel Industry in Thailand 

The supply chain of steel industry in Thailand is composed of midstream and     
downstream industries. The midstream industries produce semi-finished products 
such as bloom, beam blank, billet, slab, and ingot for the downstream industries such 
as construction, automotive, machinery, and appliances. The industries can be classi-
fied into two types based on the shape of the semi-products which are long products 
and flat products. The consumption of the long steel products is 51.9% of the total 
national steel consumption, and the majority of the long products are used in the   
construction industry. The demand estimate of iron and steel in other sectors in      
Thailand can be broken down into automotive 22.4%, machinery 11.7%, appliances 
10.8%, and packing 4.3% [12]. 

Since Thailand has no upstream part of the iron and steel supply chain in the   
country, the midstream and downstream industries must depend on the raw materials   
imported from oversea. The Iron and Steel Institute of Thailand has warned the iron 
and steel manufacturers in Thailand that there will be pressure from the products from 
China who has the largest excess steel production capacity in the world and can    
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produce similar products with less expensive costs. Thus, the local manufacturers 
must be more efficient and effective to be able to compete in the industry. 

2.2 Influencing Factors 

The factors influencing the Thai iron and steel industry were identified by interview-
ing many stakeholders such as iron and steel companies, Iron and Steel Institute of 
Thailand, Thai Customs Department, the Federation of Thai Industries, Department of 
Foreign Trade, and Office of Industrial Economics. Many of them were agreed with 
those mentioned in the literature such as World Competitiveness Index by World 
Economic Forum [13], Logistics Performance Index by the World Bank [14], and 
Global Climate Risk Index by Germanwatch [15]. Then the factors were presented to 
a focus group composing representatives from many organizations to select only those 
that had a strong connection to the competitiveness of the industry. Only 11 factors     
remained and they are: 

Table 1. Competitiveness factors of Thai iron and steel industry 

Competitiveness Factor Literature 

Competitive local interest rates (F1) [16] 

Large domestic market size (F2) [13] 

Well responsive to customer’s requests(F3) [3,14,17] 

Favorable government policies to the steel industry (F4) [13,18] 

Good working attitude (F5) [13] 

Product price is competitive (F6) [19] 

High labor skill (F7) [13] 

Well planned production schedule (F8) [20] 

Good company’s assets utilization (F9) [21,22] 

Good customer relationship (F10) [14,17] 

High stability in local government (F11) [13,18] 

2.3 DEMATEL Method 

The DEMATEL method was developed by Battelle Memorial Institute in Geneva 
between 1972-1976, and referred to the Decision Making Trial and Evaluation Labor-
atory [10]. It has been utilized in many applications to determine causal relationships 
between determining factors. This paper follows the DEMATEL procedure described 
by Lee et al. (2011) and Hsu (2012) as follows. 

 
Step 1. Calculate the average matrix. First step is to collect assessment results from a 
panel of respondents and construct a score matrix for each of the respondents. Then 
take the average of all the data. Suppose we have Q experts and n factors. Each    
respondent is asked to assess the degree to which he/she believes a factor i affects 
factor j. The scores provided by the respondent q can be written as an nn ×  matrix 
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denoted by 
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Step 2. Calculate the normalized matrix
 norZ . The matrix is obtained by normalizing 

the average matrix by:  
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Step 4. Calculate the degree of influence. We compute the sum of direct and indirect 
effects given by factor i, ri, and the sum of direct and indirect influence by factor  
j, cj, by:   

 
ni

n

j ijt
i

r ,...,2,1,
1

=∑
=

=                                     (5)

 

                                          
ni

n

i ijtc j ,...,2,1,
1

 =∑
=

=                                     (6) 

 
In addition, the sum (ri+cj) gives an index representing the total effects (both given 
and received) by the i factor. The difference (ri-cj) shows the net cause by factor i if 
the value is positive, and net effect if the number is negative. 
 
Step 5. Set the threshold value & obtain the impact relations. To filter only important 
relations, the decision maker may set a threshold value. In doing so only the effects 
greater than the threshold value will be chosen and shown in a digraph. In this study, 
we set the threshold equaled to 1.25 x 0.3622, where 0.4527 refers to the average of 
the elements in matrix T. 
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3 Application 

From the 11 competitiveness factors obtained, a focus group of 25 professionals and 
representatives from various organizations relating to the Thai iron and steel industry 
were asked to rate the factor using a scale ranging from 0 to 3, where 0 represents “no 
influence” and 3 indicates “strong influence”. Table 2 summarizes the average scores 
given by the focus group, or the average matrix.   

Table 2. The Average Matrix 

 F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 
F1 0.0000 1.9200 1.8000 1.8800 0.9200 3.1600 0.8800 1.0400 2.2000 1.1600 1.2400 
F2 1.7200 0.0000 2.7600 2.5200 1.8400 2.7600 2.2400 2.2400 2.6800 2.1600 2.0400 
F3 1.8000 2.6400 0.0000 2.2000 1.9600 2.8800 2.5200 2.7600 2.5600 3.3600 1.5600 
F4 2.7600 2.6800 2.4000 0.0000 1.9600 3.0800 2.2800 1.9600 2.2800 1.6000 2.2000 
F5 0.7600 1.4400 2.8800 1.4800 0.0000 1.8400 2.9200 2.3200 2.6800 2.0400 1.3600 
F6 2.6400 3.0400 3.3600 2.5600 1.8800 0.0000 2.0400 2.4000 2.4800 2.5600 1.5600 
F7 1.1600 1.7600 3.1600 1.5600 2.8800 2.4400 0.0000 2.9600 3.1200 2.1600 1.4400 
F8 1.0400 2.0400 3.4400 1.6800 1.9600 3.0000 1.7600 0.0000 3.4000 2.5600 1.2400 
F9 1.9200 2.2400 2.4800 1.8400 1.8400 2.8000 2.0400 3.0800 0.0000 1.4800 1.2400 

F10 0.7200 2.1600 2.8000 1.2800 1.7200 2.4400 1.4000 2.4000 1.6800 0.0000 1.1200 
F11 2.1600 2.1200 1.6800 3.0000 1.6000 1.8000 1.4400 1.4800 1.7200 1.2800 0.0000 

 
From Table 2, we follow Steps 2 and 3 in Section 3 and obtain the total relation 

matrix as shown in Table 3. Then we follow Step 4 of the DEMATEL method and 
obtain the sum of influences given and received among the factors as shown in Table 
4. The threshold in Step 5 was set to be the average from all the values in the total 
relation matrix, and is equal to 0.4527. The relations of the factors with values higher 
than the threshold show strong causal-effect affiliations and are indicated with the “*” 
sign in Table 3.  These causal and effect relations can be depicted by a digraph as 
shown in Fig.1. 

Table 3. The total relation matrix 

 F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 

F1 0.1890 0.3110 0.3516 0.2848 0.2376 0.3890 0.2486 0.2877 0.3427 0.2698 0.2114 

F2 0.3161 0.3335 0.4917* 0.3856 0.3464 0.4812* 0.3749 0.4219 0.4597* 0.3890 0.2996 

F3 0.3280 0.4385 0.4184 0.3876 0.3637 0.5031* 0.3971 0.4552* 0.4735* 0.4426 0.2939 

F4 0.3517 0.4258 0.4809* 0.3016 0.3502 0.4930* 0.3764 0.4123 0.4484 0.3709 0.3060 

F5 0.2489 0.3414 0.4470 0.3119 0.2484 0.4021 0.3606 0.3839 0.4148 0.3473 0.2471 

F6 0.3597 0.4553* 0.5331* 0.4036 0.3630 0.4114 0.3853 0.4461 0.4748* 0.4204 0.2974 

F7 0.2916 0.3905 0.5022* 0.3494 0.3779 0.4662* 0.2964 0.4437 0.4716* 0.3879 0.2761 

F8 0.2857 0.3958 0.5039* 0.3494 0.3430 0.4782* 0.3527 0.3381 0.4729* 0.3958 0.2663 

F9 0.3020 0.3849 0.4540* 0.3402 0.3248 0.4536* 0.3458 0.4223 0.3424 0.3444 0.2555 

F10 0.2291 0.3401 0.4137 0.2838 0.2852 0.3915 0.2881 0.3579 0.3535 0.2532 0.2222 

F11 0.2820 0.3410 0.3768 0.3431 0.2816 0.3748 0.2897 0.3265 0.3555 0.2958 0.1850 
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Table 4. The sum of influences given and received among the factors 

Factors ri cj ri+cj ri-cj 

Well responsive to customer’s requests(F3) 4.5017 4.9734 9.4751 -0.4717 

Product price is competitive (F6) 4.5502 4.8441 9.3944 -0.2939 

Good company’s assets utilization (F9) 3.9700 4.6098 8.5798 -0.6398 

Well planned production schedule (F8) 4.1816 4.2956 8.4772 -0.1140 

Large domestic market size (F2) 4.2997 4.1577 8.4574 0.1420 

Favorable government policies to the steel industry (F4) 4.3172 3.7410 8.0581 0.5762 

High labor skill (F7) 4.2534 3.7156 7.9690 0.5378 

Good customer relationship (F10) 3.4182 3.9171 7.3353 -0.4989 

Good working attitude (F5) 3.7534 3.5218 7.2752 0.2316 

High stability in local government (F11) 3.4518 2.8604 6.3122 0.5913 

Competitive local interest rates (F1) 3.1232 3.1839 6.3071 -0.0606 
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Fig. 1. The digraph of causal and effect relations among the factors 

From Fig.1, the factors can be divided into three categories: causal, affected, and 
independent ones.  The causal factors are F8 > F2 > F4 > F7 where the order implies 
the degree of influence from the highest to the lowest within the group. The affected 
ones are F3 > F6 > F9, while F10 > F5 > F11 > F1 are in the independent category. 
These factors are to be discussed based on their categories in the next section. 

4 Discussion and Recommendations 

From the results above, we can divide the factors based on their relations into the 
causal factors, the affected factors, and the independent ones. The causal factors are 
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well planned production schedule (F8), large domestic market size (F2), favorable 
government policies to the steel industry (F4), and high labor skill (F7). To improve 
the competitiveness of the industry, certain strategic recommendations are made and 
shown in Table 5. The affected factors are well responsive to customer’s requests 
(F3), product price is competitive (F6), good company’s assets utilization (F9), and 
their corresponding strategic recommendations are shown in Table 6. Lastly, the   
independent factors which are good customer relationship (F10), good working    
attitude (F5), high stability in local government (F11), and competitive local interest 
rates (F1), and their recommendations are shown in Table 7. 

Table 5. Strategic recommendations for the causal factors 

Causal Factors Strategic Recommendations 

Well planned production 

schedule (F8) 

 Organize training programs to improve schedulers’ skills and new tech-
niques in production scheduling. 

 Promote cooperation with educational institutes to develop more effective 
and practical production planning tools. 

 

Large domestic market size 

(F2) 

 Expand oversea by taking the advantage of zero tax benefit from AEC in 
the ASEAN region. A challenge though is the different local standards of 
the iron and steel products in each of the ASEAN countries which hinder 
intra-regional trades. 

 

Favorable government 

policies to the steel indus-

try (F4) 

 The government should support investments in high grade steel production 
 The government should highly consider initiatives to improve upstream 

capacity locally. 
 Review regulations relating to the customers harmonize codes of the steel 

products to eliminate loopholes.  

 

High labor skill (F7)  Conduct training on international standard such as ASTM, JIS or TIS.  
 Develop competency standard of workers in the industry. 

 

Table 6. Strategic recommendations for the affected factors 

Affected Factors Strategic Recommendations 

Well responsive to custom-

er’s requests (F3) 

 Reduce order processing procedure within the organization to shorten 
response time. 

 Utilize information technology to integrate all processes to better respond 
to customer requests. 

 

Product price is competi-

tive (F6) 

 Invest in upstream industry in neighboring countries to acquire quality raw 
materials with competitive price. 

 Explore cooperation among the ASEAN member countries to negotiate on 
international antidumping regulations. 

Good company’s assets 

utilization (F9) 

 Better management of inventory to reduce stock of raw materials and 
finished products. 

 Better scheduling of production to fully utilize the existing machinery and 
assets. 
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Table 7. Strategic recommendations for the independent factors 

Independent Factors Strategic Recommendations 
Good customer relation-
ship (F10) 

 Promote long-term partnership. 
 Co-design and work closely with the customers to develop new products. 

 
Good working attitude (F5)  Improve working conditions for the employees. 

 Use cleaner energy sources and better control of pollutions. 
 Offer attractive welfare package to the employees. 

  
High stability in local 
government (F11) 

 This factor is a rather uncontrollable factor. The industry must at least 
agree on the strategic direction and supports required from the government. 
The consistency of the industry is a key against instability of the local gov-
ernment. 

 
Competitive local interest 
rates (F1) 

 The financial institutes may offer competitive interest rates to the manufac-
turers through the support by the government. 

 Promote joint venture with certain manufacturers oversea to alleviate the 
need for acquiring a large amount of loan. 

 
The grouping of these factors indicates that the causal factors should be paid more 

attention since they can affect other factors. The recommendations of these factors 
should be implemented with top priorities. The suggestions of the independent factors 
can be executed in parallel with the causal factors, whereas those of the affected   
factors may be carried out after the other recommendations. 

5 Conclusion 

The Thai iron and steel industry contributes to the growth of the country but its com-
petitiveness factors have not been studied. This paper identifies the factors influen-
cing to the competitiveness of the industry through a focus group. To enhance the 
competiveness, effective strategies are needed. The strategies can be formulated based 
on the important role of the factors; causal, affected and independent factors. In this 
study, 11 important factors are identified and their relations analyzed by using 
DEMATEL method. Four of the factors are classified as the causal factors, which are 
well planned production schedule (F8), large domestic market size (F2), favorable 
government policies to the steel industry (F4), and high labor skill (F7). The affected 
factors are well responsive to customer’s requests (F3), product price is competitive 
(F6), good company’s assets utilization (F9), and the independent factors are good 
customer relationship (F10), good working attitude (F5), high stability in local     
government (F11), and competitive local interest rates (F1). Recommendations for 
each of these factors are given to improve the overall competitiveness of the industry. 
The priorities of the recommendations should be based upon their roles. Specifically, 
the focus should be on these causal factors to improve the competitiveness of the 
industry, while the other recommendations are needed to further enhance the overall 
competitiveness.  
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Abstract. This research is a sequel of the authors’ earlier conducted researches 
in the fields of identifying the key performance indicator for actors and 
regulators. In the previous study, authors proposed a model based on Balanced 
Scorecard perspective, by integrating process based on SCOR  into the internal 
business processes and incorporated the role of regulators in each perspective. 
This model referred as B-S-Rc model (Balanced Scorecard-SCOR-Regulator 
contribution). The weakness of this model is it has no standard methodology 
and the inability to provide a benchmark. The objective of the present study is 
developing a model to overcome the shortcomings of the B-S–Rc, by 
combining the B-S - Rc with Data Envelopment Analysis (DEA). This 
integrated model is validated on supply chain’s SME and regulators of 
innovative products in Yogyakarta, Indonesia. It is found that the combination 
of BS-Rc-DEA provides information that enables benchmarking  to overcome 
the weaknesses of B-S-Rc model. 

Keywords: Performance Measurement, Supply Chain Actors, Supply Chain 
Regulator, Balanced  Scorecard, Data Envelopment Analysis. 

1 Introduction 

Nowadays, performance measurement SC is attaining more attention from both 
practitioners and academics. Various supply chain measurement model have been  
developed by many researchers with various approaches, such as the Balanced 
Scorecard [1], [2], [3], [4], [5], [6], [7], [8], SCOR [9], [10], [11], [12], [13], [14], 
Component of measurement, such as quality, cost, delivery time etc [15], [16], [17], 
[18], [19], [20], Data Envelopment Analysis (DEA)  [21], [22] ,[23].  

                                                           
* Corresponding author. 
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Various performance measurements that mentioned above are usually just focus on 
the performance measurement from the internal side of  supply chain’s actors. 
Meanwhile, the supply chain performance measurements are also being necessary  
for the government (regulators). The government has a responsibility  to facilitate an 
economic growth in a supply chain [24], [25].  Regulator’s role is one of the 
important  factors for the success of a supply chain especially Small Medium 
Enterprises (SME) [26]. However, not all government policies positively impact  on 
the development of the economy  and SME supply chain  in general.     It is 
consider that  the government policy is considered will disturb the balance of the 
market economy because of an overprotection toward SME [27]. Therefore , it is 
necessary to have a model to evaluate the government policies in improving the 
performance of the SME . 

As far as the author’s concern, the model focusing on performance evaluation of 
government policy toward SME supply chain is still limited. Moreover, a model that 
integrating performance measurements between the supply chain actors  and 
regulator (government) is not yet available. Integrated measurement model is 
necessary so that the government can facilitate the economic growth effectively. The 
current research is a sequel of  the authors’ earlier conducted researches in the fields 
of identifying  the key performance indicator for actors and regulators. In the 
previous study,  authors proposed a model based on Balanced Scorecard perspective, 
by integrating process based on SCOR (plan, source, make, deliver, return) into the 
internal business processes and incorporated the role of regulators in each perspective. 
This model referred as B-S-Rc model (Balanced Scorecard-SCOR-Regulator 
contribution) [28].  The weakness of this model is it has no standard methodology 
and the inability to provide a benchmark [29], [30], [31], [32]. The objective of the 
present study is   developing a model to overcome the shortcomings of the B-S - Rc . 
This is done by combining the model B-S - Rc with Data Envelopment Analysis 
(DEA) model. DEA is a mathematical model by taking into account the level of 
businesses’ efficiency. This model  can be used to compare (benchmarking) with 
clear and objective methodology [33], [34], [32]. The lack of  DEA is that it is only 
focused on the input and output variables. In addition it  couldn’t  see the vision 
[35]. The combination of BSC - DEA models is combining the advantages of both 
models to overcome their  weaknesses . 

2 Literatur Review  

2.1 Supply chain Performance Measurement  

The model employed in this study was a model based on the BSC. Researchers 
proposed a model based on balanced scorecard perspective, by integrating process 
based on SCOR into the internal business processes and incorporating the role of 
regulators in each perspective. This model refers as B-S-Rc model (Balanced 
Scorecard-SCOR-Regulator contribution). B-S-Rc model will be combined with DEA 
model to address the weaknesses of the BSC model.  

A model of Balanced Scorecard (BSC)  was used to measure the performance of 
the company[36]. Later, it was developed to measure the performance of the supply 



 Combining Balanced Scorecard and Data Envelopment Analysis 553 

 

chain and become a model of supply chain balanced scorecard. Model BSC supply 
chain (BSC-SC)  is a measurement framework around the  SC’s actors with four 
perspectives i.e. financial perspective, customer perspective, business process 
perspective and  learning and growth perspective. The whole perspectives in this 
framework are no longer viewed within the internal side of the company, but they are 
viewed from the side of the supply chain. The model is balanced with the four 
perspectives considering the financial and non financial factors as well as short term 
and long term goals.  This model is also the most widely used for a variety of 
industries.  

Data Envelopment Analysis was introduced by Charnes, Cooper and Rhodes 
(1978) [37]. Data Envelopment Analysis (DEA) method was created as a tool for the 
evaluation of the performance of an activity within a unit of entities (organizations). 
The principle of the DEA model is comparing the input and output data among 
organization called the Decision Making Unit (DMU). This comparison was done to 
get a value of efficiency. DEA can identify units that are inefficient and can quantify 
the amount of the improvement to achieve the efficiency frontier. Research on the 
measurement of efficiency, especially with the approach of DEA has been done in 
various fields, such as the measurement of SME  [38], [39], public sector [40], [41], 
environment [42], hotel industry  [43],  airlines [44] and  banking [45], [35]. 

2.2 Government (Regulator)  Performance Measurement  

The performance measurement of government (regulator/local authorities)  has been 
getting enough attention from various researchers . However, empirical evidence 
about the benefit and performance measurement practices are still very limited. The 
measurement is more focusing on the measurement of inputs and the work load of 
certain programs  run by local governments. The measurement result does not 
contribute in decision making[46]. 

A performance measurement is a method to measure the activities performance, 
program or service which is provided by the government.  Neely et al. (2005) state 
that performance measurement system as the sets of metric used to quantify both the 
efficiency and effectiveness of action [47].   Nyhan and Martin (1999) defined the 
performance measurement as "The regular collection and reporting of information 
about the efficiency, quality and effectiveness of governmental programs" [48]. 
Performance measurement can be divided in 4 categories: input, output, efficiency 
and effectiveness [49]. In general efficiency and effectiveness is the most widely used 
as a measure of performance [49], [50].  

There are many models to measure the government performance (regulators), such 
as Logic models [51], the Balanced Scorecard [52], [53], [54], PRISM [55], Malcolm 
Baldrige National Quality Award [56] and DEA [40], [41], [57]. But the model  
focusing on performance evaluation of government policy towards supply chain SME 
is still very limited. Moreover, the model that integrates performance measurement of 
SCM and regulatory policy does not exist. Therefore, this study will contain proposals 
for the development of performance measurement model for SCM and regulators to 
identify key indicators that will be used by the actors of the  SCM  and regulators to 
improve their performance. 
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3 Research Methodology 

3.1 Model Development  

As described earlier, this study is a sequel of previous research that generates valid 
models for supply chain’s actors and regulators performance measurement. The main 
model is the BSC supply chain model. The weakness of this model is it has no 
standard methodology and the inability to provide a benchmark. In order to overcome 
the shortcomings of the B-S – Rc, combining the model B-S - Rc with Data 
Envelopment Analysis (DEA) is proposed. Performance indicators of the generated 
BSC model will be combined with the DEA. 

The concept of DEA is to measure efficiency of DMU, so the combination model 
of DEA and BSC can measure the efficiency of the SCM members and regulators 
based on performance indicators in the BSC model. Thus the combination of this 
model despite able to measure the performance, it also can be used for comparison 
(benchmark). Each member of the SC can make improvements based on the value 
which has optimum efficiency [32]. 

3.1.1   Development of BSC Model  
In the previous study,  authors proposed a model based on Balanced Scorecard 
perspective, by integrating process based on SCOR (Plan, Source, Make, Deliver, 
Returns) into the internal business processes and incorporated the role of regulators in 
each perspective. This model referred as B-S-Rc model (Balanced Scorecard-SCOR-
Regulator contribution) [28] as depicted in Figure 1. This research found  that there 
were 31 valid key indicators consist of 19 indicators to measure  actors’ s  
performance   and 12 indicators to measure regulator’s performance.   
 

 

Fig. 1. BSC-SCOR- Regulator Contribution Framework [28]  
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3.1.2   Combining  B-S-Rc Model with DEA 
The development  of the BSC model produced a B-S-Rc model. A valid indicator to 
measure the performance of the SCM and the regulators is obtained in this model. Its  
indicators  were used as input and output variable in DEA model. The combination 
produces a B-S-Rc-DEA model. The concept of  combining B-S-Rc-DEA model is 
depicted  in Figure 2. 

 
 

 

 

 

 

 

 

                                    

Fig. 2. Combining B-S-Rc-DEA 

Input variable are divided in to 7 variables: supply chain’s customer performance, 
Supply chain’ business process performance , Supply Chain’s learning and growth 
performance, Regulator’s role in improving  financial performance, Regulator’s role 
in market expansion, Regulator’s role in improving Internal business process 
performance and  Regulator’s role in improving learning and growth performance. 
Output variable consists of one variable, known as supply chain's financial 
performance.  

3.2 Population and Sample 

The population of the research is actors (SME) and regulator of SME’s leather 
product  in Yogjakarta, one of the province in Indonesia. Supply chain actors  
consists of leather craftsmen and traders. Regulators consist of The Cooperative, 
Industrial and Trade service of  Yogyakarta and Center for Leather, Rubber and 
Plastics  Yogyakarta, Indonesia. This leather cluster potentially produces leather 
craft. Some types of leather products can be either leather craft (puppets, fan, lamp 
cap), leather goods (leather bag, leather wallets, belts), garment leather (leather jacket, 
leather gloves, leather hats, vests), leather furniture (chair, sofa) and leather 
accessories (necklaces, bracelets, wristwatches). Random  sampling technique was 
used in this research.  The questionnaire, interview and observation were done to 
obtain data from supply ‘s actors  and regulator. 

 

INPUT 
B-S-Rc Variable 

DEA 

Efficiency Frontier 
OUTPUT 

B-S-Rc Variable 
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4 Result and Discussion  

4.1 Performance Measurement of Supply chain Actors and Regulators Using 
B-S-Rc Model  

Based on data from  The Cooperative, Industrial and Trade service of  Yogyakarta 
of Yogyakarta city, there are about 50 actors (SME) of leather and leather products in 
Yogyakarta. The measurement was  done by distribute  questionnaires and 
interview. There were 40 SME (name as DMU A2 – A46) are willing to fill the data 
and interview. Forty  SME represented the existing population (80%) of the whole 
population. Performance measurement was done by measuring the performance of 
indicators in accordance with the model B-S-Rc (as seen in Table 1). It was 
conducted in two year time range from 2012 and 2013. The result of each 
measurement indicators normalized by SNORM, which valued from a range of 0 – 
100. The process of normalization (Snorm) De Boer employed  scale of 0 to 100 to 
get the value of each metric with the following formula: 
 
Larger is better  

Snorm = ((Si – S Min)/(S max – S Min)) x 100             (1) 
 
Lower is better  

Snorm = ((S Max – Si)/( S Max-Smin)) x 100               (2)     
 

Si = average value  
S max = the value of achieving the best performance indicators 
S min = the value of achieving the worst performance indicators 
 
Regulator’s performance measurement are based on valid indicators which has been 

generated in the B-S-Rc model. There are 12 valid indicators as shown in Table 1. 
Performance measurement was done based on the results of interview and government 
performance accountability report documents in year 2012. The impact of regulator’s 
performance  in year 2012 would  be obtained by SME on the one year later, that is 
year 2013. The result of each measurement indicators had normalized by SNORM. It 
resulted the score  of range 0-100. The total performance was obtained from the 
average score of the regulators and actors (SME) as presented  in Table 1. 

The result indicates that the contribution of the regulators impacted the actors 
depended on their program or support. Some actors did not get the support  from 
regulators in some indicators. From the assessment results, there are only 4 DMU 
which has score  above 50,i.e.  A5, A17, A28 and A42. But a comparison of the 
results with B-S-Rc could not be exploited for improvement  because the calculation 
B-S-Rc model had not been based on the best targets of each indicator [35]. The score 
was calculated based on the achievement of the highest and lowest of  each SME in 
Yogyakarta. The achievement value used B-S-Rc model had not reflected the best 
management yet because was not based on mathematical optimization model [31].  
A high score on the B-S-Rc model doubtly reflects the performance indicator that  
is better than the others, because the value of the B-S-Rc was obtained from the 
average of all indicators and not based on a mathematical model optimization. 
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Table 1. The Performance of actors  and regulators  using B-S-Rc model (in %) 

DMU A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 

Score of actors and
regulators performance 35.85 34.90 35.17 53.27 49.75 35.07 44.19 36.86 37.24 42.34 

DMU A12 A13 A14 A15 A16 A17 A18 A19 A20 A21 

Score of  actors and
regulators performance 40.55 41.17 41.11 34.00 33.21 55.36 34.53 30.67 28.06 38.06 

DMU A22 A24 A27 A28 A29 A30 A31 A32 A33 A35 

Score  of actors and
regulators performance 37.45 32.37 28.20 50.55 36.21 32.09 33.92 33.61 44.94 35.43 

DMU A36 A37 A38 A40 A41 A42 A43 A44 A45 A46 

Score of actors and
regulators performance 38.93 36.47 33.74 40.61 45.19 53.63 32.43 34.11 33.40 33.14 

 
Figure 3 shows an example of  performance score comparison of three DMU 
(A3,A17,A28), where the score  of the B-S-Rc A17 > A28 > A 3. Meanwhile the 
score  of the internal business process  performance were A28 > A 17 > A 3. This 
indicates that the value of the performance with the model B-S-Rc cannot be used as a 
basis for comparison in SME performance improvement. B-S-Rc model needs to be 
combined with other models which could identify the comparison (benchmarking) 
between actors to address the weakness. 

Data Envelopment Analysis (DEA) can support this inability. This combination  
produces  a value based on the valid indicators performance (valid measurement 
variables) of the B-S-Rc model and on the other hand  generates the measurement 
score which could  be compared (benchmark) mathematically. The combination of  
B-S-Rc-DEA measurement model will generate the performance value which would 
be used to improve the performance not only for actors but also the regulators in their 
business management. 

 
 
 
 
 
 
  
  
 
 
 
 

 

Fig. 3. An example of the performance score comparison of 3 DMU 

A 17 
B-S-Rc value   
= 55,36 

a. Financial 
Performance = 40,31 
b. Customer 
Performance= 84,37 
c. Internal 
Business Process 
Performance=  39,17 
d. Growth and 
Learning 
Performance= 57,60 
 

 

A 3
B-S-Rc value                   
= 34,90 

a. Financial 
Performance = 35,4 
b. Customer 
Performance = 
44,58 
c. Internal 
Business Process 
Performance =  
35,15 
d. Growth and 
Learning 
Performance =24,48 

A 28 
B-S-Rc value   
= 50,55 

a. Financial 
Performance = 56,00 
b. Customer 
Performance = 51,87 
c. Internal 
Business Process 
Performance =  
41,94 
d. Growth and 
Learning 
Performance = 52,39 
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4.2 Performance Measurement of Supply Chain Actors and Regulators Using 
B-S-Rc-DEA Model  

Performance measurement uses B-S-Rc-DEA model beginning  by identifying the 
inputs and outputs. The selection of input and output can be seen in Figure 1. In this 
early framework, the input variable consists of 7 models, they are Regulator’s role in 
improving  financial performance (X1), Regulator’s role in market expansion (X2), 
Regulator’s role in improving Internal business process performance (X3) and  
Regulator’s role in improving learning and growth performance (X4), supply chain’s 
customer performance (X5), Supply chain’ business process performance (X6), 
Supply Chain’s learning and growth performance (X7). The model’s output consists 
of a single variable; it is supply chain’s financial performance (Y1). 

Performance measurement uses B-S-Rc-DEA solved using a CRS primal model. It 
was calculated with Linier Programing by the help of Software Win QS. The 
performance score reflecting the efficiency value is shown in Tabel 2. The 
efficiency’s result with B-S-Rc –DEA indicates that the highest value was reached by 
A19 and  A44 with the efficiency score of 1. It shows that both of the SME could 
manage their inputs to gain optimum output result [34]. The regulator’s role for both 
of these SME was optimum with the help and the facilitation which could be 
effectively managed by these SME. The other SME could refer to these SME as  a 
benchmark for their performance management. 

Table 2. The performance score using B-S-Rc – DEA model (in %) 

DMU A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 

Score  40.81 40.81 40.81 72.30 77.72 43.29 60.02 40.81 40.81 68.02 

DMU A12 A13 A14 A15 A16 A17 A18 A19 A20 A21 

Score  40.81 72.79 72.51 55.18 64.14 54.05 48.17 100.00 80.53 74.15 

DMU A22 A24 A27 A28 A29 A30 A31 A32 A33 A35 

Score  40.81 45.99 49.62 96.31 61.45 63.61 42.58 85.90 83.28 45.01 

DMU A36 A37 A38 A40 A41 A42 A43 A44 A45 A46 

Score  61.50 50.02 48.91 40.81 57.38 60.55 68.70 100.00 74.15 60.27 
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5 Conclusion 

B-S-Rc model is intended as a model for measuring performance of supply chain 
actors and regulator which consist 19 indicators to measure the performance of the SC 
actors and 12 indicators to measure the regulator performance. This performance 
indicator can accommodate the needs of supply chain’s actors and regulator 
simultaneously. B-S-Rc model based on Balanced Scorecard perspective and 
integrating process based on SCOR  into the internal business processes and 
incorporated the role of regulators in each perspectives. The advantages of B-S_Rc 
model  are (1) it is a comprehensive model (2) It  considers the operation process 
thoroughly and (3) it involving  the role of regulators in increasing the performance 
of SME. The weakness of this model is its inability to provide a benchmark. The 
performance score employing  B-S-Rc model has not reflected the best management 
yet because it is not based on mathematical optimization models. The high score on 
the model B-S-Rc doubtly reflect the performance indicators which are better than the 
others, because the score of the B-S-Rc was obtained from the average of all 
indicators. This drawback was overcome by combining the B-S-Rc model with DEA. 
This combination generated a score that could  be compared among DMU, so it gave 
opportunity for DMU to improve their performance  referring the best one.  It can be 
concluded the combination of BS-Rc-DEA  provides information that enables 
benchmarking (comparison) to overcome the weaknesses  BS-Rc models. 

The deficiency of this research is that the object is limited to innovative 
products, so it cannot be generalized  to be applied to the other product 
characteristics. All variables in this study assumed to have equal weight. Later, the 
research opportunity  may develop a measurement model by considering the weight 
indicator, because the indicator has different importance degree of performance. 

References  

1. Barber, E.: How to measure the “Value” in value chains. International Journal of Physical 
Distribution & Logistics Management 38(9), 685–698 (2008) 

2. Bhagwatt, R., Sharma, M.K.: Performance measurement of supply chain management 
using the analytical hierarchy process. Production Planning & Control 18(8), 666–680 
(2007a) 

3. Brewer, P.C., Speh, T.W.: Using balanced scorecard to measure supply chain 
performance. Journal of Business Logistics 21(1) (2000) 

4. Chia, A., Goh, M., Hum, S.: Performance measurement in supply chain entities: balanced 
scorecard perspective. Benchmarking: An International Journal 16(5), 605–620 (2009) 

5. Chang, H.H.: An empirical study of evaluating supply chain management integration using 
balanced score card in Taiwan. The Service Industries Journal 29(2), 185–201 (2009) 

6. Gunasekaran, A., Patel, C., Tirtiroglu, E.: Performance measures and metrics in a supply 
chain environment. International Journal of Operation & Production Management 21, 71–
87 (2001) 

7. Gunasekaran, A., Patel, C., McGaughey, R.E.: A framework for supply chain performance 
measurement. International Journal Production Economy 87, 333–347 (2004) 

8. Park, J.H., Lee, J.S., Yoo, J.S.: A framework for designing the balanced supply chain 
scorecard. European Journal of Information Systems 14, 335–346 (2005) 



560 E. kusrini, Subagyo, and N.A. Masruroh 

 

9. Georgise, F.B., Thoben, K.D., Seifert, M.: Adapting the SCOR model to suit the different 
scenarios: a literature review & research agenda. International Journal of Business and 
Management 7(6), 1–17 (2012) 

10. Chae, K.: Developing key performance indikators for supply chain: an industry 
perspective. Supply Chain Management: An International Journal 14(6), 422–428 (2009) 

11. Huan, S.H., Sheoran, S.K., Wang, G.: A review and analysis of supply chain operations 
reference (SCOR) model. Supply Chain Management, ABI/INFORM 9(1), 23–29 (2004) 

12. Lockamy, A., McCormack, K.: Linking SCOR planning practices to supply chain 
performance: an exploratory study. International Journal of Operations & Production 
Management 24(11/12), 1192–1217 (2004) 

13. Supply Chain Council: Supply Chain Operation Reference Model (2001), 
http://www.supply-chain.org 

14. Theeranuphattana, A., Tang, J.C.S.: A conceptual model of performance measurement for 
supply chains alternative considerations. Thailand Journal of Manufacturing Technology 
Management 19(1), 125–148 (2008) 

15. Beamon, B.M.: Measuring supply chain performance. International Journal of Operation & 
Production Management 19, 275–292 (1999) 

16. Espinoza, O., Bond, B.H., Kline, E.: Supply chain measures of performance for wood 
products manufacturing. Forest Production Journal 60(7/8), 700–708 (2010) 

17. Farris, M.T., Hutchison, P.D.: Cash-to-cash: the new supply chain management metric. 
International Journal of Physical Distribution & Logistics Management 32(4), 288–298 
(2002) 

18. Hum, S.-H., Parlar, M.: Measurement and optimization of supply chain responsiveness. 
IIE Transactions, Taylor & Francis Group, Philadephia 46(1) (2014) 

19. Marthin, P.R., Patterson, J.W.: On measuring company within a supply chain. 
International Journal of Production Research 47(9), 2449–2460 (2009) 

20. Pohlen, T.L., Coleman, B.J.: Evaluating internal operations and supply chain performance 
using EVA and ABC. S.A.M. Advanced Management Journal 70(2), ABI/INFORM 
Global, 45–58 (2005) 

21. Wong, W.P., Wong, K.Y.: Supply chain performance measurement system using DEA 
modeling. Industrial Management & Data Systems 107(3), 361–381 (2007) 

22. Yang, F., Wu, D., Liang, L., Bi, G., Wu, D.D.: Supply chain DEA: production possibility 
set and performance evaluation model. Annals of Operations Research 185(1), 195–211 
(2011) 

23. Liang, L., Yang, F., Cook, W.D., Zhu, J.: DEA models for supply chain efficiency 
evaluation. Ann. Oper. Res. 145, 35–49 (2006) 

24. Tambunan, T.: Promoting small and medium enterprises with a clustering approach: a 
policy experience from Indonesia. Journal of Small Business Management 43(2), 138–154 
(2005) 

25. Mawardi, M.K., Choi, T., Perera, N.: The factors of SME cluster developments in a 
developing country: the case of Indonesian clusters. In: ICSB World Conference 
Proceedings, pp. 1–28. International Council for Small Business (ICSB), Washington 
(2011) 

26. Parrilli, M.D.: Collective efficiency, policy inducement and social embeddedness: drivers 
for the development of industrial district. Entrepreneurship & Regional 
Development 21(1), 1–24 (2009) 

27. Nakagawa, R.: The policy approach in promoting small and medium sized enterprises in 
Japan. International Business & Economics Research Journal 11(10) (2012) 



 Combining Balanced Scorecard and Data Envelopment Analysis 561 

 

28. Kusrini, E.S., Masruroh, N.A.: A New Approach to Design Supply Chain Key 
Performance Indicator for Actors and Regulator: A Case Study in Innovative Produc. In: 
Indonesia. International Journal of Business Performance Management (2014) (accepted) 

29. Striteska, M., Spickova, M.: Review and Comparison of Performance Measurement 
Systems. Journal of Organizational Management Studies 2012 (2012) 

30. Banker, R.D., Potter, G., Srinivasan, D.: An empirical investigation of an incentive plan 
that includes nonfinancial performance measures. Accounting Review 75(1), 65–92 (2000) 

31. Lee, J.Y.: Combining balanced scorecard and data envelopment analysis in kitchen 
employees performance measurement - An exploratory study - A dissertation Hospitality 
Management, Iowa (2012) 

32. Rickards, R.C.: Setting benchmarks and evaluating balanced scorecards with data 
envelopment analysis. International Benchmarking Journal 10(5), 62–86 (2003) 

33. Coelli, T.: A Guide to DEAP version 2.1. A Data Envelopment Analysis (Computer) 
Program. Department of Economic University of New England (1996) 

34. Banker, R.D., Charness, A., Cooper, W.W.: Some models for estimating technical and 
scale inefficiencies in data envelopment analysis. Management Science 30(6), 1078–1092 
(1984) 

35. Aryanezhad, M.B., Najafib, E., Bakhshi, F.S.: A BSC-DEA approach to measure the 
relative efficiency of service industry: a case study of banking sector. International Journal 
of Industrial Engineering Computations 2(2), 273–282 (2011) 

36. Kaplan, R.S., Norton, D.P.: Using the balanced scorecard as a strategic management 
system. Harvard Business Review 74(1), 75–85 (1996) 

37. Charnes, A., Cooper, W., Rhodes, E.: Measuring the efficiency of decision making units. 
European Journal of Operational Research 2(6), 429–444 (1978) 

38. Chen, Y.S., Chen, B.Y.: Using data envelopment analysis (DEA) to evaluate the 
operational performance of the wafer fabrication industry in Taiwan. Journal of 
Manufacturing Technology Management 20(4), 475–488 (2009) 

39. Huang, S.P.: Performance analyses of traditional industries in taiwan with data 
envelopment analysis. The International Journal of Organizational Innovation 4(3) (Winter 
2012) 

40. Nooreha, H., Mokhtar, A., Suresh, K.: Evaluating publicsector efficiency with Data 
envelopment Analysis (DEA): A case study in road Transport deartement, Seangor 
Malaysia. Total Quality Management, pp. 4–6 (July 2000) 

41. Meza, D.: Measuring the efficiency of a lean six sigma program in a u.s. government 
agency using data envelopment analysis, thesis the Faculty of University of Houston Clear 
Lake (2012) 

42. Sarkis, J., Talluri, S.: Ecoefficiency measurement using dataenvelopment analysis: 
research and practitioner issues. Journal of Environmental Assessment Policy and 
Management 6(1), 91–123 (2004) 

43. Min, H., Min, H., Joo, S.J.: A data envelopment analysis-based balanced scorecard for 
measuring the comparative efficiency of Korean luxury hotels. International Journal of 
Quality & Reliability Management 25(4), 349–365 (2008) 

44. Wu, W., Liao, Y.: A balanced scorecard envelopment approach to assess airlines’ 
performance. Industrial Management & Data Systems 114(1), 123–143 (2014) 

45. Chen, T., Chen, C., Peng, S.: Firm operation performance analysis using dataenvelopment 
analysis and balanced scorecard: a case study of a credit cooperative bank. International 
Journal of Productivity and Performance Management 57(7), 523–539 (2008) 

46. Poister, T.H., Streib, G.: Performance Measurement in Municipal Government: Assessing 
the State of the Practice. Public Administration Review 59(4), 325–335 (1999) 



562 E. kusrini, Subagyo, and N.A. Masruroh 

 

47. Neely, A., Gregory, M., Platts, K.: Performance measurement system design: a literature 
review and research agenda. International Journal of Operation and Production 
Management 25, 1228–1263 (2005) 

48. Nyhan, R.C., Martin, L.L.: Assessing the Performance of Municipal PoliceServices Using 
Data Envelopment Analysis: An Exploratory Study. State and Local Government 
Review 31(1), 18–30 (1999) 

49. Ammons, D.N.: Overcoming the Inadequacies of Performance Measurement in Local 
Government: the Case of Libraries and Leisure Services. Public Administration 
Review 55(1), 37–47 (1995) 

50. Kusrini, E., Subagyo, Masruroh, N.A.: Good Criteria for Supply Chain Performance 
Measurement. International Journal of Engineering Business Management 6, 9 (2014), 
doi:10.5772/58435 

51. Kellogg Foundation: Using Logic models to bring together planning, evaluation, and 
action Logic model development guide, One East Michigan Avenue East Battle Creek, 
Michigan 49017-4058 (2004), http://www.wkkf.org (accessed September 2, 2012) 

52. Northcott, D., Taulapapa, T.M.: Using the balanced scorecard to manage performance in 
public sector organizations Issues and challenges. International Journal of Public Sector 
Management 25(3), 166–191 (2012) 

53. Anthoula, K., Alexandros, H.: Designing a balanced scorecard for the evaluation of a local 
authority organization European Research Studies XIV(2) (2011) 

54. Farneti, F., Guthrie, J.: Italian and Australian local governments: balanced scorecard 
practices: A research note. Journal of Human Resource Costing & Accounting 12(1), 4–13 
(2008) 

55. Neely, A., Adam, C., Kennerly, M.: The performance prism – the scorecard for measuring 
and managing business success. London Pearson Education Limited (2002) 

56. Baldrige National Quality Program. Criteria for performance excellence. Administration 
Building, Gaithersburg (2007), http://www.baldrige.nist.gov (accessed 
November 18, 2011) 

57. Deng, Z., Wu, C., Zhang, J., Wang, J.: Study on the supply chain efficiency of rural public 
service in china based on three stage dea model. Asian Agricultural Research 69(1), 6–13 
(2014) 

 
 



 

© Springer-Verlag Berlin Heidelberg 2015 
M. Gen et al. (eds.), Industrial Engineering, Management Science and Applications 2015, 

563

Lecture Notes in Electrical Engineering 349, DOI: 10.1007/978-3-662-47200-2_60 
 

A Study of Consumers' Post Consumption Behaviour  
for Mobile Phone in Indonesia 

Siti Mahsanah Budijati1,2, Subagyo1, Muhammad Arif Wibisono1,  
and Nur Aini Masruroh1 

1 Faculty of Engineering, Department of Mechanical and Industrial Engineering, Gadjah Mada 
University, Jl. Grafika No. 2, Yogyakarta, 55281, Indonesia 

2 Faculty of Industrial Technology, Department of Industrial Engineering, Ahmad Dahlan 
University, Jl. Prof. Dr. Soepomo, S.H., Warungboto, Yogyakarta, 55164, Indonesia 

smbudijati@ie.uad.ac.id,  
{subagyo,arifwibisono,aini}@ugm.ac.id 

Abstract. The Study of consumers’ post consumption behaviour is important to 
obtain an explanation of consumers’ behaviour. This information is needed to 
design the appropriate reverse logistics activities. This study conducted toward 
the mobile phone users in Indonesia, aims to solicit the data of consumers’ post 
consumption behaviour for mobile phone. From 346 respondents, there were 
three post consumption behaviours identified, namely: sell to second-hand 
market, storage/ donated to others, and direct discarding, meanwhile there was 
no consumer who were willing to return to a take back program. The study 
showed that the behaviour with the highest frequency distribution was storage/ 
donated to others. The homogeneity tests revealed the differences in proportion 
of storage/ donated to others and direct discarding based on gender, as well as 
the differences in proportion of direct discarding based on the income. The 
independent test found that there was no relationship between demographic 
backgrounds with the choices of post consumption behaviour.  

1 Introduction 

Currently, the level of mobile phone usage is quite high and continues increasing over 
the years. Indonesia is one of the largest markets for cellular industry. The data from 
BPS Indonesia (Central Bureau of Statistics) showed that the percentage of 
households possessing mobile phone has increasing, i.e. 72.01% in 2010 increased to 
78.96% in 2011 and also increased to 83.52% in 2012, where the number of 
households in 2010 was 61.1645 million with the average number of members in the 
household was 3.9 inhabitants [1].  

The increasing use of mobile phones will lead to the increasing of numbers on the 
mobile phone waste known as e-waste. The accumulation of e-waste would become a 
problem for the environment if there is no adequate treatment, but can be profitable if 
it is managed correctly. As stated in [2], the increasing volume of e-waste is not only 
an environmental problem but also an economic opportunity. 
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There is no definitive data on the rate of mobile phone waste in Indonesia. 
Likewise, there is no special program aimed at addressing the mobile phone waste. 
Traced from government regulation of electronic waste, Indonesia does not have 
specific regulations to arrange the management of e-waste. [3] argued that the existing 
legislation is about B3 (Toxic and Hazardous Substances) waste management 
specifically is the Minister of Environment Regulation No.18/2009.  

One of the ways for handling EOL (end of life) product, including e-waste is by 
reverse logistics activities. Basically the reverse logistics activities are intended to 
take the value of the EOL product or, if the disposal should be conducted, then do it 
correctly. This is confirmed in [4] which expressed that the essence of reverse 
logistics is to get the value of the product that is no longer used by the consumers. 
When a product has lost its value, reverse logistics can recover it to become a new 
product by recycling some parts or components of the product. 

In fact, some mobile phone manufacturers have offered a take back program for the 
used or EOL mobile phones, as a form of reverse logistics activities. However, 
consumers’ response to the program is still low. This is shown in a survey held by 
Nokia, that 70 percent of mobile phone users were not aware that their handsets and 
accessories can be recycled. While the 3 to 4 percent of people who already knew 
about it never think to recycle their phones. Approximately 88 percent of the people 
are Indonesian [5]. 

To be able to run the mobile phone reverse logistics, the authorities need to know 
the post consumption behaviour of the mobile phone consumers. The information of 
the behaviour will give an idea to design reverse logistics activities that were 
appropriate with mobile phone.  

2 Importance of the Study 

Mobile phone contains materials that are harmful to the environment and human 
health in case of inadequate disposal. This is confirmed in [6], [7], [8], [9], and [10]. 
The hazardous materials are: lead, cadmium, mercury, hexavalent chromium, and 
flame-retardant materials. 

Meanwhile, if the handling of mobile phone waste was conducted properly, it can 
be profitable. As mentioned in [5] the advantage of recycling mobile phone is its 
ability to reduce the potential greenhouse effect that is equivalent with the gas 
pollution from 4 million vehicles. This can be achieved if every mobile phone users 
around the world are willing to give their used mobile phones and accessories for 
recycling. 

Furthermore, according to the Environmental Protection Agency (EPA) in [11], the 
energy which can be saved from recycling of one mobile phone is enough to turn on a 
laptop for 44 hours. If American people recycle approximately 130 million used 
mobile phones each year, there will be enough energy to be used for more than 24 
thousand houses each year. In line with that [12] stated that if the mobile phone 
discarded, it takes 400 million years to decompose.  

Mobile phone recycling is one of the typical product recoveries in reverse logistics 
activities which require cooperation with consumers. Consumers in these activities 
take a role as suppliers. The willingness and behaviour of the consumers to participate 
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in the collecting process of used mobile phones will affect the success of reverse 
logistics activities. For this reason, it is important to investigate the behaviour of 
consumers towards their used or EOL products.   

Some authors emphasized the importance of consumers’ behaviour to be 
accommodated in the reverse logistics activities, particularly in the collecting process. 
As noted by [13], the end-user characteristics affect different types of reverse logistics 
system. Similarly [14] expressed that the characteristics of the population differ from 
region to region, so the reverse logistics need a customized EOL product collection 
strategy to achieve a suitable reverse logistics system. Moreover, [15] suggested that 
consumers’ behaviour in returning the used product need to be considered. 
Furthermore, [16] argued that the best solution to manage reverse logistics system 
depends on the economic and cultural context where the system operates. Meanwhile 
[17] stated that consumers’ behaviour is one of the main components that should be 
considered in the disposition decision of reverse logistics. Recently [2] said that to 
build an effective reverse logistics, it is necessary to know the consumers’ behaviour.  

A way to find out the wishes and behaviour of consumers towards their used or 
EOL product is studying the consumers’ post-consumption behaviour. Research on 
the consumers’ post-consumption behaviour for used or EOL product is still slightly, 
two of whom are [18] and [2]. [18] analyzed the factors influencing the behaviour of 
post-consumption disposal for beverages, while [2] studied the impact of 
demographic variables on the choices of mobile phones waste disposal in India. 

Meanwhile researches on post-consumption related to recycling behaviour were 
conducted by [19] and [20]. [19] discussed consumers’ decision on recycling the 
used-fluorescent lamp in São Paulo, Brazil, while [20] investigated the consumers' 
willingness to pay for the recycling process of mobile phone waste in China. 

Demographic factors are believed to be able to influence the behaviour of 
individuals. Some studies demonstrated the influences, as in [2], it is shown that the 
differences in some demographic background bring out the differences in disposal 
choices for mobile phone. [21] verified that education level and residence type have a 
significant impact in the intention and behaviour for recycling, while [22] 
demonstrated the difference in the education level correlates with the energy-efficient 
investment behaviour. Furthermore, [20] found that the differences in the education 
level and monthly income provide a difference in willingness to pay for recycling 
process of mobile phone.  

Therefore a study of consumers’ post consumption behaviour for mobile phones in 
Indonesia needs to be done. It is based on the differences of demographic background 
for decision of post-consumption behaviour. The results of the study can provide 
some recommendations to the authorities in handling the mobile phone waste. So, the 
main objectives of this paper are: 

1 to identify consumers’ post consumption behaviour for mobile phone in Indonesia 
2 to study the choices of consumers’ post consumption behaviour for mobile phone 

based on the demographic background 
3 to study the relationship of consumers’ post consumption behaviour for mobile 

phone with demographic background  
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3 Research Method  

The respondents of this research were mobile phone users in Indonesia which were at 
least 17 years old. Meanwhile, the stages of the research included: 

1 questionnaires distribution to ask the demographic data and the post consumption 
behaviour of the consumers for their used or EOL mobile phones  

2 frequency distribution analysis of each post consumption behaviour based on 
demographic background  

3 Homogeneity test of each post consumption behaviour based on demographic 
background  

4 Independent test to find out the relationship between demographic background 
with the choices of post consumption behaviour  

4 Result and Discussion 

4.1 Respondent Description 

The questionnaire was conducted from June to November 2013, 350 questionnaires 
were distributed and the numbers of questionnaire returned were 346. It meant that 
the percentage of questionnaires returned was 69.2%. The demographic background 
of the respondents can be seen at Table 1. 

Table 1. Demographic background of respondent 

Demographic variable Percentage of respondents 

Gender Male 47 
 Female 53 
Age 17-25 years 33 
 26-35 years  32 
 36-45 years 20 
 46-55 years 13 
 56-65 years 2 
Education Elementary school 1 
 Junior high school 5 
 Senior high school   28 
 Diploma 3 
 Under graduate   51 
 Master 11 
 Doctoral 1 
Income/ month < 1 million Rp 33 
 1-5 million Rp  53 
 5-10 million Rp 8 
 10-20 million Rp 2 
 others (housewife or student) 5 
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4.2 Frequency Distribution Result 

From 346 respondents, there were three post consumption behaviours identified, 
namely: sell to second-hand market, storage/ donated to others, and direct discarding. 
Meanwhile there was no consumer who were willing to return to a take back program.  

The frequency distributions for each type of post consumption behaviour based on 
demographic background are shown in Figure 1 to Figure 4. It can be seen that the 
highest frequency distribution of consumers’ post consumption behaviour is storage/ 
donated to others. 

4.3 Homogeneity Test Result 

The homogeneity test is intended to find out the differences in proportion based on 
demographic background for each type of post consumption behaviour. The 
homogeneity test result based on gender showed the differences in proportion of 
storage/ donated to others and direct discarding. Female’s proportion was higher than 
the male’s for storage/ donated to others behaviour. On the contrary, for direct 
discarding behaviour, male’s proportion was higher than female’s. 

The homogeneity test result based on age and education showed no difference in 
the proportion of all kinds of post-consumption behaviour. As for the homogeneity 
test results based on income showed the differences in proportion of direct discarding, 
which the highest proportion was the respondents with the income of 10-20 million 
rupiah/ month. The detail result of homogeneity test is shown in Table 2 to Table 5. 

4.4 Independent Test Result 

The independent test is aimed to test whether there is a relationship between 
demographic backgrounds with post-consumption behaviour choices or not. The 
results of the independent tests showed that there was no relationship between 
demographic backgrounds with the choices of post consumption behaviour. The detail 
result of independent test is shown in Table 6. 

4.5 Discussion 

From the identified mobile phone post-consumption behavior, there was no consumer 
who answered return to a take back program. This indicates that the behavior has not 
become a habit for mobile phone users in Indonesia. Consequently, the company has 
been offering a take back program needs to campaign the program more aggressively. 
Possible lack of information or lack of collecting point facilities of take back program, 
makes consumers not to understand if there is such a program. Given that the highest 
frequency of behaviour is storage/ donated to others, then most likely the consumer is 
willing to participate in a take-back program as long as supported by the availability 
of information and adequate facilities. 
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The homogeneity test result showed evidently that female has higher proportion on 
storage/ donated to others than male. This means that female customers were potential 
to participate in the take back program. So, the companies need to think a strategy to 
encourage the willingness of the female consumer.  

Meanwhile male consumers have higher proportion in direct discarding than 
female. This has some implications for environmental pollution. Therefore in 
handling mobile phone waste, the authorities should distribute the information about 
the dangerous of disposal mobile phone material into the environment. The 
dissemination of the information about the dangerous of environmental damage is 
also required to address the consumers with the highest income, because they also 
showed the highest proportion in direct discarding than those with lower incomes. 

Table 2. Homogeneity test result based on gender (H0: p1=p2) 

Behaviour   Statistical 
value  

Acceptance value 
of H0  

Decision  

Sell to 2
nd

 hand market  
Z = 

1.40102915  
 -1,96< Z < 1,96  H0  accepted  

Storage/donated to 
others  

Z = -
3.3591301  

-1,96< Z < 1,96  H0  rejected  
(female’s proportion > 
male’s)  

Direct discarding  Z = 2.9600514 -1,96< Z < 1,96  H0  rejected  
(male’s proportion > 
female’s)  

 

Table 3. Homogeneity test result based on age (H0: p1=p2=p3=p4=p5) 

Behaviour   Statistical value χ2 Value χ2 from table 
(df=4; α=0.05) 

Decision  

Sell to 2
nd

 hand market  
1.216445  9.48773  H0  accepted  

Storage/donated to 
others  

3.5383575  9.48773  H0  accepted  

Direct discarding  2.8890617  9.48773  H0  accepted  

 

Table 4. Homogeneity test result based on education (H0: p1=p2=p3=p4=p5=p6=p7) 

Behaviour   Statistical value χ2 Value χ2 from table 
(df=6; α=0.05) 

Decision  

Sell to 2
nd

 hand market  
5.691571  12.5916  H0  accepted  

Storage/donated to 
others  

4.223251  12.5916  H0  accepted  

Direct discarding  9.795341  12.5916  H0  accepted  
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Fig. 1. Consumers' post consumption behavior based on gender 

 

Fig. 2. Consumers' post consumption behavior based on age 
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Fig. 3. Consumers' post consumption behavior based on education 

 

Fig. 4. Consumers' post consumption behavior based on income 
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Table 5. Homogeneity test result based on income (H0: p1=p2=p3=p4=p5) 

Behaviour   Statistical value 
χ2 

Value χ2 from 
table (df=4; 
α=0.05) 

Decision  

Sell to 2
nd

 hand market  
1.426046  9.48773  H0  accepted  

Storage/donated to 
others  

7.883309  9.48773  H0  accepted  

Direct discarding  12.82209  9.48773  H0  rejected  
(the highest proportion is 
the income of 10-20 
million Rp) 

Table 6. Independent test result based on demographic background (H0: there is no relationship 
between the demographic background with post consumption behaviour choices) 

 
Demographic 
variable 

Statistical 
value χ2 

Value χ2 from table  
(df=(k-1)(b-1); α=0.05) 

Decision  

Gender 2.978559  5.99147  H0  accepted  
Age 3.631038  15.35075  H0  accepted  
Education 14.07777  21.0261  H0  accepted  
Income 10.75381  15.35075  H0  accepted  

 
Considering to the results of the independent tests that there is no relationship 

between demographic backgrounds with the choices of post-consumption behaviour, 
this provides an opportunity to divert the current behaviour become willing to follow 
the take-back program.  

5 Conclusion and Recommendation 

From the study, it could be identified that there are three post consumption 
behaviours, namely: sell to second-hand market, storage/ donated to others, and direct 
discarding. There was no consumer who was willing to return to a take back program. 
Meanwhile, the behaviour with the highest frequency was storage/ donated to others. 

The homogeneity test showed the differences in proportion of storage/ donated to 
others and direct discarding based on gender, as well as the differences in proportion 
of direct discarding based on income. The independent test found that there was no 
relationship between demographic backgrounds with the choices of post consumption 
behaviour.  

Looking at the whole study results, it could be inferred that there is an opportunity 
to offer mobile phone take back program as a collecting point for reverse logistics 
activities. Nevertheless the program offers must be accompanied by a clear and 
widespread information, and the easily accessible of collecting point facilities for 
consumers. 

The results of the study may be different when applied to other electronic products. 
The forthcoming research may be developed to accommodate other variables such as 
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the role of media, regulation, and economic incentives to support the positive post-
consumption behaviour.  
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Abstract. To successfully operate an organization nowadays needs to improve 
the environmental performance due to increasing demands on environmental 
concerns. To identify improving area requires assessment methodology. This 
study applies supply chain operations assessment framework and FMEA to 
identify area that need to be urgently improved. The application of this 
assessment methodology is implemented to the can packaging industry to 
identify the improving area. Then the suggestion for improvement is achieved 
by the application of mathematical modelling. The improvement can be 
achieved and the performance of the can packaging manufacturer is increase 
both environmental and supply chain performance. 

1 Introduction 

Can packaging industries can be considered an environmentally unfriendly due to its 
production process which release and emit environmentally harmful gases, liquids and 
solids to the environment. Green packaging is under high competition nowadays 
meaning that the package to be used for the manufactured products must be 
environmentally friendly. Can packaging which are to be used in canned food and 
beverage production must, therefore, be improved to become environmental friendly. 
Improvement in the operations can be achieved by green supply chain management 
which aids managing operations in the supply chain to be effective in reducing their 
impacts to the environment [1]. The environmental impacts of supply chain 
operations should be reduces to ensure the greenness [2, 3]. If the environmental 
performance is improved, it is believed that the supply chain performance will be 
improved as well [4, 5]. The improvement in environmental performance requires 
green performance assessment because assessment of environmental performance can 
suggest the improvement area [2]. This study attempt to improve the operations in the 
can packaging manufacturer. The green operations assessment framework [6] 
incorporate with Failure Mode and Effect Analysis are chosen to assess the operations 
in the can packaging manufacturer because of its easiness in assessment. By the 
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selection of operations to be improved, the improvement suggestion must be done to 
ensure the environmental performance of the manufacturer. 

The rest of the paper is organized as follows. In section 2, assessment 
methodology of green operations assessment and FMEA are presented. Then the 
selection of operations to be improved applying green operations assessment and 
FMEA is presented in section 3. Section 4 provides improvement suggestion by 
developing the mathematical model for calculation. Finally, discussion on the 
performance improvement and the conclusion are presented. 

2 Assessment Methodology 

To identify the most urgent area for improving greenness of the supply chain, it is 
necessary to have a tool or methodology to assess the performance of current supply 
chain practice. This study employs the green supply chain operations assessment 
framework proposed by Somboonwiwat and Supeekit [6] to discover areas for 
improvement in the supply chain followed by Failure Mode and Effect Analysis 
(FMEA) to discover the most urgent improvement area or process. The assessment 
process can be presented in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Assessment methodology 

2.1 Green Supply Chain Operations Assessment 

The green supply chain operation assessment methodology is developed by 
Somboonwiwat and Supeekit [6] to assess the operations of green supply chain.  
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This framework is proven that these green supply chain operations can be mapped to 
Life Cycle Assessment (LCA) stages and can be used interchangeably [6]. Assessing 
the greenness of a supply chain prefers this assessment methodology to LCA due to 
its simplicity. The assessment can be completed by involved personnel in the assessed 
operations while LCA requires calculations of carbon releases, waste disposal, or 
usage of natural resources which has to be done by specialists. Kangang [7] believes 
that the easier assessment aids the organization in achieving the environment and 
business goals more easily. The detail of assessment involves the assessment of 
activities in green supply chain operations. 

Green procurement includes the greenness in the processes of purchasing or 
procurement of raw materials and other materials and resources for production; 
procurement planning in accordance with the customer’s requirement; inbound 
logistics from suppliers and storage. 

Green production includes the greenness in the transformation process from raw 
materials to finished goods; the selection and efficiency of the production process; 
efficiency in material handling; and green awareness of production staff. 

Green packaging considers the selection of packaging materials, size, and other 
characteristics; and reduction in packing material usage.  

Green transportation & distribution includes the activities of storage and 
transportation the goods to customers as well as the choice of cleaner technology; 
fleet maintenance; truck loading and transportation planning. 

Reverse logistics (Internal) includes the process of bringing the defects 
defectives and other production resources back for recycle or reproduction.  

Green operation assessment framework can be summarized in table 1. After being 
assessed by interviewing the experts and scoring each supply chain operational 
practices, improvement areas can be surfaced in a spider chart (Fig 2).  

 

Table 1. Green operation assessment framework 

Green operations assessment criteria Score 
Green Procurement  
· Procurement planning to fulfill customer’s requirement   
· Supplier selection   
· Environmental friendly procurement process   
· Raw material quality improvement  
Green Production  
· Reduction in raw material usage   
· Process design and process efficiency   
· Process design  
· Efficiency in material handling and internal transportation   
· Environmental awareness of production staff members   
Green Packaging  
· Selection of packaging material  
· Reduction in packaging material usage   
Green Transport & Distribution  
· Use of alternative or cleaner energy  
· Efficient in transportation planning   
· Efficiency in vehicle loading   
· Proper vehicle maintenance   
Reverse Logistics (Internal)  
· Recycle of materials and other production resources   
· Reproducibility of defectives   
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of the can packaging, therefore, must be explored and analyzed to identify areas that 
need to be improved and then selection of the most urgent area that need an 
improvement should be made. The following sections elaborate the selection process. 

3.1 Supply Chain Operations in the Can Packaging Manufacturer 

The operations of the can packaging manufacturer in this study are analyzed under the scope 
of gate-to-gate LCA which covers the operations within the manufacturer. The operations 
includes procurement, raw material storage, production planning, can packing production, 
packing, finished goods storage and goods transportation & distribution (Fig. 3).  

 
 
 
 
 
 
 
 
 
 

Fig. 3. Can packaging manufacturer supply chain operations 

3.2 Green Operations Assessment for Can Packaging Manufacturer 

The framework of green operations assessment framework (table 1) is taken to 
interview with the involved department managers including the following 
departments: Sales, Planning, Procurement department, Raw material storage, 
Production, and Finished goods storage and distributions. The result of the assessment 
is presented in table 3 and the spider chart is illustrated in fig 4. 

Table 3. Green operation assessment for can packaging manufacturer 

Green operations assessment criteria Score
Green Procurement 
· Procurement planning to fulfill customer’s requirement 3
· Supplier selection  2
· Environmental friendly procurement process 2
· Raw material quality improvement 4
Green Production 
· Reduction in raw material usage 4
· Process design and process efficiency 2
· Product design 2
· Efficiency in material handling 4
· Environmental awareness of production staff members 4
Green Packaging 
· Selection of packaging material 3
· Reduction in packaging material usage 3
Green Transport & Distribution
· Use of alternative or cleaner energy 3
· Efficient in transportation planning 2
· Efficiency in vehicle loading 3
· Proper vehicle maintenance 3
Reverse Logistics (Internal)
· Recycle of materials and other production resources 4
· Reproducibility of defectives 3
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Transportation Planning. The failure in this process is high transportation costs and 
complicated transportation routes. This would result in the waste of energy and 
expenses. This failure result from unplanned transportation or consideration only cost 
of materials. The current control is the full truck loading for transportation in every 
single trip.  

The result of FMEA analysis is presented in table 4. 

Table 4. Process FMEA of the can packaging manufacturer 

No Key Process Potential Failure 
Mode 

Potential Effect 
of Mode 
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1 Process design Extensive use of
energy and
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substances  

Extra costs 
and CO2 
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8 The old 
design of 
production 
line 

6 Regulation 
in the uses 
of electricity 

6 288 

2 Product design Products 
varieties 
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uses of
Aluminum 
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5 Customer’s 
requirement 

5 No control 5 125 

3 Transportation 
planning 
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transportation 
costs and
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routes 
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heaps of CO2

emission 

9 No 
transportation 
route planning 

9 Full truck 
loading for 
each trip 

7 567 

 
It can be seen from the RPN analysis that the most urgently in need of 

improvement in this can packaging manufacturer is the transportation planning. 
Considering the current practice of transportation in this company, it means that the 
transportation must be planned. The transportation planning for the can packaging 
manufacturer are presented in the next section. 

4 Mathematical Modelling for Transportation Planning of the 
Can Packaging Manufacturer  

Transportations for this company include raw materials transportation from suppliers 
to the manufacturing plant and finished goods transportation from the plant to 
distribution centers of the manufacturer. There are 5 suppliers from Singapore, 
Germany, Taiwan R.O.C and the other two from eastern Thailand. Raw materials are 
transported to 2 factories, one in central Thailand; the other in southern Thailand, by 
ship to the port located near factory then by truck to the factory for can packaging 
production. The can packaging products are then transported to 3 distribution centers 
in different locations; central, southern and northern Thailand, for distribution to 
customers (fig. 5).  
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Fig. 5. Transportation system for can packaging manufacturer 

Transportation planning in order to reduce the carbon dioxide emission can be 
achieved by creating mathematical modeling to find the amount of raw materials to be 
received from each supplier and the amount of finished goods to be transported to 
each distribution center. Assumptions of transportation planning are described as 
follows: factories produce adequate products for transportation; all transportations are 
full truck load transportations; there is no limitation in transportation capacity; 
amount of finished goods stored at each distribution centers are known; production 
rate of can packaging is consistent. 

To ease the reading, the following lists of symbols summarizing the elements used 
for composing the model are presented.  

 
Indices 

i number of suppliers; where i = {1, 2, 3, 4, 5} 
j number of plants; where j = {1, 2} 
k  number of distribution centers; where k = {1, 2, 3} 

 

Determinant variables ܺ  Amount of raw materials shipped from supplier i to plant j ܻ   Amount of products transported from plant j to distribution center k 
 

Parameters ܦ   Raw material requirement of plant j ܦ  Product requirement of distribution center k ܣܥ ܲ Transportation capability of supplier i ܣܥ ܲ  Transportation capability of supplier j ܥ  Transportation cost from supplier i to plant j ܥ  Transportation cost from plant j to distribution center k ܥ ܱ  Carbon dioxide emission resulting from transportation from supplier  
 i to plant j ܥ ܱ carbon dioxide emission resulting from transportation from plant j to  
 distribution center k ܧ exchange rate of supplier’s currency ܴܵܥ Social Cost Rate in carbon dioxide emission 
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Objective Formulation 
The objective of transportation plan is that the total transportation would minimize 

the emission of carbon dioxide 
ܼ ݊݅ܯ  ൌ ൣ∑ ∑ ܺ  ܧܥ  ∑ ∑ ܻ  ൧ܧܥ  ൣ∑ ∑ ܺ  ܱܥ  ∑ ∑ ܻ  ܥ ܱ൧ܵ(1)  ܴܥ 
 

Constraints 
1. Raw materials transported from supplier i to all plants j must not exceed the 

transportation capability of supplier i  

 ∑ ܺୀଵ  ܣܥ  ܲ              ; ܺ    ,݅  0             (2) 

 

2. Raw materials transportation to plant j must not less than the raw material 
demand of plant j 

 ∑ ܺୀଵ  ;                   ܦ  ܺ    ,݆  0                   (3) 
 

3. Products transported from plant j to all distribution center k must not exceed 
the transportation capability of plant j 

 ∑ ܻୀଵ  ܣܥ  ܲ              ; ܻ    ,݆  0                   (4) 

 

4. Products transportation to distribution center k must not less than the product 
demand of distribution center k 

 ∑ ܻୀଵ  ;                   ܦ  ܻ    ,݇  0                  (5) 

 

5. Raw material transported from suppliers to all plant must not less than 
products transported from plants to all distribution centers 

 ∑ ∑ ܺୀଵୀଵ   ∑ ∑ ܻୀଵୀଵ                         (6) 

5 Discussion and Conclusion 

The study applies the concept of green supply chain to select the activity of can 
packaging manufacturer for improvement. Transportation planning is the activity 
selected from the application of green operations assessment and FMEA. The 
improvement in transportation planning is suggested by the mathematic model. The 
problem in the model is the problem of linear programming. Excel Solver is 
employed to find the solutions of number of raw material and can packaging products 
to be transported from one place to another. The result of transportation plan can yield 
the reduction in both carbon dioxide emission and transportation cost. Emission of 
carbon dioxide is reduced from 14,812 to 11,873 CO2 kg/month for raw materials 
transportation and from 5,868 to 5,018 CO2 kg/month for products transportation. 
Moreover, transportation planning can also decrease overall costs of transportation 
from over 38.2 million baht to around 37.6 million baht/month or about 1.87% per 
month. To conclude, green operations assessment and FMEA analysis can help the 
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organization identify the areas for improvement with less effort than other 
methodologies. This methodology can be applied to other company or supply chain to 
select the process that need to be urgently improved. The improvement of selected 
process can be achieved by other application including mathematical modelling to 
make sure that the process is improved and the supply chain becomes greener.  
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Abstract. This paper proposes the application of Markowitz’s Modern 
Portfolio Theory to the selection of digital communication channels, in order to 
attain the finest trade-off between return on investment and risk. Previous 
application of financial portfolio theory in Marketing, as a means to optimize 
the portfolio, focused solely on the use of the model in decisions related to 
product, customer and customer segment, retail format and price promotion 
portfolios. The authors concluded that the Modern Portfolio Theory may be 
used as a decision support system in the selection of a company’s Digital 
Marketing channels or tactics, mutatis mutandis, so to find the share of the 
communication budget to be allocated to each type of digital channel or tactic. 

1 Introduction 

Technological developments in the last two decades brought the mass worldwide 
adoption of smartphones and tablets, as well as the internet revolution, leading to the 
proliferation of e-mail, blogging and social networking sites, for instance. Due to the 
wide range of ways of reaching consumers, marketers currently face major challenges 
when planning and shaping its marketing strategies. The purpose of this paper is to 
develop a tool that helps improving the process of investment decisions regarding 
Digital Marketing and that benefits, to that end, from the marketers’ intuitive 
component and from a comprehensible, but still reliable and efficient mathematical 
analysis. In this sense, the research question of this paper stands as follows: 

How can we improve the efficiency of investments in Digital Marketing, combining 
analytical tools with the intuition and freedom of marketers? 

The proposition of this paper is that Markowitz’s Modern Portfolio Theory may be 
an helpful tool during the process of selecting Digital Marketing channels or tactics, 
considering (1) it relies on simple statistical measures (such as the mean and the 
standard deviation) to find the set of optimal solutions to an investment problem and 
(2) it offers the investor the opportunity to select, within a set of optimal investment 
choices, the solution that best suits his interests. Another advantage of Modern 
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Portfolio Theory is that it allows the analysis of portfolios based on a combination of 
the expected return and the investment risk (referred to as risk-adjusted return), and 
not solely on the expected return, which may lead to more robust solutions. 

This paper is composed of six sections. Section 2 covers the literature review, 
presenting general concepts of Marketing and Digital Marketing and introducing the 
Modern Portfolio Theory, with regard to (1) the concepts of risk and diversification, 
(2) the assumptions inherent to the theory, and (3) the mathematical formulation of 
the theory, which consists of an optimization problem. In the final part of this section, 
some examples of application of the Modern Portfolio Theory to non-financial 
contexts are given, in order to identify key elements that may allow the extension the 
financial Modern Portfolio Theory to other areas, namely to Marketing. The Sharpe 
Ratio is also introduced on section 2. The proposed framework is described on section 
3 and its proof of concept is conducted on section 5. The results and findings of the 
proof concept are discussed on section 5 along with the conclusions. 

2 Literature Review 

2.1 Digital Marketing 

In the last twenty years, the world has witnessed an intensive growth in the 
communication and information technologies [1] [2] [3], particularly with respect to 
computers, mobile phones, digital televisions and, of course, the internet, which 
shook the foundations of Marketing and shaped what is now known as the Digital Era 
[4] [5]. Ryan and Jones [6] proposed the alternative term The Age of Digital 
Marketing, in line with [7], who state that the concept of Digital Marketing describes 
the practice and management of Marketing by means of electronic media, such as 
web, e-mail, interactive television and wireless media, along with digital data about 
customers’ intrinsic characteristics and behaviour. 

The technological growth propelled the fragmentation of communication channels, 
making a lot more difficult the process of selecting an effective means of delivering a 
Marketing message, that is, an effective communication channel [8]. When going 
digital, marketers have at its disposal tools like websites, display ads and search ads, 
search engine optimization (SEO), mobile Marketing, e-mail Marketing, affiliate 
Marketing and social media Marketing, [9] [10]. Considering there are millions of 
websites where to place display ads, several search engines where to place search ads 
and develop SEO strategies and also a plethora of different social media platforms 
(e.g., blogs and social networks), nowadays there are endless Marketing options 
available, making it harder for marketers to plan and shape their Marketing strategies. 

The performance of a Digital Marketing activity, in general, is quite easy to 
quantify in terms of Marketing Metrics, thanks to Web Analytics tools. Web Analytics 
services are computer applications designed to collect and aggregate the results 
achieved by online Marketing campaigns, allowing the study and the subsequent 
understanding of its impacts. Marketers may analyze what worked and what did not, 
in the past, and then identify potential areas for improvement concerning future 
campaigns [12]. 
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Key performance indicators to be used could be the number of clicks on an ad, the 
number of impressions (or views) an ad gets, the number of site visitors (often 
expressed in terms of the clickthrough rate, CTR), conversion rates (namely clicks to 
leads and leads to sales rates), the Cost per Click (CPC), the Cost per Mille1 (CPM), 
the Cost per Action (CPA) – whether a lead (such as a file download, a newsletter 
subscription or a form filling) or a sale –, the number of sales and also the sales 
revenue [7] [12] [13].  

2.2 Modern Portfolio Theory 

Markowitz [14] proved, that the Expected Returns-Variance of Returns (E-V), since it 
reflects both the expected return on investment and its variance, which illustrates the 
uncertainty or risk associated with that return leads to optimal (or efficient) portfolios, 
in terms of the risk-return compromise, that is, it leads to the portfolios that, for a 
given level of risk, maximize the expected return or that, conversely, for a given level 
of return, ensure the lowest possible risk [15]. Since this rule is based on the principle 
of diversification, Markowitz’s study shows that, from investing in a diversified set of 
financial assets, it is possible to maximize the return on a portfolio while controlling 
the risk it holds [16] [17] [18]. 

This conclusion from Markowitz further developed and explored in Markowitz 
[19], gave rise to the Modern Portfolio Theory [20], which remains since then as the 
dominant theory in the field of portfolio selection. The most relevant finding is the 
fact that in the presence of uncertainty (i.e., risk), assets should not be selected only 
on the basis of its unique features alone; rather, the investor should consider how each 
of the assets moves in terms of yields over time, comparatively to all other; that is, the 
investor should analyze how the assets’ yields are correlated. 

In the analysis of investment projects, the concept of risk is related to the 
investment’s uncertainty and it can be regarded as the likelihood of obtaining from 
that investment a return other than the expected, whether by excess or by default. The 
portfolio’s Overall Risk is the risk inherent to the universe of financial assets that may 
become part of the portfolio and it can be broken down into two major components: 
the Market Risk and the Specific Risk [21]. 

Also known as Systematic Risk, the Market Risk relates to the price sensitivity to 
market changes and depicts the possibility of an investor incurring losses due to 
factors that affect the performance of all financial markets, such as economic cycles, 
terrorist attacks, and changes in the inflation rate and in interest rates. This component 
of the overall risk cannot be eliminated through diversification. 

Conversely, the Specific Risk portrays the factors affecting the performance of a 
specific title (or set of titles), company or industry, in particular. Being directly 
associated with some title, company or industry, the Specific Risk does not affect the 
whole lot of securities being traded in the market, being however present in all 
investments involving such titles, companies or industries. Price variations regarding 
the Specific Risk may be motivated by (1) the introduction of new products in the 
market with returns below expectations, (2) an unexpected increase in the number of 

                                                           
1 Cost per Thousand impressions. 
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competitors or (3) an organizational change, for instance, thus representing a risk to 
which only a certain title, company or industry is subject to [21]. 

Simultaneously holding titles from different companies and different industries 
would minimize an investor's exposure to the negative consequences of events or 
decisions that may affect the performance of a specific company or industry. In that 
sense, the Specific Risk can be reduced by means of a diversification of investment, 
that is, through the combination of several diverse investments in a portfolio, being 
therefore also referred to in the literature as Diversifiable Risk. Being part of the 
Overall Risk, the reduction of the Specific Risk leads to the reduction of the 
investment’s total risk. Diversification of investment is then, building up a portfolio 
with several titles from different natures and origins. In other words, it is the 
distribution of an investment by a set of distinct assets, allocating to each one a 
portion (not necessarily uniform) of an available budget [14] [19]. The principle of 
diversification is hence used due to its Specific Risk reduction capability: when a 
certain asset, Asset A, gets a worse return than its expected return, it is likely that 
there is some second asset, Asset B, which will have a better performance than 
expected. In his pioneering work, Markowitz proved that investing in two assets with 
equal variance reduces the overall variance of the investment and emphasize that the 
variance of a diversified portfolio may even be less than the variance of the asset 
(pertaining to the portfolio) with lower associated risk. Sharpe [21] states that, in 
general, the greater the number of assets in a portfolio, the greater the likelihood of 
good performances offset poor performances.  

A risky asset is a financial asset whose future return is uncertain. Given this 
uncertainty, it is considered that the return of a risky Asset i (Ri) is a random variable 
that can assume a n finite number of values. When there is a history of the past n 
returns of that financial Asset i, for n periods of time, the expected return of the asset 
may be given by the mean value of the history data, that is, by the sum of all Ri(t) 
divided by the total number of periods, n. Under the principle of diversification 
introduced earlier, the portfolio is a weighted combination of n financial assets with 
returns Ri. Accordingly, the portfolio return (Rp) will be given by the weighted sum of 
the returns generated by each of those assets, Ri, with the respective weights, ω݅.  

Considering that the expected return of an asset is equal to the average value of its 
past historical data (that is, making E(Ri) = μ݅), the expected return of the portfolio can 
be written up as: 

(ܴ)ܧ ൌ  ߱ μ
ୀଵ  (1) 

The risk of a financial asset, in turn, is determined through statistical techniques 
that measure the dispersion of its returns around the expected value. The dominant 
dispersion measure in the context of portfolio analysis and selection is the variance or, 
equivalently, the standard deviation [14] [19]. Thus, each financial asset can be 
characterized in terms of its expected return (mean) and its risk (variance or standard 
deviation). The risk of a portfolio is related to the risk of the assets it encompasses 
[21]. However, despite what happens with the expected return, the portfolio risk cannot 
be determined by a simple weighted sum of the individual risks, since it is also a 
function of the correlation coefficients and the covariance of each pair of financial 
instruments [14] [18]. 
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Covariance is the statistical measure of how two random variables, such as  
the returns of two assets i and j, move together [22]. The covariance of the returns 
yielded by the assets i and j is represented by σij and can be expressed in terms  
of the correlation coefficient of the assets (ρij) and also of their standard deviations  
(σi and σj). 

Since one of Markowitz’s (1952) assumptions states that short-selling is not 
allowed (i.e., it is not possible to divest), it shall be taken as a constraint that ω݅ ≥ 0, 
which has the mathematical formulation of the optimization problem: 

Minimize ߪଶ ൌ ∑ ∑ ߱ ߱ୀଵ ୀଵߪ         (2) 
Subject to: 

(ܴ)ܧ ൌ  ߱ μ
ୀଵ ൌ ∑  ܭ ߱ ൌ 1ୀଵ      

  ߱  0  ,       ݅ ൌ 1, … , ݊ 
 

With n financial assets it is possible to build a multitude of portfolios, by varying the 
weighting ωi of the assets composing the portfolio [22]. The set of possible 
combinations of Expected Return and Risk for that limited number of assets (i.e., the 
portfolios that can be built) is called Feasible Portfolio Set, which represents the locus, 
within the return-risk space, of all admissible solutions to the Markowitz’s 
optimization problem [16] [20]. 

2.3 Applications of Modern Portfolio Theory to Marketing 

The research on the application of Modern Portfolio Theory within Marketing has 
been limited [23]. The theory has already been applied, nevertheless, to the formation 
of efficient portfolios of product lines, customer segments, retail formats and price 
promotions. Noteworthy are the works of [25], [23]), [24] and [26]. Cardozo and 
Smith [25] conducted the first formal study on the feasibility of application of 
Modern Portfolio Theory to Marketing decisions, particularly in terms of product 
portfolio. It was found that Markowitz’s theory has a great potential as an analytical 
and planning tool for product decisions. Ryals [23] studied its application to customer 
or customer segment portfolios, using the Customer Lifetime Value as measure of 
return. In his study, Ryals states that the application of portfolio theory to Marketing 
has some limitations, such as (1) the possibility of the proposed solution causing 
interference with strategic issues of the company, (2) the complex (non-statistical2) 
correlation between clients and (3) the independence and freedom of clients in taking 
action (customers can choose to abandon a relationship, for instance). 

Ryals [24] study the applicability of Markowitz's theory to Marketing portfolios, in 
general, on the premise that the allocation decisions of Marketing expense can be seen 

                                                           
2 Relations that statistics, with its correlation coefficients, cannot explain or predict. Word-of-Mouth 

Marketing and the impact it has on clients is a fine example (Ryals, 2003). 
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as portfolio investment decisions. Nonetheless, the authors alert to, contrarily to 
financial instruments and portfolios, the investment in Marketing assets tends to affect 
their returns. In that sense, they  propose some changes to Markowitz’s framework 
before applying it to Marketing. According to these authors, the relationship between 
returns and Marketing expenses can be determined by statistical techniques to 
estimate the response of sales to Marketing stimuli. Knowing that a sales-response 
curve is typically S-shaped (meaning that reduced levels of Marketing expenditure do 
not have a significant impact on sales and that excessively high levels, beyond a 
certain amount, have a progressively decreasing effect over customer response), [24] 
proposed a modification to the original Modern Portfolio Theory framework, defining 
the portfolio’s expected return on investment as a function of the investment on 
segment i and of its expected return. 

Finally, [26] address the application of Modern Portfolio Theory to price 
promotions portfolios, equally emphasizing the limitations of applying Markowitz’s 
theory to Marketing. Although the authors consider that the solution proposed by [24] 
on the response curve is an elegant solution, they argue that the introduction 
theoretical curves moves the study away from the pure empiricism that characterizes 
it. Moreover, [26]. underline the absence of a benchmark market or index with which 
to compare the performances of the portfolios, which compromises the use of the 
Sharpe Ratio. In response, the authors present an adaption to Sharpe Ratio’s 
mathematical expression, eliminating from the numerator the term regarding the 
average risk-free interest rate, E(Rf), leading to SR ൌ ߪ(ܴ)ܧ  (3) 

The previous examples validate the hypothesis of using the mathematical concepts 
of Markowitz’s [14]) framework in a variety of contexts and thus an application of 
Modern Portfolio Theory to the selection of Digital Marketing channels may now be 
proposed. 

3 Proposed Framework 

Just as in the previous examples, the application of Modern Portfolio Theory to the 
selection of Digital Marketing channels requires taking into consideration the main 
differences between the areas of Finance and Marketing, along with the difficulties in 
understanding and measuring Marketing’s financial return. In this sense, some aspects 
of Markowitz’s theory needed to be modified, namely the universe of instruments or 
assets to invest in, the measures of return to be used, the concepts of risk and 
diversification respecting a Digital Marketing environment, and finally the 
mathematical formulation of the optimization problem itself. 

3.1 Assets 

As instruments of the proposed framework, analogous to the financial assets in Harry 
Markowitz’s original model, we shall have the different Digital Marketing channels – 
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websites, search engines (e.g., Google and Yahoo!), search ads, display ads, the e-
mail, mobile devices and social media (such as forums, blogs, Facebook, Twitter, 
YouTube, LinkedIn, Pinterest, Tumblr or Instagram) – and tactics, which should be 
understood as specific ways of using some Digital Marketing channel to promote an 
advertising campaign. Consider Google Search and Google Ads, for instance; Google 
Search and Google Ads are two different tactics since they represent the use of 
Google online advertising on a search and on a display ad format, respectively. The 
Digital Marketing channels and tactics are hence the targets of analysis and selection 
within the proposed framework. 

3.2 Returns 

For measuring the return of our assets, as defined above, we shall use Marketing 
Metrics, using to that end the Web Analytics services. These metrics’ suitability for 
the performance analysis will depend on the companies’ objectives, which may be 
raising awareness, enhancing sales or building customer relationships (Chaffey et al., 
2006; Lindon et al., 2009). Accordingly, the choice of the most appropriate return 
measure will be on the company, in line with its preferences. It may be the number of 
Clicks, the number of Impressions, the Clickthrough Rate, the conversion rates Clicks 
into Leads and Leads into Sales, the Cost per Click (CPC), the Cost per Mille (CPM), 
Cost per Action (CPA), among others. 

Given the influence of Marketing expenditure (investment) over the returns, as 
reported by [24] and [26], it will be interesting to analyze, for each channel and each 
portfolio, the Marketing performance per amount invested. Thus, it is proposed as a 
measure of return of a channel or tactic i, in a past campaign t, the performance per 
currency unit invested: R(ݐ) ൌ ݃݊݅ݐ݁݇ݎܽܯ ݐ݊ݑ݉ܣ௧݁ܿ݊ܽ݉ݎ݂ݎ݁ܲ ௧݀݁ݐݏ݁ݒ݊ܫ  (4) 

In order to calculate the expected return of a channel or tactic i it is necessary to 
calculate the returns of all its historical records t, according to Equation 10, and then 
calculate the average of those returns, as shown in Equation 1. The portfolio’s 
expected return will be then given by the weighted sum of the expected returns of the n 
channels (or tactics) with the respective weights ωi, in line with Equation 1. 

3.3 Risks 

As in Markowitz’s original model, the risk of a Digital Marketing channel or tactic 
will be expressed by the standard deviation of the return. However, in this context it 
will portray the risk inherent to the effectiveness of a channel or tactic3 in delivering 
the intended message or in encouraging a specific behavior among customers and 
prospects. The ultimate goal of marketers should be to minimize this risk, opting for 
the most effective combination of channels or tactics. 

                                                           
3 Or set of channels and tactics. 
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Consider, however, that in addition to the channel or tactic, this effectiveness may 
also depend on several other factors, such as (1) the quality of the advertising 
message's copy and design, (2) the adequacy of market segmentation, (3) the 
understanding of target segments’ needs and interests, (4) the competition's offerings, 
(5) the target audience’s predisposition to join and get involved with the content being 
launched and advertised, among others. 

In this sense and in line with the definition of risk presented in the previous 
section, these risk factors might be categorized as pertaining to Market Risk or to 
Specific Risk. Risk factors related to the behavior of customers and to the competition 
affect all marketers and their advertising the same way and cannot be eliminated 
through diversification. Hence, from the conceptual viewpoint, these risk factors 
should be incorporated within the Market Risk. Conversely, following the same line 
of reasoning, those concerning the quality of the communication message’s copy and 
design, the adequacy of target audience segmentation and the level of understanding 
of their needs and interests shall be considered as part of the Specific Risk, since they 
only affect a finite set of assets, such as an unattractive message or an advertising 
campaign supported by a poor market segmentation, for instance. This sort of risk 
factors, nevertheless, shall be taken as being constant and common to the whole 
universe of assets, as an assumption, not influencing the Marketing performance of 
any channel or tactic. 

3.4 Diversification 

In this framework, the diversification depicts the allocation of a limited budget to a set 
of channels or tactics to compose a Digital Marketing communications portfolio. It is 
assumed that the marketer has at his disposal a set of channels or tactics he can select, 
whose past returns, in terms of Marketing performance and associated investment, are 
known. Since the diversification of an investment allows to reduce the overall risk of a 
portfolio, for a given level of return, the apportioning of the Marketing expenditures 
across multiple channels or multiple tactics can, for a given level of return, minimize 
the overall risk of the Digital Marketing’s channels portfolio, thus increasing its risk-
adjusted return. 

4 Proof of Concept and Validation  

The proposed framework was empirically tested using data from a Portuguese Digital 
Marketing agency. This data concerns to three different Digital Marketing tactics used 
in a 2014’s monthly online advertising campaign, for a period of six months, 
consisting of their monthly Marketing performance (according to digital Marketing 
Metrics such as impressions, generated leads and sales), and respective monthly 
investment. For the purpose of proof of concept, the analysis of portfolios was 
conducted having set as Marketing objective the maximization of brand awareness 
(notoriety). In line with that choice, the number of impressions was chosen as the 
metric for measuring the tactics’ Marketing performance. 



 Selection of Digital Marketing Channels: Application of Modern Portfolio Theory 593 

 

In its monthly campaigns, the digital marketing agency employed as Digital 
Marketing tactics Google Search, Google Display and Facebook Advertising. These 
tactics are associated with different returns and costs, which become known and 
accessible at the end of the month. Therefore, it was possible to obtain from the 
company’s Web Analytics service the investment amounts and the resulting number 
of impressions, from January to June, for each tactic. 

Identifying in the data spreadsheet the channels or tactics to be analyzed and 
inserting the inputs, it is possible to compute the portfolios of two and three channels 
that will best suit the marketers’ objectives and interests, from the perspective of 
optimizing the risk-adjusted returns. 

As a first step, the model computes the return of each tactic in each monthly 
campaign, by dividing the number of achieved impressions for the amount invested, 
according to Equation 10. Shortly after, these monthly returns of tactics are processed 
on the 2-channel and the n-channel sections using Equation 1, thus obtaining the 
expected return4 (mean value) and risk (standard deviation) of each tactic5 (Table 3). 

In addition to calculating these tactics’ expected returns and risks, covariance and 
correlation matrices are also automatically calculated, which allows to study and 
understand the combined behavior of each pair of tactics. The returns’ covariance 
matrix is part of the results Summary Table for both 2 and n channels, while the 
correlations matrix is presented alone.  

Table 1. Tactics’ Expected Returns and Risk 

Tactic Google Search Google Display Facebook 

Campaign Return 
(impressions/€€ ) 

Return 
(impressions/€€ ) 

Return 
(impressions/€€ ) 

January 160,4 5 603,3 2 253,8 

February 92,7 14 192,3 3 897,5 

March 27,7 1 907,8 1 705,0 

April 39,0 5 061,9 4 161,4 

May 75,2 4 246,9 3 208,3 

June 162,8 5 611,1 3 044,7 

E(Ri) 93,0 6 103,9 3 045,1 

Risk 58,2 4 196,6 940,4 

 
The Excel model will then determine the Feasible Portfolio Set and the Efficient 

Frontier for the 2-channel and the n-channel scenarios, respectively. For the former 
scenario, it calculates the expected return and risk of the portfolios composed of 
varying investment weighting coefficients, ωGoogle Search and ωGoogle Display, as previously 
explained, while for the latter it solves a series of different optimization problems, 
                                                           
4 Hereby represented by E(Ri). 
5 By definition, the 2-channel section presents the information alluding to the first two channels or 

tactics inserted in the data spreadsheet (in the shown example, these are Google Search and Google 
Display). 



594 T. Frausto-da-Silva, A. Grilo, V. Cruz-Machado 

 

providing a new solution (efficient portfolio) every time a new value of desired 
return, K, is introduced. For each scenario, the model will calculate the Return-Risk 
Ratio of all the computed portfolios, identifying with two different colors the 
Minimum Variance Portfolio and the portfolio of maximum Return-Risk Ratio.  

Afterwards, the Excel model uses this information to map in the space of Mean-
Variance the Feasible Portfolio Set for the pair of tactics Google Search and Google 
Display, plotting the portfolios according to their Risk-Expected Return coordinates.  

Table 2. Correlations Matriz for 3 Tactics 

Tactic Google Search Google Display Facebook 

Google Search 1 0,240 -0,107 

Google Display 0,240 1 0,580 

Facebook -0,107 0,580 1 

Table 3. Summary of 3 Tactics 

Tactic 
Expected 
Return Risk Covariance Matrix 

Google Search 93,0 58,2 3 385 58 505 - 5861 

Google Display 6 103,9 4 196,6 58 505 17 611 337 2 289 637 

Facebook 3 045,1 940,4 -5 861 2 289 637 884 304 

 

 

Fig. 1. Feasible Portfolio Set for 2 Tactics 

Similarly to the analysis of portfolios of two tactics, the Excel model processes the 
resulting portfolios’ risk and expected return and draws the Efficient Frontier in the 
space of Mean-Variance (Fig. 2): 
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Fig. 2. Feasible Portfolio Set for 3 Tactics 

Finally, setting in the 2-channel and in the n-channel sections the communication 
budget, the model suggests an amount to allocate to each of the analyzed tactics, 
depending on the marketer’s degree of risk aversion. As predefined solutions, the 
model proposes the investment in the portfolio of highest risk-adjusted return (i.e., 
with highest Return-risk Ratio) or in the Minimum Variance Portfolio, also offering 
the user the chance to manually select any portfolio of the Efficient Frontier, thus 
taking advantage of marketers’ deep market understanding and intuition. 

5 Conclusions  

This paper focused on applying Harry Markowitz’s Modern Portfolio Theory to 
Digital Marketing investment decisions. The authors have adapted the original model 
and highlight the use of non-financial expected returns (e.g., risk premium and 
generated power) and the adaptation of the Sharpe Ratio, as it excludes the term 
referring to the expected return on risk-free assets. The model can be applied to the 
selection of channels or Digital Marketing tactics, using metrics such as return of 
investment performance indicators of Web Analytics by monetary unit invested (eg, 
number of impressions per Euro invested) and which includes the conversion of the 
Sharpe ratio in a simple ratio between return and risk of a portfolio, referred to as 
work-risk ratio return. 

The proof of concept and validation model performed using the results of an online 
advertising of a Digital Marketing agency campaign, over a period of six months. It 
was found that the returns and risks of efficient portfolios varied uniformly (ie, higher 
expected return portfolios have higher associated risk and lower expected return 
portfolios have a lower risk), a result that is consistent with the assumptions 
established by Harry Markowitz (1952, 1959), the rational investor perspective. This 
reinforces the belief that Modern Portfolio Theory can be used in the rational 
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selection of channels portfolios or tactics of Digital Marketing and is therefore 
considered as the most important result of the conducted proof of concept. 

The proposed model in Excel enabled the calculation of Efficient Frontier to a 
scenario of two and three tactics, thus enabling marketers to optimize their spending 
Marketing by selecting a portfolio of Efficient Frontier that suits the level of risk they 
are willing to accept. However, it was found that, for the data used, that the 
correlation coefficients were partially or positive (on the order of 0.5) or close to zero, 
which implies, for the particular case study, of the ineffectiveness in diversifying the 
overall risk of the portfolio. The Variance Portfolio Minimum (efficient portfolio with 
lower risk) was, for both scenarios, the resulting portfolio allocation of the total 
budget available to the tactical Google Search. Thus, it was not substantiated by proof 
of concept that investment diversification leads to minimizing the overall risk of the 
portfolio. The performance of a new proof of concept with a larger sample could lead 
to more conclusive results. 
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Abstract. Customers can browse the information of stockout items in online 
retailing, thus change their preferences for the stockout product. This study tests 
the hypothesis that brand equity moderates the effect of causes of stockout on 
consumer preference for the online stockout product. The results reveal that for 
high-equity branded products, consumers exhibit a slit decrease in preference for 
the product whether the product is out-of-stock due to heavy demand or short 
supply. By comparison, for low-equity branded products, consumers increase 
preference for the product if the product is out-of-stock due to excessive demand 
and decrease preference for the product if stockout cause is supply-based. These 
findings highlight the importance of taking the product’s brand equity into 
consideration when stating different kinds of causes for stockout to consumers. 

Keywords: Stockout cause, brand equity, consumer preference, online retailing. 

1 Introduction 

When on-shelf-availability (OSA) is seen from service-dominated logic perspective, 
only when consumers can select a product from the shelf can the retail supply chain 
create value [12]. Although high-tech supply chain management software and 
innovative inventory management theories are implemented today, Stock still remains 
a recurring problem for retailers and manufactures [1]. Therefore, research on stockout 
has been gaining much attention from academy and practitioners in recent years.   

Stock would reduce profits because consumers would switch to other stores to 
purchase the product or drop the product [3,31]. Stockout causes negative emotion that 
negatively affects store image and decision satisfaction, decrease behavior intention 
[18]. Stockout also makes available alternatives seen more attractive, and accelerates 
consumer’s purchase decision [16,19]. Although previous studies showed that frequent 
stockout decrease consumer preference for the stockout product if consumer’s purchase 
interval is short [6], empirical study on the effect of stockout on consumer preference 
change is still lack. 
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With regard to causes for stockout, generally stockout happens when demand excels 
supply. In practice it is common to find products that are out-of-stock because vendor 
limits the supply, such as limited-quantity promotion [2] and limited-edition product. In 
line with previous studies, we classify stockout causes into supply-based and 
demand-based [20,21]. Supply-based stockout is caused by limited quantity that vendor 
wants to sell, while demand-based stockout is caused by excess quantity that 
consumers want to buy.  

Moreover, consumer-based brand equity plays an important role in forming 
consumer preference [7]. Band equity is “the differential effect of brand knowledge on 
consumer response to the marketing of the brand” [17]. Brand equity positively affects 
consumer preference and purchase intention [9]. We discriminate products between 
high-equity branded products and low-equity branded products. Consumers that are 
more familiar with high-equity brand are more loyal to high-equity brand [4]. Generally 
speaking, consumers consider high-branded products to be of high quality [11] and are 
willing to pay more [13,25]. Therefore, we expect brand equity would affect consumer 
preference in stockout situation. 

This study extends current understanding of the impact of stockout on consumer 
preference for the stockout product in online retailing. We combine the causes for 
stockout (i.e., stockout due to supply side vs. stockout due to demand side) and 
product’s brand equity (i.e., high-equity brand vs. low-equity brand). We find that 
limited supply stockout would overall decrease consumer preference, and excess 
demand stockout would increase consumer preference only when the stockout 
product’s brand equity is low. 

This paper is organized as follows. First, we briefly discuss previous research 
concerning brand equity and causes for stockout on consumer preference, and present 
our hypotheses. Second, we continue with the description of research methodology and 
empirical results. Then, we end with directions for future research and a discussion of 
managerial implication. 

2 Conceptual Foundations 

2.1 Effect of Stockout on Consumer Preference 

Stockout have mixed effects on consumer preference for the product. On one hand, 
stockout situation, which signifies the scarcity of the product, would increase consumer 
preference [2,26]. Consumers would engage in “bandwagon reasoning”, using 
perceptions of relative demand to assess a product’s worth, inferring that other 
consumers’ demand implies the value [28]. Product can also be used to satisfy 
consumers’ social needs [29]. For example, jewelries and expensive automobiles are 
used to demonstrate social status. 

One the other hand, because consumers cannot buy the product immediately, the 
stockout situation doesn’t meet consumers’ expectation about the availability of the 
product. Consumers would be dissatisfied [18], especially when consumer wants to buy 
the product right away [15].  
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2.2 Supply-Based vs. Demand-Based Stockout 

Stockout situation generally comes from consumers’ demand exceeding vendor’s 
supply. When considering the “scarcity effect” of stockout, the effect of demand 
scarcity is driven by a “social-proof mechanism,” in which consumers rely on others’ 
opinions as a clue to the value of a product [8]. Consumers also engage in “bandwagon 
reasoning,” using perceptions of relative demand to assess a product’s worth, inferring 
that other consumers’ demand implies the value [28]. Behind this consideration is the 
notion that a product that has become scarce through high demand must be a good 
product, which may induce them to follow the lead of others. Supply-based scarcity 
doesn’t supply information about quality of the product.  

According to “locus of causality” theory, the locus of causality is regarded as 
external if one attributes a phenomenon to factors lie outside the individual, and 
internal if factor is located within oneself [24]. Thus, when consumers are informed 
that the stockout cause is limited supply, consumer would be likely to attribute the 
stockout situation for external cause. Thus the negative emotion stirred from stockout 
situation would decrease consumer preference for the product supplied by this supplier. 
When consumers are informed that the stockout cause is excess demand, consumers 
would attribute the cause for stockout to other consumers. Therefore, supply-based 
stockout decrease consumer preference, while demand-based stockout would increase 
consumer preference. 

H1. Preference for the stockout product is higher when consumers are told that the 
stockout cause is excessive demand than limited supply. 

2.3 Effect of Brand Equity 

From consumer perspective, brand equity is conceptualized and measured base on each 
consumer, and denotes the added value endowed by the brand to the product from a 
cognitive psychology approach [22]. Some brands are with high equity while other 
brands are with relatively low equity [5]. People are familiar with and can easily 
recognize high-equity brands, like Coca-Cola and Pepsi, in a store or on the street [4]. 
When they are considering which to buy, they would be more likely to take those 
high-equity branded product into consideration. Thus, when high-branded product is 
out-of-stock, consumers would be more dissatisfied.  

Consumers link high quality with high-equity branded products and expect to get 
better service [27]. The reality of stockout situation contradicts with consumer’s 
expectation, and cause negative emotions [23]. Low-equity branded products do not 
offer as many benefits as high-equity brands, and are brought mainly for their low 
price. The stockout of low-equity branded products would not cause as much negative 
emotion as high-branded product. 

Furthermore, based on consumers’ experience, high-equity brands, such as Channel 
and Rolex, usually issue limited-edition product to enhance the uniqueness of the 
product, while low-equity brands seldom do. Supply-based cause for stockout of 
high-equity brand products seems more reasonable.  
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When stating the demand side stockout cause, on one side, reinsures consumers of 
the popularity of stockout product, which would increase consumer preference. On the 
other side, stockout of high-equity brand products would give rise to more negative 
emotion to consumer than low-equity brand.  

H2. When cause for stockout is supply-based, the decrease of consumer 
preference is higher for high-equity branded product than low-equity 
branded product. 

H3. When cause for stockout is demand-based, the increase of consumer 
preference is higher for low-equity branded product than high-equity 
branded product. 

3 Study  

3.1 Method 

A 3×2 between-subjects design comprised three stockout conditions and two product 
types. The former were: absent, meaning that the product is in stock; present, 
demand-based; and present, supply-based. The latter were high-equity branded product 
and low-equity branded product.  

Stockout causes were manipulated experimentally by means scenarios given to the 
participants, the same as former study [21]. We stated retailer’s explanation for 
supply-based stockout as “Because this product is a limited edition, supply from vendor 
is limited”, and demand-based stockout as “Because this product is very popular, 
consumers’ demand exceed stock”. We pre-tested the message on 23 respondents for 
various kinds of information to make sure that the manipulation was effective in 
attributing the stockout cause. All participants could correctly identify the stockout cause. 

To select the brand equity products of interest, we created a shortlist of ten brands of 
detergent in China. Then 10 food experts, including four managers and 6 academics, 
classified those products as high-equity brand or low-equity brand. On the basis the 
evaluation, we selected one high-equity brand (Blue Moon) and one low-equity brand 
(Red Ross). Blue Moon is often seen on national TV for its advertise slogan “the 
leading band of detergent in China”, while Red Ross is just a local brand that’s never 
been seem on national TV. 

We pre-tested the consumer-based brand equity by using scales derivate from [30]. 
Respondents’ preference for “Blue Moon” brand is higher than “Red rose” brand 
ோௗ௦ܯ ,௨ = 3.90ܯ)  = 2.33,F (1,47) =17.8, p<.001). 

In all conditions, participants reported their preference for the product in terms of its 
“attractiveness”, in the aspects of bad/good, not nice/nice, and unlikeable/likeable, 
three seven-point scales adopted from Zhang and Buda (1999), and anchored by 1 = 
very low and 7 = very high (Cronbach’s alpha = .877). This scale was also used in 
previous studies about consumer preference [21]. 

Finally, participants responded to manipulation check measures. None of 
respondents correctly guessed what the study was about, because of the use of 
between-subject design. 
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3.2 Participants 

Participants were recruited from Internet through the hottest witkey website in China, 
www.zhubajie.com, on which we posted the recruiting information and a link to this 
study. This allowed for a mix sample of gender, age, employment, and geographical 
distribution. One IP address can only participate in the experiment once and all 
questions must be answered before submission.  

Prior to the experiment, participants were asked whether they purchased detergent 
online and whether they encountered a stockout situation, how long ago did they buy 
detergent. Respondents that did not buy detergent online, or did not encounter a 
stockout, or did not buy detergent in six months were screened out. Participants were 
randomly assigned to one of the experimental scenarios. 

3.3 Procedure 

The written scenarios instructed participants to imagine being surfing an online retail 
website to buy detergent. Then participants were shown with the picture and 
description of the detergent to simulate the way that products are presented on the 
Internet. In the stockout condition, they were also told that the product they want to buy 
is out-of-stock due to limited supply or heavy demand according to which group 
participants were assigned to. After reading the scenario, participants answered 
questions concerning their preference for the product and manipulation check. At last, 
they provided information of gender, age and education background for demographic 
description. In order to increase participants’ involvement to the experiment, we 
promised to choose two participants as lucky men, and each could receive the 
corresponding product as a prize.  

In two weeks, 194 participants took part in the experiment. 46.4% participants were 
men; 53.4% participants were women. 31.3% participants were between 18 and 24. 
47.4% participants were between 25 and 30. 21.3% participants were older than 30. 8% 
participants’ education background was senior high school or technical secondary 
school. 37% participants’ education background was junior college. 55% participants’ 
education background were college and above. 

3.4 Results 

To verify the manipulation of stockout cause had been successful, participants were 
asked to identify whether the stockout occurrence they encountered was caused by 
limited supply or heavy demand. The outcome showed that all participants in 
supply-based or demand-based stockout condition correctly identified the type of 
stockout. We pre-tested the brand equity instead of asking participants to access 
consumer-based brand equity in the main study to prevent participants form 
scrutinizing the experiment’s purpose. 

A 2×2 ANOVA was performed on consumer preference with experimental group as 
independent variable. The main effects of both the brand equity (F (1, 194) = 31.175, 
p<.001, ߟଶ= .142) and stockout cause (F (2, 194) = 3.517, p<.005, ߟଶ =.036) were 
significant. Participants in the excessive demand stockout group exhibited high 
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preference for the stockout product that those in the limited supply group. H1 is 
supported. As expected, the interaction effect between cause for stockout and brand 
equity was significant (F (2, 194) = 2.171, p<.1, ߟଶ=.026). Fig. 1 shows the mean of 
consumer preference in each condition. 

 

 

Fig. 1. Interaction Effect: Stockout Cause × Brand Equity 

We then calculated the difference of consumer preference between the situations of 
stockout and absent of stockout. Table 2 showed the mean of consumer preference in 
each condition and mean difference between out-of-stock condition and corresponding 
in stock condition. Contrast analysis found that brand equity had no significant effect 
on consumer preference change when supply-based stockout cause was exhibited 
 H2 was not supported. When .(௪=-.3485, F (1, 32) = 4.6, p >.1ܯ ,=-.0945ܯ)
demand-based stockout cause was exhibited, the difference of increase of consumer 
preference between high-equity brand and low-equity brand significant (ܯ  = 
௪ܯ ,0529.-  = .5707, F (1, 57) = .206, p <.05). H3 was supported.  

The findings supported the proposition that the effect of out-of-stock situations on 
consumer preferences is moderated by consumer-based brand equity. When 
participants were told that the stockout cause come from the limited supply, they did 
not exhibit significant difference of decrease preference between high-equity branded 
products or low-equity branded products. On the other hand, when participants were 
told that the stockout cause came from excess demand, the increase preference of those 
shown with the low-equity brand product was higher than those presented with 
high-equity branded product. 
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Table 1. Group Means and Comparisons between Experimental Conditions and Control groups 

Stockout cause 
Brand type Mean(I) 

Mean of 

control group(J) 

Mean 

difference(I-J) 
p 

Supply-based 
Low-equity  4.8254 5.1473 -.3219 .

367 High-equity 5.9200 6.0652 -.1452 

Demand-based 
Low-equity  5.6970 5.1473 .5497 

.002 
High-equity 6.0270 6.0652 -.0382 

4 General Discussion 

Instead of investigating the effect of stockout cause on consumer preference for 
available product in brick-and-motor retailing, we exam the effect of stockout cause on 
consumer preference for stockout product in online retailing. Empirical results show 
that consumers would generally decrease preference for stockout product of 
high-equity brand; no matter the stockout cause is supply-based or demand-based. 
However, consumers would decrease preference for stockout product of low-equity 
brand if the stockout cause is limited supply, and increase preference for the stockout 
product of low-equity brand if the stockout cause is excessive demand. 

Our results show that in the stockout situation, brand equity and stockout cause 
would interact to influence consumer preference for the product. On one hand, 
consumers would decrease preference for the stockout product if they are told that the 
stockout cause is limited supply. The magnitude of decrease is not significantly 
different between high-equity brand products and low-equity brand products. On the 
other hand, consumers would increase preference for the low-equity branded stockout 
product if they are told that the stockout cause is excessive demand. Previous research 
just suggested that using the “extreme popular” statement can effectively retain the 
order [3]. This study shows only when the brand equity of the stockout product is low 
the positive effect of excess demand stockout cause statement on consumer preference 
would work. 

5 Limitations and Future Research 

Although the implications of our findings are discussed, these must be interpreted by 
taking their limitations into consideration, which would suggest useful directions for 
future research. First, the product we use in the experiment is detergent, which is 
inherent a functional product, and not used for conspicuous consumption. Preference 
for stockout product of categories that are more likely to issue limited edition, such as 
commemorative stamp and famous fashion designer’s product, would be different. 
Thus, future research could expand the analysis by take product category into 
consideration to determine the most effective way to explain the stockout cause. 

Second, even retailer or manufacture has explained the stockout cause; consumers 
would reason the real stockout cause. Such as when they can compare the stockout 
product with available products and find that the stockout product is inferior to 
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available products, while explanation for stockout is excess demand, the explanation is 
contradicted with consumer reasoning. Future research could expand the analysis to see 
the effect of contradiction between explanation for stockout and consumer reasoning.  

Third, as we’ve explained in prior section, cause stockout would also signify the 
scarcity of the product. The different influence of stockout and scarcity information on 
consumer preference still needs to be clarified, such as the magnitude of perceived 
scarcity and consumer’s different attitude toward stockout and scarcity information.  

Finally, stockout happens more frequently to promoted product [10], and the topic of 
promotional on shelf availability is still immature [14]. Future research also could 
investigate the effect stockout of a limited-time or limited-quantity promotion on 
consumer preference. For example, if consumer misses the limited time promotion or 
limited quantity promotion, would s/he blame self for not take chance of the 
opportunity or the supplier for limited time or quantity? 

6 Managerial Implications 

Retailers and manufactures have to face the problem of stockout, especially for 
high-equity brand providers. They must understand that it’s virtually impossible and 
uneconomical to never run out of stock of any product [1].  

Our empirical findings provide suggestions to manufactures and retailers about how 
to manage stockout. On one hand, stating the supply-based stockout cause is risky, even 
it’s effective to increase consumer preference in some specific occasions. The 
demand-based for stockout cause is a relatively effective way to increase consumer 
preference for the stockout product. One the other hand, manufactures and retailers 
should access the relative position of brand equity in the product category, in order to 
increase consumer preference for the product when stockout happens. 

For high-equity brand provider, the sure way to deal with stockout is to insure that 
they do not go out-of-stock. For low-equity brand provider, it would be unwise to tell 
consumer that the stockout is caused by limited supply, and must be more cautious to 
issue limited edition products. For when stockout happens, consumers would 
significantly decrease preference the low-equity brand product. The preferable way for 
low-equity brand provider to explain the stockout cause is to state the excessive 
demand from other consumers, which would reinsure consumers’ popularity of the 
stockout product. 

Although we proved empirically that it’s better to inform consumers the excessive 
demand of stockout product,, but it would be unethical when retailer or manufacture 
explain the stockout cause as demand-based while the real cause is supply chain 
inefficiency or limited supply.  
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Abstract. Designed, developed and presented in this paper is a remote 
controlled mobile robot for toy application using RF module in PIC 
microcontroller. The goal of this study is to provide a reliable way of 
communication over a Wi-Fi network for mobile robot using Radio Frequency 
(RF) wireless communication module. The proponents make use of model-
based task allocation method. This effective task allocation method is made 
possible thru central commanding computer, which realizes reliable operation 
for identified tasks. The proponents built a mobile robot, with capability of 
responding to three simple movements: forward, turn left and turn right. The 
proponents make use of PIC microcontroller as its control unit and it was 
programmed using C++. The mobile robot will communicate with a central 
commanding server, which is to be controlled over RF wireless communication. 
Through a local area network, the computer will send the command movements 
to the mobile robot using RF module. 

Keywords: Mobile robot, model-based task allocation method, PIC 
microcontroller, RF wireless communication. 

1 Introduction 

Undeniably, the introduction and application of robots had opened and widened 
horizons of advancement in varied fields. It allowed human beings to perform their 
tasks quickly, conveniently and safely. It then led to apprehending demand for 
robotics application (Y. Ota et.al, 2001). High ground adaptability is one important 
performance measure for the robot. In this criterion, the robot must be able to move 
on any uneven environment. Robot designers desired to have their robots able to 
move over much the same ground as humans are able to. It can be noted that robots 
need not only mobility, but also task-performing and supporting abilities for other 
tasks (Y. Ota et.al, 2001). In the field of multi-robot system, the system should assign 
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the task for each robot.  There are two task allocation methods: negotiation-based and 
model-based method. In negotiation-based method, the system decides which robot to 
perform the task by negotiation (Y. Gao & Z. Luo, 2008). In the model-based method, 
instead of obvious negotiation, cooperation is realized by information communication. 
In addition, the bot has the task-choosing model. The input of the model is the sensor 
data, the information among robots, and the internal states of the robot. The task 
choosing decision will then be the output (Y. Gao & Z. Luo, 2008).  

Recognition of the dynamic environment is required for cooperative motion by 
multiple mobile robots. Moreover, sensing and communication ability is considered 
crucial for the recognition from the practical viewpoint (S. Suzuki et.al, 1995). 
Suzuki, et.al in 1995 had already developed radio communication system, which 
enables each robotic agent to send messages to another specific agent by peer-to- peer 
communication, to agents within a certain group by groupcast, and to all the agents by 
broadcast. However, the radio communication system does not suit for local 
communication. In order to overcome these problems, they have developed an infra-
red sensory system with local communication functionality, which enables not only 
detection of collisions against obstacles or other robots, but also local communication 
between robots (S. Suzuki et.al, 1995).  

In this study, the proponents aim to provide a simple, yet convenient way of 
communication over a Wi-Fi network for mobile robot using Radio Frequency (RF) 
wireless communication module. The proponents propose an effective task allocation 
method thru central commanding computer to realize reliable operation for identified 
tasks. This study would likely apply to cooperative and performing robots. Most 
especially, due to its simplicity it could be most beneficial for toy robot applications. 

2 Motion Control Strategy for Mobile Robot 

Figure 1 shows the mobile robot’s system configuration. The system block diagram is 
further divided into two major components namely: transmitter and receiver blocks. 
Each block contains four sections. The transmitter sends the control signal wirelessly 
and the receiver receives the instruction for execution. In the transmitter block, the RF 
module is connected to the microcontroller and is powered by 9V battery with 
capacitor as battery support. The main control unit is also connected to the voltage 
regulator. The 7805 regulator is used to regulate the output. Thus, maintaining 
constant voltage of 5V. On the other hand, the received block contains the L293D, 
which drives inductive loads in positive-supply application. The driver drives the left 
and right motors of the robot. It is powered by six pieces of 1.5 V in gradual control 
of the movement of the DC motors. 

The proponents make use of three-stage control strategy for their mobile robot. 
This includes the human operator, the upper computer (commanding server) and the 
lower computer (mobile cube robots). The operator will remotely control the system’s 
push buttons and the commanding server will send instruction to the mobile robot 
using Radio Frequency (RF) via Wi-Fi network. 
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Fig. 1. System Configuration for Mobile Robot 

Generally in mobile robotics, explicit communications between robots can only be 
made through: an infrared beam, or a radio-frequency transmission. The first one 
cannot allow passing through natural obstacles like walls, closed doors, and more 
generally opaque objects. So only the second one can be used to ensure a safe 
communication. The more efficient devices use a high frequency carrier with a 
bandwidth more or less large (N. Hutin et.al, 1998). In due course, the proponents 
considered to use RF module for sending and receiving of control signals. Since the 
study considers transmission and reception of control signals, the remote control with 
three simple movements will communicate and give instruction to the mobile robot. 
The robot agent is assumed of not missing any command, as two programs are 
developed for transmitting and receiving of control signals. 

3 Design Considerations 

In order to realize a mobile robot system, which can fulfil various tasks, flexibility in 
hardware and software is needed. A modular approach is then adopted. The design 
considerations section was divided into two (2). The hardware system block diagram 
and the software system block diagram as shown in figures 2 and 3 respectively. 
 

 

Fig. 2. Hardware System Block Diagram       Fig. 3. Software System Block Diagram 

3.1 Teleoperation Using Virtual Reality (VR) Technology 

Implementing teleoperation using wireless technology to control robot remotely can 
significantly improve robotic system applications (N. Hutin et.al, 1998). It is then 
becoming a need to develop teleoperation systems, which allow full control of the 
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robot in real environment. Sawaragi et al. investigated foundations needed in 
designing an interface system for robotic teleoperation. Hainsworth, on the other 
hand, presented a discussion of the requirements for user interfaces for teleoperation 
of mining vehicle systems. Zhong, et al. had adopted the virtual reality (VR) 
technology. Accordingly, VR technology is often used in lieu of establishing human-
machine interface of teleoperation. In this technology, the operators manipulate robots 
on the spot by using joysticks, mouse or keyboards directly (G. Zhong et.al, 2012). In 
most of the studies concerning teleoperation, they regard the upper computer as a host 
and the lower computer as a slave. The proponents adopted this usual representation 
for VR teleoperation (N. Hutin et.al, 1998). As shown in Figure 4, the upper 
computer deals with the algorithm, decisions, and commands, while lower computer 
completes specific actions and sends feedback information. 

 
Fig. 4. Proposed teleoperation via RF module 

4 Hardware Model 

The hardware part of the design is consisted of RF module embedded in PIC 
microcontroller, actuators, and physical structure. All of these components had to 
work together to give the mobile robot the ability to sense its environment and take 
appropriate actions. The physical structure of the mobile robot is relatively 
inexpensive, requires minimal tools, and is easy to build. The PIC microcontroller and 
the quadruple high-current half-H drivers give the proponents much of the hardware; 
the motors, the driver and the control circuitry, in two cheap packages.  The 
proponents make use of PIC16F628A. It is a powerful microcontroller, which is 
capable of executing instructions at 200 nanoseconds. It is low-cost of high 
performance, CMOS, fully-static, 8-bit and 18-pin microcontroller. It is easy to 
program, requiring only 35 single word instructions. The proponents make use of this 
microcontroller to transmit control signals to the mobile robot (Web-1).  In receiving 
the control signals sent by PIC16F28A microcontroller, the proponents make use of 
L293D. It is designed to provide bi-directional drive currents of up to 600-mA at 
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voltages from 4.5 V to 36 V. In controlling the left and the right motors of the mobile 
robot, the proponents make use of this driver, considering that it was designed to 
drive inductive load, in our case, DC motors (Web-2).  The robot’s design is consisted 
of two DC motors with shivel wheel, capable of rotating 90 degrees. The mobile robot 
is made capable of moving vertically and horizontally on a plane. In addition, the 
mobile robot follows command to move from a central module or controlled button. 
The communication technology to be used is RF.  

5 Robot Implementation 

5.1 Control Mechanisms of the Mobile Robot 

The movements of the robot include forward, turn left and turn right. The move space 
of the robot is like a grid (in terms of one grid unit forward). The wheels are fixed to 
its axle and not steerable. It has castor wheel in front. In order to make the robot turn 
left or turn right, each wheel has its own DC motor, specifically a 6V geared DC 
motor. To make this happen, each wheel will be attached to its own controlled 
bidirectional motor. For forward movement, the same control signal will be sent to 
both wheels.  The robot is designed to be controlled over RF wireless communication. 
When moving forward, both wheels are driven by their corresponding DC motors. 
When turning left, only the right wheel is driven. The left wheel stays idle and serves 
as a pivot. This is the same when turning right: only the left wheel is driven and the 
right serves as the pivot. The proponents make use of 6V DC geared motor and Pulse 
Width Modulation (PWM) to reduce the average DC to slowly drive the motors. 
Through the use of UHF RF module, the commanding server can easily enable the 
start and the stop option of the motors wirelessly.  

5.2 Schematics 

As shown in Figure 5, the transmit side of the RF module is connected to the pin 7 
and the receive side of the RF module is connected to the pin 8 of the PIC 
microcontroller. On the other hand, the left and right motors of the mobile robot are 
connected to L293D IC as shown in Figure 6. The PIC microcontroller and the L293D 
IC were the two most important components of the system. In providing constant 
output voltage of 5V, the proponents make use of 7805 IC voltage regulator. Design 
applications of surge capacitors are taken into consideration as well in operating 
under severe stringent power system conditions. It prevents the equipment from 
damage due to voltage surges (Web-3).  
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Fig. 5. Schematic diagram of data transmission 
of the mobile robot 

Fig. 6. Schematic diagram of data 
transmission of the mobile robot 

5.3 Prototype 

The complete mobile robot prototyping is exhibited in Figure 7. The transmitting and 
receiving side of the mobile robot (including the vital components within each module) is 
illustrated. By simply pressing the command button, assigned to the instruction, the 
mobile cube robot is controlled. There will only be three instructions known by the robot: 
Move Forward, Turn Left and Turn Right. The software side of the mobile robot requires 
two separate programs. The proponents make use of C++ language for transmission and 
reception of instructions from the remote control to the mobile robot.  
 

 
Fig. 7. General view of the mobile robot 

6 Conclusions 

In this paper, a mobile robot was designed and developed. The robot has an on-board 
PIC microcontroller as its control unit with built-in RF module, and it was 
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programmed using C++. The proponents make use of model-based task allocation 
method. The robot control makes use of three-control strategy: human operator, upper 
computer (commanding server) and lower computer (mobile cube bots). The 
proponents have shown a Virtual Reality (VR) Teleoperation communication 
strategy, which allows information to be exchanged between the mobile robot and its 
environment. Physically, this communication is based on the utilization of RF 
wireless communication. The mobile robot was able to communicate with a central 
commanding server, which is controlled using C++. Through a local area network, the 
computer sent the command movements (forward, turn left and turn right) to the 
mobile robot using RF module. 

7 Recommendations 

Considering its distance constraints, it is recommended to put an antenna wire to 
sense the signal significantly longer. The proponents failed to include stepper motor 
in their mobile due to space constraints, considering they have to observe and limit 
themselves on the robot dimensions. In order to make the movement of the robot finer 
and smoother, it is recommended to put stepper motor. Also, it would also be best if a 
Graphical User Interface (GUI) will be developed to effectively control the 
movements of the mobile robot. Future researchers can further enhance the mobile 
robot by adding more features and instructions. Most importantly, other 
communication protocols might be tried and considered as well.  
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Abstract. Spatial Fourier Transform theory is used to evaluate the performance 
characteristics of electrical machines. Yamamura’s Space Fourier Transform 
theory applicable to linear induction motor is adapted for predicting the 
performance characteristics of different electrical machines.  

Nomenclature 

A= Magnetic Vector Potential (A/m) 
D = Diameter of stator bore of original machine (m) 
Hc = Coercivity of magnets (A/m) 
IS = Stator current (A) 
JS =Peak stator equivalent linear current density (A/m) 
JR = Peak rotor equivalent linear current density (A/m) 
N = Number of turns per coil 
T=Torque (Nm) 
f= Frequency of stator supply (Hz) 
gc = Corrected air clearance using Carter’s coefficient 
hC =Thickness of Magnets (m) 
kw1= Winding factor 
l =Subscript layer number 
m= Number of phases 
n = Even number > 100 
p= Number of Poles 
v = Peripheral Linear velocity of rotor (m/sec)  
wt, wtt, wo, ws, wc = width of slot-teeth, tooth-tip, slot-openings and conductor respectively 
μi = permeability of iron (H/m) 
μl = Permeability of respective layer (H/m) 
σl=Conductivity of respective layer (S/m) 
τ= Pole pitch of original motor (m) 
φ =phase difference between the two current densities 
β =Fourier index of any layer 
ω= Angular frequency (rad/sec) 
 

                                                           
* Corresponding author. 



618 A. Dwivedi, S.K. Singh, and R.K. Srivastava 

 

1 Introduction 

Analytical method provides a better insight of the effects of design parameters on the 
performance, design and optimization of an electrical machine. These methods are 
well known for their accuracy and lesser computational time as that of numerical 
methods (Finite Difference Method (FDM), Finite / Boundary Element Method (FEM 
/ BEM)) and lumped parameter methods (equivalent circuit approach and generalized 
machine theory). Analytical techniques based on the solution of Maxwell’s equations 
for predicting the performance characteristics of linear induction motor [1], induction 
motor [2], linear permanent magnet (PM) motor [3, 4], etc. have been reported in the 
literature. The determination of thrust force, torque, back-EMF and winding 
inductances in closed form is feasible. Fourier series expansion is also a frequently 
used method for determining the performance of electrical machines. Although, 
Fourier series approach provides accurate information of field distribution in the 
electrical machine, however the computational time is expected to be dependent on 
the speed of operation. In contrast to Fourier series method, in case of Fourier 
transform method the computational time is independent of the speed of operation.  

The aim of this paper is to adapt and use the Yamamura’s Space Fourier transform 
theory for a general solution of electromagnetic field equations of different electrical 
machines and its extension in determining the performance characteristics of 
Permanent Magnet Brushless AC Motor. 

2 Space Fourier Transform Technique 

Space Fourier transform theory has been reported widely in literature for determining 
the performance as well as losses due to longitudinal–edge effects in linear induction 
motor, transverse and longitudinal entry and exit end effects [1], MHD generators [5, 
6] and eddy-current brake [7]. Unlike other method of analysis, the method uses the 
physical parameters of the machine for determining the magnetic field distribution 
and performance of special electrical machines.  

For simplifying the analysis, an analytical layer model of the machine is 
developed, where different regions of the machine are represented by layers having 
homogeneous properties [8, 9]. This analytical model can be of two types- isotropic 
and anisotropic. Isotropic model assumes that the stator and rotor slotted regions are 
smooth and windings are present as a current sheet on the stator core. Such types of 
machine representation [1] is valid only for Linear Induction Motor having larger 
entrefer (stator iron to rotor iron distance), where the magnetic saturation in both the 
members of machines are not likely to occur. Most of the rotary machines have lesser 
entrefer as that of LIM, as such when isotropic model is applied; it gives error in the 
results. While in anisotropic model [9], the magnetic saturation in slotted regions of 
the stator and rotor are considered as separate layers having anisotropic material 
properties. The Residue theorem approach has an advantage of providing the closed 
form solutions. While in Parseval’s theorem, the numerical integration in Fourier 
space is required.  
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2.1 Basic Maxwell’s Equations 

The general governing field equations for all machines can be given as, 
 

( )2
0 tA J M J Jυμ∇ = − + ∇ × + +  (1)

 

 

where, J is the source current density of current carrying conductors of primary 
replaced by linear current density Jp, Jt is transformer induced eddy current density in 
moving conducting media, Jv is speed induced current density in moving conducting 
media and M∇× is the MMF due to magnets- replaced by linear current density Js. 
For conventional machines, like induction motor and eddy current brake having no 
permanent magnet, Js M= ∇×  

is assumed to be absent. For eddy current brake 

excited by DC the transformer eddy current density Jt  is absent. The Table 1 shows 

the use of governing field equation for different moving conducing media and for 
different angular frequency ω. 

Table 1. Current densities in different machines 

 
Current densities 

Permanent 
Magnet  

sJ M= ∇×  

Transformer 
induced 

tJ j A= ωμσ

Speed  
Induced 

vJ v A
x

∂=
∂

μσ  

PM Machines Yes Yes Yes 
Synchronous Machines Yes Yes Yes 
Induction Machines–
Linear , rotary, axial flux, 
tubular, circular etc. 

sJ 0=  

 

Yes Yes 

DC Dynamic braking of 
Induction Machines 

sJ 0=  Yes Yes 

Eddy Current brake using 
DC foe high speed 

sJ 0=  0=ω  Yes 

Low frequency ECB for 
low speed 

sJ 0=  Yes Yes 

 
The governing field equations for air gap or ‘entrefer’,   

                           
2 . =0∇ A                                     (2) 

and 

                               . =0∇ A                                       (3) 

The magnetic vector potential (MVP) is, 

z zA A a
→ →

=                                     (4) 
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and the flux densities for 2-D are, 
 

z
x

A
B

y

∂
=

∂
 

       

z
y

A
B

x

∂
= −

∂
 

2.2 Assumptions 

The general assumptions made are: 
 

i. The current sheet is present over a length of x=0 to x=L, where L=peripheral 
length of stator bore.  

ii. The flux density has only radial and tangential component, thus magnetic vector 
potential has only z-component, as given in equation (4). 

iii. Permeability of stator yoke is infinity, neglecting saturation in the yoke. The 
proposed method considers saturation in the stator core with anisotropic model, 
which is valid for machine having less entrefer. 

2.3 Boundary Conditions 

All field components are zero at z = ±∞. For general interface between limiting 
boundary and homogeneous layer, Neumann type boundary conditions applied are, 

 

( ) ( ) ( )x x
H ξ H ξ J ξ− =

l l-1
 (5)

 
Here, J(ξ) is the Fourier transform of linear current sheet present at any interface. 

At the interface between two layers, 
 

( ) ( )1 0l lA Aξ ξ−− =  (6)

 
Magnetic Vector Potential (MVP) has z-component only and is denoted as A or 

Az. The Fourier transform of MVP Az (x, y) is Az (ξ, y) and is given by, 

( ) ( ), , j x
zA y A x y e dx

∞
−

−∞

= ∫ ξξ  
(7) 

3 General Analytical Model of Fourier Transform 

The Kron’s primitive machines based on lumped parameters approach is a known 
generalized machine theory applicable to most of the rotary machines. The method 
had been applied for prediction of performance characteristics of LIM by pole-by-
pole approach [10]. The Space Fourier transform applicable to LIM is being adapted 
for analyzing different rotary machines. A generalized analytical model applicable for 
all machines is shown in Fig 1. It has two current sheets- initially representing 
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generalized windings on both the members. Each source of magnetic flux source is 
replaced by an equivalent linear current sheet. The general Fourier index for 2D 
representing a particular layer takes the form [4], 

 

{ }2
l l l l l lj j vγ ξ ωμ σ μ σ ξ= + +  

 
In all the cases, the stator consists of primary windings as the source of excitation. 

The stator windings can be replaced by an equivalent linear current sheet [4] and its 
Fourier Transform is given by, 

( ) ( )1 1
1

1

J
1

j k L
j j e

k

ξ
ξ

ξ
− +⎡ ⎤= −⎢ ⎥ +⎣ ⎦

 

 
(8) 

where,  J1 for windings excited by a balanced AC source, 

1

2 2 w Sm k NI
J

pτ
=  

 
 

(9) 

 

Fig. 1. A general anisotropic layer model with dual current sheets 

and for windings excited by DC source, 

1
1

2NI
J

L
=  

 
(10) 

 
The rotor excitation in the form of alternate permanent magnet layers of BLDC / 

AC motor and for field winding of synchronous machines are represented by 
secondary linear current density. 
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( ) ( ) 20.5
2 2

2
2

J
1

j kj k L e
j j e

k

τξ
ξ

ξ

±− +⎡ ⎤= −⎢ ⎥ +⎣ ⎦
 

 
(11) 

where, J2 is the peak linear current density whose value depends on the type of 
field source and k1 and k2 represents the pole pitch of stator and rotor respectively.  

The theory can be extended to phase by phase numerical calculations if 1 2k k≠ . 
Further, it is evident that in case of PMBL motors, when space angle between the 
crusts of stator and rotor linear current densities is either φ=0° or φ=180°, the rotor 
permanent magnets will be aligned with the crust of stator rotating magnetic field, 
giving maximum normal force and no tangential force. The primary coils of stator are 
switched ON and OFF in synchronism with the rotor instantaneous position. The PM 
rotor follows the rotating magnetic field created by the stator winding currents. The 
magnetic rotor under steady state conditions runs at exact synchronous speed. It has 
been shown [4] that when rotor speed is equal to synchronous speed v=vs=2πf, the 
displacement angle is φ=±90° [1], or in other words the phase difference between two 
current sheets is 2 20.5j kϕ τ= ± . Here ± sign indicates the direction of rotation.  

In conducting moving media having finite conductivity, 

2 j +v
x

∂⎛ ⎞∇ = ωμ σ μ σ ⎜ ⎟∂⎝ ⎠

A
A A  

 
(12) 

The rotor source of excitation is different for different electrical machines. It may 
be squirrel cage or wound rotor windings in case of induction motors, which can be 
replaced by a homogenized layer. Representation of PMs as equivalent current sheet 
is already explained [3].  Fig. 1  shows the general anisotropic analytical layer model 
with two current sheets. Slots and slot opening regions are neglected for isotropic 
model, while in anisotropic model, the material properties are homogenized to 
equivalent material properties. The anisotropic magnetic permeability in the region of 
slot openings and slot is adapted as [5], 

( )0 1
4

1 0

s w
x

s w

μ μ τ τ
μ

μτ μ τ
+

=
+

(13)

1 0
4

w s
y

s w

μ τ μ τμ
τ τ

−=
+

(14)

( )0 1
5

1 0

c t
x

c t

μ μ τ τ
μ

μ τ μ τ
+

=
+

(15)

1 0
5

t c
y

c t

μ τ μ τμ
τ τ

−=
+

(16)

                                                            

 

thus in slot openings, 

2 2
4 4 4x yμ μ μ= +
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and in slot regions, 
2 2

5 5 5x yμ μ μ= +
 

 
MVP at the surface of primary for a double-sided machine [1] may take a form, 

( )
( ) ( )
( ) ( )

3 1
3

1 ,
,

2

j k L

j x
z

e G aj J
A a e d

k H

− +∞

−∞

⎡ ⎤−⎣ ⎦=
+∫

ξ

ξ
ξμξ ξ

π ξ ξ
 

 
(17) 

For single-sided excitation (single stator), MVP takes the form [1],  

( )
( ) ( )
( ) ( )

3 1
3

1 ,
,

2

j k L

j x
z

e W aJ
A a e d

k K

ξ

ξ
ξμξ ξ

πη ξ ξ ξ

− +∞

−∞

⎡ ⎤−⎣ ⎦=
+∫

 

(18) 

The characteristics equations for a generalized model taking saturation into account 
can be derived using governing field equation and homogenized material properties of 
different layers. 

4 Magnetic Field and Torque Calculation 

According to Lorentz force equation F J B= × . The normal or radial component of 
magnetic flux density produces thrust in linear motors and torque in rotary motors 
respectively. The flux density takes the form [4], 

 

( ) ( )3 3 3, ,y z zB a A j A aξ ξ ξ= ∇ × = −  (19)
 

In case of linear model, thrust per unit width can be evaluated as,  

( ) ( )( )1

0

1
Re

2

L

yF j x B x dx∗= ∫   (N/m) 

For rotary cylindrical machines, the end-effects are absent and current sheets are 
present only in the length 0 < x < L, as such torque developed takes the form [4] of, 

( ) ( )*
3

0

0.5       
L

P yT Dp Re j x B x dx⎡ ⎤= ⎣ ⎦∫ (Nm/m) 
(20) 

4.1 Induction Motor 

For squirrel cage and sheet rotor induction motor, secondary current sheet J2 is 
assumed to be zero and rotor conductors are replaced by a non-magnetic conducting 
sheet having homogenized material properties while the transformer induced eddy 
current and speed induced eddy currents both are present. The primary current flows 
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only in z-direction and the non-magnetic conducting sheet of finite thickness is 
travelling with a velocity v in x-direction.  

The reported model was used for Single sided LIM, Double sided SLIM [1] and its 
application was extended to drag plate SLIM [11] and sheet rotor induction motor 
[12]. The model is useful for predicting torque versus slip characteristics for constant 
current excitation for regions of counter current braking (slip 2.0 to 1.0), motoring 
region (slip 1.0 to 0.0), and generating region (slip 0.0 to -1.0). It is also particularly 
useful for predicting the DC dynamic braking characteristics and low frequency-low 
speed braking characteristics. Fig 2. depicts the torque-speed characteristics of an 
induction motor when excited by AC or DC. 

The generalized Space Fourier Transform model developed by Yamamura [1] has 
been found useful for predicting the performance characteristics of cylindrical 
induction motor , Tubular induction motor, axial flux induction motor and circular 
induction motor with either sheet secondary, squirrel cage secondary and  solid rotor 
induction motor. The theory can be easily extended for synchronous motor, slip ring 
induction motor, PM motor if J2 is considered to be present.  

4.2 Permanent Magnet Brushless AC Motor 

The PMBLAC motors has two sources of excitation namely; current in the stator 
windings and permanent magnets in the rotor. The two excitation sources are 
replaced by their equivalent current sheets. The magnetic vector potential (MVP) of 
each layer has to be determined separately utilizing the given boundary conditions. 
Since, the model has two conducting layers presenting primary windings and PM 
layer, the Fourier Transform of two current densities are given by equation (8) and 
(11).In order to establish the theory of space Fourier transform applicable to 
PMBLAC motor, it is assumed that,  

1 2k k k= =  

 

Fig. 2. Typical Constant current T-speed characteristics of linear, rotary, axial flux, tubular 
and circular induction motors 
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The MVP in the back iron supporting PMs, PM layer and in air gap is A1z, A2z and 
A3z respectively. The torque is produced in the air gap by the interaction of two 
current sheets and thus, MVP of third layer at y=a can be obtained in the form,  
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The expressions ( ),W aξ  and ( )K ξ for any machine, can be derived using separation 

of variable. When integration of equation (22) is carried out using Residue Theorem, 
one of the poles will be, 

ξ=-k   
 
(23) 

In case of rotary PMBLAC motor excited by an alternating current, the pole ξ=-k is 
responsible for the generation of main torque in the machine. The model may be 
extended to numerically compute the thrust of a linear PMBL motor [6], wherein both 
the longitudinal end effects similar to that of linear induction motor are expected to be 
present which requires the computation of remaining poles of the characteristics 
equation, 

 

( ) 0K =ξ  
 
(24)

 

This may result in large number of poles in second and third quadrant. However, for 
an ideal rotary PMBL motor such studies are ignored. The pole near origin on 
negative real axis in the complex-plane is a significant pole representing the pole 
pitch of primary stator winding. Fig 3. shows a typical torque-speed characteristics for 
different types of PMBLAC motors. The details of the analysis of BLAC motor using 
Parseval’s approach is reported in [13]. 
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Fig. 3. Typical torque-speed characteristics for different shapes of PMBLAC motor 

4.3 Eddy Current Brake 

Eddy current brakes (ECB) are used to slow down a moving object. The braking 
torque produced can be used to load a smaller motor under test. Similar to induction 
motor, an ECB can take form as cylindrical, linear, axial, tubular and circular. The 
braking characteristics of all the topologies can be predicted with accuracy using the 
proposed adaptation of Space Fourier Transform. The braking characteristics takes the 
form of DC dynamic braking of induction motor as shown in Fig 2. 

 
Parseval’s method is found to be more suitable than Residue theorem, since no 

extra effort to separately compute the end-effect is required. The residue approach 
may also be extended to give pole-by-pole determination. This may probably resolve 
the possible errors caused by representation of finite secondary current sheet. Both the 
methods have been found to give appreciably good validation in many cases.  

5 Conclusions 

The paper presents the generalized Space Fourier Transform method for the analysis 
of electrical machines. The model is applicable to all types of electrical machines; 
linear, cylindrical, axial, tubular and circular. The extension of this method to PMBL 
motors using dual current sheet model is a new approach simplifying the 
determination of electromagnetic field distribution and performance of these motors. 
When pole-by-pole Residue approach is preferred for performance evaluation, the 
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CPU time is expected to be lesser than that of Parseval’s approach and also that of 
Fourier series method. Space Fourier Transform technique is lesser known technique 
applied for the performance determination of electrical machines. The paper 
generalizes the method for different electrical machines. Although the model predicts 
the constant current determination of torque-speed, it can be easily extended for 
constant voltage analysis in conjunction with lumped parameter approach. 
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A concept of design by customer (DBC) recently introduced by researchers 
aims to increase customer satisfaction by opening maximum possible channel 
for customers to involve in value creation. A comprehensive analysis is needed 
before applying the concept in order to maximize the opportunity for success. 
Proposed in this paper is product attribute analysis (PAA), a systematic method 
to determine the optimum level for customers to involve in defining product 
specifications so that their fitness to individual customer preference can be 
achieved without any problem in production process. The analysis starts with 
identifying the product attributes that customers may focus on and then finding 
out the corresponding building elements that contribute to the quality of the 
attributes. A progressive PAA evaluation table is utilized to conduct stage by 
stage assessments. Based on the table, the flexibility level of the attributes can 
be identified and the position of CIDPs can be assigned.     

Keywords: product attribute analysis, design by customer, multi-channel for 
customer involvement, customization. 

1 Introduction  

Customer satisfaction has been identified as the most important factor determines the 
long-term success of a company. It can be achieved when customers perceive that the 
value of products and/or services they received is as (or exceed) what they expected. In 
order to create a premium value for customers, manufacturers should focus on the total 
customer experience, related to (1) superior solution to the need, (2) fair price, (3) treat-
ment with respect, (4) emotional connection and (5) convenience (Berry 2002).       

While the last three deal with the quality of services (customer experience in trans-
action processes), the first two are more related to the quality of product (customer 
experience in using the product). Focus on superior solution to the customer need may 
sound simple but in fact it is very complicated. Manufacturer must understand what 
people need and how to fulfill the need better than competitors. A key challenge will 
be how to ensure that the need manufacturer perceived is the real need customers 
demanded because it will differentiate between a successful product and a fail one. It 
is important to note that understanding customer need is not a trivial task especially in 
this era of personalization where the extent of market-of-one has been foreseen as a 
prospective driving force for the next transformation of global economy (Pine 2009).  
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It is a nature that customers usually purchase products (goods or services) for a 
reason; they have a problem (a need) and expect manufacturer or service provider to 
come up with a solution (to fulfill their need). Their utmost satisfaction will be 
achieved when they get exactly what they want without compromising any require-
ment. As each customer may have her/his own preference, a rigid predictive-based 
product specification will be difficult to compete. As an alternative, a flexible respon-
sive-based one should be adopted. A new concept of design by customer (DBC) to 
involve customers in value creation has been introduced as a way to achieve this pur-
pose (Risdiyono and Koomsap 2011).  

DBC is a new concept to satisfy every individual of customers by letting them to flex-
ibly involve in value creation (defining product of their personal requirements) at any 
stage of value chain (by opening maximum possible channels). It does not mean that 
customers are given free hand to design in a blank space. Instead, they are guided to de-
fine the fittest alternative that meet the cost, schedule and the product requirements 
through the capabilities of a company. Depended mainly on the type of product and cus-
tomer preference, the degree of customer involvement will vary from passive involve-
ment (e.g. only giving voice of customer and let manufacturer to provide ready-made 
products) to active involvement (e.g. skinning personalization, mix and match customiza-
tion, modification or even real designing process from scratch) before purchase (Fig. 1).  

 

Fig. 1. Points of customer involvement in DBC system 

When many channels are opened up for customers to flexibly involve in value cre-
ation, a stable system is needed to accommodate wide range of customer preferences. 
The system is required to provide optimum satisfaction to all customers and at the 
same time give maximum benefit for manufacturers. It is a big challenge for manufac-
turers on how to balance between individual customers’ personal requirement, re-
sponse time and cost as the position of point of customer involvement may not only 
influence the flexibility level but also cost and response time. If it is closer to the cus-
tomer, lower cost and shorter response time can be achieved. Accordingly, if it is 
placed at the beginning of the production process, it could be assumed that higher cost 
and longer response time would be necessary. The problem will be more complicated 
when the product consists of numerous parts in a complex assembly system. Hence, it 
is recommended for manufacturers to comprehensively analyze their products in order 
to set in which level customers can involve in defining product specifications.  
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This paper proposes a systematic method namely product attribute analysis (PAA) 
to determine the product flexibility level in order to maximize the opportunities for 
success in design by customer concept realization. 

2 Product Attribute vs. Building Element 

Flexibility is considered as one of important aspects that customers consider in mak-
ing buying decision. Anderson (2006) suggested giving customers flexibility in pric-
es, service and delivery in order to increase market share, while the concept of DBC 
extends the flexibility to product specifications by enabling individual customers to 
involve in value creation through multi channels provided. The degrees of product 
specifications’ flexibility have to be set appropriately in order to obtain clear competi-
tive advantage for a manufacturing enterprise.  

In general, product specification consists of product attribute and its assigned val-
ue. For illustration, color is a product attribute, and yellow, green, and red are the 
examples of assigned values. Based on market research, the value of each attribute 
will be set to meet the need of customers. In order to fit to individual customer re-
quirements, the DBC system suggests that the product specifications should be ad-
justable. This means, customers should be involved in setting the value of attributes 
based on their preferences. Identifying which attributes that can be adjusted by cus-
tomers and how to adjust are the main issues for manufactures to deal with.  

Product attribute plays a very significant role in determining the success of a prod-
uct in the market competition. In this research, product attribute is defined as the 
property or feature of a product that is thought to appeal to customers. It comprises 
tangible and intangible features that can be observed by its qualitative and/or quantita-
tive entity. Since the main consideration on cost and schedule of component or parts 
are analyzed in the design phase (Jiao and Tseng 2000), it is reasonable to approach 
the PAA from the perspective of design, particularly the early stage of design. It is 
worthy to note that all products will always contain of three design dimensions i.e. (1) 
utilitarian design, which focuses on the practical benefits a product may provide, (2) 
kinesthetic design (ergonomics), which emphasizes how a user physically interacts 
with the product and (3) visual design which is driven by form, color, size and the 
desire to communicate value to consumers without necessarily interacting with the 
product (Noble and Kumar, 2008), of course with different level of content (Risdiyo-
no and Koomsap, 2010b). For analysis purpose, product attribute can be simply de-
rived from these design contents.  

As illustrated in Fig. 2, a product can be considered as the assembly of building 
elements, i.e. part, sub-assembly, module, etc. that each individual has its own 
attributes. In general, the attributes of a part which is the simplest building element of 
a product consist of shape, size, color and material. In turn, the combination of the 
attributes of the building elements will form general product specification as it is a 
combinational result of overall product attributes. Therefore, the relationship between 
building elements and product attributes is very useful for establishing a framework 
for product attribute analysis as the modification of some building element properties 
may result in the change of some product attributes.  
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Fig. 2. The establishment of design contents of a product 

As an illustration, let’s consider ease of reading, one product attribute of a clock. Fig 3 
shows two different wall clocks; the first one is an easy to read regular clock widely 
available in the market, while the second one is a unique but not easy to read analog bi-
nary clock designed by Liekens (2006). In this case, ease of reading is resulted from the 
combination of dials’ attributes (e.g. shape, color, size), hands’ attributes (e.g. shape, 
color, size) and background’s attributes (e.g. motif, color). Hence, by altering the 
attributes of building elements, the overall product attribute will respectively be mod-
ified. It is up to customers decision to set their fittest attributes in case there are interrela-
tionship conflicts among attributes (e.g. ease of reading might reduce the uniqueness), 
considering that customers know best about what they are looking for.  

Therefore in the Design by Customer concept, customers are enabled to involve in 
specifying product specification of their preferences by altering the attributes of its 
building elements. The position of customer involvement decoupling point for every 
building element may vary depended upon its flexibility. When customers are allowed 
to modify shape, size, color or material of a building element, then individual perso-
nalization is provided. If customers are only allowed to choose from available variety 
of building element, a mix and match mass customization is offered (Fig. 4). 

 

Fig. 3. Example of ease of reading attribute of wall clock  
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Fig. 4. CIDPs for Design by Customer concept  

3 Factors Affecting Flexibility Level of an Attribute  

In order to set the positions of the customer involvement decoupling point (CIDP) for 
an attribute, the type of the attribute whether it is a fix attribute, a mass customized 
attribute or an individual personalized attribute must be identified from its flexibility 
level. Three main factors for identifying the attribute flexibility include (1) customer 
interest, (2) manufacturing issue and (3) engineering and super system issues.  

3.1 Customer Interest 

One of the important issues manufacturers should consider before offering customer a 
product or service is the existence of customer interest (demand). Hence, before offer-
ing involvement to customers, evaluating the customer interest is a must. It can be 
done by analyzing the nature of customer preference, doing market survey, observing 
customer behavior after purchase (whether there is evidence that some customers try 
to make modification on a product attributes) or just using expert justification. The 
nature of customer preference towards each attribute is important to be analyzed 
whether it is homogeneous or heterogeneous. This analysis is recommended in order 
to reduce the complexity due to the number of attributes to be investigated. In case of 
battery, for example, the weight of battery, its life time and charging time are consi-
dered as attributes that all customers have similar preferences; they would like to have 
a light battery with life time as long as possible and charging time as quick as possi-
ble. How far manufacturer can come up with these ultimate product specifications 
will determine the success of the product. Hence these homogeneous attributes can be 
optimized by manufacturer without a need to involve customer in the value chain.  
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As a comparison, there is a variation in customer preference on shirt’s attributes of 
size and color, which is quite difficult for manufacturer to define fixed value for these 
heterogeneous attributes to satisfy the need of all customers. In addition, the ease of 
customer involvement should also be considered. Customers should not have difficul-
ties to involve either by mix and match design, parametric design or from scratch 
design. 

3.2 Manufacturing Issues  

Manufacturing issues related to the possibility to alter attributes of individual building 
elements in reasonable price and acceptable response time become a question needed 
to be addressed after there is evident that customers are interested to involve in value 
creation. The increase in overall production cost due to customer involvement should 
be reasonable (e.g. based on study by Goldsmith and Freiden (2004), it should not 
over 25%) while the total time from customer order to delivery must also be accepta-
ble. In addition, the interdependent effect (i.e. the effect due to a change of one build-
ing element on other building elements) should also carefully be investigated as it will 
determine the complexity of manufacturing process. 

3.3 Engineering and Super System Constrains   

Some product attributes are sensitive to engineering constrains (i.e. constrain related 
to engineering issue, e.g. safety, stability, etc.) and super system constrains (i.e. con-
strain related to the bigger system outside, e.g. environment, laws, ethics, corporate 
image, etc.). Manufacturer, for example, should consider the possibility of ‘bad de-
sign’ created by customer that might relate to safety and gives poor effects on the 
image of the corporate.  

4 Analysis of Product Attribute  

Product attribute analysis (PAA) developed in this research is a tool to help manufac-
turers in decision making process to set the flexibility levels of product attributes. A 
product attribute is considered flexible if customers are allowed to make adjustment 
to their preference by modifying its related building elements. The degree of flexibili-
ty is depended upon the position of CIDP for every building element.  

4.1 Building Element – Attributes Relationship 

As mentioned earlier, there will always be a relationship between building elements 
and product attributes. Beside the strength of the relationship may vary for each, it is 
also possible that some of building elements might contribute to several attributes 
(e.g. the wheel of a bike does not only relate to attribute of speed, but also comforta-
bility, ease of use, safety and beauty), while some might contribute only to  
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a single attribute (e.g. paint and stripe might only relate to the attribute of beauty). On 
the other hand, some of attributes may depend upon several building elements while 
others only upon a single building element (Fig. 5). Therefore, identifying all these 
relationships is important, especially for assigning the weights of building elements’ 
contribution on the product attribute. These weights are needed to calculate the flex-
ibility level of the product. The assignment of a building element’s contribution 
weight should be made based on the number of related attributes and their important 
level. 

 

Fig. 5. Attributes – building elements relationship 

4.2 Setting the Conditions for Attribute Flexibility Level 

As the main objective of PAA is to optimize the points of customer involvement or 
CIDP in the production line, hence the analysis starts with assessing the flexibility of 
every building element’s attributes. Customer involvement in individual personaliza-
tion –IP– (i.e. from scratch and parametric design) and mass customization –MC– 
(i.e. mix and match) are investigated. The analysis consists of three stage assessments 
including (1) assessment on customer interest, (2) assessment on manufacturability, 
and (3) assessment on engineering and super system constrains manageability. The 
important items evaluated for each assessment are presented in table 1. In order to 
keep PAA simple but powerful enough to be used, a Go/No go analysis that usually 
be used in statistical process control has been adopted.  In general, Go/No go analysis 
refers to a principle of pass/fail test (i.e. only using two conditions; o or 1). Hence 
evaluation involving numerical score should be converted to pass/fail score based on 
cut-offs defined by an evaluation standard provided. Considering all aforementioned 
factors affecting flexibility level, the PAA concept can be generated.  
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Table 1. Evaluated items for assessments 

 

4.3 Progressive Analysis for PAA 

There are 3 factors assessed in this Go/No go flexibility analysis; customer inter-
est, manufacturability and engineering & super system constrains manageability. 
Mass production can be offered regardless the condition of all these factors, while 
mix & match mass customization and individual personalization can be offered 
only if the conditions are passed. Therefore, a progressive analysis (or stage by 
stage assessment) can be applied; started from analyzing the flexibility of main 
building elements (i.e. the most downstream position of CIDPs, and then, when 
necessary, followed by the next upstream CIDPs. The analysis should stop when 
the CIDP of building element does not pass the conditions or when it has come to 
the simplest building element of a product (shape, size, color and material). Fig. 6 
illustrates the flow of the analysis.  
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Fig. 6. The flow of progressive product attributes analysis 

To calculate product flexibility, let FIip represents the flexibility index for from 
scratch individual personalization, and FImc represents the flexibility index for mix 
and match mass customization, then: 

 

ܫܨ ൌ  ൮(ݓ ൈ ܫ ܲ) ൈ  ቌ൫ݓ ൈ ܫ ܲ൯ ൈ ൫ݓ ൈ ܫ ܲ൯
ୀଵ ൈ  …ቍ

ୀଵ ൲
ୀଵ  

 

ܫܨ ൌ  ൮(ݓ ൈ (ܥܯ ൈ  ቌ൫ݓ ൈ ൯ܥܯ ൈ ൫ݓ ൈ ൯ܥܯ
ୀଵ ൈ  …ቍ

ୀଵ ൲
ୀଵ  

 
Hence, the overall flexibility index of the product is: ܫܨ ൌ ிூାிூଶ    

When these indices are close to 1, the product specification is considered very flex-
ible to allow customers to involve in defining product specifications. Contrarily, it 
they are close to 0, the product specification is very rigid and difficult to be adjusted 
by customers before purchase. Based on this analysis, the flexibility level of every 
building element could be assigned and the multi CIDP strategy could be applied 
accordingly. 
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5 Conclusion 

A systematic method to analyze the product attributes flexibility level to support de-
sign by customer concept realization has been introduced in this paper. The concept 
of attribute flexibility aims on the fitness optimization of product specification to 
individual customer preference. Product attribute analysis is a tool to optimize the 
point of customer involvement in value creation by setting the degree of product 
attribute flexibility. It starts with identifying the product attributes that customers may 
focus on and then finding out the corresponding building elements that contribute to 
the quality of the attributes. The relationship between building elements and product 
attributes is evaluated based on the number of related attributes and their important 
level in order to get the weight of building elements’ contribution to product attributes 
formation. However, the practical example of this method is still needed in order to 
see its applicability.  
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Abstract. The customer choice and awareness have been increasing 
tremendously during this decade due to more open economy, the advent of 
information technology and media revolution, besides hectic competition for 
resources by banks. As markets have become increasingly competitive, 
customers can now immediately go elsewhere if they do not get what they want. 
Continuous improvement, gaining the competitive edge, increased market share, 
higher profits-none of these things is possible unless businesses can find new 
ways of maintaining the loyalty of existing customers. It takes only a few 
incidents and direct experiences for the knowledgeable customers to form an 
opinion about the quality of the services and the quality of the product offered. 
Hence, “customer service is not being viewed as just a business strategy but 
should become a corporate mission.”  

1 Introduction  

“By entering into your premises, the customer is giving you opportunity to serve him, 
but you are not doing a favour by serving him” - Mahatma Gandhi.  

The liberalisation and globalisation of Indian economy took place almost a decade 
ago. Ever since, the focus point in any service organisation has been “customer 
service”, more so in the banking industry. The phrases such as “customer is the king in 
our business”, “service to customer is service to God” are no more a myth but have 
turned out to be a reality. Customer service is the base for business expansion because 
of the stiff competition prevalent in the banking industry. With the advent of new 
private banks, the concept of “customer service” has become an important and pivotal 
issue in banks, whether it is in the public sector, private sector, co-operative sector and 
so on. The survival of banking business is dependent on customer services.  

1.1 Customer Service-Significance  

“The Banking sector industry is considered a service oriented industry. It has to render 
manifold services to the people who visit the banks. Customer service refers essentially 
to counter level inter face or through other modes with the customers.” 1  

The issue of proper customer service is central to all business operations. That is 
why management experts have for long, considered customer service as an integral part 
of the growth strategy of their businesses.  
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‘The leader of an organisation should live and breathe customers’ needs and should 
communicate this across the organisation.”2  
Hence, the major component of customer service is related to the involvement and 
commitment of the staff rendering such service. Since the marketing of financial 
service offered by bank very much depends on the quality of customer service and the 
satisfaction that customers derive from the services they receive the important criterion 
to judge the benchmark of a bank is customer satisfaction in terms of good service.  

1.2 Banker and Customer Relationship  

Today the relationship between the banker and customer has come under sharp focus 
both at the banker’s as well as at the customer’s ends. Many customers are expecting 
better service. The dominant questions which are bothering the minds of bank 
management today are how to improve customer service and competitive advantage. 
The products are almost the same; however, the battleground is service.  

Table 1. Paradigm Shift – Scenario in India  

Before 1991  After1991  

Seller’s market  Buyer’s market  

Protected market  Open market  

Not many global brands  Increase in number of global brands  

Friendly competition  Cut-throat competition  

Patient customers  Demanding customers  

Limited choice for customers  Increasing choice for customers  

Limited role of service  Increased role of service  

Speed @ will  Turbo speed  

Fundamental standalone system Enterprise system  

IT-competitive advantage  IT-Enabler  

Gaining new customers  Retaining existing customers  

Monologue  Dialogue  

Transaction  Relationship  

Source: IBA Bulletin, August 2004, p-6.  
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2 Statement of Problem  

Customers’ preferences keep on changing at a rapid speed and their demands are turned 
insatiable. In order to cater to the changing preferences, bankers are bound to provide 
the services suitable to their needs to survive in the competition. Hence an attempt is 
made to analyse influence of gender of customers on service quality by Chi Square test  

3 Review of Literature  

Kamath3 in his thesis entitled “Marketing of Bank Service with Special Reference to 
the Branches in Bombay City of Syndicate Bank” has concluded that quick and better 
services mattered in attracting and retaining a bank customer.  

R.P Goyal4 in his article “Customer Service in Banks” has underlined the 
importance of improving customer service in banks and suggested that it could be 
achieved by motivating and orienting the staff, simple systems and procedures and 
specific schemes to suit customer needs.  

H.K. Bedbak5 in his study entitled “Institutional Financing for Priority Sectors – An 
Analysis of Delay and Attitude,” has analysed the delays in sanctioning of loans and 
attitude of institutional agencies towards the customers as borrowers.  

Manjit Singh6 in his project “A Study of the Impact of Bank Lendings on Weaker 
Sections – A Case Study of Agricultural Development Branch of State Bank of India, 
Moga” has reviewed the standard of living of beneficiaries and non beneficiaries in 
Moga of Madhya Pradesh.  

R. Neelamegam7 in his research study “Institutional Financing to Small Scale 
Industries” has reviewed the various types of institutional financing facilities available 
to small scale industrial units in Tamil Nadu.  

Ranade8 in his study entitled “Marketing of Deposit and Allied Service to 
Non-resident” customers concluded that guide service is the major factor influencing 
an NRI in the selection of a bank.  

Eugene W. Anderson, Daes and Furness and Donald R. Lehmann9 discussed the 
links between quality, expectations, customer satisfaction and profitability. The 
findings state that when quality and expectations increase, there is a positive impact on 
customer satisfaction and in turn, profitability.  

4 Objectives of the Study  

1 to analyse the influence of Gender status of customers on service quality in banks.  
2 to offer suggestions for the improvement of customer services in State Bank of India  

5 Scope of the Study  

This study covers the customer services rendered by State Bank of India in Madurai 
city. As the study is an empirical study to identify the attitude of the customers towards 
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the services rendered by the banker, the study has been focused towards customers who 
are the recipient of services and bank employees who are the agencies of delivery of 
services. As such, it has been projected from the point of view of bank employees and 
from the point of view of bank customers. It is analysed with reference to customers 
and employees attitude. The State Bank of India in Madurai city consists of 13 
branches. The study was undertaken on the customers and Bank employees of 13 
branches only.  

6 Methodology  

The present study is an empirical one based on survey method. Data were collected 
from both primary and secondary sources. The primary data were collected from banks’ 
customers and bank employees by means of interview schedule and questionnaire.  

7 Sampling Design  

The study aims at analysing the attitude of customers of State Bank of India in Madurai 
city branches with regard its services.  

242 bank employees were supplied with the questionnaire in 13 branches of State 
Bank of India in Madurai city. But only 240 respondents filled in the questionnaire. Out 
of these 240 respondents, 60 respondents were bank officials (Bank Managers and 
Officers). All of them have responded. The remaining was clerical which amounting to 
60 per cent of the clerical staff selected on proportionate random sampling method. 
Indeed, the questionnaires were given through branch managers of the said 13 branches 
to the clerical staff and they got back researcher the questionnaire filled in by the 
clerical staff of the respective branches.  

8 Geographical Area of the Study  

The study covers the whole area of Madurai city only where the branches of the State 
Bank of India are situated. They are Amman Sannadhi Branch, Arasaradi Branch, 
Commercial Tax Complex, Madurai Agricultural Development Bank Branch, Madurai 
city Branch, Pasumalai Branch, Personal Banking Branch, Tallakulam Branch, 
Vinayaganagar Branch, West Tower Branch, Railway Station Branch and Madurai 
Main Branch.  

9 Analysis of the Study  

An attempt has been made to analyse the influence of Gender status on service quality 
of banks by Chi Square test.  

9.1 Gender Status of the Respondents and their Opinion Level  

An attempt has been made to analyse whether the gender status of the sample customers 
has a direct impact on the opinion level.  
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Table 2. Gender and Opinion Level of Sample Customers  

Sl. No.  Gender Opinion Level Total 

 Low Medium High 

1. Male  55 279 95 429 

2. Female  37 145 39 221 

Total  92 424 134 650 

Source: Computed from Primary Data.  
 
From Table 2, it is inferred that among the 92 sample customers who have low-level 

opinion of banking services, 55 customers are male and 37 customers are female. 
Among medium opinion level customers, 279 are male and 145 are female.  

Among high opinion level customers 95 and 39 are male and female respectively.  
In order to test whether there is any relationship between the gender and opinion 

level of sample customers, chi-square test was applied.  

9.2 II Null Hypothesis  

There is no significant relationship between the gender of the respondents and their 
opinion level.  

Table 3 shows the working of the chi-square test.  

Table 3. Chi-square Test for Gender and Opinion Level of Sample Customers  

Cell  O  E  O-E (O-E)2 (O-E)2/E 

R1 C1  55   60.72 -5.72 32.7184 0.538841 

R1C2  279  279.84 -0.84 0.7056 0.002521 

R1C3  95  88.44 6.56 43.0336 0.486585 

R2C1  37   31.28 5.72 32.7184 1.045985 

R2C2  145  144.16 0.84 0.7056 0.004895 

R2C3  39   45.56 -6.56 43.0336 0.944548 

Total      3.023374 
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Degrees of freedom = df = (c-1) (r –1)  
 = (3 – 1) (2 – 1)  
 = 2  
 Calculated value of χ2 = 3.023374  
 Table value of χ 2 0.05 = 5.99  

Since the calculated value is less than the Table value at five per cent level of 
significance, the null hypotheses is accepted. Hence, it is concluded that there is no 
significant relationship between the gender of the sample customers and their opinion 
level.  

10 Suggestions  

Recognition of service quality as a competitive weapon is relatively a recent 
phenomenon in the Indian Banking sector. Prior to the liberalisation era the banking 
sector in India was operating in a protected environment and was dominated by 
nationalised Banks. Banks at that time did not feel the need to pay attention to service 
quality issues and they assigned very low priority to identification and satisfaction of 
customer needs. Hence banks should concentrate more on tech savy products and 
services to have more customers and to retain their loyalty.  

11 Conclusion  

Customers vary in their expectations and attitudes and belong to wide socio-economic 
and cultural backgrounds. The gap between the expectations of customers and their 
fulfillment is the root cause of grievances which affects the image of the bank. To 
overcome this situation, there should be an effective monitoring mechanism and 
constant vigil over the services provided to customers. Since they have a wide choice of 
services and multiplicity of products they are more conscious of convenience and cost, 
safety and speed, respect and quality, courtesy and elegance. State Bank of India has to 
be very careful in responding to the needs of their customers in an intensely competitive 
and rapidly changing environment.  
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Abstract. Logistics Service Providers (LSPs) in Indonesia will play an increa-
singly significant part in the ASEAN Economic Community (AEC). To prepare 
for the single market place at the end of 2015, Indonesia LSPs need to under-
stand their existing situation and how they can improve their performance. The 
study follows a prior research on Thai LSPs and thus the same questionnaire 
was distributed to Indonesia LSPs and users. The SERVQUAL method was uti-
lized to identify the gaps between the LSPs and users. It was found that neither 
Indonesia LSPs nor Thai LSPs can perform their service to meet with their cus-
tomers’ expectation over the service delivered. The LSPs must improve their 
performance to satisfy their customers, which will directly drive product flows 
and eventually help them gain benefits from AEC.   

Keywords: Logistic Service Provider (LSP), ASEAN Economic Community 
(AEC), Service Quality. 

1 Introduction 

Logistics is an important aspect in today’s business environment. Logistics costs con-
tribute a big part of the total product costs and therefore the amount spent on logistics 
becomes a significant factor of firm’s competitiveness [1]. A study by Frost and Sul-
livan (2012) suggests that the total transportation, storage and courier in Indonesia is 
IDR 235.70 Trillion while the potential market for the outsourced and contract logis-
tics service providers hidden in various sectors including manufacturing, agriculture, 
construction are up to IDR 997.22 Trillion in 2012. Furthermore, the size of transpor-
tation and logistics market is expected to grow 14.7 percent between 2011 and 2016.  

The establishment of ASEAN Economic Community (AEC) that envisions a single 
market and single production base within ASEAN countries in 2015 is expected to 
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open up ample opportunities for Logistic Service Providers (LSPs) in the Southeast 
Asia countries, yet it also brings major challenges. Indonesia’s logistics position is 
lagging behind many other countries in ASEAN. Indonesia is ranked number 53 in 
the Logistics Performance Index 2014 published by the World Bank [15] behind Sin-
gapore (ranked 5), Malaysia (ranked 25), Thailand (ranked 35) and also Vietnam 
(rank 48) in various logistics aspects as summarized in table 1. 

Table 1. Logistics Performance Index (LPI) of ASEAN Countries in 2014[15] 

Country Customs Infrastruc-
ture 

Internation-
al shipments 

Logistics 
quality and 
competence 

Tracking 
and tracing 

Timeliness 

Singapore 4.01 4.28 3.70 3.97 3.90 4.25 

Malaysia 3.37 3.56 3.64 3.47 3.58 3.92 

Thailand 3.21 3.40 3.30 3.29 3.45 3.96 

Vietnam 2.81 3.11 3.22 3.09 3.19 3.49 

Indonesia 2.87 2.92 2.87 3.21 3.11 3.53 

Philippines 3.00 2.60 3.33 2.93 3.00 3.07 

Cambodia 2.67 2.58 2.83 2.67 2.92 2.75 

Lao PDR 2.45 2.21 2.50 2.31 2.20 2.65 

Myanmar 1.97 2.14 2.14 2.07 2.36 2.83 

 
These situations give raise the need to understand the Indonesia’s LSP condition 

and how they can improve their performance. Unlike manufacturing companies where 
product quality is more tangible and therefore easily measured, the quality of services 
provided by service providers are more difficult to measure and rely heavily on the 
perceptions of the customers. Service Quality (SERVQUAL) is a well-known tech-
nique that has been used to investigate the performance of service enterprises using 
the perspectives of the users.  

There is a rich body of literature where SERVQUAL method was employed in var-
ious industries [9],[11],[3],[2]. Banomyong and Supatn (2011) specifically explored 
the shippers in Thailand to understand quality attributes that are important in choosing 
LSP companies. However, the literature on Indonesia LSPs is limited if not missing 
from the literature to date. The objective of this paper is to investigate the existing 
gaps between Indonesia LSPs and users using SERVQUAL, learn from similar study 
on Thai LSPs, and propose strategies to bridge the gap and improve the Indonesia’s 
LSP performance in preparation for the ASEAN Economic Community 2015.  

The paper is organised as follows. Section 2 describes literature that explore vari-
ous aspects of LSP and SERVQUAL method; while Section 3 explains the methodol-
ogy used in this study. Results obtained from the survey are described in Section 4, 
and followed by a brief review on findings from similar study conducted in Thailand 
(Section 5). Discussion and comparison with Thai’s study are given in Section 6 
along with practical implications for the Indonesian government and LSP. 

2 Literature Review 

The LSPs have a prominent role in the integration of supply chain, e.g. improving 
services quality to customer, and impacting overall business performance [12]. Larsen 
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(2000) in Seth et al. (2006) defines the role of an LSP as a hub of logistic services that 
can facilitate partnership, and vendor agreements. It helps a company to focusing on 
their core business process, while the logistic systems are being outsourced to LSPs. 
They provide a range of services from land transportation to water and air transporta-
tion via, e.g. truck, train, ship, and airplane. It also provides freight services for spe-
cial products: bulk, containers, dangerous chemicals, frozen goods, and also within a 
specific time frame depending on the cost and services to provide, e.g. just in time, 
one day service. Other services may include warehouse facilities, operational services 
(bar coding, radio frequency), value added services (cross-docking, consolidation, 
pick and pack), and customs clearance. 

There is a rich body of literature that address different aspects of logistics service 
provider including service quality measurement and investigating the relationships 
between service quality, customer’s satisfaction and customer’s loyalty. One of the 
most prominent methods to measure service quality is SERVQUAL method. 
SERVQUAL is defined service quality as the difference between customers’ expecta-
tion and perceptions of services delivered by service enterprises[10]. On the one hand, 
Lewis and Booms (1983) also identified service quality as a measure to evaluate the 
service level delivered versus customer expectations; Cronin and Taylor (1992) 
viewed service quality derive from perception of performance alone. Although there 
are differences on service quality definition given, but the researchers share common 
viewpoints. First, service quality is an attitude and it is distinct from customer satis-
faction. Second, perceptions of performance need to be measured and finally, the 
number and definition of dimensions depends on the service aspects. 

Parasuraman et al. (1985) identified the service quality performance into 5 (five) 
Gaps.  GAP1 is Customers’ expectations versus management perceptions on custom-
ers’ expectations. The result of GAP1 shows whether or not the service enterprises 
could understand the customers’ expectations. GAP2 is management perceptions on 
customers’ expectations versus service specifications identified by the service enter-
prises. This gap can identify the commitment to service quality. Although the  
management may understand customers’ expectations very well, inadequate task 
standardization and absence of goal setting can occur. GAP3 is service specifications 
versus service delivery. The result of GAP3 shows the ability to deliver the service 
according the service specification. GAP4 measures service delivery versus external 
communication. Statements or advertisements made by the service enterprises can 
influence customers’ expectations.  This GAP will show the customers’ expectations 
cannot be fulfilled at the time of the service delivered. GAP5 is the discrepancy be-
tween customer expectations and their perceptions of the service delivered. This gap 
easily shows the differences between customers’ expectations and their perceptions.   

Meanwhile, SERVQUAL has been utilized to measure service quality. There are 
five generic dimensions or factors to investigate. Van Iwaarden et al. (2003) pointed 
the five dimensions following these: 1) Tangibility that is physical facilities, equip-
ment and appearance of personnel; 2) Reliability that is ability to perform the prom-
ised service dependably and accurately; 3) Responsiveness that is willingness to help 
customers and provide prompt service; 4) Assurance that is competence, courtesy, 
credibility and security to create trust and confidence on customers; and 5) Empathy 
that is caring and individualized attention that the firm provides to its customers. 
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Several authors have specifically investigated the issue related to service quality of 
Logistics Service Provider or Third Party Logistics (3PL). Seth et al (2006) stated that 
the SERVQUAL instrument provide a useful framework to assess service quality in 
3PL relationships. Other authors also applied SERVQUAL for different type of 3PL 
companies including company that distribute consumer goods [9] and sea transport 
services[3]. 

Banomyong & Supatn (2011) conducted a survey on shipper’s in Thailand to iden-
tify key freight logistics service quality attributes and their respective impacts on 
shipper’s decision making process. They identified 24 freight logistics service quality 
and classified them into six attributes, while they also employed SERVQUAL model. 
The authors found that freight service quality significantly impacted shipper’s selec-
tion and the service attributes that influenced how shippers selected 3PL are: accuracy 
of documents, EDI & e-commerce services, CRM, customer care, updated freight 
rates, consolidation provision. While research has been done in the context of Thai 
LSP, Indonesia is still absence from the literature to date. This paper aims at bridging 
this gap by conducting a study to assess the service quality of Indonesia’s LSP. 

3 Methodology 

Based on the literature on SERVQUAL, two sets of questionnaires are administered: 
1) questionnaire for the LSP, and 2) questionnaire for the LSP users. Both question-
naires consist of two main parts. The first part covered the background of the compa-
nies. In the second part of the user’s questionnaire, users are asked their perceived and 
expectations of their LSP performance on five service quality i.e. empathy, assurance, 
responsiveness, reliability and tangibility. The questionnaire for LSP asked them to 
rate their performance and their perceptions of the customer’s expectations on the five 
service quality dimensions. Likert scale of 1 – 5 are used to rate the LSP quality of 
service, with 1 being the lowest and 5 is the highest. The two set of questions were 
then reviewed by Thai experts with the support by Thailand Research Fund and Na-
tional Research Council of Thailand.     

In this study, data are collected from Indonesia LSPs and users. The LSP are cho-
sen based on the database of ALI (Indonesia Logistics Association) and the question-
naire is distributed over the mailing lists. In addition, because some of the LSP in 
Indonesia are not a member of ALI, a search was done through Yellow Pages– a tele-
phone directory of businesses. The first criterion in selecting the users is that a  
company must use Logistics Service Provider for some part of their business. The 
companies’ names are obtained from the Indonesia Production and Operations Man-
agement (IPOM) memberships. The questionnaire is posted through the association’s 
mailing lists. The LSP users are companies using the services of LSP. The companies 
are located in different regions in Indonesia of which have different types of services. 
For Thailand result, the data were obtained from the work of Tansakul et al. (2013a, 
2013b). 
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4 Results of Indonesia  

4.1 Descriptive of Respondents 

Results are obtained from 32 LSPs located mostly in East Java, Jakarta, and Bali 
while 16 questionnaires are returned from the users. As shown in Figure 1, these 
companies offer different types of logistics services ranging from various transporta-
tion warehouse, custom, consulting and value added services such as packaging and 
labeling. In terms of revenue, most of LSP companies have revenue between $0.2 
million and $1 million and six companies have a revenue over $1 million. The rest of 
the companies (12 companies) do not share their annual revenue information.  

 

Fig. 1. Types of services offered by Indonesia LSPs [13] 

4.2 Gaps’ Results 

Findings from both questionnaires are presented in Table 2 [14]. The findings are then 
analyzed to calculate the expectation gaps, perception gaps and service gaps by users. 
The rest of this part will discuss about these gaps. 

Table 2. The gap score among Indonesia LSP and LSP users derived from SERVQUAL[14] 

Dimensions 
Expectation (E) Gaps  Perception (P) Gaps Service Gaps 

E-LSP E-Users P-LSP P-Users E-Users P-Users 

Empathy 4.43 4.26 3.85 3.11 4.26 3.11 

Assurance 4.33 4.30 3.74 3.30 4.30 3.30 

Responsiveness 4.49 4.45 3.85 3.16 4.45 3.16 

Reliability 4.42 4.44 3.98 3.27 4.44 3.27 

Tangibility 4.25 4.30 3.67 3.16 4.30 3.16 

 
Expectation Gaps – Expectation (E) gap’s column in Table 2 shows the expecta-

tion gaps between Indonesia LSPs and users. The gaps between LSP expectations  
and user expectations are relatively narrow. From these gaps, we argue that the  
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Indonesia’s LSP can understand the user’s expectations relatively well, particularly in 
terms of assurance, responsiveness and reliability. The result also shows that the us-
er’s expectation in terms of tangibility is higher than those of the LSP’s expectation. 
In contrast, the LSPs overestimate user’s expectation in terms of empathy.  

Perception Gaps – According to perception (P) gap’s column in Table 2, the  
Indonesia LSPs tend to overrate their service quality against the users perceptions. 
The average LSP perception on the five dimensions is 3.82 while the corresponding 
value from the users is only 3.20, which creates a 0.618 gaps.  

LSP perceived the highest and the lowest quality are in terms of reliability and 
tangibility, respectively. However, the users thought that LSP score highest in terms 
of assurance and lowest in terms of empathy. The findings in the empathy dimension 
deserve further discussion. While the user’s rate LSP’s quality in terms empathy as 
the lowest of all the five dimensions, the LSP perceived their performance in that 
dimension relatively high. This leaves a big gap in this dimension. Referring to expec-
tation gaps, the LSP realized that it is an important dimension for the user, which is 
shown in a high LSP expectation of empathy, even higher than the average user. 

Big gaps were also found in terms of reliability and responsiveness which means 
that the customer perceived the LSP service in these two dimensions much less than 
what the LSP perceived they have provide to their customers. Certainly this recalls for 
improvement in the LSP side.  

Service Gaps by Users – Service gap by users is related to the discrepancy be-
tween user expectations and user perceptions of the service delivered. As shown in 
Table 2, in all five dimensions there are an average of 1 point gap between what the 
user expected and what they perceived as being delivered by the LSP. The biggest  
gap according to the user is in terms of responsiveness. On the other hand, the nar-
rowest gap is in terms of assurance. The situation raises awareness for the LSP to  
improve their responsiveness because customer’s expectation is the highest in this 
dimension. 

From the study, we also learned that Information Technology (IT) is the measure 
that has the biggest gaps in the tangibility dimension. Thus, LSP should continuously 
improve IT availability to support their services. Users’ expectation and perception on 
the availability of IT are lower than the other tangibility measures. Timeliness in re-
liability dimension should be taken into account followed by safety working environ-
ment and basic service sufficiency. As the biggest gap lies in the responsiveness  
dimension, the priority should be given into these measures: quick response on cus-
tomer complaint and providing information as a pre-transaction service for customer. 
To satisfy user in terms of assurance dimension, the LSP is expected to provide train-
ing to improve logistics staff’s capability.  In addition, flexibility service giving to 
users is the key to satisfy customer in empathy dimension. 

5 Lesson Learned from Thai’s LSP 

Having an understanding toward the existing condition of Indonesia LSP and LSP 
users as explained in the previous section, this section provides result from a similar  
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study conducted by Tansakul et al. (2013a, 2013b) on Thai LSP and LSP users. The 
study obtained the results from 67 Thai LSPs. About 51% of the respondents are lo-
cated in Central of Thailand and the others are spread around Thailand.  For the us-
ers, 92 questionnaires are returned. The respondents are mostly small and medium 
sizes with having annual revenue no more than $200 million. The services offered are 
road transport, customs clearance and warehousing. The rest of this section will dis-
cuss about the three gaps i.e. expectation gaps, perception gaps and service gaps by 
users from the work of Tansakul et al. (2013a, 2013b) are summed up (in Table 3) 
and analyzed.  

Table 3. The gap score among Thai LSP and LSP users derived from SERVQUAL ([13,14]) 

Dimensions 
Expectation (E) Gaps  Perception (P) Gaps Service Gaps 

E-LSP E-Users P-LSP P-Users E-Users P-Users 

Empathy 4.26 4.01 4.27 3.49 4.01 3.49 

Assurance 4.19 4.08 4.18 3.62 4.08 3.62 

Responsiveness 4.33 4.04 4.21 3.56 4.04 3.56 

Reliability 4.34 4.15 4.24 3.64 4.15 3.64 

Tangibility 4.22 4.03 4.15 3.55 4.03 3.55 

 
Expectation Gaps – According to Table 3, it can be interpreted that Thai LSPs 

could understand their customers and they even overestimate customer expectation in 
every quality service dimension. Some significant gaps occurred in availability of 
vehicle and equipment and staff sufficiency, but it occurred by the over expectation of 
the LSP and it was found in other dimensions as well. 

Perception Gaps – In term of perception gaps between Thai LSPs and their users, 
it can be said that the average scores considered by the users are moderate as the 
scores are around 3. On the other hand, Thai LSPs determine themselves very posi-
tively seen from their average scores are about 4. In other words, the average LSPs’ 
perception on five dimensions is 4.21 while the average users’ perception is only 3.57 
and it is a 0.64 gap.  

Thai LSPs considered that tangibility is the weakest performance and they rated the 
score at 4.15. It is similar to the users’ perception that the tangibility is quite low 
comparing to the others, but the users’ score is low at 3.55.  The highest performance 
rated by the users is reliability performance. It was rated at 3.64 by the users while 
Thai LSPs considered themselves at 4.24. On the other hand, Thai LSPs perceived 
that they could do their best on the empathy dimension and the score was rated at 
4.27, but the users perceived the empathy capability at 3.49 and it is the lowest score 
for the users.  

Service Gap by Users - For the service gap by Thai users, the smallest gap is as-
surance dimension while the highest gap is empathy. It means that Thai LSPs can 
convey its assurance services to meet with the customers’ expectation better than the 
other dimensions. Although, the perception of reliability is the highest, but its expec-
tation is also the highest.        
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6 Discussion 

6.1 Logistics Service Provider Gaps 

Results from the two studies show that the users in Indonesia and Thailand have dif-
ferent expectations and perceptions. Overall, Indonesia users have higher expectations 
in all of five dimensions compared to Thai users. It can be seen that expectations of 
Indonesia and Thailand users are differently ranked.  The quality service dimensions 
for Indonesia users are ranked as responsiveness, reliability, tangibility, assurance, 
and empathy consecutively. On the other hand, those of Thailand users are reliability, 
assurance, responsiveness, tangibility, and empathy consecutively. The results from 
the study also depicts that both Indonesia and Thailand LSPs could understand their 
customers’ expectation pretty well. However, there are still gaps between LSP and 
users perceptions in the two countries. Bigger gaps are found between Indonesia 
LSPs’ perception and users’ perception. Indonesia LSPs have an average of 1 point 
gap while the average gap of Thai LSPs is less than 1 in every dimension. 
These findings emphasis greater challenge faced by the Indonesia LSP. Firstly, the 
Indonesia customers have higher expectations and they perceived Indonesia LSP per-
formance much less. Indonesia LSP must translate their customers’ expectation into 
their standard working procedures. Furthermore, they should be able to correctly eva-
luate their performance related to their customers’ perception.  
Another important finding is that the users in each country rank the five dimensions 
differently. The Indonesia users rank for the five service dimensions are responsive-
ness, reliability, tangibility, assurance, and empathy consecutively. On the other 
hand, ranking from Thailand users are reliability, assurance, responsiveness, tangibil-
ity, and empathy, consecutively. In order to compete in the AEC era, Indonesia LSP 
must also be able to accommodate the customers’ needs and requirements, distinguish 
different customers and tailor made their services.  

In order to reduce service quality gaps, Indonesia and Thailand LSPs should im-
prove themselves starting from having business strategies to comply with customer’s 
expectation. Human resources should be developed and evaluated systematically and 
it is very important to incubate them with service mind. The use of IT to enhance their 
services and the information sharing with customers and suppliers are very essential.  
It is necessary to be available to service customer, the preventive maintenance of the 
vehicles and equipment should then be maintained. Work procedures should be stan-
dardized and to ensure service consistency among workers.   

It can be said that the two countries must improve themselves in three aspects that 
are people, process and technology. Indonesia and Thailand logistics human resources 
must be developed in terms of the foundation of logistics management and other 
needed skills such as communication, critical thinking and service mind. Process must 
be reengineered focusing on value added perspective to achieve customer’s satisfac-
tion with time and cost reduction. Technology is the main point that both Indonesia 
and Thailand customers require.  LSP must provide them with sufficient and efficient 
IT to plan, manage and monitor the logistics of products or packages. 
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6.2 Logistics Policy 

In 2012 the Indonesia government have launched the National Logistics Systems 
policy to reach the 2020 vision of “Locally Integrated, Globally Connected for Na-
tional Competitiveness and Social Welfare”. The policy is based on supply chain 
management to reduce logistics cost through ICT implementation. The approach is on 
utilization of six key logistics drivers: key commodities, logistics infrastructure,  
service player and provider, logistics human resources, ICT and regulation harmoni-
zation. The second national logistics policy of Thailand has been launched and the 
period of policy covers from 2013 until 2017. The theme of the policy is to facilitate 
trades and supply chains for competitiveness. The policy can be classified into three 
main missions that are: 1) to strengthen Thai entrepreneurs to benefit from supply 
chain enhancement; 2) to enhance trade facilitation; and 3) capacity building and 
policy driving factors. Overall, the policies have the same direction and emphasis. 
However, Thai government have provided clearer actions. For example, according to 
the logistics policy, Thai LSPs will be supported to get connection between LSPs. 
Furthermore logistics professional standards for four positions including warehouse 
operator, inventory operator, forklift driver and road transport operator have just been 
launched. The professional standards can raise the effectiveness and efficiency of 
logistics activities. Consequently the service quality dimensions could be improved. 
The Indonesia government must fasten the implementation of the national logistics 
policy to prepare the LSP and other players in facing AEC.  

7 Conclusion 

This paper present findings from a survey conducted to measure the service quality of 
Logistics Service Providers in Indonesia in five dimensions including empathy, as-
surance, responsiveness, reliability and tangibility. Thai results of the similar study 
from prior research were also discussed. Gap analysis based on SERVQUAL methods 
showed that the LSP can predict their user’s expectation relatively well, shown from 
narrow gaps between User’s and LSP’s expectations in all five dimensions. The big-
gest gap should be firstly bridge and these findings can help the LSP focus their effort 
to improve their performance. It is found that most of Indonesia and Thai LSPs are 
small and medium. They cannot cope with international logistics companies. The 
national policy should be implemented to support LSP especially small and medium 
sizes to improve their capabilities in facing the AEC. 
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Abstract. In this study, physical and mechanical properties of high density kenaf 
(hibiscus cannabinus) fibreboard (HDKF) were evaluated. Thermochemical 
treated kenaf fibres were treated with three different temperatures that were 
100ºC, 130ºC and 150ºC in laboratory autoclave. The physical properties 
(thickness swelling and water absorption) and mechanical properties (static 
bending and internal bonding tests) were tested according to British Standards. 
The results showed that the thermochemical treatment was effective to reduce 
thickness swelling (TS) and water absorption (WA). Since the static bending test 
modulus of rupture (MOR) was reduced, whereas modulus of elasticity (MOE) 
was increased up to 130°C of treatment than started to drop when treated with 
150°C of temperature. For internal bonding test results showed some 
improvement when treated with thermochemical treatment.  

Keywords: kenaf, fibreboard, mechanical properties, morphological, 
thermochemical. 

1 Introduction  

Modification of lignocellulosic materials has been done by researchers to enhance the 
properties of the materials in terms of physical and mechanical properties [1],[2],[3]. 
Thermochemical treatment offers some potential to modify the wood or lignocellulosic 
material properties. This modification is related to overcome dimensional stability 
problem and increase in strength properties [4],[5]. Conventional treatment using 
sodium hydroxide has been known for its tendency to modify or give significant 
improvement on the mechanical properties and reduce the moisture absorption. It has 
been known that introduce the heat treatment on the wood or lignocellulosic material 
can enhance the resistance to moisture absorption and increase the durability of the 
material [1],[6],[7],[8],[9]. The modification using alkali treatment occurs when the 
hydrogen bonding in the network structure is disrupted, thereby increasing surface 
roughness [10]. Alkali treatment removes certain chemical component such as 
hemicelluloses, lignin, wax and oil that covering the external surface of the fibre cell 
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wall. A chemical reaction occurs with depolymerization of cellulose and exposes the 
short length crystallites [10].  

Kenaf or scientific name Hibiscus cannabinus has been known as a material that 
have good fibre properties that have similar characteristics as a Jute fibre. Kenaf is a 
warm seasonal plant and traditionally has been utilized as a sack and rope. Kenaf has 
two parts, outer part that called bast and inner part that called core [11]. Usually 
researchers utilize the bast part as a fibre because bast fibre has more roughly 
characteristic than core fibre.  

Fibreboard consumption exceeds 618million m
2 

with approximately 25% of that is 
medium density fibreboard (MDF). Usually binder that used for manufacturing 
commercial fibreboard is urea formaldehyde or UF resin that used for non-structural 
engineered wood market [12],[13]. For structural used the binder must have several 
criteria such as resistance to moisture sorption, structural bonding performance and 
durability [13],[14]. Some of common resin that used for structural product are phenol 
formaldehyde (PF) resin, melamine urea formaldehyde (MUF) and cyanate resin [15]. 
This resin has an ability to resist moisture and better bonding properties when 
compared with urea formaldehyde resin.  

2 Materials and Methods  

The HDKF panels were manufactured from kenaf fibres that were obtained from 
Malaysia Agricultural Research and Development Institute (MARDI). The fibres were 
further processed in Bio-composite Laboratory at Universiti Teknologi MARA Malaysia 
(UiTM), Shah Alam. The fibres were crushed using crusher machine to obtain fine fibres. 
Then, the fine fibres was sieved to get uniform fibres. The fine fibres were oven dried in 
oven until constant moisture of 5% was achieved. A liquid PF resin with a solid content 
of 40% was sprayed and mixed with fine fibres in a blender, Then the mixed resin and 
fibres was formed into a mat and cold pressed, then hot pressed to produce untreated and 
thermochemical treated HDKF. For thermochemical treated kenaf fibres HDKF, the 
fibres were processed in an autoclave prior to blend with PF. The fibres was boiled in 
autoclave with 3% concentration of Sodium Hydroxide at three different temperatures 
that were 100˚C, 130˚C, 150˚C for 30 minutes. After autoclaving, the fibres were dried in 
a ventilated oven for 7 hours at a temperature of 103˚C. The fibres were first dried to 5% 
MC and then blended with PF, formed into a mat, cold pressed and finally hot pressed. 
After hot pressing, the HDKF were left to condition in ambient laboratory condition. 
After that, the boards were trimmed to a final dimension of 30 cm X 30 cm X 1.4 cm. The 
target density was 0.9 ± 0.01 g/cm

3

. The boards were cut into test samples of the standard 
size for testing according to the British Standard for physical properties (BS EN 317) and 
mechanical properties (BS EN 310 and BS EN 319) determination. The dimension of for 
water absorption and thickness swelling tests and the internal bonding (IB) test sample 
was 5.0cm X 5.0cm X 1.4 cm as shown in Fig. 1. The static bending test sample was 
28cm X 5.0 cm X 1.4 cm in dimension as illustrated in Fig. 2. All the test samples were 
conditioned to constant mass in a humidity chamber with a mean relative humidity of 
65% and a temperature of 20˚C.  
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Fig. 1. Internal bonding test sample 

 

Fig. 2. Static bending test sample 

3 Results and Discussions  

Twelve samples have been used to determine the modulus of elasticity (MOE) and 
modulus of rupture (MOR) of HDKF made from thermochemically treated fibres and 
HDKF made from untreated fibres panels. Fig. 3 and Fig. 4 shows the MOE and MOR 
values. Based on multiple comparison test using Tukey’s test all Types were 
significantly different except for Type 4 that was not significantly different from each 
other. The not significantly different of Type 4 was contributed by the effect of the 
thermochemical treatment on the fibres that degraded the structure and hydrolysis of 
the hemicelluloses too critical at the temperature 150ºC thus reducing the MOE value. 
Similar study by [14] concluded that EFB that was boiled with NaOH would produced 
panels of lower mechanical properties compared to boards with untreated EFB fibres.  
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Fig. 3. Modulus of Elasticity of kenaf high density fibreboard Note: Group with the same letter 
indicates there is no significant different at p < 0.05  

 

Fig. 4. Modulus of Rupture of kenaf high density fibreboard Note: Group with the same letter 
indicates there is no significant different at p < 0.05 

Fig. 4 showed the MOR of test samples made from untreated fibre versus test 
samples made from thermochemically treated kenaf fibres. Based on multiple 
comparison test all the different Types of fibreboards were significantly different. The 
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lower MOE and MOR were probably due to the softening and degradation of the fibres 
by the thermochemical treatment, thus lowering the fibres stiffness [16]. The 
degradation of fibres in terms of chemical component mainly hemicelluloses. A study 
by [17] stated that the reduction of mechanical properties was also contributed by the 
formation of soluble acidic chemicals such as formic acid and acetic acid from the 
degradation of hemicellulose. When these acids react with cellulose, the acids would 
depolymerised the cellulose chain by breaking down the long chain of cellulose in the 
form of crystalline structure to shorter chain resulting in lower strength of the fibre 
[18]. The polymerization by the acids and degradation by chemical treatments of these 
cellulose fibres can affect the MOR and MOE values [19]. The highest MOE value of 
Type 3 may be attributed by improve a mechanical interlocking and chemical bonding 
between the resin and fibres thus resulted in higher MOE values [20]. Previous study by 
[20] on the effect of alkalization on kenaf and hemp fibre composite also show higher 
flexural modulus of the test samples with treated fibres than the test samples with 
untreated fibres. Another research by [21] that conducted study on kenaf at elevated 
temperatures using alkali treatment also concluded that the kenaf have high MOE value 
due to remove of impurities (e.g. wax and pectin) on the fibre surface and make the 
fibre surface cleaner compared with untreated fibre surface thus, resulting in better 
interface bonding. Another reason for the highest MOE value of Type 3 test samples as 
compared to Type 1 test samples may be attributed to deep penetration of the resin into 
voids that developed (e.g. hemicelluloses, celluloses, wax and pectin) within the fibres 
after treatment. The deep penetration into the voids contributed to better binding 
between fibres and resin thus resulted in higher mechanical properties. The lowest 
result for Type 4 in Fig. 3 may attribute by the weaken of fibres after treated with 
thermochemical treatment at 150ºC.  

Result in Fig. 3 also showed that the increase of graph pattern in MOE can be 
achieved using thermochemical treatment up until 130ºC (Type 3) at 150ºC, the MOE 
decrease (Type 4). Further increase in temperature higher than 130ºC would decrease 
the MOE value to below the value of the panels with untreated fibres based on the graph 
pattern in Fig. 3. This trend can be related of removing of chemical component (e.g. 
hemicelluloses and celluloses) at 150ºC that is critical to the strength of the material.  

The result in Fig. 4 showed lower MOR values for all the test samples made from 
thermochemical treated kenaf fibres when compared with the untreated samples. The 
lower of the MOR values is related to the reduction or degradation of the 
hemicelluloses and celluloses component that give rigidity to the kenaf fibres cell wall. 
This degradation could contribute to the lower strength properties of the fibres. Another 
reason is during alkali treatment at elevated temperatures, the potential for hydrolysis is 
quite high. This hydrolysis induced the destroying of the crystalline regions and 
increases the amorphous regions [22]. As a result, the cellulose becomes more flexible 
than before and tends to agglomerate and form lumps. Upon hot pressing the lumps 
would be pressed into much dense spots relative to the rest of the board. Such 
non-uniformity creates additional internal stress, particularly in bending which 
consequently lowers the MOR values of the boards. Previous study by [21] and [23] 
stated that the elasticity of the kenaf fibres and jute fibres increased when treated with 
alkaline solution but the strength of the fibres was reduced.  
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Fig. 5 includes the internal bonding of test samples made from untreated kenaf fibres 
versus test samples made from thermochemically treated kenaf fibres. Based on 
multiple comparison test using Tukey’s for internal bonding all fibreboard types were 
significantly different except for Type 3 compared to Type 4. Type 4 was lowest when 
compared with others sample that made from thermochemical treated kenaf fibres, this 
was due to the extremely damaged fibres when treated at 150ºC. Using the 
thermochemical treatment at higher temperature made severe to fibre damage and make 
the bonding between fibres and resin worse. Further increase in the temperature would 
not increase the fibres-to-fibres bonding significantly.  
 

 

Fig. 5. Internal bonding of kenaf high density fibreboard Note: Group with the same letter 
indicates there is no significant different at p < 0.05  

For thermochemically treated kenaf fibres shows that the IB was higher at 100°C 
(Type 2) as compared to similar samples subjected to 150ºC temperature. The higher of 
IB for Type 2 was related to modification of chemical component (e.g. hemicelluloses 
and cellulose) by sodium hydroxide that made the fibres shorter. The NaOH reacts with 
the hydroxyl groups on hemicelluloses in the fibres and leads to the destruction of the 
cellular structure therefore the fibre splits into filaments. This phenomenon is called  
the fibrillations, which breaks the untreated fibre bundle down into smaller fibrils by 
the dissolution of the hemicellulose. Fibrillation would increase the effectiveness of 
surface area for resin contact. The alkali treatment reduced the fibre diameter and 
increased the aspect ratio of the fibre itself. The short fibres improve the interfacial 
adhesion between the fibres [24].The lowest value for Type 4 in Fig. 5 was believed 
due to the extreme elevated temperature. The highest acceptable temperature for 
thermochemical treatment was 130ºC and over that temperature the fibres become 
unacceptably weakened because of excessive loss of the chemical component  
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(e.g. hemicellulose and cellulose) in the fibres. Previous study by [24] also stated that 
the internal bonding strength is also dependent on the treatment and the size of the fibre 
used. Alkali treatment improves the fibre-resin adhesion because of the removal of 
natural and artificial impurities. The result indicates that treatment to a certain extent 
has been effective in enhancing the IB of the high density fibreboard (HDKF).  

4 Conclusion  

In terms of mechanical properties for bending test, panels made from 
thermochemically treated kenaf fibres have significant effects when compared with 
untreated kenaf fibres samples. Higher MOE values related with better binding 
between resin and fibres. The reduction pattern graph of the MOR values was related 
with the degradation of chemical component in the fibres especially the 
hemicelluloses that were degraded at elevated temperatures.  

For internal bonding strength of test samples made from untreated kenaf fibres was 
lower when compared to the test samples made from thermochemically treated kenaf 
fibres at 100°C and 130°C except 150°C. Treatment with sodium hydroxide would 
increase the internal bonding of the samples but limited only at 130°C.  
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Abstract. ACE Logistics, Inc. operates cross-dock procedures where products 
from different suppliers are distributed directly to the customers. The study will 
focus on the dispatch process. It aims to reduce the cases of Receiving 
Discrepancy Reports (RDR) that induce charges, to analyze the present system, 
to identify the causes of RDR and to develop a proposed system for the 
company. It was carried out using the DMAIC (Define-Measure-Analyze-
Improve-Control) model of Lean Six Sigma. The DMAIC Model identified that 
the factors that causes RDR are facility, equipment, process and man. The 
proposed system, which includes the improvement of the facilities layout and 
the cross dock operation process, could be used in order to reduce the cases of 
RDR. 

Keywords: cross-dock, dispatch process, Receiving Discrepancy Reports 
(RDR), DMAIC (Define-Measure-Analyze-Improve-Control), Lean Six Sigma. 

1 Introduction 

1.1 Background of the Study 

Logistics companies undergo complicated operations, and one those are the rejects or 
errors in both operation and outcomes. ACE Logistics, Inc. operates cross-dock 
procedures where products from suppliers are distributed directly to the customers. 
The study aims to reduce the number of occurrences of Receiving Discrepancy 
Reports (RDR) that cause unnecessary charges in the company through the 
application of Lean Six Sigma. The result of this study would help ACE Logistics 
regarding their problem with Receiving Discrepancy Reports (RDR) that causes them 
charges. It would likewise allow them to identify more improvements and enable their 
employees to be more efficient and more productive. The research could serve as a 
guide for the students and researchers conducting studies about Lean Six Sigma 
Logistics. The scope of the study is the dispatching process of ACE Logistics. It was 
focused on determining causes of Receiving Discrepancy Reports (RDR) in the 
company through the application of Lean Six Sigma. It does not include the prototype 
of the recommended equipment.  
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1.2 Gap and Missing Information 

The cases of Receiving Discrepancy Reports (RDR) have been a problem for ACE 
Logistics. The reduction of the arising problems could be assured with the use of Lean 
Six Sigma. The researchers would continue researching and improving this system 
which could benefit the study and the company as well. 

1.3 Objectives of the Study 

The general objective of the study is to reduce the cases of Receiving Discrepancy 
Reports (RDR) that induce charges in ACE Logistics. The specific objectives of the 
research, which are to be dealt with through the use of Lean Six Sigma, are: to 
analyze the present system of ACE Logistics, to identify the causes of RDR in the 
company and to develop a proposed system for ACE Logistics. 

2 Review of Related Literature 

Six Sigma aims to understand and eliminate the negative effects of variations in 
processes. DMAIC (Define-Measure-Analyze-Improve-Control) is a step-by-step 
method, to understand and improve on organizational challenges [1]. Lean concepts 
are rooted in the Toyota Production System (TPS) [1]. It is a systemic method for the 
elimination of waste [2]. Excess inventory is at the top of the list of known wastes [1]. 
Lean Six Sigma improves process performance by combining Lean and Six Sigma to 
eliminate wastes [3]. Lean Six Sigma amplifies the strengths and minimizes the 
weaknesses of both approaches when used alone [4]. Logistics is the procurement, 
maintenance, and transportation of materials, facilities and personnel [5]. It involves 
the management of inventory [1]. Lean Six Sigma Logistics is the elimination of 
wastes through disciplined efforts to understand and reduce variation, while 
increasing speed and flow in the supply chain. Both Lean and Six Sigma provide 
distinctive disciplines and tools to logistics. Using these two will allow an 
organization to identify and deal with wastes and inefficiencies [1].  

3 Methodology 

Data gathering was made through observations, interviews, and through the reports 
provided by the company. The present system was analyzed through the application 
of Lean Six Sigma. It was carried out using the Define-Measure-Analyze-Improve-
Control or DMAIC model. The problem was defined using value stream mapping 
which provides an overview of the entire process. Ishikawa Diagram was used to 
measure the process performance. Pareto chart was used to analyze the frequency of 
the problems and its causes. The proposed layout of the cross-dock warehouse was 
presented in order to attain improvement in the company. The Control Chart was 
applied to control the result from improved facility layout. 
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4.2 Measure  

The Ishikawa Diagram was used as a tool to measure and to narrow down the scope 
into categories for subsequent analysis. The causes of rejects for the month of 
September, which has the most Receiving Discrepancy Reports (RDR), are 
insufficient aisle space, unorganized storage locations, lack of equipment, improper 
processes and damage caused by workers during loading. These had been narrowed 
and weighed into subcategories which are facility, equipment, process, and man. 
Figure 2 illustrates the Ishikawa Diagram of the causes of RDR for September. 

 

Fig. 2. Ishikawa diagram of the causes of RDR 

4.3 Analyze 

The Pareto Chart highlighted the major causes of Receiving Discrepancy Reports 
(RDR). It showed that the category that is most vital for improvement is the facility 
followed by equipment, process and man. The results were based from the 
measurements obtained in the Ishikawa Diagram. Figure 7 presents the Pareto 
Analysis of the causes of RDR in ACE Logistics. 
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Fig. 4. Present layout 

Fig. 5. Proposed layout  
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Fig. 8. Present Dispatch Process of ACE      Fig. 9. Proposed Dispatch System of ACE 
Logistics                                      Logistics 

4.5 Control 

The control chart determined the stability of the process performance. Figure 10 
illustrates the present control chart, with 8.75 as the Upper Control Limit (UCL), 3.30 
as the Central Limit (CL), and 0 as the Lower Control Limit (LCL). Figure 11 shows 
the proposed control chart with 25.55, 14.23 and 2.91 as the UCL, CL and LCL 
respectively. The 4 points that failed the tests for special causes in the present control 
chart had been reduced to 2, as shown in Table 1.  
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Fig. 10. Present control chart 

 

Fig. 11. Proposed Control Chart 

Table 2. Number of points failing the test 

Present Control Chart Proposed Control Chart 
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7 X 1 X  
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5 Conclusions 

The present system of ACE Logistics was analyzed through the Define phase of the 
DMAIC (Define-Measure-Analyze-Improve-Control) Model. The major causes of 
Receiving Discrepancy Reports (RDR) in the company were identified through the 
Measure and Analyze phase of the DMAIC Model. The sequences of the percentages 
are highest to lowest, from Facility, Equipment, Process and Man respectively. The 
proposed system, which includes the improvement of the facilities layout, in the 
Improve Phase, could be used in order to reduce the RDR. A total of 18% of RDR 
were reduced from the start of application. November and December have reduced 
8% and 10% of RDR respectively. The net profit from July to September is Php 
6,111,538.68, and Php 23,362,472.73 from November to December. There had been a 
great increase in profit because of the reduced cases of RDR and because November 
and December fall under the peak seasons. 

6 Recommendation 

The researchers recommend the application of a mobile barcode scanner in the 
dispatch process of ACE Logistics because of the following reasons: it could combat 
two of the causes of Receiving Discrepancy Reports (RDR), which are the lack of 
equipment and human errors; it is faster, more reliable and more time-saving than 
manual operations; compared to wired scanners, it allows the users to freely move the 
device towards the items at a wider range.  
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Abstract. With China’s rapid economic development in recent years, the scale 
of foreign direct investment has been expanding.In the meantime,  
environmental issues have been receiving increasing attention, since the 
concept of a low carbon economy is prevalent in the world. Secondary Industry 
is the major energy consumers and the emitted carbon dioxide has a significant 
negative influence on the environment.This paper discusses the background of 
low carbon economy and conducts an empirical study of the carbon dioxide 
emission effect of foreign direct investment in the Secondary Industryin 
Shandong Province. The conclusion is that foreign direct investment leads to 
more carbon dioxide emissions, which is not conducive to the development of 
green productivity and a low carbon economy in Shandong Province.   

Keywords: Foreign Direct Investment, Low Carbon Economy, Secondary 
Industry, Carbon Dioxide Emission, Green Productivity. 

1 Introduction 

Recent years have witnessed prominent contradictions between economic development 
and resources and environment. China has become one of the most polluted countries in 
the world as a result of its rapid economic development. Consequently, much attention 
has been paid to such environmental problems as global warming resulting from carbon 
dioxide emissions. In order to deal with pollution, the concept of a low carbon economy 
has been widely agreed and promoted.  

Shandong Province is one of the regions that attracts most foreign direct 
investment (hereafter referred to as FDI) in China. With the acceleration of 
industrialization, problems like exhaustion of resources, pollution and global warming 
are becoming increasingly prominent. As a major field of attracting FDI and a huge 
energy consumer, the Secondary Industry is the major source of carbon emissions. 
This paper tries to study the relevance between FDI in secondary industry and carbon 
dioxide emissions.  

                                                           
* Corresponding author. 
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2 Current Situation of FDI Carbon Emission Effect 

The research results of the carbon emission effect of FDI are divided into three 
categories. The first is the increase in carbon dioxide emissions from FDI (Sha 
Wenbin et al., 2006), the second is the decrease of carbon emissions from FDI (Wang 
Zhengming et al., 2013; Yao Yi et al., 2013; Song Deyong et al., 2011) and the third 
is the uncertain effect of FDI on carbon emissions(Li Zihao et al, 2010, 2011; Pendo 
Kivyiro et al., 2014). In terms of the Secondary Industry, research shows that FDI has 
increased the carbon emissions in secondary industries in China, as the total effects 
are negative (Dai Dier & Li Zihao, 2011). In contrast, the horizontal spillover  
effects of FDI, Forward Linkage Spillover Effects and Backward Linkage Spillover 
Effects have positive influence on the reduction of carbon emission intensity. Among 
these effects, forward linkage spillover effects are relatively obvious (Bi Kexin & 
Yang Chaojun, 2012). Besides, Shenggang Ren et al. (2014) studied the relationship 
among international trade of China’s secondary industries, FDI and carbon emissions, 
the result of which is the introduction of FDI further increased carbon dioxide 
emissions. 

To sum up, the research of Chinese and overseas scholars has not reached complete 
agreement about the carbon emission effect of FDI, and there are fewer studies 
concerning the carbon emission effect of FDI in the Secondary Industry or in different 
provinces. The research in this area is of great significance to the healthy 
development of foreign investment as well as the coordinated development of 
economy and environment.  

3 The Carbon Emission Influence Mechanism of FDI  
in Secondary Industries 

Research has shown that FDI can exert an influence on the environment through scale 
effects, structural effects, and technique and regulation effects.  

3.1 Scale Effects 

Scale effects refers to the influence of scale change caused by the incoming of FDI on 
the environment. The scale change of FDI may give play to scale effects through 
influencing overall economic scale. Serving to show the pollution caused by 
economic development,the Environmental Kuznets Curve vividly demonstrates the 
influence of scale effects. The curve is an inverse-U shape, which indicates that with 
the scale expansion during economic development, the environment will get worse at 
first and then will gradually improve.  

Generally speaking, the incoming FDI will promote economic growth. It leads to a 
continuous increasing need for key elements and resources such as coal and oil. This, 
in turn, will cause more carbon dioxide emissions, which exerts negative influence on 
the sustainable development of the environment and economy. According to the 
Environmental Kuznets Curve, when the economic scale expands to a certain point, 
the government will have more capital, better management ability, and more 
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awareness of environmental protection. They will enforce a series of regulations 
related to environment, which lead to the decrease of the degree of pollution and 
carbon dioxide emissions. 

3.2 Structural Effects 

Structural effects is the influence of the industrial structure of FDI on carbon 
emissions. The economy will enjoy sustainable development in developed countries 
when it grows to a certain extent. According to Vernon's "theory of product life 
cycle", developed countries will transfer pollution-intensive industries which have 
lost their domestic competitiveness to developing countries through foreign 
investment, since developing countries are more labor intensive and low in 
environmental cost. As a result, this exerts a negative influence on the environment of 
developing countries.  

However, the influence of structural effects of FDI is also determined by the 
economic development level of the host countries. If the economic development of 
the host countries relies on heavy industries and FDI concentrates on resource-
consuming, highly pollutive industries, there is no doubt that the environment will be 
destroyed and carbon dioxide emissions in the host country will go up. If the host 
country has a developed economy and advanced technology, FDI will flow to the 
tertiary industries. This will not do harm to the environment while promoting 
economic growth.  

3.3 Technique and Regulation Effects 

Technique and regulation effects is the influence brought about by the technique 
expansion of FDI. The incoming FDI from developed countries can provide financial 
support for the research and development of environmental protection technology. 
The introduction of advanced environmental-friendly technology, equipment and high 
quality talents facilitates the transformation of the production mode, the improvement 
of energy utility efficiency, the development of green productivity and the reduction 
of carbon emissions. The technology spillover effect of FDI and personnel flow is 
helpful to the improvement of the local enterprises’ productivity, the transformation 
of production mode, economic growth and sustainable development. Moreover, 
because of the strong environmental protection awareness and strict environment 
management policies in developed countries, foreign enterprises will normally abide 
by the local environmental regulations more strictly than local enterprises. To some 
extent, this can play an exemplary role for local enterprises and is of benefit to the 
improvement of the environmental protection awareness of the local enterprises and 
the promotion of low carbon economy. 

Regulation effects are closely related to technique effects. According to the Porter 
Hypothesis, strong  regulation pressure and strict environmental protection standard 
will force and stimulate enterprises to devote to technique innovation to curb the 
pollutant emissions. Therefore, environmental regulation plays an important role in 
controlling local pollution caused by FDI. In places with weak environmental 
regulation, FDI may maximize its profit by employing low-cost techniques in 
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production, which will increase pollution and carbon dioxide emissions, and will 
hinder the development of low carbon economy.  

4 Current Situation of Carbon Dioxide Emissions and FDI  
in Shandong Province 

4.1 Current Situation of Carbon Emissions in Shandong Province 

According to the calculation guide of carbon emissions promulgated by the United 
Nations Intergovernmental Panel on Climate Change (hereafter referred as IPCC), the 
following formula is employed to calculate the carbon emissions in Shandong 
Province over the years:  

 i

n

i
i CBA ×= ∑

=1
   Formula(1) 

In Formula (1), A is carbon emission; i is the type of energies; B is the 
consumption of energy i calculated according to standard coal; C is the coefficient of 
carbon emissions of energy i; coefficient of carbon emissions is derived from the 
Guidelines for National Greenhouse Gas Inventories by IPCC. The major energy 
consumption in Shandong Province is raw coal and crude oil, the coefficient of 
carbon emissions of which is: 0.7559(104t/104t)for raw coal and 0.5857(104t/104t）for 
crude oil. The amount of carbon dioxide emissions is the multiplication of the amount 
of carbon emissions by the coefficient 3.67.  
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Fig. 1. Trend of Energy Consumption and Carbon Dioxide Emissions in Shandong Province 
during 1998-2013 

According to the above-mentioned method, the trend of energy consumption and 
carbon dioxide emissions in Shandong Province during 1998- 2012 is calculated and 
sorted (as shown in Figure 1). The solid line indicates the amount of carbon dioxide 
emissions and the dotted line indicates the amount of primary energy consumption. 
From 1998 to 2013, the carbon dioxide emissions in Shandong Province is gradually 
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increasing. The trend of energy consumption and carbon dioxide emissions is similar. 
Since different energies correlate with different coefficients of carbon dioxide, the 
similarity of energy consumption and carbon dioxide emissions suggests that the 
structure of energy consumption in Shandong Province is not varied and has not 
experienced much change over the years.  
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Fig. 2. Trend of the Amount of Carbon Dioxide Emissions per unit GDP (10000 ton/ 100 
million Yuan) in Shandong Province 

Figure 2 shows the trend of the amount of carbon dioxide emissions per unit GDP 
in Shandong Province during 1998-2012. The amount of carbon dioxide emissions 
per unit GDP is the ratio of the total amount of carbon dioxide emissions to local 
GDP. This index shows the differences between the speed of economic growth and 
that of carbon dioxide emission increase. In 2012, Shandong Provincial government 
promulgated work programs for controlling greenhouse gas emissions in “the twelfth 
Five-year Plan”, which sets the goal that the amount of carbon dioxide emissions per 
unit GDP in Shandong Province must have a 18% decrease by 2015 in comparison 
with that in 2010 and a carbon emissions trading market will be established gradually.  

According to the situation in Shandong Province, the amount of carbon dioxide 
emissions per unit GDP in Shandong Province presents a gradual decreasing trend. 
However, the continual increase of regional GDP is still based on the massive 
consumption of fossil energy. Therefore, the total amount of carbon dioxide emissions 
is still gradually rising with year.  

4.2 The Industrial Structure of FDI in Shandong Province 

As is shown in Figure 3, the secondary industry accounts for the largest share of 
actually used FDI in Shandong Province. The cumulative proportion of actually used 
FDI in the Secondary Industry was 73.35% by 2013. The majority of the investment 
goes to manufacturing and mining industries. In 2013, FDI in manufacturing 
industries was as high as 84.63%.  

In recent years, the percentage of FDI in the Secondary Industry in Shandong has 
been decreasing whereas the tertiary industry is increasing. The industrial structure of 
FDI seems to more environment-friendly than before. However, the situation of FDI 
in the Secondary Industry will not alter in the short term.  
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Fig. 3. The Cumulative Proportion of FDI in the First, Secondary and Tertiary Industries in 
Shandong Province in 2013 

4.3 The Source Countries (Regions) of FDI in Shandong Province 

The biggest FDI source country (region) in Shandong Province is Hong Kong, which 
accounts for 56.73%. The second is the Republic of Korea, which amounts to 8.54%. 
The third is British Virgin Islands, which has a proportion of 5.32%. The fourth is the 
Association of Southeast Asian Nations, which represents 5.05%. There difference of 
FDI between the British Virgin Islands and the Association of Southeast Asian 
Nations is very small. It can be seen that the source countries (regions) of FDI in 
Shandong Province are highly concentrated. Its structure and changing trend is not 
obvious. The FDI is primarily from developing countries while that from the 
developed countries in Europe and America accounts for a small proportion.  

5 The Analysis of Carbon Emission Effect of FDI in the 
Secondary Industry in Shandong Province 

5.1 The Analysis of the Effect of Actually Used FDI in the Secondary Industry 
on Carbon Dioxide Emissions  

Statistics Selection 
In order to study the relationship between FDI in the Secondary Industry and carbon 
emission in Shandong Province, the amount of industrial FDI in Shandong Province is 
used to reflect the actually used FDI, and the amount of the carbon dioxide emissions 
in Shandong Province is used to indicate carbon emission index. The time range of 
this study is from 2001 to 2013. The relevant statistics are from the Shandong Statistic 
Year Book.  

Model Establishment 
Emissions are established as follows:   

 LnEt=c+αLnGDPPCt+βLnIPCt+µt  Model(1)
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In Model(1), Et is used to indicate carbon dioxide emissions, the unit of which is 
based on 10000 tons; GDPPCt is used to show the per capita GDP in Shandong 
Province, the unit of which is Yuan; IPCt is used to represent the per capita FDI in the 
Secondary Industry in Shandong Province. GDPPCt (in logs) and IPCt (in logs) are 
independent variables and Et (in logs) is a dependent variable. By ADF-Test and Co-
integration test, the following regression model is reached: 

 
LnEt=2.4571+0.7225LnGDPPCt+0.2122LnIPCt 

                                    (0.0000) (0.0881) 

Empirical Results 
From empirical results, the increase of both per capita GDP and per capita FDI in the 
Secondary Industry in Shandong Province lead to more local carbon dioxide 
emissions and have a negative influence on the environment. However, carbon 
dioxide emissions from the actually used FDI in the Secondary Industry in Shandong 
Province are less than those from the per capita GDP.  

5.2 The Correlation Analysis between Total Industrial Output Value from 
Foreign Enterprises and Carbon Dioxide Emissions 

Statistics Selection 
The total industrial output value of foreign-invested enterprises in Shandong is used 
to reflect the actual investment situation. The amount of carbon dioxide emissions in 
Shandong Province is used to show the carbon emission index. The time range is from 
1993 to 2013. The relevant statistics are from the Shandong Statistic Year Book.  

Correlation Analysis of Variables 
By using SPSS, a correlation test is made through analyzing the amount of carbon 
dioxide emissions in Shandong Province and the total industrial output value of 
foreign-invested enterprises. The result is as follows:  

Table 1. Correlation Analysis of the Amount of Carbon dioxide emissions and Total Industrial 
Output Value of Foreign-invested Enterprises 

  Et WZt 

Et
 

Pearson Correlation 1 .977** 

Sig. (2-tailed)  .000 

WZt
 

Pearson Correlation .977** 1 

Sig. (2-tailed) .000  

 
Table 1 reveals that the correlation coefficient is high between the amount of 

carbon dioxide emissions and the total industrial output value of foreign-invested 
enterprises. The two tailed p-value is 0.000. The analysis shows that the calculation 
model can be established.  
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Model Establishment 
To study the correlation between the total industrial output value of FDI and carbon 
dioxide emissions, the index of the total industrial output value of foreign-invested 
enterprises and the index of the amount of regional carbon emissions over the years 
are selected. Environmental Kuznets Curve is simulated to explore whether the two 
indexes have a non-linear relationship similar to Environmental Kuznets Curve. With 
the amount of carbon dioxide emissions in Shandong Province during 1995-2013 and 
the total industrial output value of foreign-invested enterprises as dependent variables, 
the second model is established as follows: 

 Et=c+αWZt+βWZt
2+µtModel  Model (2) 

In Model (2), Et is used to show carbon dioxide emissions, WZt is used to indicate 
the total industrial output value of foreign-invested enterprises in Shandong Province, 
WZt

2
 is used to represent the square of WZt. α and β suggests the extent of the 

influence of different factors on carbon dioxide emissions. The WZt and WZt
2 factors 

are independent variables and Et is a dependent variable. By ADF-Test and Co-
integration test, the following regression model is arrived at by using STATA: 

Et=8.2022×WZt-0.000205×WZt
2+20946.46 

                                (16.22)      (-7.04)    

The regression results show that the coefficient of Variable WZt is positive while 
that of Variable WZt

2 is negative. Therefore, the relationship between WZt and Et is a 
downward parabola. The figure is as follows:  

 

 
 

Empirical Results 
It can be seen that carbon dioxide emissions will go up at first and then will gradually 
fall with the increase of the total industrial output value of foreign-invested 
enterprises. But according to the current situation in Shandong Province, the carbon 
emissions have not yet come to their turning point and are still on the left side of the 
curve. The current conclusion is that more total industrial output value of foreign-
invested enterprises will lead to more carbon dioxide emissions. 
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6 Conclusions and Suggestions 

According to empirical analysis, FDI in the Secondary Industry in Shandong Province 
leads to more carbon dioxide emissions. The more the total industrial output value of 
foreign-invested enterprises, the higher the amount of carbon dioxide emissions in the 
region. This shows that foreign-invested enterprises in the Secondary industry have 
not achieved green production. They are conducive to the increase in carbon dioxide 
emissions and harmful for the sustainable development of economy and environment. 
This has once again proved that FDI will intensify the industrial carbon emissions in 
Shandong Province. The negative effect has overshadowed its positive effect. Based 
on this conclusion, this paper is to put forward the following suggestions: 

Firstly, it is necessary to expand the scale of attracting investment and to improve 
the quality of investment. More FDI from developed countries should be attracted and 
the investment environment must be favorable to low-carbon industries.  

Secondly, the introduction of pollution-intensive industries must be strictly 
controlled. On the contrary, high energy consuming industries must be encouraged to 
use clean energy technology, improve energy utility efficiency, pay attention to the 
upgrading of industrial structure, promote the positive effect of green production and 
facilitate the transformation of patterns of provincial economic growth. 

Thirdly, in the process of attracting investment, technology should be regarded as 
the lead and the concept of low carbon economy should be adopted. The exemplary 
role and competition effect of FDI industries should be used effectively. While 
obtaining carbon emission reduction technology from FDI industries, our own 
research and development capability must be strengthened. By studying foreign 
technology, green production must be developed to improve energy utility efficiency 
and to reduce pollution. 

Fourthly, the function of environmental regulation must taken into consideration. 
Attention must be given to the advanced experience of foreign environmental 
regulation. In addition, proper environment-monitoring systems should be established. 
From enterprises’ perspective, foreign enterprises should take the initiative to bring 
environmental objectives into their management strategies, self-regulate their 
behaviors concerning the environment and undertake the responsibilities of promoting 
the sustainable development of the economy and environment. 
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Abstract. In this work, an evaluation of the flux density of the solar radio burst 
is analyzed. We used a nineteenth (19) elements of rod aluminums’ type as a 
conductor with of different sizes is being prepared to construct a log periodic 
dipole antenna (LPDA) from 45 - 870 MHz. The testing was carried out at the 
National Space Agency (PAN), Sg. Lang, Banting Selangor by connecting to 
the Compound Low Cost Low Frequency Spectroscopy Transportable 
Observatory (CALLISTO) spectrometer. We choose the input impedance, R0 = 
50 ohm for this LPDA antenna. From the analysis, the gain of the antenna is 9.3 
dB. This antenna possibly captures a signal that covers about 0.08 m2 area of 
the Sun. It was found that the temperature of the burst that detected at the feed 
point of the antenna is 32 K. However, the signal becomes decrease to 28.75K 
while by the CALLISTO spectrometer as a receiver. We found that the isotropic 
source spectral power is 1576 W/Hz. Since the burst level above the 
background sky is 0.41 dB, the flux density of the burst is 5.5 x 10-21 W/m2/Hz. 
We conclude that this antenna is suitable for to observe the Sun activities at low 
frequency region. 

1 Introduction  

The Log-Periodic Dipole Antenna (LPDA), first built in 1958 by Du Hamel and 
Dwight Isbell, an undergraduate researcher in the ECE Antenna Laboratory and the 
prepared by Carrel [1,2]. Since that, this type of antenna has been used widely and 
become as one of the essential parts in the recent explosion in information technology 
and wireless communications. The signal of electromagnetic radiation, in this case, a 
radio signal can be detected with a special arrangement of conductors. Based on 
principles of physics, the energy characteristics vary considerably below the lower 
frequency limit of the antenna. Simple design and effective detector are the most 
factors why this type is still relevant. Moreover, this antenna is also easy to construct 
and suitable to monitor the solar activities. The radiation characteristics vary 
considerably below the lower frequency limit of the antenna. 
                                                           
* Corresponding author. 
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In principle, the LPDA is a coplanar linear array of unequal and unequally spaced 
parallel linear dipoles fed by a twisted balanced transmission line. It contains of small, 
closely spaced half-wave dipoles. These dipoles are connected to the source using a 
twin transmission line in such a way that the phase is reversed at each connection 
relative to the adjacent elements. Each dipole is effective over a narrow band of 
frequencies determined by its length. 

LPDA also been used to monitor solar activities of the sun based on the flux 
density of the burst in radio astronomy. During the explosion, these active regions 
relatively have strong magnetic fields with denser and hotter compared with their 
surroundings and enhanced radio burst typically from 10-100 minutes. This flux 
density is a main parameter to study the mechanisms of radio emission at specific 
wavelengths associated with physical condition in the source environment. The 
antenna can be used independently or by connecting to the dish of radio telescope 
with a tracking system. This detection is formed as a solar radio burst type.  

There are five (5) solar radio burst designed as 1-V and each type is associated 
with different phenomena [3]. Solar radio burst type I is associated with a solar storm 
and an indicator of the initial eruption of the active region of the sun while type II is 
normally associated with Coronal Mass Ejections (CMEs) events. This phenomenon 
is one of the interesting phenomena that have been monitored since 1970s. Type II 
can be divided into two sub-types: (i) a hearing bones and (ii) harmonic structure. 
Type III and V occurred during solar flares. Meanwhile, type III is very dominant and 
could be observed frequently by singular, in groups, or storms compare with other 
burst. It can be identified as a drifting burst which is drifting from high to low 
frequencies. However type V is quiet rare and it has a smooth but short-lived 
continuum characteristics. The beginning of the new active region can be 
characterized by the type IV burst with a broad continuum and a fine structure [4].  

There are some basic limitations that might affect the performance of the antenna. 
In order to get a better picture of the performance of LPDA, one of the methods that 
can be done is by determining the power flux density of the burst. This is important to 
distinguish the performance of LPDA during solar events occurred. There might be 
other factors that will affect the performance of LPDA such as interference from other 
nearest sources. Others factors such as the radiation pattern, polarization, operation of 
the frequency band, gain, input impedance and efficiency of an antenna which 
indicates the power or field strength radiated in any direction relative to that in the 
direction of maximum radiation also should be considered.  

2 Methodologies  

It should be noted that there are some basic parameters that might affect the 
performance of the antenna. In order to get a better image of the performance of 
LPDA, one of the approaches that can be done is by determining the power flux 
density of the burst. It is believed that temperature of solar radio burst is one the main 
parameters that very significant to study in details the structure and dynamism of 
burst during the high activity of the Sun. This is important to distinguish the 
performance of LPDA during solar events occurred. There might be other factors that 
will affect the performance of LPDA such as interference from other nearest sources.  
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We have constructed the LPDA at the Radio Cosmology Laboratory Physics 
Department, University of Malaya. One should consider which the best material that 
practical is and be able to conduct a current. Here, an aluminum type is being chosen 
seems it can be used for outdoor purpose with PVC insulator between the booms. It is 
tough, and does not rust as it has a protective oxide coating which quickly forms on 
freshly exposed aluminum. Beside inexpensive, it is easy to handle as it is light in 
weight. We cut it in different sizes based on frequency. It should be noted that the 
dimension of the antenna is based on the range of the frequency that we decided to 
observe. The maximum size of the element is 1.11 meters and the minimum size is 
0.02 meters. Figure.1 shows the preparation of the element of the antenna.  

 

 
Fig. 1. Preparation of construction of LPDA  

In order to obtain more gain than with a single log-periodic array, two arrays may 
be stacked. The diameter of these rods and tubes were chosen so as to incorporate the 
compactness as well as the ease of assembly for the antenna elements. Since it is 
dealing with transverse waves, all aerials are polarized. As this antenna is not 
automatically tracking yet, we decided to make sure that the directivity of an antenna 
is concentrated to the point of zenith direction. This is because the radiation of the 
Sun is higher during this point and the LPDA is more stable in this direction. A solar 
radio spectrometer CALLISTO was installed in February 2012 at the National Space 
Centre; Selangor, Malaysia. Fig. 2 shows the assembly of the LPDA at the National 
Space Center, Selangor Malaysia.  
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Fig. 2. Assemblies of LPDA at the National Space Centre, Selangor, Malaysia 

3 Results and Analysis  

The input impedance, R0 =50 Ω is chosen for this LPD antenna [5]. For an effective 
transfer of energy, the impedance of the antenna and the impedance of the 
transmission cable connecting them must be the same and coordinated.  

An alternating current element occurred to be a basic source of radiation according 
to the requirement of the dimension of LPDA. Based on theory, the performance of 
LPDA is a function of the antenna parameters τ and α [6]. The input impedance will 
increase toward the value of the unloaded feeder impedance as the value of τ is 
decreased. In particular, the input impedance depends on τ and α. The chosen tau (τ) 
and sigma (σ) give in the subtended angle of 3.43 degrees. In this case, it can be 
considered as a broadband type with a wide band of 825 MHz within 5.5 meters. As a 
result, the longest dipole in the array will be 3.96 m long [7]. It should be noted that 
the longer the boom the better the gain. However, due to the mechanical factors, it is 
not easy to construct a longer LPDA. The weight and dimension of the elements will 
make the antenna not become unstable. Unless, the material can be changed by using 
a copper, then it would be improved.  

As indicated in Fig. 1, this LPDA antenna will have 19 elements. This antenna is 
connected CALLISTO (Compound Astronomical Low Cost Low Frequency Instrument 
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Spectroscopy Transportable Observatory) spectrometer in the operation room. This 
international network solar radio spectrometer is designed by the Institute of 
Astrophysics, ETH Zurich, Switzerland under the International Space Weather Initiative 
(ISWI) project in order to monitor solar activities in radio region within 24 hours. This 
spectrometer e-C07 having a detector sensitivity of 25mV/dB including control cables 
and radio frequency adapters was supplied by ETH Zurich. It consist a channel with 62.5 
kHz resolution, while the radiometric bandwidth is about 300 kHz. Currently, there are 
30 sites all over the world that used the same system. This collaboration is an alternative 
project in order to support a new country that is interested to study solar astrophysics.  

At the receiving antenna, the electromagnetic energy is collected and converted 
into electrical energy and fed to the receiver. Only a tiny fraction of power is reflected 
back to the spectrum analyzer indicating that most of the power has been radiated by 
the antenna. Details values of the dimensions of the design of the LPDA are 
illustrated in Table I. We choose a solar burst type III that has been observed on 9th 
March 2012 (about 3:32 UT till 5:00 UT) for our case of study. The burst duration 
occur within 88 minutes. We focused on the duration starting from the pre-stage of 
solar flare till the post stage of the flare.  

Table 1. The physical dimension of LPDA  

No of  
elements 

L(m) R (m)  
D(m) 

1 3.96533329 5.551466963 1.110293326 

2 3.17226668 4.441173636 0.888234674 

3 2.53781338 3.552938962 0.710587750 

4 2.03025073 2.842351212 0.568470208 

5 1.62420061 2.273881003 0.454776173 

6 1.29936050 1.819104830 0.363820944 

7 1.03948842 1.455283885 0.291056759 

8 0.83159075 1.164227125 0..232845411 

9 0.66527261 1.164227125 0.186276331 

10 0.53221809 0.745105382 0.149021067 

11 0.42577448 0.596084315 0.119216855 

12 0.34061959 0.476867459 0.095373486 

13 0.27249567 0.381493973 0.076298790 

14 0.21799654 0.305195182 0.061039032 

15 0.17439723 0.244156150 0.048831227 

16 0.13951779 0.195324922 0.039064982 

17 0.11161423 0.156259940 0.031251986 

18 0.08929139 0.125007954 0.025001589 

19 0.07143311 0.100006365 0.020001271 
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Once the LPDA is successfully constructed, we test the antenna by evaluating the 
power flux density of solar burst. Therefore, we chose one of a good data. Solar radio 
burst type III that have been detected during 9th March 2012 associated with a large 
solar flare, type M6.3 has been chosen in this case. Based on calculation the 
temperature of the solar burst is 328.9K. It was found that the background sky 
temperature of the receiver of the antenna is 300.15 K. Figure 3 shows the solar burst 
(bright color) and sky background (dark color) from the observations. 

In order to calculate the Signal to Noise Ratio (SNR), the Power Flux Density 
(PFD) will be measured. However, it is necessary to calculate the effective area of the 
antenna, Aeff at the first stage. In this case, the symbol G represents gain and G (dB) is 
a gain in dB units. Since the solar burst data is at frequency, f =240 MHz, this value 
will be selected and c is the speed of light in m/s. 

 

 

Fig. 3. The cold (blue) and hot (yellow) section of solar radio burst 

In analysis process, we used a flux density and spectral power of Jovian and solar 
burst software to determine the other important parameters. One big challenge of this 
range is the population of different interference source that might affect the solar burst 
data. Yet it is still can be eliminated during the analysis process. Detailed analysis of 
LPDA and solar burst parameter is illustrated in Figure 4.  
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Fig. 4. The flux density software of solar burst 

Based on the results, it was found that the gain of the antenna is 9.3 dB. This 
antenna potentially captures a signal that covers about 0.08 m2 area of the Sun. By 
using 20 meters long of RG8 cable (52 Ω), there will be about 2.56dB of attenuation 
for every 20 meters. On average, the signal will lose about 0.512 dB per 100 meters.  

In addition, the temperature of the burst that detected at the feedpoint of the 
antenna is 32K. However, The signal becomes decrease to 28.75 K while by the 
CALLISTO spectrometer as a receiver. It was found that the isotropic source spectral 
power is 1576 W/Hz. Since the burst level above the background sky is 0.41 dB , the 
flux density of the burst is 5.5 x 10-21 W/m2/Hz. 

4 Conclusions  

While the main goal of wideband imaging is to obtain a high dynamic-range 
continuum solar burst profile, the reconstructed spectral structure can also be a useful 
astrophysical measurement. The flux density of the solar burst has been evaluated. 
Hence, this parameter is important seems the temperatures are different but the flux 
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density, that is, the power landing on a square meter per hertz of bandwidth will be 
the same. Therefore, this is one way of calibration method that should be doing as a 
routine to make sure that the antenna is in a good performance. Our next task is to 
observe the radiation pattern of the signal of the LPDA. In conclusion, this antenna is 
suitable to observe the solar activities at low frequency region. 
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Abstract. This paper aims to studies the opinion, attitude and compliance of 
cyclists who ride a bicycle in Chiang Mai city, Thailand, with a Bicycle-Helmet 
Signal (BHS). The purpose of BHS is to help decreasing accidents for cyclists. 
The device automatically shows turning signal when cyclists lean their head to 
the left or right-hand side. The findings are based on a sample size of 30 which 
were taken from the local cyclists. Two groups have been separated to test the 
confidence, the group of cyclists using BHS and the other cyclists who use the 
same road with the first group. The results of five sections of questionnaires 
have been analyzed and show the quality of BHS. The details of opinions, 
attitudes and compliance are valuable for the design of BHS which provides 
safety on the road.  

1 Introduction 

Nowadays, bicycles are popular and the majority of people ride a bike. People also 
use the bicycle for recreational activities and that encourage people to use bicycles 
[1][2]. For example in US, an estimated 44.3 people younger than 21 years of age 
always ride a bicycle for more than five hours per week. However, reports of traffic 
accidents show that 300 children die and about 430,000 are injured annually [3]. Also, 
an annual police report in France reported road accidents caused an increase in the 
death proportion.   

Bicycle helmets are used to protect the head from accidents; it reduces the risk of 
brain injury [4]. When using the helmet, 95% of people survive an accident [5][6]. 
Thus, the bicycle helmet significantly reduces the risk of injury and death from an 
accident. In bicycle helmet hardware nowadays, the designer has created several types 
that support safety features without the material for head cover [7]. The helmet 
attempts to protect the user's head by absorbing mechanical energy and protecting 
against penetration. Because of its benefits, many cyclists wear bicycle helmets. 

There are many light products in the cycling market. Mostly are used only for 
giving the brightness. Cyclists also usually use their own hand for showing signals. 
However, it hard for other rider or driver to see the signal easily, especially at night. 
                                                           
* Corresponding author. 
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As a result, it becomes a lot of bike accidents. Some company have invented some 
light signal products to decrease the accident. For example; 

 
• LED REMOTE TURNING SIGNAL BACKPACK which can trigger the LED lights 

on products by a wireless remote on the handlebar, http://www.sznicety.com 
• ZACKEES TURN SIGNAL GLOVES, LED turn signal lights are built directly 

into the bike glove. There are sensors on the inside of both thumbs and the 
outside of both pointer fingers. Touch the two together and the LED will 
flash, https://zackees.com/,  

• BIKE ZONE  by Frank Guo, Hung Wang, and Sturt Morrow. It indicates a left 
or right turn by shining animated symbols that look like arrows on the 
ground, http://www.bikocity.com/lighted-bike-safety-zone-created-with-
bike-light-concept/   

• UON BICYCLE LIGHTS plug the light at the end plugs, Tap the top bottom to 
activate the signal light,  https://www.facebook.com/UonLights  

• BICYGNALS LED BICYCLE LIGHTS both front and rear signals are 
synchronized working by using wireless technology. sync. The light are 
controlled by flick of the thumb, http://www.geekalerts.com/bicygnals-led-
bicycle-lights/ 

However, no company have invented the signal light controlled by leaning head to 
show turning signal before. Thus, we designed a circuit of light control with light 
materials that can be plug with a bicycle helmet that has some holes at the back. It 
helps cyclists show turning direction signal without unhand. Our Bicycle-Helmet 
Signal (BHS) has been designed as an alternative device to decrease accidents. We 
also survey sample test groups of local cyclist to ascertain the attitude, opinions and 
compliance regarding BHS. The comments, attitude, opinions and compliance have 
been taken into account in the questionnaire. 

We will talk about BHS’ design in Section 2. Methodology to find opinion, 
attitude, and compliance to BHS are stated in Section 3. The result from 30 
respondents with five sections of questionnaires are presented in Section 4. 
Conclusions and future studies are remarked in Section 5. 

2 Bicycle-Helmet Signal 

The Bicycle-Helmet Signal (BHS) is a circuit uses a series of ten high-flux LED 
lights with the control of Gyroscope and Accelerometer to track neck movement of 
the cyclist. The circuit is kept in a rectangular box to protect the circuit from wet. It 
has been designed to show the signal in the case of turn left and turn right while the 
cyclist leans his head to the left or right, respectively. If he lean his head to the left 
hand side, the LED light will be twinkling to show the signal to turn left, likewise 
when you want to turn right. BHS provides different “beep” sound signal at the first 
time that the light twinkling, so the cyclist will know that the signal is work properly. 
The light will automatically off after a specific duration of time. The device can be 
removed from the bicycle helmet in order to insert a new battery (AAA) 1.5 watts or 
charge it directly with lituim-ion 3.8 volts 1000 mAh. The designing of bicycle-
helmet signal device has been shown in Figure 1.  
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Fig. 1. Bicycle-Helmet Signal device 

We have tested BHS by using local cyclists, include tourist police, as shown in 
Figure 2. All of them will experience both the user of BHS and the other cyclist who 
ride together with the one who uses BHS. 

 

 

Fig. 2. Pilot test for BHS 

3 Methodology 

3.1 Interviewees 

We gave the questionnaire to cyclists who ride a bicycle in Chiang Mai city, Thailand. 
Thirty anonymous have to use the BHS while riding before answering the questions. 

3.2 Questionnaire 

Participation in the survey was anonymous and voluntary, four sections with twenty 
closed questions were asked. Section 1 cover the attitude of the respondents to the 
traffic laws and wearing helmet while go cycling. Section 2 cover the opinion and 
attitude about BHS materials and its appearance. Section 3 cover the opinion and 
attitude about usability after using the BHS. Section 4 cover the confidence for the 
BHS can help decreasing accidents on the road when the respondent is the co-road 
user with the one who use BHS. Also, we have a special section for cyclists who wear 
cycling shoes with cleat. Questions cover opinion about tentative accident that may 
occur while using the cleat with BHS. 
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3.3 Statistics Analysis 

Information is presented as the percentage of the respondents, opinions and attitudes of 
the questions in each part. Statistical analysis of the data from the questionnaire were 
performed using R program for Windows (R development core team, 2008). In the 
statistical analysis, descriptive statistics were used for analysis. We also used Pearson’s 
chi-square for comparison, of which the statistical significance was defined as p < 0.05. 

4 Results 

In Based on the sample size of 30 measurements taken from the local cyclists who ride a 
bicycle in Chiang Mai city. The bar chart of five sections covering the attitudes, 
opinions and compliance for BHS are shown as the percentages with five rating scales. 
Let the meaning of the bar chart are stated in Figure 3. The results of the questionnaire 
have been shown, five sections of the attitude and opinion are shown below: 

 

Fig. 3. The chart meaning 

1. The attitude to the traffic laws and wearing helmet while go cycling are shown in 
Figure 4. The percentages are high showing that more than 70 % agree strongly 
with the questions. Our respondents will to obey the law and wearing helmets. 

 

 
It is important to 
follow the traffic 

regulation 

Wearing helmet 
can protect 

 the rider from 
an accident 

Wearing helmet 
do not decrease 
the ability for 

riding 

Agreement to use 
a bicycle helmet 

without any 
promotion 

Agreement with 
the campaign to use 

a bicycle helmet 

Fig. 4. The attitude of the respondents 
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2. Compliance for BHS materials and its appearance are shown in Figure 5. The 
size, material, weight, and the brightness of the light are considered. Respondents 
concerns about the brightness of the helmet lights and arrangement of the LED to 
convey meaning.  

 
BHS has strong 

material 
BHS has proper 
weight & size 

BHS has proper 
design 

BHS has proper 
arrangement and 
size of LED, so 

other cyclists can 
understand the 
signal clearly 

BHS has adequate 
brightness, so other 
cyclists can see the 

signal clearly 

Fig. 5. The attitude of BHS design 

3. Opinion and attitude about usability of BHS after using are shown in Figure 6. 
The results show the majority of the respondents believe in the usability of BHS. 
However, just a few cyclists disagree with the response of BHS and think that it 
is more dangerous when using BHS. 

 
It is easy to 
understand 

BHS system 

BHS is easy 
to control 
turning 
signal 

BHS has good 
response 
system 

BHS can 
reduce 

bicycle's 
accident 

The way of 
BHS to control 

the turning 
signal relate 

with the rider 
behavior 

Cyclist 
feels safe 
when use 

BHS while 
riding 

Fig. 6. The attitude of BHS usability 
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4. Confident that BHS can help decreasing accidents on the road, other cyclists 
opinion, are shown in Figure 7.  The respondents suggest about the visibility of 
BHS, especially at the daytime. Many people still do not understand the meaning 
of the signal, so they do not feel safe while they are confusing. 

 
BHS’ signal is 
clearly at night 

time 

BHS’ signal is 
clearly at 
daytime 

Other cyclists 
can understand 

BHS’ signal 
easily 

Other cyclists feel 
more safe when 

use the same road 
with the cyclist 

with BHS 

Other cyclists think 
that BHS can 
reduce bicycle 

accidents 

Fig. 7. The attitude of BHS signal 

5. Opinion and attitude from the cyclists who wear shoes with cleat while using 
BHS are considered are shown in Figure 8. The respondents agree that they can 
control BHS while using cleats.  

 
It is easy to use 

BHS and cleat at 
the same time 

Using BHS and 
cleat at the 

same time can 
reduce cycling 

accident 

The way of 
using BHS 

relate with rider 
with cleat 
behavior 

Cyclist feels safe 
when using BHS 
and cleat while 

riding 

It is proper to use 
BHS and cleat at 

the same time 

Fig. 8. The attitude of BHS design 

We also have some comments from the respondent as follows. Some of the 
opinions suggest that the lightness and size are the important points that the designer 
needs to improve. The designer needs to reduce the shape of the helmet and improve 
the sensitivity of the light signal while turning.  
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Table 1 shows the statistical analysis for two groups of samples. First one is the 
group of cyclists who using the BHS while they are riding. Second is the other 
cyclists who ride the bicycle together with the cyclist who using BHS. We analyse 
each part of the questionnaire and the results show that the averages opinion, attitude 
and compliance between the two groups of are not different.  

Table 1. Testing the opinion, attitude and compliance of the two groups of sample by using  
t-test (Independent Sample Test) 

 F Sig. t df 

Sig. 
(2 

tailed) 
Opinion and 
attitude for 
BHS.  

Equal variances 
assumed 

.000 1.000 .000 28 1.00 

Equal variances not 
assumed 

  .000 28 1.00 

Compliance 
with BHS’ 
design 

Equal variances 
assumed 

.163 .689 .241 28  .812 

Equal variances not 
assumed 

  .241 27.95 .812 

Opinion and 
attitude after 
use BHS. 

Equal variances 
assumed 

.000 1.000 .000 28 1.00 

Equal variances not 
assumed 

  .000 28.00 1.00 

Confident for 
BHS. (other 
cyclists)  

Equal variances 
assumed 

.120 .732 .174 28 .863 

Equal variances not 
assumed 

  .174 27.98 .863 

Attitude for 
using cleats and 
BHS at the 
same time. 

Equal variances 
assumed 

.000 1.000 .000 28 1.00 

Equal variances not 
assumed 

  .000 28.00 1.00 

5 Conclusions 

The questionnaire can tell us about the efficiency of BHS that is designed for help 
reducing accidents to cyclists. Opinions, attitudes and compliance of local cyclists are 
stated. The interesting comments about the material, the sensitivity of signal, the size 
and the brightness of the LED are indicated below:  

 
1. Material: cyclists want to decrease the weight of BHS and also wish to use a 

nice design helmet. 
2. Sensitivity of signal: cyclists want to adjust the sensitivity of signal when 

they want to control device to turning the direction. Because cyclists ride a 
bike in different speed, they want BHS to response all of their styles. 
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Delayed response may cause wrong communication to other riders and 
drivers on the road.  

3. Size of LED: cyclists want to increase the size of the LED to make more 
understandable and increase the visibility to others who drive and ride on the 
same road.    

Although, this project had a small sample, it also measured opinion, attitude and 
compliance for the first step of the design. To improve the effectiveness in the future, 
all responses from the questionnaire will facilitate improvement for the next 
generation BHS. We have some suggestion for the improvement as follows: 

 
1. Design of a gadget has a lot of influence on the cyclist determination to use 

or not use.  
2. Cyclists always ride in the different place with different climate, water 

resistant is important. 
3. Because cyclists always ride at various speed and have different physical, a 

gadget should be adaptable. 
4. Switching and Bluetooth are an alternative way to control the signal light 

while the cyclist’s hand is still on the handlebar. 
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Abstract. A Real Time and Automatic Customer Satisfaction Index is an 
application-based facial expression recognition system which is used to capture a 
person facial expression. The main idea of this system is to capture customer’s 
facial expressions while using a product or services and act as an assessment tool 
to evaluate customer satisfaction with subjective evaluation (questionnaire) to 
understand customer’s facial expressions. Hence, the system will enable product 
or services seller to get customer feedback immediately and it can help product or 
services seller to save time because the ordinary way to get customer feedback 
about a product or services is by doing a survey or interview. 

1 Introduction 

Human communication is a combination of both verbal and nonverbal interactions. 
Through facial expressions, body gestures and other non-verbal cues, a human can 
communicate with others which is especially true in the communications of emotions. 
In fact, studies have shown that a staggering 93% of affective communication takes 
place either non-verbally or paralinguistically (Mehrabian, 1971) through facial 
expressions, gestures, or vocal inflections. Computer systems open up new horizons 
for emotion detection by recognizing and detecting nonverbal cues via automated 
devices. Although these systems are still far from achieving the capacity of human 
perception, they are able to classify and assess user emotions through predetermined 
mathematical models with limited human intervention. The purpose of this project is 
to develop an application-based system known as “A Real Time and Automatic 
Customer Satisfaction Index” that is used to describe customer response while using a 
service or product in a real time using physiological measurement. It is a system that 
is able to recognize a person facial expression like neutral, happy, anger, fear, surprise 
and disgust. 

2 Implementation and Testing 

The proposed idea displays six universal expressions such as neutral, happy, sad, 
anger, disgust and surprise. It has functions of selecting or creating user, capturing 
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photo and creating new expression class. After these three steps, it will be followed 
up by expression recognition. User will be able to abort the process if they intend to 
end it. 

2.1 Design 

As shown in the figure above, user must follow the process correctly in order to 
make sure the system does not abort. First of all, if user trying to access 
expressions recognition, the user will need to create new user then take photos else 
system abort if they pressed ‘esc’ key at this time the system will abort. After that, 
the user will also need to create new expressions class but also if the user pressed 
‘esc’ key at this process, the system will abort. Last but not least, after create new 
expressions class completed, the user can now proceed to choose video format for 
capture and then expressions recognition. Finally, for the existing user part, the 
user will just need to select the previously created expressions file to proceed to 
expressions recognition 

 

 

Fig. 1. Flowchart Diagram of Facial Expression Recognition System 

2.2 Proposed Solution 

K-Star is an instance-based classifier that is the class of a test instance is based upon 
the class of those training instances similar to it, as determined by some similarity 
function. Random Forest is a class for constructing a forest of random trees which 
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Table 1. Average Accuracy Results of K-Star Classifications Algorithm 

Class TP rate FP rate Precision Recall F-measure 

Neutral 0.842 0.158 0.516 0.842 0.64 

Happy 1 0. 1 1 1 

Sad 0.737 0.032 0.824 0.737 0.778 

Anger 0.632 0.084 0.6 0.632 0.615 

Surprise 1 1 1 1 1 

Disgust 0.368 0.011 0.875 0.368 0.519 

Weighted 
Average 

0.763 0.047 0.802 0.763 0.759 

 
The average accuracy results of K-Star Classification Algorithm for happy and 

surprise is the best whereas neutral, sad and anger is slightly accurate. 

Table 2. Average Accuracy Results of Random Forest Classifications Algorithm 

Class TP rate FP rate Precision Recall F-measure 

Neutral 0.474 0.137 0.409 0.474 0.439 

Happy 1 0 1 1 1 

Sad 0.632 0.063 0.667 0.632 0.649 

Anger 0.474 0.105 0.474 0.474 0.474 

Surprise 1 1 1 1 1 

Disgust 0.526 0.074 0.588 0.526 0.556 

Weighted 
Average 

0.684 0.063 0.69 0.684 0.686 

 
The average accuracy results of Random Forest Classification Algorithm for happy 

and surprise is the more accurate compared to neutral, sad, anger and disgust.  

Table 3. Confusion Matrix of K-Star 

Neutral Happy Sad Anger Surprise Disgust 
16 0 2 1 0 0 
0 19 0 0 0 0 
5 0 14 0 0 0 
5 0 1 12 0 1 
0 0 0 0 19 0 
5 0 0 7 0 7 
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Confusion matrix is commonly named contingency table. In this case of K-Star, 
only happy and surprised is accurately classified meanwhile there is few classes that 
is misclassified such as neutral, sad, anger and disgust. 

Table 4. Confusion Matrix of Random Forest 

Neutral Happy Sad Anger Surprise Disgust 
9 0 5 0 0 2 
0 19 0 9 0 0 
6 0 12 1 0 0 
4 0 1 9 0 5 
0 0 0 0 19 0 
3 0 0 0 0 10 

 
For confusion matrix of Random Forest, it is also seen that only happy and 

surprise is accurately classified meanwhile there is few classes that is misclassified 
such as neutral, sad, anger and disgust. 

2.3 Validation 

This section shows the accuracy results of using another dataset (Myunghoon Suk and 
Balakrishnan Prabhakaran, 2014) from another facial expressions recognition system. 
The facial expressions recognition system is based on mobile six different expressions 
which is anger, disgust, fear, happiness, sadness and surprise. The results obtained by 
using the same classifications algorithms, same testing and training methodology 
which are 10-fold cross validation and the same amount of instances in a dataset.   

Table 5. The accuracy results of K-Star classifications algorithm 

Class TP rate FP rate Precision Recall F-measure 

Anger 0.737 0.084 0.636 0.737 0.683 

Disgust 0.789 0 1 0.789 0.882 

Fear 0.737 0.021 0.875 0.737 0.8 

Happiness 0.789 0 1 0.789 0.882 

Sadness 0.579 0.126 0.478 0.579 0.524 

Surprise 0.579 0.126 0.478 0.579 0.524 

Weighted 
Average 

0.702 0.06 0.745 0.702 0.716 
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Table 6. The accuracy results of Random Forest classifications algorithm 

Class TP rate FP rate Precision Recall F-measure 

Anger 0.737 0.032 0.824 0.737 0.778 

Disgust 0.789 0.042 0.789 0.789 0.789 

Fear 0.737 0.042 0.778 0.737 0.757 

Happiness 0.842 0 1 0.842 0.914 

Sadness 0.526 0.063 0.625 0.526 0.571 

Surprise 0.789 0.137 0.536 0.789 0.638 

Weighted 
Average 

0.737 0.053 0.759 0.737 0.741 

Table 7. Confusion Matrix of Random-Forest 

Anger Disgust Fear Happiness Sadness Surprise 

14 0 1 0 3 1 
0 15 1 0 1 2 
1 1 14 0 0 3 
0 0 1 16 0 2 
1 2 1 0 10 5 
1 1  0 2 15 

Table 8. Confusion Matrix of K-Star 

Anger Disgust Fear Happiness Sadness Surprise 
14 0 0 0 4 1 
0 15 0 0 2 2 
0 0 14 0 2 3 
1 0 2 15 0 1 
3 0 0 0 11 5 
4 0 0 0 4 15 

 
As compared with Table 2.1 and Table 2.2 weighted average, our system algorithm 

Active Shape Model perform more or less equal to Cohn-Kanada (CK+) database ((P. 
Lucey, et al., 2010) system. Furthermore, another reason their system perform 
equalize because their uses Active Shape Model and Active Shape Model with Stasm 
(STASM) (S. Milborrow and F. Nicolls, 2008) which our system used Active Shape 
Model and Haar Features (Lili Lin, Xiangbiao Li & Wenhui Zhou, 2012).  
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2.4 Evaluation 

Table 9. Evaluation of System 

Description Input Output Test 

Select/Create 
new user 
window 

Select user 
 
 
Create new user 

Expressions class file 
window 
 
Enter name 

Successful 
 
 
Successful 

Expressions 
class file 
window 

Select existing 
expression class file 
Create new 
expressions class file 
 

Start recognition 
 
 
Information required window

Successful 
 
 
Successful 

Create new 
expressions 
file window 

Enter filename, 
number of 
expressions, number 
of samples per 
expressions, 
expressions name 

Start recognition Successful 

Create new 
user window 

Enter name Take photos window Successful 

Take photos 
window 

One photo 
Two photos 
 
Two or more photos 
 

Error 
Create new expressions file 
window 
Create new expressions file 
window 

Successful 
Successful 
 
Successful 

3 Conclusion 

Facial expressions recognition system is a system that allows users to capture or 
recognize a person facial expression. The main idea of this system is to capture 
customer’s facial expressions while using a product or services. When the time the 
customer’s expressions is captured at the same time the expressions percentage is also 
saved in a text file which consists of percentage of expressions of every seconds. 
Furthermore, a video are also recorded to AVI format video file when ‘esc’ key is 
pressed. The purpose of the text file and video file is used for analysis afterwards. In 
addition, a questionnaire is also used to understand customer’s facial expressions. 

The main reason of product seller to choose to use the system is because the 
product seller doesn’t have to do survey/interviews to get customer feedback of the 
product and the process itself is time consuming. With this system, it can save a lot of 
time and that time can be used for other important things. 
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Last but not least, there are several limitations on this system such as the 
recognition or recording process is delaying/slow because when there are more things 
run on the camera, the more delay it is. The camera itself can run 30 frames per 
seconds, but after coding and things displayed on the camera, it left only few frame 
per seconds. Furthermore, when come to expressions recognition, the results may be 
vary due to some external reasons such as wearing a spectacle, with beards. In 
addition, the lighting condition while recognition is also an important issue because 
the results may become vary when recognizing in a dark lighting condition and when 
in a darker lighting condition the recognition process will become delay/slow. Lastly, 
another limitation of the system is the recognition accuracy is not stable and low 
sometimes. 

3.1 Future Enhancement  

In the future, in collaborations with other parties, an automatic process of recognition 
may be achieved with aid further study and research. Besides, security level need to 
be increase and more functions or ability need to be add on to make the system more 
useable. Last but not least, another enhancement would be the existing camera that 
can be replace to a better quality camera that is able to run 60 frames per seconds in 
order to solve the delay of the screen. Lastly, improvement on the accuracy of the 
recognition rate by at least thirty percent or even higher so that the system will be 
more valuable. 
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Abstract. Designed and presented in this paper is Indoor Air Quality 
Assessment using fuzzy logic technology. Triangular membership functions for 
classified Air and Gaseous parametric categories are to be constructed in 
Matlab Fuzzy Logic Toolbox using ASHRAE, EPA and WHO standards. Air 
parameters include Temperature (T) and Relative Humidity (RH) while 
Gaseous parameters include Carbon Monoxide (CO) and Carbon Dioxide 
(CO2). The parameters are to be classified as Very Good (VG), Good (G), Fair 
(F), Poor (P) and Very Poor (VP). The Sugeno-style of inference systems is 
utilized in this proposed to describe the fuzziness of assessing indoor air 
quality. There were 131 fuzzy rules formulated. The output parameter is 
classified as Highly Acceptable (HA), Acceptable (A), Just Acceptable (JA), 
Not Acceptable (NA), and Highly Not Acceptable (HNA). The fuzzy-based 
system is simulated and the results were further verified using the weighted 
means of 90 generated data samples. 

Keywords: Indoor air quality, fuzzy logic, ASHRAE, Matlab toolbox. 

1 Introduction 

According to (Chih-Hung et al., 2014), in day time, most of us stay indoors for about 
80% to 90%. Americans spend 90% of their time indoors according to Centers for 
Disease Control and Prevention (CDC) [2]. On the average, office workers stayed 40 
hours per week in office buildings according to OSHA 3430-04 in 2011. Considering 
that we stayed indoors most of the time, we should be health conscious and it is a 
must for all of us to consider long-term health. Thus, research on indoor air quality 
assessment is deemed important and must be given emphasis. Indoor Air Quality 
(IAQ) must be assessed, as it affects the quality and efficiency of man’s work. 
Experts believed as well that more people suffer from the effects of indoor air 
pollution than from the effects of outdoor air pollution. According to U.S. Department 
of Labor, a major concern to business, school, building and worker is IAQ, as it 
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impacts the health, comfort, well-being, and productivity of the building occupants. 
Occupational Safety and Health Administration (OSHA) recognizes the need of 
addressing poor IAQ concerns.  Because of energy conservation measures provided 
for buildings, health effects related to IAQ have increased. The use of Heating, 
Ventilation, and Air Conditioning (HVAC) (HVAC) systems had increased indoor 
pollutants concentrations (Wei Cai et al.,  2010). Because of this, many research 
enthusiasts paid attention to IAQ studies. In different countries, indoor environment 
studies were conducted, which focuses on office or residential buildings (Wei Cai et 
al., 2010). A new trend in modern architecture is intelligent building. Key features of 
this intelligent building include intelligent systems and environmental monitoring. 
One of the most important factors, which influence the performance of intelligent 
building, is environmental monitoring (Wang-Kun Chen, 2013).  The most critical 
and difficult part in intelligent systems for controlling indoor environment lie not only 
on environmental standards, but primarily in the feelings and perceptions of people. 
Therefore, IAQ must consider the uncertainty and ambiguity derived from individual 
preferences (Wang-Kun Chen, 2013). 

For a fact, Proportional Integral Derivatives (PIDs) could provide reasonable 
solutions for this research proposed. However, the use of PIDs could bring 
inconvenience in controlling the uncertainty of the dynamics of HVAC systems. This 
could be characterized easily using linguistic fuzzy rules. Fuzzy Logic Controllers 
(FLCs) appear as a viable alternative solution to traditional controllers, since it do not 
require mathematical model and FLCs are prepared to handle different criteria for 
dynamics of HVAC system according to the knowledge of a human expert (Solana, 
2013). In this study, the proponent will use the concepts and principles of fuzzy logic 
in the simulation of identified air and gaseous parameters for the assessment of indoor 
air quality. The factors to be considered for classifying indoor air quality include the 
temperature and relative humidity for air parameters, and carbon monoxide and 
carbon dioxide for gaseous parameters respectively. The parameters will be 
categorized as Very Good, Good, Fair, Poor and Very Poor. The indoor air quality is 
being classified on the basis of its acceptation. Specifically, the output can be 
classified as Highly Acceptable, Acceptable, Just Acceptable, Not Acceptable, and 
Highly Not Acceptable. The proponent preferred to use the Sugeno-style of fuzzy 
inference system. In this study, the simplest type of membership function, which is 
the triangular membership function, will be used for its input and output parameter 
constructions. The proponent would verify the results using Matlab Fuzzy Logic 
Toolbox. This study will be simulated purely mathematical. This study excludes the 
use of sensors for data log, feedback and control mechanism, quality control and 
information management. 

2 Methodology 

As shown in Figure 1, air and gaseous input parameters are sampled and normalized. 
The normalized data inputs are to be fuzzified by the predefined input fuzzy sets.  
The fuzzified data will be triggered by the formulated fuzzy rule table. 
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Fig. 1. Configuration of FLC-based indoor air quality assessment 

Finally, the inferred data will be defuzzified to give crisp outputs of 1-Highly Not 
Acceptable, 2-Not Acceptable, 3-Jut Acceptable, 4-Acceptable and 5-Highly 
Acceptable. This assesses the IAQ, which later on can be improved in meeting IAQ 
standards and regulations. In this research, the proponent makes use of experimental 
study. In order for the proponent to effectively construct the membership function for 
input and output parameters, different standards and guidelines were used. The 
tolerance and specification limits set and maintained by ASHRAE, Environmental 
Protection Agency (EPA) and World Health Organization (WHO) were used for this 
process. Based on these international standards, the proponent identified the minimum 
and maximum possible range. The proponent generated 90 data for air and gaseous 
parameters using Excel VBA macro program. The specification limits and the 
generated data were used for categorizing the input parameters into "very good", 
"good", "fair", "poor" and "very poor". The membership functions for temperature, 
relative humidity, carbon monoxide and carbon dioxide were then constructed.  Since 
the proponent makes use of Sugeno style of fuzzy inference system, it will only need 
him to set constants for linguistic class. The output parameter constants used are: 1 for 
Highly Not Acceptable (HNA), 2 for Not Acceptable (NA), 3 for Just Acceptable 
(JA), 4 for Acceptable (A), and 5 for Highly Acceptable (HA).  The challenging part 
of fuzzy logic is forming its fuzzy rule. In building Fuzzy Associative Memory 
(FAM) matrix, perception of qualified experts about the linguistic description of 
indoor air quality was obtained. Also, the proponent had used the tolerance limits set 
by international standards. For simplicity of the ruling, the proponent assumed that all 
parameters are equal in terms of criticality. The method used for such data 
qualification and treatment is averaging technique and trial and error method. The 
proponent will make use of Matlab Fuzzy Logic Toolbox for simulation purposes. 

The hierarchical structure for indoor air quality assessment includes two major 
blocks. First two blocks will be classified as very good, good, fair, poor and very 
poor. The last hierarchical level (indoor air quality assessment) classifies the indoor 
air quality as highly not acceptable, not acceptable, just acceptable, acceptable and 
highly acceptable. Listed below are sample rules used in this proposed for different 
hierarchical levels of structure:  If Temperature is <very good> and Relative Humidity 
is <very good>; Level 1: Then air parameters block is classified as <very good> If 
Carbon Monoxide is <very good> and Carbon Dioxide is <very good>; Level 2: Then 
gaseous parameters block is classified as <very good> If Air Parameters block is 
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<very good> and Gaseous Parameters block is <very good>; Level 3: Then the last 
hierarchical level for Indoor Air Quality Assessment is classified as < Highly 
Acceptable HA>. 

3 Membership Function Construction 

In constructing the membership functions for the identified critical input parameters, 
the proponent makes use of the definition and description of air and gaseous quality 
parameter specifications used and adopted by AHSRAE stipulated in Indoor Air 
Quality Handbook (TSI Incorporated, 2013). Considering that OSHA does not have a 
general IAQ standard, as it provides only guidelines in addressing the most common 
workplace complaints about IAQ, the proponent preferred to use other notable 
standards. In this study, the proponent will make use of ASHRAE standard 
specifically the addendum to Thermal Environmental Conditions for Human 
Occupancy (stipulated in the Indoor Air Quality handbook standards and guidelines), 
EPA and WHO. Specifically, ASHRAE Standard 55-2010 and ISO 7730 will be used 
for T and RH parameters. ASHRAE Standard 62.1-2010 will be used for CO2. On the 
other hand, for CO, EPA, ASHRAE and WHO standards will be used for 8 hr. TWA 
measure. By these standards, the proponent will build its FAM matrix and it will be 
verified using the generated 90 samples. These data samples will be clustered into 
three (3) shifts, as the proponent considers three measures. These measurements 
include data collection for shift A (6:00am to 2:00pm), shift B (2:00pm to 10:00pm) 
and shift C (10:00pm to 6:00am). The proponent will compute for the weighted mean 
of three shifts on a daily basis. For simulation purposes, the computed 30 weighted 
means will be plugged into the fuzzy system. In giving finer results, the proponent 
will use trial and error method. 

4 Design Considerations 

The indoor air quality system requires four (4) inputs from the user/operator. Air 
parameters include Temperature, which is measured in ˚C and Relative Humidity in 
terms of %. Gaseous parameters block comprised of Carbon Monoxide and Carbon 
Dioxide. Both parameters are measured in ppm unit. Considering that these parameters 
have different range of values, the inputs of the user will have to be normalized in fitting 
to its fuzzy scale of 0 to 1. The normalized inputs will be fuzzified. Using FAM 
matrices, the rules trigger the output and it will be defuzzified using centroid of area for 
Sugeno style of inference system. The obtained crisp output will be used for linguistic 
classification in determining the acceptation of indoor air quality. 

4.1 Fuzzy Associative Memory (FAM) Matrices for Indoor Air Quality 
Assessment 

The FAM matric for air parameters block requires two inputs and classified into nine 
linguistic classes: VG - Very Good (8.5 to 9.5), G1 - Good1 (7.5 to 8.5), G2 - Good2 (6.5 
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to 7.5), F1 – Fair1 (5.5 to 6.5), F2 - Fair2 (4.5 to 5.5), P1 - Poor1 (3.5 to 4.5), P2 - Poor2 
(2.5 to 3.5), VP1 - Very Poor1 (1.5 to 2.5) and VP2 - Very Poor2 (0.5 to 1.5). Gaseous 
parameters block, on the other hand, requires two inputs and classified into five linguistic 
classes: VG - Very Good (4.5 to 5.5), G - Good (3.5 to 4.5), F - Fair (2.5 to 3.5), P - Poor 
(1.5 to 2.5) and VP - Very Poor (0.5 to 1.5). Finally, Indoor air quality block requires two 
inputs and classified into five linguistic classes: HA - Highly Acceptable (4.5 to 5.5), A - 
Acceptable (3.5 to 4.5), JA - Just Acceptable (2.5 to 3.5), NA - Not Acceptable (1.5 to 
2.5) and HNA - Highly Not Acceptable (0.5 to 1.5). 

Considering that there were two input values and nine classifications for air 
parameters and two input values and five classifications for gaseous parameters, a 
total of 81 fuzzy rules were formulated for air parameters and 25 fuzzy rules were 
formulated for air parameters. For the final block, input parameters include the 
classified blocks of air parameters and gaseous parameters. There were two inputs and 
five classifications, which would give 25 fuzzy rule bases. Combining the three levels 
of assessment, a total of 131 fuzzy rules were formulated. This rule base formation is 
more efficient compared to 625 rules, which could be generated when we processed 
simultaneously the four input parameters and classify them into five distinctions. The 
linguistic variables were converted into its corresponding numerical values. The 
defuzzified output is interpreted in linguistic class for indoor air quality assessment. 

4.2 FIS of Air Parameters 

 
Based from ASHRAE standard 55-2010 and ISO 7730, we knew that the best 
temperature at summer is ranging from 23 to 28 ˚C and the best temperature at 
winter is ranging from 20 to 25.5˚C. Temperature block defined nine 
membership functions as shown in Figure 2.  
 

 
       
          Fig. 2. Temperature (input)            Fig. 3. Relative Humidity (input) 
 

*(T-VG): concentration range of T block is 23 to 25 ˚C. *(T-G): concentration 
range of T block is 22 to 24 ˚C for T-G1 and 24 to 26 ˚C for T-G2.  *(T-F): 
concentration range of T block is 20 to 22 ˚C for T-F1 and 26 to 28 ˚C for T-F2.  *(T-
P): concentration range of T block is 10 to 20 ˚C for T-P1 and 28 to 34 ˚C for T-P2.  
*(T-VP): concentration range of T block is 0 to 10 ˚C for T-VP1; 34 to 40 ˚C for T-
VP2. 

Based from ASHRAE standard 55-2010 and ISO 7730, we knew that the best 
relative humidity ranges from 30 to 65 %. Relative Humidity block defined nine 
membership functions as shown in Figure 3.  
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*(RH-VG): concentration range of RH block is 44 to 52 %. *(RH-G): concentration 
range of RH block is 40 to 48 % for RH-G1 and 48 to 56 % for RH-G2.  *(RH-F): 
concentration range of RH block is 30 to 40 % for RH-F1 and 52 to 60 % for RH-F2. 
*(RH-P): concentration range of RH block is 20 to 30% for RH-P1 and 60 to 80% for 
RH-P2. *(RH-VP): concentration range of RH block is 0 to 20 % for RH-VP1 and 80 
to 100 % for RH-VP2. 

4.3 FIS of Gaseous Parameters 

Based from ASHRAE, WHO and EPA standards, we knew that the standard value of 
concentration of CO is 9 ppm for 8 hr. TWA; therefore any value below 9 ppm is 
normal and values higher than 9 ppm is considered to be Out-of-Control (OOC) or 
Out-of-Specifications (OOS). Carbon Monoxide block defined five membership 
functions as shown in Figure 4.  
 

 
 

          Fig. 4. Carbon Monoxide (input)                       Fig. 5. Carbon Dioxide (input) 
 

*(CO-VG): concentration range of CO block is 0 to 3 ppm. *(CO-G): concentration 
range of CO block is 3 to 6 ppm. *(CO-F): concentration range of CO block is 6 to 9 
ppm. *(CO-P): concentration range of CO block is 9 to 18 ppm. *(CO-VP): 
concentration range of CO block is 18 to 30 ppm. 

Based from ASHRAE standard 62.1-2010, we knew that the standard value of the 
concentration of CO2 is 700 ppm; therefore any value below 700 ppm is normal and 
values higher than 700 ppm is considered to be OOC or OOS. Carbon Dioxide block 
defined five membership functions as shown in Figure 5.  

 *(CO2-VG): concentration range of CO2 block is 0 to 300 ppm. *(CO2-G): 
concentration range of CO2 block is 300 to 500 ppm. *(CO2-F): concentration range 
of CO2 block is 500 to 700 ppm. *(CO2-P): concentration range of CO2 block is 700 
to 2000 ppm. *(CO2-VP): concentration range of CO2 block is 2000 to 4000 ppm. 

5 Experiments and Analysis of Results 

In simulating the FLC-based indoor air quality assessment system, the 
proponent conducted several tests for different values of input ranges on the 
basis of generated samples. For each parameter, 90 data were generated for 
tests 1 to 3 using Excel VBA macro program. The proponent computed for the 
weighted average of the generated data and the crisp outputs for each FIS 
were obtained as shown in Table 1. 
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Table 1. Simulation of FLC-based IAQ 
assessment based on data generation 

Table 2. Simulation of FLC-based IAQ 
assessment for possible crisp output values 

 
 

To further verify the accuracy of the formulated rules, the proponent conducted 
and intentional 10 trials as shown in Table 2 to accommodate possible crisp outputs of 
Highly Acceptable (HA), Acceptable (A), Just Acceptable (JA), Not Acceptable (NA) 
and Highly Not Acceptable (HNA) and it was verified that the fuzzy based system is 
working properly in accordance to programmer-defined rules. 

6 Conclusion 

In this paper, the proponent makes use of fuzzy logic in classifying indoor air quality. 
The paper presents a technique employing fuzzy logic for automatic classifying of 
indoor air quality system. It presents a cheaper approach to the classification of indoor 
air quality, which will also apply most likely to the classification of any other related 
applications. There were three FIS created: Air parameters, Gaseous parameters and 
Indoor Air Quality assessments. There were four input fuzzy sets and these were 
normalized and fuzzified using Sugeno-style of FIS. There were 131 fuzzy rules 
established. The basis for the construction of the membership function were the 
identified experts and standards set and maintained by ASHRAE standard 55-2010, 
ASHRAE standard 62.1-2010, EPA and WHO. The FLC-based indoor air quality 
assessment was simulated using Matlab Fuzzy Logic Toolbox and the data being 
generated using Excel VBA macro program. The results obtained can be used for 
possible improvement of indoor air quality in meeting global standards. 
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Abstract. With the wide spread popularity of internet in the field of 
entertainment industry, online games emerged as one of the biggest sources of 
entertainment. Many players all over the globe play online and compete against 
each other. But unfortunately not all players playing online games are honest. 
Some players use unfair means to have advantage over the others, the use of bot 
is the one among them. In this paper we will purpose a new Artificial Intelligent 
System which makes use of both hardware and software to identify the bots and 
to stop them from playing the game. Later in the paper we discussed how this 
technique is better than the existing techniques and what more should be done 
in order to stop bots from playing online games. 

Keywords: Bots, AIS, Gold farming 

1 Introduction 

Video games had been a big source of entertainment from the past few decades. With 
the wide spread popularity of internet to every household around the globe, it played a 
massive role in the entertainment industry. Internet joined people from all over the 
world to play games across the globe and compete against one another. Today billions 
of players from all over the globe enjoy playing online games of their choice. The 
earlier source of entertainment is now also an opportunity of making money. In order 
to buy these products online the players used to play the online games for a long time 
which increased the popularity of the game. For some people who were seeking this 
as an opportunity made it as their business. They employed people to play online 
games for them and make more and more game currency, commonly called gold 
farming and with this currency they buy products online and sell these products at 
cheaper rate to the other players in exchange of real money. In 2009, game played on 
social network such as Facebook, games that primarily derive revenue from the sale 
of virtual goods, brought in 1 billion USD, and increased to 1.6 billion in 2010. 
Worldwide, 7.3 billion USD was made from virtual goods that same year [1]. 
Blizzard Entertainment`s World of Warcraft (WoW)- surpassed 11.5 million 
subscribers in December 2008, making in an estimated US $150 million subscription 
fee per month [2].  
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Unfortunately, not everyone plays the game fairly, and this has caused nuisance 
and irritation to many honest players in the community. As a result many have either 
stopped playing or turned into cheaters themselves [3], and in turn have hindered the 
growth of the industry. Use of bots is one among many unfair way to cheat. The word 
“Bot” is derived from last three words of “Robot”. A robot is the machine which 
reduces human effort by doing work on behalf of human. Similarly a “bot” is an 
artificially intelligent program that controls the player playing online game. It reads 
the game environment from the memory map of the game and then based on the 
analysis of the environment it takes the action accordingly.  

The use of bots causes a huge loss to the gaming companies. The player who uses 
bot can run the program for a long time which human player cannot. Hence the player 
using the bot can buy all the expensive items in the game. With more players using 
bots to buy the expensive goods in the game, the price of that item increases as a 
result of which the honest player playing the game loses the interest in the game. As a 
result of this they switch to some other game and hence the popularity of the game is 
affected. 

2 Related Work 

The existing techniques mostly focus on the use of software methods. Some of the 
important approaches are discussed as follow: 

Human Interactive Proofs (HIP) [4] increasingly present in nowadays computer 
systems. The idea behind the concept is to make a certain system able to identify 
whether it is dealing with a human being or an automatic computational procedure, or 
bot. A CAPTCHA, Completely Automatic Public Turing test to tell Computers and 
Humans Apart, is a class of HIPs whose purpose is to distinguish humans from 
computers. CAPTCHAs have the attractive property that they do not have to be as 
computationally intractable as traditional cryptographic problems if an adversary can 
hire a human to take the test more cheaply than it would cost to break the test 
computationally, the test is secure enough. CAPTCHAs have the attractive property 
that they do not have to be as computationally intractable as traditional cryptographic 
problems if an adversary can hire a human to take the test more cheaply than it would 
cost to break the test computationally, the test is secure enough [5]. 

 

Fig. 1. CAPTCHA 

In Human Observation Proofs (HOPs) [6] we differentiate bots from humans from 
their behaviour. HOPs differentiate bots from human players by passively monitoring 
input actions that are difficult for current bots to perform in a human-like manner. 
While playing the game humans are more adventitious and they tend to explore the 
environment in the game. In case of bots they read the memory map of the game and 
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hence they act accordingly. HOPs provide continuous monitoring throughout a 
session and they are non-interactive, i.e., no test is presented to a player, making 
HOPs completely non-obtrusive [7]. Basically bots are detected by HOP ether at 
server end by analysing the set of inputs received and checking behaviour of the 
player, or by polling done by players playing the game by which the players playing 
the game. Some of the HOPs are illustrated in fig below: 

 

 

Fig. 2. Human Observation Proofs 

 
Fig. 3. Shows How bots are injected in .dll files of game client 
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3 Methodology 

In the existing approaches so far, the researchers mostly made use of software 
methods to stop bots from playing online games. In the study we made so far, we 
found that only software methods are not that efficient to stop bots from playing 
online games while the hardware methods used so far are efficient but expensive and 
difficult to implement. Some of the hardware methods also need modification in 
gaming hardware devices which is not feasible for present games. In our purposed 
artificially intelligent system we made use of both hardware and software devices to 
stop bots from playing online games. In this approach we used webcam as a hardware 
device, which is commonly used device these days. While Artificial Intelligent 
System will analyze the input and separate bots from humans.  

When the user starts the game, the .dll file scanner will start scanning all the .dll 
files received from the user while loading the game into the server. This test is 
performed because sometimes the programmer hook a .exe inside a .dll file which will 
automatically takes the input from the linked file and takes action accordingly. The 
.dll file scanner will scan all files that are being loaded into the system and compare 
those with existing files and block any attachments or links that are found in file. At 
the same time the Face Reorganisation System (FRS) will check if the person playing 
the game is really sitting in front of  computer or not. The input from the user will 
only be taken if the system will recognise human face in the cam while playing the 
game else the input will stop. 

Once the input is taken from the user, on next step we introduced an Artificial 
Intelligent System, the function of this system is to block if there is still any bot which 
is found in the system. For doing so we will take parameters like character behaviour, 
sequence of keys pressed, time of target and idle time of player.  

Character behaviour: Although the bots acts on the behalf of humans but yet but 
even the best bots shows different behaviour. This difference in behaviour separates 
bots from the humans. We can study this behaviour of bots at server side and further 
we can train an AIS system which can recognize this odd behaviour and when the 
server will recognize same odd behaviour from the user, our AIS will recognize this 
odd behaviour and block the user. 

Sequence of Keys: When the user play a game online, the actions of the character is 
controlled by user by pressing the keys. This key sequence is received at the server 
side and the player moves accordingly. In case of human players this sequence keeps 
on changing. While in case of bots this sequence repeat after certain interval. For this 
we will train our AIS in such a way that it will keep check on the sequence of keys it 
receive, it will record this sequence and compare this with the new sequence received. 
In case of bots the sequence received will be same while in case of human this 
sequence will change every time.  

Time of Target: Some bot users use Aimbot which is an artificially aiming bot to aim 
at enemies while some bots detects the enemies from the memory map of the game. 
To stop them our artificial intelligent system will be trained in such a way that it will 
record the time taken to shoot the enemy. Our system will trace the time taken to 
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shoot the enemy and our system will calculate the average time taken to kill the 
enemies. If the average time taken to kill the enemies is too small as compared to rest 
then our AIS will analyze that the player is using Aimbot and it will block the user 
from playing ahead. 

Idle Time of player: It is the time interval for which the player will remain inactive 
during the course of game play. Human players are adventurous and like to explore 
environment so they are continuously active in the game while the bots have the 
tendency to wait for the enemy and shoot. Hence bots can remain inactive for a long 
time while the humans can`t. The bots could be differentiated from humans in case 
they very long inactive time. Our AIS will calculate this idle time and will block all 
users who remain idle for a long time. 

Based on the above scenarios our AIS will block all those users who will try to 
seek unfair advantage in the game through the use of bots. 

 

4 Benefits 

The so far existing approaches are mostly software based. But from our study we 
found that use of software`s alone is not enough to stop bots from playing online 
games. So we designed an algorithm that made use of both hardware and software 
system to stop bots from playing online games. We used camera to make sure if the 
player playing the game is actually in front or not. The AIS we used ahead makes sure 
that the input received is from human only and not from a program. The use of both 
camera and AIS makes our system much more secured and safe, and will reduce the 
attack from bots up to a great extinct. 

5 Conclusion 

In this paper we discussed about various existing approaches that were used to stop 
bots from playing online games. Since these approaches were mostly software 
dependent so they were not able to stop bots completely from playing online games. 
In our approach we made use of both hardware and software in order to stop the bots 
from playing online games. The use of both camera and AIS makes our system much 
more secured and safe, and will reduce the attack from bots up to a great extinct. But 
still our technique is a little complex and expensive, moreover this technique will be 
tough to apply on existing games.  
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Abstract. A lane detection method is presented based on original omni-
directional images. The parameterized representation of curves in panoramic 
images is provided by analyzing the projection model of omni-directional 
multi-camera system. Those lines of lane markings in image can be described 
by the parameter of lane markings in world coordinate system. The results of 
line fitting into world coordinate system are directly used to fit lane model for 
both parallel lane and non-parallel lanes. The performance of feature extractor 
and effectiveness of proposed lane detection method is verified on real world 
data. 

Keywords: Intelligent vehicle, lane detection, Omni-directional image, 
projection model, non-parallel lane, curve fitting. 

1 Introduction 

Lane detection is an important part of intelligent vehicles. Lanes provide vital 
information of road and enhance ego-vehicle's localization capability [1].There are 
plentiful vision-based lane detection methods reported in recent works like [2] and 
[3]. However, most of the exiting works use the conventional cameras that have a 
relative small field of view comparing the omni-directional camera. In this paper, a 
lane detection method is proposed based on omni-directional multi-camera system, 
which can acquire information from more than 80% of the full 360 degree sphere. 

According to the projection model of omni-directional camera, either straight lines 
or curves on the road plane are projected as complex curves in panoramic image. 
Because of the panoramic image with distort, the previous feature extraction methods 
and lane model fitting methods, which perform efficient on conventional camera 
images, are not stable. 

There are also some methods for lane detection using omni-directional camera [4, 
5, 6, 7]. Those methods operate on bird's-eye view images, which are transformed for 
the original panoramic images with the knowledge of the camera's intrinsic and 
extrinsic parameters. In the bird's-eye images, the width of lane markings and lane  
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are approximately constant. It is an advantageous property that facilitates feature  
extraction and lane model fitting. But the transformation is associated with 
computational cost and loss of information. In this paper, our algorithm operates on 
original panoramic images. A new feature extractor is proposed mainly based on the 
photometric features of lane markings. 

With the feature maps, the most important question is to fit the curves in 
panoramic image. Many algorithms for extracting curves from panoramic images are 
shown [8, 9, 10]. The results of curves fitting of those methods are the parameters of 
curves in panoramic images or three-dimensional spherical coordinate system. With 
the intelligent vehicle application, the acquired curves need to be transformed to 
world coordinate system for lane model fitting. In this paper, analyzing the projection 
model of omni-directional multi-camera system, the curves are described by the 
parameter of line in world coordinate. The parameter of curves can be calculated 
using two points of curves and used to fit lane model directly. 

The paper is organized as follows. We introduce the projection mode of omni-
directional multi-camera system and give the parameterized representation of curves 
in panoramic image in section 2. In the section 3, lane detection algorithm based on 
panoramic images is proposed. We provide experimental results of feature extraction 
and lane detection on real world data in the section 4. Eventually, we conclude this 
paper in section 5. 

2 Lines in Panoramic Image 

Our Ladybug3 camera is composed of six synchronized cameras (five in horizontal 
ring and one on top), which is 1624×1232 pixels. Six raw images are mapped onto a 
sphere of fixed radius and acquired the three-dimensional mapping coordinates to the 
sphere. The three-dimensional spherical coordinate system of camera, the spherical 
coordinate of panoramic image, and the image axis are shown in Fig. 1. There are 
several projection methods for transforming the image on sphere to the two-
dimensional image: radial projection, cylindrical projection, dome projection and 
cubic projection. Radial projection is one of the most popular projection methods, and 
the output image is easy to use. The panoramic images from radial projection model 
are usually two-dimensional so that it can be displayed and processed easily. 

The panoramic images have two spherical θ  coordinate for horizontal, and ϕ  for 
vertical. The projection equation is following: 

 
2 2 2

atan 2( , )

arccos( )

Y X

Z

X Y Z

θ

ϕ

=⎧
⎪
⎨ =⎪ + +⎩

                 (1) 

where ( , , )X Y Z  is a point in the spherical coordinate system. ( , )θ ϕ are the spherical 
coordinate of panoramic image as shown in Fig. 1.  The range of value of θ is 
[ , ]π π− and the range of value of ϕ is [0, ]π .  
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Fig. 1. Definition of coordinate system. (a) Three-dimensional spherical coordinate system; (b) 
Bird's-eye view of spherical coordinate system; (c) Spherical coordinate of panoramic image 
and the image axis 

The image axes ( , )u v to spherical coordinates ( , )θ ϕ of panoramic image are 
defined respectively as following: 
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where nCols nRows×  is the size of the panoramic images. Rearranging the equation 
(1) and (2), we get the projective relation between the point ( , , )X Y Z  in the spherical 
coordinate system and ( , )u v  in image coordinate system: 
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Z

X Y Zv nRows

π
π

π

−⎧ =⎪
⎪
⎨
⎪ + +⎪ =
⎩

i

i

 (3) 

Line in the camera coordinate frame can be represented as: 

 1 1 1

2 1 2 1 2 1

X X Y Y Z Z

X X Y Y Z Z

− − −= =
− − −

 (4) 

where 1 1 1( , , )X Y Z and 2 2 2( , , )X Y Z are two points on the line. The line segment of lane 

markings or boundaries of lane are on road plane. The parameter Z of those line 



730 C. Li, B. Dai, and T. Wu 

 

segments is a constant, which is determined by the height of camera. The line 
segments on road plane can be simplified as: 

 
0

Y aX b

Z Z

= +
= −

 (5) 

where ( , )a b  are the parameters of line and 0Z  is the height of camera system. The 

straight lines on road plane are projected in panoramic image as following: 

 

2

2 2 2
0 0

22 2 2 2

( ) ( ) 1
2 1 1 1 1 2tan cos

b ab b Z Z
u a a a a va

nCols nRows

π π

⎛ ⎞
⎜ ⎟− − −⎛ ⎞⎜ ⎟+ + + =⎜ ⎟+ + + +⎛ ⎞⎜ ⎟ ⎝ ⎠ ⎛ ⎞⎛ ⎞+ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠

i  (6) 

From above equations, the curves in image coordinate system can be represented by 
the parameters of straight line in camera coordinate system. 

3 Multi-lane Detection Algorithms 

In this section, we detail the lane detection method based on original panoramic 
images. Firstly, the features of lane markings are extracted using a novel extractor 
from original panoramic images. With the feature map, the parameters of line 
segments of lane markings or lane boundaries are then calculated by two points on the 
lines. Lastly, non-parallel and parallel lanes are fitted in uniform lane model. 

3.1 Feature Extraction in Panoramic Image 

In radial projection model, the pixels of top and bottom image are stretched out. The 
straight lines and curves of lane markings are stretched as curves in panoramic 
images. Therefore, most of lane markings feature extractors introduced in [11], which 
perform efficient on conventional camera images, are disable. 

A feature extractor is designed for panoramic images in this paper. For each pixel 
( , )x y  in the panoramic image, horizontal and vertical intensity averages are 
computed as follow: 

 
4

4

1
( , ) ( , )

8 1

h M

h M

y y S

horizonal h
y y SM

I x y I x y
S

= +

= −

=
+ ∑  (7) 

 
4

4

1
( , ) ( , )

8 1

v M

v M

x x S
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x x SM

I x y I x y
S

= +

= −

=
+ ∑  (8) 

where SM  implies the maximal width of lane markings, which is an approximate 

linear function of the vertical image coordinate. Given the threshold T , if the intensity 
of pixel ( , )I x y  is higher than either ( , )horizonalT I x y+ or ( , )verticalT I x y+ , the pixel is 
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selected as candidate lane markings feature. Then the set of connected pixels wider 
than the minimal width of lane markings mS  are considered as lane markings. 

3.2 Curve Fitting 

According to the equation (6), each curve ( 1,2,..., )ic i n=  in panoramic images space 

can be represented by the parameter ia  and ib , which are the parameters of straight 

line in camera coordinate system. The parameters of each curve segments in image 
space can be calculated using two points on this curve. Let 1 1 1( , )P u v=  and  

2 2 2( , )P u v=  be the two points of curve. Four pairs of ia  and ib  can be calculated 

with points  1P  and 2P  according to equation (6), but only one pair of parameter is 

real truth. In order to determine the truth of parameter of curve, four virtual curves in 
panoramic image are generated using the four pair of parameters. Those virtual curves 
are then compared with real curve and the real truth can be determined. 

Another important thing worth mentioning is the accuracy of parameter ia  and ib  

of curve ic depends on the location of 1P  and 2P .  As shown in Fig. 2 that the color 

curves are calculated using corresponding color endpoints respectively. The red and 
blue endpoints are on edge of lane marking and green endpoints are on the center line 
of lane marking. It can be seen from the bottom of Fig. 2 that the green curve coincide 
with all curve segments belonging to the discontinuously lane markings. However, the 
red curve and blue curve are not the best results. Compared with edge of lane 
marking, the centre line of lane marking is benefit to get accurate parameter of lane 
marking. In this way, the endpoints of centre line of lane markings are chose to 
calculate the parameter of curves. 

 

Fig. 2. Curves Fitting. Color points are the pair of endpoint of lane marking and the color 
curves are fitted using corresponding endpoints 
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3.3 Lane Model Fitting 

Lane model is the assumption about the lane structure in the real world environments. 
In this paper, lane model is defined as straight lane model, and each lane has 
approximately lane markings or boundaries. Considering the splitting or merging of 
lane markings, a single lane may not parallel to others on the road plane. Each single 
lane ( 1,2,..., )jL j N=  is described by three parameters: 

 { , , }j j j jL A B w=  (9) 

where jA  and jB  are the parameter of centre line of lane jL  , jw  denotes the 

width of lane. 
In urban environments, non-parallel lanes must be considered at intersections, in 

splitting lane or merging lane. The parameters jA  of parallel lanes are approximately 

equal in world coordinate system. However, there are specific differences of jA  

between non-parallel lanes. With the parameters jA  of candidate curves, several 

cluster centers ( 1,2,..., )k MC k C=  are generated using K-means clustering algorithms. 

Lane model is fitted as shown in Algorithms 1. 
 

Algorithm 1 Lane Model Fitting 
Input: The curves ( , )( 1, 2,..., )i i ic a b i n= =  

1: 1r ←  
2: For 1k ←  to MC  

3:    0lr ←  

4:    For 1xi ←  to n  

5:        For 1yi ←  to n  

6:            If ( , , )
x yi i kdist c c C φ<  and ( , )

x yi iwidth c c W γ− <  

7:                   1l lr r← +  

8:                   
lr mA a←  

9:                   
lr mB b←  

10:                  ( , )
l x yr i iw width c c←  

11:           End If 
12:       End For 
13:    End For 
14:    If 0lr >  

15:      1r r← +  
16:    End If 
17: End For 
18: Return { , , }

l l lr r rA B w  
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An array of parallel lanes have common the direction of road. Non-parallel lanes mean 
multiple directions of road on the road plane. In Algorithm 1, r  is the number of 
direction of road on the road plane and  lr  denote the number of parallel lane sharing the 

common direction. 
xi

c and
yi

c are two curves of all candidate curves. Let 
lr

L  contains 

two boundaries 
xi

c and
yi

c , and ( , )
x yi iwidth c c  is the width of lane

lr
L . W  is the defined 

width of lane. ma  and mb  are the parameter of centre line of lane 
lr

L . The function 

( , , )
x yi i kdist c c C  gives the average distance between cluster center kC  and the direction of 

those two curves.  When the distance is lower than threshold φ  and the width of lane 
fall in[ , ]W Wγ γ− + , the lane will be treated as reasonable result. 

4 Experimental Results 

In this section, experimental results of the proposed lane detection system on real 
world data are presented. Firstly, the performance of the proposed feature extractor is 
acquired by comparing features maps with the ground truth images. In order to 
evaluate the performance of feature extractor on original panoramic images and on 
bird's-eye view images, 599 road images are selected to construct the datasets. The 
ground truths of lane markings in all those images are labeled manually. And the 
frames are selected from variable scenes. The bird's-eye view images and ground truth 
of those images are generated using the same extrinsic parameters of camera. And the 
performance of proposed feature extractor on flat-plane images is provided. 

The original panoramic images are of 2048×1024 pixels, and the corresponding 
bird's-eye view images are 301×501 pixels. The average number and percentage of 
pixel of lane markings in original image and bird's-eye view are shown in Table 1. 
According to the table, the loss of lane markings feature is accounting for 60.76 % 
during transforming the original panoramic images to bird's-eye view images. The 
average percentage of lane markings in bird's-eye view image is higher, since the 
bird's-eye view image just consists of road plane scene. 

Table 1. Pixel of lane markings in original image and bird's-eye view image 

 Original Image Bird's-eye view Image 
Number 10158.17 3985.49 

Percentage 0.0048 0.0264 

 
Receiver Operating Characteristic curves (ROC) and Dice Similarity Coefficient 

curves (DSC) are chosen as evaluation metric to quantify the performance of feature 
extractor. The area under ROC curves corresponds with the performance of feature 
extractors. The optimal value of the threshold and the best possible performance of 
algorithm can be described by the maximum value of DSC curves. 

For the same feature extractors on original images and bird's-eye view images, the 
ROC curves and DSC curves on our dataset are shown in Fig. 3 and Fig. 4. It can be seen 
from the area under ROC curves and the maximal of the DSC curves, the proposed 
feature extractor performs much better on original panoramic image. At the same time, 



734 C. Li, B. Dai, and T. Wu 

 

the width of DSC curve peak demonstrates the robustness of feature extractor on original 
image is better than it on bird's-eye view images. In term of feature extraction from 
panoramic image, extractor operated on original image performs better than on bird's-eye 
view image. One reason for the performance of the feature extractor decline on bird’s-
eye view images is information loss during the transformation. In addition, one may 
attribute to bright stripe noise, which is introduced by transformation. 

 

Fig. 3. ROC curves of the same feature extractor on original image and bird's-eye view image 

 

Fig. 4. DSC curves of the same feature extractor on original image and bird's-eye view image 

Some qualitative results for proposed lane detection method are given in Fig. 5. 
Those results represent different road scenes: change lane, entering tunnel, rain, 
splitting lane, merging lane, shadow. 
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Fig. 5. Some results of lane detection. The white lines denote the centre line of lane. (1) Change 
lane; (2) entering tunnel; (3) in tunnel; (4) rain; (5) splitting lane; (6) merging lane; (7) shadow 
of tree 

5 Conclusion 

In this paper, multi-lane detection method based on omni-directional image was 
proposed. Instead of transforming the panoramic images to bird's-eye view images for 
lane detection, our algorithms detect lane from the original omni-directional images. 
According to the projection model of omni-directional multi-camera system, the curve 
can be represented by the parameters of line in world coordinate system. With the 
curve segments in world coordinate system, lane model is fitted to get the parameter 
of lanes. And the number of direction of road on the road plane and the number of 
lane of each lane direction can be calculated during lane model fitting. The proposed 
lane detection method was test on our real car experiments. Experimental results show 
that the performance of the same feature extractor operating on original images is 
better than its’ on bird's-eye view images. And Real-data tests demonstrate the 
effectiveness of the proposed lane detection method, especially in adverse light 
condition. 
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Future works will be focus on the development of a comprehensive lane model for 
either straight or curve road. In addition, the lanes markings feature extractors 
operating on panoramic images still need further investigation. 
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Abstract. Due to massively increasing of web pages and online documents, one 
of crucial processes to handle those documents is automatic (or at least semi-
automatic) text classification. Based on the concept of intuitionistic fuzzy set 
(IFS), a framework for text classification is presented. In the framework, we in-
troduce statistical methods to represent each document as an IFS and to learn a 
pattern of each document class. Then, a similarity measure for IFSs is applied in 
order to assign the most relevant class to a new document. The proposed 
framework with various similarity measures for IFSs is evaluated by benchmark 
datasets. The experimental results show that our framework yields satisfactory 
results. 

Keywords: Intuitionistic fuzzy sets, similarity measures, classification  
problems. 

1 Introduction 

Due to exponential growth of web pages and online documents, text classification or 
text categorization (TC), which involves assigning a textual document to one of pre-
defined classes, attracts more attention from researchers. Since this task can be seen 
as a classification problem in a machine learning point of view, several frameworks 
using varieties of classification techniques have been proposed, ranging from naive 
bayes to support vector machines. Reviews of recent research on TC using those clas-
sification techniques can be found in several articles, e.g. [1], [2], [3], [4], [5]. 

Recently, intuitionistic fuzzy set (IFS) [6] has been much explored in both theory 
and application. Differing from representation of a fuzzy set (FS) [7], an IFS consid-
ers both the membership and non-membership degrees of elements with respect to 
such a set. IFS is therefore more flexible to handle the uncertainty than FS. Measuring 
similarity and distance between IFSs is one of most research areas to which many 
researchers have paid their focus. Dengfeng and Chuntian [8] gave the definition of 
similarity measures between IFSs and proposed measures based on high membership 
and low membership functions. Liang and Shi [9] showed some counter-intuitive 
cases obtained from the measures proposed by Dengfeng and Chuntian [8] and then 
presented several similarity measures to overcome those cases. Later on, Mitchell [10] 
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claimed that the rationale behind unreasonable cases was the weakness of the defini-
tion for similarity measures. Thus, a stronger definition for grading similarity degree 
between IFSs, which has been widely accepted in this research area, was defined. 
Moreover, some measures based on a statistical viewpoint were proposed. Hung and 
Yang [11] adopted the Hausdorff distance for developing several similarity measures. 
Xu [12] introduced the concepts of positive and negative ideal IFS and extended some 
similarity measures by assigning weights. The proposed measures were applied to 
solve multi-attribute decision making problems. Khatibi and Montazer [13] conducted 
experiments for bacterial classification using similarity measures for FSs and IFSs. 
The results indicated that each measure for IFSs outperformed that for FSs. In [14], 
cosine similarity measures for IFSs were proposed and applied to a small medical 
diagnosis problem; then, these measures were modified to satisfy the similarity defini-
tion by Hwang et al. [15]. Reviews of similarity measures for IFSs were presented in 
[16], [17]. 

By the success of research in IFS, especially similarity measurement, it is antic-
ipated that IFS technologies will contribute to TC. Hence, this work presents a 
framework aimed to connect between the world of TC and that of IFS. In the frame-
work, a method for representing textual documents in terms of IFSs is introduced. To 
assign an appropriate class to a document, a similarity measure for IFSs plays an im-
portant role. For this point, various similarity measures are employed to evaluate their 
performance.  

2 Intuitionistic Fuzzy Sets and their Similarity Measures 

In this section, some basic concepts for IFSs and their similarity measures are pre-
sented. Let ܺ ൌ ሼݔଵ, ,ଶݔ … ,  ሽ be a discrete universe of discourse and IFS(X) be theݔ
class of all IFSs of X. Atanassov [6] defined an IFS A in IFS(X) as follows: 

ܣ  ൌ ሼݔۃ, ,(ݔ)ߤ ߭(ݔ)ݔ|ۄ א ܺሽ (1) 

which is characterized by a membership function ߤ(ݔ) and a non-membership func-
tion ߭(ݔ). The two functions are defined as: 

:ߤ  ܺ ื ሾ0,1ሿ, (2) 

 ߭: ܺ ื ሾ0,1ሿ, (3) 

such that 

 0  (ݔ)ߤ  ߭(ݔ)  ݔ   ,1 א ܺ. (4) 

In the IFS theory, the hesitancy degree of x belonging to A is also defined by: 

(ݔ)ߨ  ൌ 1 െ (ݔ)ߤ െ ߭(ݔ). (5) 

Some of relations on IFSs related with this paper are listed below: 

ܣ  ك (ݔ)ߤ   iff  ܤ   (ݔ)and  ߭   (ݔ)ߤ  ߭(ݔ) (6) 
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ܣ  ൌ ܣ   iff  ܤ ك ܤ  and   ܤ ك  (7) ܣ

Definition 1. [10] A similarity measure S for IFS(X) is a real function 

 ܵ: (ܺ)ܵܨܫ ൈ (ܺ)ܵܨܫ ื ሾ0,1ሿ,  

which satisfies the following properties: 

P1: 0  ,ܣ)ܵ (ܤ  1, ,ܣ ܤ א   (ܺ)ܵܨܫ
P2: ܵ(ܣ, (ܤ ൌ ,ܤ)ܵ ,(ܣ ,ܣ ܤ א  (ܺ)ܵܨܫ
P3: ܵ(ܣ, (ܤ ൌ 1 iff ܣ ൌ   ܤ
P4: If ܣ, ,ܤ ܥ א ܣ and (ܺ)ܵܨܫ ك ܤ ك ,ܣ)ܵ then ,ܥ (ܥ  ,ܣ)ܵ  and (ܤ
,ܣ)ܵ        (ܥ  ,ܤ)ܵ  (ܥ
 

Assuming ܣ ൌ ሼݔۃ, ,(ݔ)ߤ ߭(ݔ)ݔ|ۄ א ܺሽ and ܤ ൌ ሼݔۃ, ,(ݔ)ߤ ߭(ݔ)ݔ|ۄ א ܺሽ in 
IFS(X), Table 1 highlights some similarity measures between IFSs. These measures can 
be classified into three major groups: non distance-based measurement, distance-based 
measurement, and hybrid measurement. The first group consists of ܥூிௌ, ூܵிௌ, and ܵ . 
The measure ܥூிௌ calculates the average of inner products of normalized vectors gener-
ated from A and B using membership and non-membership degrees. The measure ூܵிௌ 
calculates the average of the similarity degrees obtained by applying ܥூிௌ into three pairs 
of vectors generated from A and B. ܵ is defined in terms of membership degree, non-
membership degree, hesitancy degree, and the maximum values of membership. The 
second group contains the others except ܵி. The measures in this group are derived from 
the ݈ distance measure using various pieces of information. For example, the median 
values of membership intervals are applied in ܵௗ, while the hesitancy degrees are in ܵ. 
For the last group containing ܵி, a similarity degree is obtained by averaging similarity 
degrees calculated by a distance-based measure and a set-theoretic measure. As a new 
source of information, the convex combination of the endpoints of the interval restricting 
the membership degree of an IFS, e.g., ߯(ܣ(ݔ)), is applied to the distance-based 
measure. 

3 An IFS-Based Framework for Text Classification 

3.1 IFS-Based Document Representation 

In the preprocessing step, a document is represented in terms of Bag of Word (Bow). 
The BoW is used to form a vector for representing a document using the frequency of 
each word determined as a relevant feature for classification. Such words can be se-
lected by some feature selection techniques. Assume h words, i.e., ݓଵ, ,ଶݓ … ,  , areݓ
selected for this representation. Document  ݀  can be represented by ݀ ൌ ൫ ݊,ଵ, ݊,ଶ, … , ݊,൯, 
where  ݊, denotes the number of occurrences of ݓ  in  ݀ , ݆ ൌ 1,2, … , ݄. 
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Table 1. Some similarity measures between IFSs 

  
Next, the obtained vectors are converted in an IFS form. We begin the transforma-

tion with defining the universe  ܺ ൌ ሼLargeNumberଵ, … , LargeNumberሽ . 1  Every 
value  ݊, in the vector-based representation of the document i is then converted in 
terms of the three degrees of LargeNumber  as the following steps: 

1.  ݊, is normalized by standard deviation, i.e., 

,ݖ  ൌ ,ೕିതೕ௦ೕ  (8) 

                                                           
1  Each element in X is aimed at indicating a level of the frequency of a selected word in a 

particular document. 
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where തܺand ݏ are the mean and the standard deviation, respectively, of the feature 
word ݓ . 
2. Denoted by  ߤ, and  ߥ,, membership and non-membership degrees, respectively, 

of the document i with respect to LargeNumber  are determined by weighted 
sigmoid functions: 

,ߤ   ൌ ݎ ଵଵାష,ೕ,  (9) 

,ߥ   ൌ כݎ ଵଵା,ೕ, (10) 

where ݎ, כݎ א (0,1ሿ are weights for LargeNumber . 

3. Denoted by ,ߨ  , the hesitancy degree of the document i with respect to LargeNumber  is calculated by (5), i.e., 

,ߨ   ൌ 1 െ ,ߤ  െ  .,ߥ 

3.2 Pattern Learning 

This section presents a procedure for learning patterns of document classes in terms of 
IFSs. Assume that there are l pre-defined classes referred to as ܥଵ, ,ଶܥ … , -; m trainܥ
ing documents as  ݀ଵ, ݀ଶ, … , ݀ ; and h word features as ,ଵݓ  ,ଶݓ … , ݓ . A pattern 
for ܥ, denoted by ܲ, is defined by 

  ܲ ൌ ൛ۃ LargeNumber, ,ҧߤ ҧ߭ۄൟୀଵ
, 

where ߤҧ  and ҧ߭ are the average values of membership and nonmembership, re-
spectively, of the word feature  ݓ  observed from  ݀  belonging to  ܥ . More pre-
cisely, 

ҧߤ  ൌ  ∑ ൫ఓೕఞೖ(ௗ)൯సభ∑ ఞೖ(ௗ)సభ     and   ߥҧ ൌ  ∑ ൫ఔೕఞೖ(ௗ)൯సభ∑ ఞೖ(ௗ)సభ , 

where ߯(݀) ൌ ൜1,   ݀ א  .     0,   otherwiseܥ

3.3 Classification 

To classify a new document ݀௧, the document is represented as an IFS, by using the 
same parameter values as in the training step. Intuitively,  ݀௧ is grouped into class ܥԢ 
such that its pattern is closest to  ݀௧. More formally, 

ᇱܥ  ൌ argmaxೖሼܵ݅݉( ܲ, ݀௧)ሽ, 

where Sim is a similarity measure and ܲ is an IFS-based pattern of class ܥ. 
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Table 2. Data set characteristics 

Dataset No. of articles No. of words Class distribution 

BBC 2225 9635 474:374:434:506:437 
BBCSport 737 4613 101:124:265:147:100 

4 Datasets and Experimental Settings 

4.1 Datasets 

In this paper, two news datasets,2 namely BBC and BBCSport, were used for experi-
ments. BBC [21] consists from 2225 news articles of 5 topical areas, i.e., business, 
entertainment, politics, sport, and technology. With basic preprocessing steps includ-
ing stemming, stop-word removal, low term frequency filtering, 9635 words are ob-
tained for representing each article. On the other hand, BBCSport [21] contains 737 
sports news articles of 5 areas, i.e., athletics, cricket, football, rugby, and tennis. Each 
article is represented by the frequency of 4613 words obtained from the same 
processes applied to BBC. Table 2 summarizes important characteristics of each data-
set. 

4.2 Experimental Schema and Parameter Setting 

As seen in Table 2, the feature-space dimensions (No. of words) of both datasets are 
very high. To reduce such dimensions, one effective measure, i.e., information gain 
(IG) was used for evaluating feature relevance. Top 20% and 30% of features ranked 
by their IG values for BBC and top 50% and 80% of those for BBCSport were se-
lected. 

To retain the independence of the data in use, the 5-fold cross-validation was 
adopted for evaluating the proposed framework. Each dataset was divided roughly 
equally into five disjoint subsets, one of which contained approximately 20 percent of 
each news group. Every subset was once used as test data and four times as training 
data. 

In our experiment, we introduce a strategy for setting the weights ݎ and ݎכ in (9) 
and (10). The strategy sets the two weights based on statistical characteristics of fea-
ture words by the formula below: 

 ൌݎ  כݎ ൌ ฬଵି௦ೕଵା௦ೕฬ, (11) 

where  ݏ is the standard deviation of the number of occurrences of ݓ in training 
documents. In this paper, all IFS similarity measures listed in Table 1 were used when 
parameter p’s of ܵௗ, ܵ, ܵௗ,, ܵ, and ܵ௪, were assigned by 2; m of ܵி by 6; 
and each ݓ  of ܵ௪, was equally set to 1/(No. of features). 

                                                           
2 Available at http://mlg.ucd.ie/datasets. 



 A Framework for Text Classification Using Intuitionistic Fuzzy Sets 743 

 

4.3 Evaluation Metric 

To evaluate the performance of classification with respect to class ܥ, we used recall, 
precision, and F-measure denoted by ܴ, ܲ , and  ܨ, respectively. They are defined as: 
 

 ܴ ൌ ்்ାிே ,      ܲ ൌ ்்ାி ܨ      , ൌ ଶൈோൈோା , 
where ܶ ܲ  (true positive) is the number of documents correctly classified to ܥ; ܨ ܰ 
(false negative) is the number of documents in ܥ   classified to ܥ  ; and ܨ ܲ  (false 
positive) is the number of documents in ܥ classified to ܥ with ܥ ്  .ܥ 

Since every sub-dataset for the 5-fold cross-validation contains 5 classes and the 
numbers of documents belonging in the classes are not equal, all experiments are multic-
lass imbalance scenarios. To show average performance over all classes, mean F-
measure (MFM) and macro average geometric (MAvG), which are widely used in this 
situation were applied. These two evaluation metrics, defined in [22], are as follows: 

 MFM ൌ ∑ ிసభ ,       MAvG ൌ ට∏ ܴୀଵ , 
when l is the number of predefined classes in the dataset. 

4.4 Baselines 

The proposed framework was compared with classification by four models, i.e., Decision 
Tree (DT) using C4.5, Naive Bayes (NB), k-Nearest Neighbor (kNN), and Support Vec-
tor Machine (SVM) based on the RBF kernel. The Weka machine learning suite3

 was 
employed for classifier learning and evaluation, using its default parameters. As observed 
during the learning process, 3-NN performed slightly better than 1-NN, 5-NN, and 7-NN 
on our training data sets, and was chosen as a representative of k-NN. 

5 Experimental Results and Discussion 

Using the similarity measures depicted in Table 1 and the four classifiers, Tables 3 
and 4 give the evaluation results on BBC and BBCSport respectively. In each table, 
the first column presents the percentage of selected features. The next one expresses a 
similarity measure or a classification model used in experiment. The last two columns 
show experimental results in terms of the average of MFM (in percent) and MAvG (in 
percent) along with standard deviation (SD) from the 5-fold cross-validation. Note 
that, on the BBC dataset, even the memory was extended, Weka ran out of memory in 
the training process of SVM when 30% of features were selected.4 Hence, there is no 
report of the case in Table 3. 

                                                           
3  Available at http://www.cs.waikato.ac.nz/ml/weka. 
4  The experiments were all performed on a standard PC with Intel Core i7 processor (3.40 

GHz, 8.00 GB RAM), running Windows-7 operating system. 
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Table 3. Evaluation results on BBC 

 
 

Table 3 indicates that, regardless of similarity measures, our framework yields much 
higher performance than DT and kNN. Concretely, using 30% of features, the maximum 
gaps of MFM and MAvG are about 45% and 50% (i.e., 94.39% of MFM from ܵ and 
49.75% from kNN; and 94.08% of MAvG from ܵ  and 41.23% of from kNN). Com-
paring with NB, all distance-based measures and ܵ yield slightly better MFM, but lower 
MAvG. In terms of both MFM and MAvG, the cosine-based measures, i.e., ܥூிௌ  
and ூܵிௌ , produce a few lower performance, while ܵி does apparently less accuracy. 
Comparing with SVM, distance based and non-distance based measures show compara-
ble results, while ܵி gives much lower. Likewise, Table 4 reveals that our framework 
with every measures clearly outperforms DT and kNN. Using measures in both distance 
and non-distance groups, accuracy is comparable to NB and higher than SVM. The per-
formance of ܵி is lower than that of NB and is in the same level of SVM. 

To gain insight this comparison, a two-tailed paired t-test at 5% for each metric 
was performed. The comparison result depicts as ՛,െ, or ՝ meaning that the measure 
is statistically superior, equal, or inferior to the classifier. The order of classifiers to be 
compared is DT, kNN, NB, and SVM. For instance, in Table 4, the comparison result 
of MAvG obtained from ܥூிௌ  to that from the classifiers reported in the fifth row 
is ሾ՛, ՛, ՝, െሿ.  It means that ܥூிௌ  is significantly better than DT and kNN, worse than 
NB, and equal to SVM. 
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Table 4. Evaluation results on BBCSport 

 

6 Conclusions 

This paper presents an IFS-based framework for text classification. With basic statis-
tical concepts, documents can be represented in terms of IFSs, and patterns of  
document classes can be constructed. Experiments with real datasets show that our 
framework with some existing similarity measures for IFSs yields the satisfactory 
results comparing with the results from the four traditional classifiers i.e., Decision 
tree, Naive bayes, k-NN, and SVM. As a future work, we will explore other  
techniques to represent documents in terms of IFSs and to learn class patterns. 
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Abstract. In this paper fully informed particle swarm optimization (FIPSO) is 
used as a tool to create an incremental method for design and optimization of 
Takagi-Sugeno-Kang (TSK) fuzzy controllers. The controller is refined as time 
goes on, starting from a single controlling rule and evolving as FIPSO leads it 
to optimize itself. The controller is adaptive and can adjust itself to changes in 
the parameters of the system as it updates its rule base and parameters. The 
proposed scheme was applied to the inverted wedge that is a planar robot with 
two degrees of freedom and a single control input. The inverted wedge is an 
under actuated system known to be a good test bed for the development of 
unconventional advanced control techniques. The adaptive fuzzy TSK 
controller achieved the control objective in a short period of time which shows 
the efficiency of the proposed method. 

Keywords: Fully Informed Particle Swarm Optimization, Incremental 
evolutionary design, Fuzzy controller and TSK model. 

1 Introduction 

Using conventional techniques, designing controllers for plants with nonlinear dynamics 
and modeling uncertainties can be quite challenging. Designing a good controller for the 
planar robot called inverted wedge that is a nonlinear under actuated initially unstable 
system is quite a challenging task. By making use of heuristics, intelligent control 
techniques potentially can greatly simplify the synthesis of a controller for such plants. 
Although the analysis of intelligent techniques such as fuzzy systems, neural networks, 
and evolutionary programming, has in many cases been widely studied and show 
promising results, these techniques are used relatively infrequently in industry. This is 
possibly because of the lack of experimental implementation and analysis of these 
techniques. The concept of fuzzy logic and artificial neural network for control problem 
has been grown into a popular research topic in recent years [1, 3]. The reason is that  
the classical control theory usually requires a mathematical model for designing the 
controller. The inaccuracy of mathematical modeling of the plants usually degrades the 
performance of the controller, especially for nonlinear and complex control problems [4]. 
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On the contrary, the fuzzy logic controller and the artificial neural network controller, 
they offer a key advantage over traditional adaptive control systems. That is, they do not 
require mathematical models of the plants. The traditional neural networks can learn 
from data and feedback, but the meaning associated with each neuron and each weight 
in the network is not easily understood. Alternatively, the fuzzy logical models are easy 
to appreciate, because it uses linguistic terms and the structure of if-then rules. 
However, as compared with the neural networks, learning ability is lack of fuzzy logic. 
Evolutionary algorithms have been used for tuning and optimization of fuzzy systems in 
general and fuzzy controllers in particular [2-5]. Fuzzy system design is concerned with 
defining the membership functions and fuzzy rules. The design process is accompanied 
by an evolutionary algorithm like FIPSO to tune the parameters of the knowledge base. 
Augmentation of the fuzzy rule base [2] has been used for accuracy improvement [5-7]. 
In this paper a TSK fuzzy control system has been applied to a nonlinear plant. The 
peculiarity of the method is the incremental design and optimization of first order TSK 
fuzzy controller by means of an efficient and powerful evolutionary algorithm. The 
controller starts with a single control law and refines itself by the help of FIPSO that 
helps the controller to refine itself. Structural augmentation is intertwined with the 
evolutionary adaptation of the additional parameters with the objective to improve  
the control performance. The key idea of this divide-and-conquer approach is to apply 
the concept of gradual refinement of the fuzzy model to the incremental design of TSK 
fuzzy controllers for nonlinear systems. An evolution strategy is used as a tool for 
incremental optimization of the TSK fuzzy controller. Different controllers have been 
designed to control the same system in [1] and the proposed controller has been able to 
achieve a better result than the previous works. This paper is organized as follows. 
Section 2 explains the control technique. Section 3 describes the inverted wedge that is 
the system to be controlled and section 4 gives a brief explanation on FIPSO. Section 5 
explains the fuzzy controller. Section 6 describes the evolutionary augmentation of 
fuzzy controller and section 7 explains the results. Finally the conclusion is given in 
section 8. 

2 The Control Technique  

A TSK fuzzy control system for a nonlinear plant is composed of a set of linear 
models at different operating points. The activation rate of each rule in its antecedent 
part decides the weight that is given to that specific rule. The stability of this control 
technique has been discussed in the previous works [2, 7]. 

In general, a linear system’s equation is defined as follows. 

BuAxx +=                                                                   (1) 

A TSK fuzzy control problem can be modeled as a set of optimal control problems 
if a set of linear models with different operating points are assumed and an optimal 
controller is designed for each operating point. The optimal control law minimizes the 
following cost function. 
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The input u is given by a state feedback control law mentioned below. 

XxBRu T1−−=                                                                  (3) 

Where X is the Riccati equation’s solution that is given below. 

XQXAAXXBXBR TTT −=+++− −1

                   
                      (4) 

By assuming that X is constant Riccati equation equals with zero and is called 
algebraic Riccati equation. The optimal control law implemented in a TSK fuzzy 

controller system is given in general by this rule. If Inp is A then ∑+=
i

ii xkku 0

Here the gain factors ki are decided by (4). The augmentation methods and 
evolutionary algorithms are applied to update the rules and find the gain factors while 
the controller evolves. 

3 The Inverted Wedge 

The inverted wedge [1], shown in Fig. 1, is an under actuated system as it has two 
degrees of freedom and one control input. It can be modeled as a nonlinear system in 
the form of Eq. (6). 

))(),(()( tutxftx =                                                            (5) 

Here x is the state vector of the system. It consists of a motor and a cart that can be 
moved on the bar by the motor to keep the wedge balanced. The states of the system 
are the position and the velocity of the cart ( )(tγ and )(tγ ), the angular position and 

velocity of the wedge ( )(tα and )(tα ), and the motor current I(t). The aim is to 

keep 0=α  that guarantees the wedge’s balance. The system’s dynamic equations 

are [1] mentioned below. 
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Using Eq. (7) the state vector defined in (6) can be written as  
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Where the state vector is TT Ixxxxxx ],,,,[],,,,[ 54321 ααγγ== and the 

plant’s parameters are given in Table 1. 

Table 1. Summary of plant parameters and variables 

Plant Parameters 

Jw 1.4029 kgm2 Inertia of wedge 

M 4.86 kg Mass of wedge 

M 1.25 kg Mass of cart 

L 0.14m 
Distance between pivot 

and COG of wedge 

D 0.17 m 
Distance between pivot 

and sliding surface 

R 0.019 m Radius of gear 

Kf 20.0 N/m/s Friction coefficient 

R 1.9 Ω Motor resistance 

L 0.004 H Motor inductance 

K 14.8 oz-in/A Motor torque constant 

Kb 11.0 V/kRPM Back EMF constant 

 
The aim of the optimal control is to find a control law that minimizes the cost 

function. The cost function is composed of three terms. The first term 0J is defined as 

follows. 

)(0 endfinal ttJ −=                                                               (8) 

Where endt is the time that the controller has been able to achieve its goal and 

finalt is the final control time that is assumed to be 10 seconds in this study as the 
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system has to be stabilized in maximum 10 seconds. The second term of the cost 

function is 1J that is computed as follows. 

∫ +=
endt

end

dt
t

J
0

2
2

1 )(
1

β
γα                                                         (9) 

Where α and γ indicate the angle to be controlled and the cart position and 
10=β is used as a weighting factor to indicate that the angle is of much more 

importance than the position regarding the control goal.  

 

Fig. 1. The inverted wedge [3] 

The third term is related to control signal that is weighted by matrix R in LQR 
design, which should not exceed the limit umax here. It is defined as follows.  

∫
−

= endt

end

uu

t
J

0

2
max

2

)(1
τ                                              (10) 

In Eq. (11) 10=τ  and is again the weighting factor to indicate that the input is 
less important in control. Finally the cost function is computed as mentioned here. 

210 JJJJ ++=                                                              (11) 
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Fig. 2. TSK fuzzy controllers structure 

Any other control aims can be added to this cost function if needed. This cost 
function plays the role of the fitness function that is used for optimizing the gain 
factor population by applying fully informed particle swarm optimization. 

4 Fully Informed Particle Swarm Optimization 

The canonical particle swarm algorithm is a new approach to optimization, drawing 
inspiration from group behavior and establishment of social norms. It is gaining 
popularity because of its being easy to use and its speed of convergence. This method 
keeps the individuals fully informed that means unlike simple PSO, every single 
member of the population’s experience is taken into account. 
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(12)  

As it is clear in Eq. (13), the experience of every member of the population is taken 
into consideration and this method has a better performance than the simple PSO [8]. 
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5 The Fuzzy Controller 

The structure of the TSK fuzzy controller is shown in Fig. 2. The first layer is the 
input layer which transfers the data to the second layer with no computation. The 
second layer is the fuzzification layer that computes the degree to which an input 
value belongs to a fuzzy set. The third layer computes the antecedent part of a rule by 
applying a t-norm to the outputs of the second layer according to the definition of 
each rule. The fourth layer normalizes the strength of each rule using the weights as 
mentioned here. 

,...2,1, ==
∑

i
w

w
w

i
i

i
i                                                         (13) 

The fifth layer computes the rules’ consequents. In first order TSK fuzzy systems, 
the weighted consequents of the rules are computed as mentioned below. 

)...( 21 iiiiii qxbxawfw +++=                                             (14) 

Here the number of the coefficients (n) depends on the number of the input 
variables (m) that are fed to the fuzzy system where n=m+1. Finally the sixth layer is 
the rule inference system that computes the overall output as follows. 

∑=
i

ii fwputoverallout                                                     (15) 

For the system defined here fi for the TSK controller can be defined as follows. 

γγαα 4210 3
kkkkkfi ++++=                                              (16) 

Where ki , i=0,1,…,4 are the parameters to be trained by FIPSO. 

6 Evolutionary Augmentation of Fuzzy Controllers 

The augmentation is performed to incrementally evolve the controller. Each 
refinement step consists of an augmentation in which a single fuzzy set is split into 
multiple membership functions. The rules with antecedents that refer to the split fuzzy 
sets are duplicated. The augmentation is illustrated in Fig. 3 for two state space 

variables α and α . The gain factors are assumed to be ( )γγαα kkkkk ,,,,0 and 

each fuzzy rule is in the form mentioned here. 

R: If α is A and α is B then γγαα γγαα kkkkku ×+×+×+×+= 0     (17) 

In each phase the fuzzy sets are spilt and the rules evolve until the desired outcome 
is achieved. The gain factors are initialized randomly for the first generation and 
eventually they evolve to construct the conclusion part’s parameters using FIPSO.  



754 N. Shafiabady et al. 

 

 
 
 
 

 
R1: If α is A and α is B1 then γγαα γγαα 11111

0 kkkkku ×+×+×+×+=  

R2: If α is A and α is B2 then γγαα γγαα 22222
0 kkkkku ×+×+×+×+=  

R3: If α is A and α is B3 then Partition input space along α
γγαα γγαα 33333

0 kkkkku ×+×+×+×+=  

 
Partition input space along α  

R1: If α is A1 and α is B then γγαα γγαα 11111
0 kkkkku ×+×+×+×+=  

R2: If α is A2 and α is B then γγαα γγαα 22222
0 kkkkku ×+×+×+×+=  

R3: If α is A3 and α is B then γγαα γγαα 33333
0 kkkkku ×+×+×+×+=  

 
Fig. 3. Partition of state space for fuzzy controller 
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Fig. 4. (Left) Insertion of a fuzzy set in the core, (Right) Insertion of a fuzzy set in between two 
fuzzy sets 

Two operations can be used for splitting the fuzzy sets, insertion of a fuzzy set in 
the core and insertion of a fuzzy set between two fuzzy sets as shown in fig. 4. The 
insertion shown in fig. 4 (left) changes the cores but the rules’ conclusions remain 
intact and are inherited to new born rules created by the new set. The insertion of a 
fuzzy set between two adjacent fuzzy sets as shown in fig. 4 (right) leaves the cores of 
the initial fuzzy sets intact and a new set is inserted between them. A combination of 
these two methods can be used for splitting the antecedent parts of the rules. After 
performing the split the optimal gain factors are to be computed by FIPSO. This 
evolution strategy diverges into multiple subpopulations and the population with the 
best control performance according to the cost function (12) survives and is chosen as 
the best solution and the other members of the population are discarded. 

7 Results 

The controller is implemented in MATLAB and the results given in fig. 5 and fig. 6 
show that it has been capable of controlling the position of the cart and the position of 
the wedge in a short time. Fig. 7 and fig. 8 show the cart and the wedge position 
controlled starting from a different initial position.  
 

Fig. 5. The result of wedge angle  

 

Fig. 6. The result of cart position  
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Fig. 7. The result of wedge angle  

 

Fig. 8. The result of cart position  

Fig. 9. The result of wedge angle after adding 
noise 

 

Fig. 10. The result of cart position after 
adding noise 

 
A Gaussian noise n  that is zero-mean is added to the wedge’s angle α and its 

results are shown in fig. 9 and fig. 10. This noise works as an external force that 
shakes the wedge continuously. The results show that the controller has been able to 
reach the control objective in presence of noise too. 

Fig. 11 and fig. 12 show the best results achieved by the controller designed in [1] 
for the same system. 

 

Fig. 11. The result of wedge angle 

 

Fig. 12. The result of cart position 
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As it was mentioned earlier the aim of controlling the wedge is keeping 0=α  
and this aim is achieved with less fluctuation in the wedge’s angle by the controller 
used here in comparison to previous work done on this system [1]. As the results 
show the controller has been able to perform its task in less than 4 seconds and 
achieved the goal well. 

8 Conclusion 

We propose an adaptive fuzzy TSK control scheme that evolves through time based 
on changes in the system parameters. The controller augments the rule base. 
Augmenting the rule base is an appropriate method for designing the incremental 
fuzzy controllers as it does not require expert knowledge of the controlled system 
except for the cost function that is to be optimized and this knowledge is easy to gain. 
Using FIPSO to determine the consequent gains by defining a goal-based cost 
function is also efficient for this purpose. This control scheme can be assumed to be 
an adaptive control method as it evolves through time and the changes in parameters 
will be observed by the controller. Applying the controller to an under actuated 
system has shown a good performance in comparison with other controlling methods 
applied to the same system. The incremental fuzzy controller design can be used as a 
good control solution for many problems. Other optimization techniques like 
simulated annealing can be applied here to find the parameters. TS fuzzy system can 
be also used for the control purpose. 
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Abstract. In this study, the proponents make use of the concepts of fuzzy logic 
in simulating the ground grid integrity test of LPU-L SHL bldg. as Highly 
Acceptable (HA), Considerably Acceptable (CA), Just Acceptable (JA), Poor 
(P) and Critical (C). The input parameters include grounding conductor 
(conductivity), earth resistivity (Ω-oC) and grounding electrode (Ω -mm). The 
parameters in the model are acquired through the use of standards prescribed by 
the Philippine Electrical Code (PEC) and the Institute of Electrical and 
Electronics Engineering (IEEE). This study aims to provide a mathematical 
model to assess the integrity of the grounding system of the SHL bldg., design a 
fuzzy-based system, simulate and verify the effectiveness of the results. The 
proponents preferred to use the triangular membership functions and Sugeno-
style of fuzzy inference systems. 

Keywords: fuzzy logic, ground grid integrity, Sugeno-style, Matlab Fuzzy 
Logic Toolbox. 

1 Introduction 

The effectiveness of Electrical system design and wiring of an institutional building 
depends on the reliability of its components. This includes proper functions of 
protective devices (such as fuses, circuit breakers and contactors for motors), proper 
insulation of conductors and also its grounding system. There are drawbacks and 
issues in electrical safety. This includes but not limited to electrical ground faults, 
short circuit currents, lightning and other transients often do occur in an institutional 
building. In this regard, issues of electrical safety when servicing electrical equipment 
has acquired growing importance. By establishing the new principles and methods of 
protection, taking into account advances in science and practice of electrical safety are 
only some of the ways to improve electrical safety conditions (Switzer, 1999).  

A properly designed, installed and maintained grounding system is very important 
for a safe and effective electrical system in an institution. The most important reason 

                                                           
*  Corresponding author. 



760 B.M. Dimayuga et al. 

 

for effective grounding is to protect people. Second, is to include protection of 
structures and equipment for unintentional contact with energized lines. This also 
ensures the maximum safety for electrical system faults (Switzer, 1999).  

It is important to keep in mind that the requirements contained in the Institute of 
Electronics and Electrical Engineers (IEEE) codes or any codes that can be used as a 
standard for electrical system design constitute minimum electrical installation 
requirements. These minimum requirements cannot ensure that the equipment will 
perform satisfactorily. For this reason, electrical practioners often require additional 
grounding components. One of these consists of a copper conductor that is directly 
connected to earth and installed in the perimeter of the building. The steel building 
columns and some non – current carrying metallic frame of electrical equipment or 
some electrical part of the system are connected to this copper conductor to complete 
the grounding system (Surbrook and Althouse, 2008). 

There are many factors in determining the overall integrity of the grounding 
system. The voltage drop, resistance and the continuity and the earth resistance can 
significantly impact the overall resistance of the grounding system. The moisture 
content, mineral content, soil type, soil contaminants and any other related factors 
determine the overall resistivity of the earth. To properly design a grounding system, 
the earth resistivity must be measured and also must be in a good condition to 
establish a low resistive grounding (Switzer, 1999).  

The testing and evaluation of the integrity of the grounding system to determine its 
actual condition is the first step in the process to correct problems. The study is 
focused on creation of a new approach towards establishing condition monitoring for 
grounding integrity. Considerable benefits such as time and labor reduction for the 
grounding devices investigation with increase of accuracy of failures location can be 
achieved by using this proposed technique.  

In this study, the proponents will use the concepts and principles of fuzzy logic in 
simulation of the ground grid integrity test. The factors and parameters to be considered 
for classifying the integrity of the grounding system include the grounding conductor 
(conductivity), earth resistance (Ω-oC) and the grounding electrode (Ω -mm). 

The parameters will be categorized as Very Good (VG), Good (G), Satisfactory 
(S), Poor (P) and Critical (C). The proponents will use triangular membership 
functions for its input and output parameters and it would employ the Sugeno style of 
fuzzy inference system. The proponents would verify the results using Matlab Fuzzy 
Logic Toolbox and it will be compared to derived formulas in Excel. This study will 
be simulated purely mathematical. 

2 Fuzzy Rule Based System 

There are fuzzy rules constructed to assess the integrity of the grounding system such 
as Highly Acceptable (HA), Considerably Acceptable (CA), Just Acceptable (JA), 
Poor (P) and Critical (C).  

A hierarchical structure was constructed for the simulation of the grounding 
system, Refer to figure 1. The second level characterizes the grounding conductor 
integrity, earth resistance and the grounding electrode to obtain an acceptable 
grounding system for monitoring and surveillance purposes. The last hierarchical 
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level characterizes the integrity of the grounding system. The following are the 
sample rules stored at three different hierarchical levels of structure: 

 
If the Voltage Drop is<good> and the Resistance is<good> the Watts –  

Loss is<satisfactory> and the Continuity is<very good> 
Then the Grounding Conductor is<good> 

 
If the Soil Resistance is<poor>, the Soil temperature is<very good> and  

the moisture content is<very good> 
Then the Earth Resistance is<satisfactory> 

 
If the Depth is<poor>, the Electrode Resistance is<critical> and the  

spacing is<very good> 
Then the Grounding Electrode is<poor> 

 
Fig. 1. Hierarchical Structure for the simulation of the integrity of the grounding system 

The proponents constructed a precedence graph that can be used in analyzing the 
sequence of the tasks performed by the operators in line with the simulation of  
the integrity of the grounding system. Figure 2 shows a precedence graph with  
three major tasks and ten minor tasks to assess the integrity of the grounding system. 
Table 1 represents the standards for the simulation of the assessment for the integrity 
of the grounding system. 

 
Fig. 2. Precedence for the simulation of the assessment for the integrity of the grounding 
system 
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Table 1. Standards used for the simulation of the assessment for the integrity of the grounding 
system 

 

 

3 Matlab Fuzzy Logic Toolbox 

The linguistic variables are commonly used instead of numerical variables in fuzzy 
logic system. Fuzzification is the process of converting a numerical variable (real 
number or crisp variables) into a linguistic variable (fuzzy number or fuzzy variable). 
The perception, experience and the general knowledge of the system behavior serve 
as the derivation that will act as the control rules that relate the fuzzy output to the 
fuzzy inputs. In this study, the proponents make use of the averaging technique in 
deriving its membership functions. The rule table for the designed fuzzy logic system 
for ground grid integrity assessment is given in Table 2. 

Table 2. Fuzzy Associative Memory (FAM) Matrix for Ground Grid Integrity Assessment 

 
 
From the combination of the input parameters such as grounding conductor, earth 

resistance and grounding electrode, 125 fuzzy rule bases were able to formulate. The 
triangular figures of the associated function of this arrangement presume that for any 
particular input there is only one dominant fuzzy subset. The linguistic variables are 
converted into a numerical variable. 
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Creating, editing and observing the fuzzy inference system makes use of five 
primary Graphical User Interfaces (GUIs). It comprise of Fuzzy Inference System 
(FIS) Editor, Membership Function Editor, Rule Editor, Rule Viewer and Surface 
Viewer. If changes were made to the FIS of one of the toolbox, the effect can be seen 
in other GUIs since it is dynamically connected with each other. In addition to these 
five primary GUIs, the toolbox includes the graphical ANFIS Editor GUI, which is 
used for building and analyzing Sugeno-types adaptive neural fuzzy inference 
systems (Caldo, 2013). 

The method used in this study for Matlab Fuzzy Logic Toolbox simulation is the 
Sugeno or Takagi-Sugeno-Kang of fuzzy inference that was introduced in 1985 and it 
is similar to Mamdani method in many respects. The first two parts of the fuzzy 
inference process, fuzzifying the inputs and applying the fuzzy operator are exactly 
the same. Sugeno output membership functions are either linear or constant unlike the 
Mamdami (Caldo, 2013). In this paper, the proponents think about the use of 
constants as output membership functions  

3.1 Derivation of Input to the Fuzzy Sets 

In this paper, the proponents derived inputs for the fuzzy sets Grounding Conductor, 
Earth Resistance and Grounding Electrode. The grounding conductor has a factor of 
45.45%. They have used 20%, 30%, 20% and 30% factors for Voltage drop, 
Resistance, Watts – loss and Continuity respectively. The Resistance and Continuity 
have higher percent contribution considering that they are critical parameters of the 
grounding system. The Earth Resistance has a factor of 22.73%. They have used 40%, 
40% and 20% factors for Soil Resistance, Soil Temperature and Moisture Content 
respectively. Finally, the Grounding Electrode has a factor of 31.82%. They have 
used 28.57%, 42.86% and 28.57% factor for Depth, Electrode Resistance and 
Spacing. Each factor being derived was based from the importance of each parameter 
in a grounding system as noted by PEC and IEEE standards.  

4 Data and Results 

In presenting the data and results of the study, the proponents have used the rule 
editor (Figure 3) and rule viewer (Figure 4)  for ground grid integrity testing using 
Matlab fuzzy logic toolbox. It is where the FAM matrix of 125 rules is plugged in. 
The proponents conducted 10 tests to determine the reliability of the fuzzy system for 
each linguistic classification. Table 3 shows the simulation results, which classifies 
the integrity of the grounding system as Highy Acceptable, Considerably Acceptable, 
Just Acceptable, Poor or Critical. Based from the results obtained, it could be 
analyzed that there is a perfect correlation between fuzzy system for, PEC and IEEE 
standards for ground grid integrity test as shown in Table 4. 
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Fig. 3. Rule Editor for Ground Grid Integrity Assessment 

 

Fig. 4. Rule Viewer for Ground Grid Integrity Assessment 

Table 3. Testing Results using MatLab Fuzzy Logic Toolbox 
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Table 4. Verification of Fuzzy based results with PEC/IEEE Standards 

 

5 Conclusions 

This paper introduces a tangible tool, which could be possibly used in determining the 
effectiveness of the integrity of the grounding system.  The proposed method was 
implemented systematically using Matlab Fuzzy Logic Toolbox and it showed that 
fuzzy-based system for ground grid integrity test is simple, available, reliable and 
effective. The constructed fuzzy logic algorithm was verified experimentally through 
successful tests. 

The proponents were able to establish a distinctive approach towards 
unsophisticated way of assessing the integrity of the grounding system, which would 
apply to low voltage dc application. It presents a cheaper and quicker method, which 
will also apply most likely to the improvement, development and maintenance of an 
effective and reliable grounding system for institutional buildings. 
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Abstract. This paper discusses possibilities of using ensembles of neural-
networks-based classifiers in pattern recognition and classification. Attention is 
paid to systems that minimize demands on data preprocessing. Minimizing of 
requirements for preprocessing leads automatically to systems that are able to 
sufficiently classify the submitted data into predefined classes without knowl-
edge of details of their significance. In our experiment, we try to increase diver-
sity of classifiers by various filtering methods. The methods proposed in this 
paper come out from a technique called boosting, which is based on the prin-
ciple of combining a large number of so-called weak classifiers into a strong 
classifier. All proposed improvements are experimentally verified. 

Keywords: filtering, ensemble of classifiers, diversity, neural networks. 

1 Introduction 

The goal of ensemble learning methods is to construct a collection (an ensemble) of 
individual classifiers that are diverse and yet accurate. If this can be achieved, then 
highly accurate classification decisions can be obtained by voting the decisions of the 
individual classifiers in the ensemble. The two most popular methods for creating 
ensembles are boosting [8] and bagging [1]. Boosting is reported to give better results 
than bagging. Both of them modify set of training examples to achieve diversity of 
weak learners in ensemble. As alternative methods we can mention randomization 
based on a random modification of base decision algorithm [3] or Bayesian model 
averaging which can even outperform boosting in some cases [2]. There have been 
examined several methods to improve performance of boosting [5].  

We have provided an experimental study which was aimed to explore the possibil-
ity of using neural network as the base algorithms for so called weak classifiers. We 
were interested in the possibility of using neural networks in place of commonly used 
decision trees. Our analysis is based on the idea that it is more efficient to create a 
number of imperfectly adapted networks, which are small in their topology than one 
perfectly adapted a sophisticated network. In the experimental work, each neural net-
work was adapted by only one pass through the training set (a sloppy neural networks 
adaptation). We have proposed this method of learning on the basis of the property of 
neural networks which have been noticed during another work [6].  
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2 Diversity of Classifiers 

The success of an ensemble system - that is, its ability to correct the errors of some of 
its members - rests squarely on the diversity of the classifiers that make up the en-
semble. If all classifiers provided the same output, correcting a possible mistake 
would not be possible. Therefore, individual classifiers in an ensemble system need to 
make different errors on different instances. If each classifier makes different errors, 
then a strategic combination of these classifiers can reduce the total error. Specifi-
cally, an ensemble system needs classifiers whose decision boundaries are adequately 
different from those of others. Such a set of classifiers is said to be diverse.  

Classifier diversity can be achieved in several ways. 

• To use different training datasets to train individual classifiers, where training data 
subsets are drawn randomly, usually with replacement, from the entire training 
data. To ensure that individual boundaries are adequately different, despite using 
substantially similar training data, weaker or more unstable classifiers are used as 
base models, since they can generate sufficiently different decision boundaries 
even for small perturbations in their training parameters. 

• To use different training parameters for different classifiers. For example, a series 
of multilayer perceptron (MLP) neural networks can be trained by using different 
weight initializations, number of layers / units, error goals, etc. Adjusting such pa-
rameters allows one to control the instability of the individual classifiers, and 
hence contribute to their diversity. 

• To use entirely different type of classifiers, such MLPs, decision trees, nearest 
neighbour classifiers, and support vector machines can also be combined for added 
diversity. 

• To use different features, or different subsets of existing features. In fact, generat-
ing different classifiers using random feature subsets is known as the random sub-
space method [4]. Just the approach we have used in our work. 

Each individual classifier in an ensemble system allows to generate different  
decision boundaries. If proper diversity is achieved, a different error is made by each 
classifier, strategic combination of which can then reduce the total error. Figure 1 
graphically illustrates this concept, where each classifier - trained on a different subset 
of the available training data - makes different errors (shown as instances with dark 
borders), but the combination of the three classifiers provides the best decision 
boundary. 

3 Sloppy Neural Networks Adaptation 

At first, we have proposed a method of learning in which the neural networks were not 
fully, nor well adapted. We have proposed this method of learning on the basis of a 
property of neural networks, which we have noticed during experiments with time series  
 
 



 Filtering as a Tool of Diversity in Ensemble of Classifiers 769 

 

data [10]. A very major part of neural networks’ adaptation is performed during the first 
pass. We have used neural networks as generators of weak classifiers only, i.e. such 
classifiers which are slightly better than a random variable with uniform distribution. 
For weak classifiers, their diversity is more important than their accuracy. Therefore, it 
has seemed appropriate to use a greedy way in order to propose classifiers. This ap-
proach uses only the power of the neural network adaptation rule in the early stages of 
its work and thus time is not lost due to a full adaptation of the classifier.  

We performed a simple experiment that has shown a typical evolution of a neural 
network error during adaptation. During the experimental study, we used two differ-
ent types of networks in three configurations, see Table 1. We tested 1000 instances 
of each configuration. To improve the conclusiveness of the test, we used techniques 
to increase the diversity of classifiers, which are described below. 

In Table 1 we have used the following nomenclature: 

• x – output of neuron in lower layer, 
• t – required (expected) output value, 
• yin – input of neuron , 
• yout – output of neuron , 
• α – learning parameter – by this parameter an adaptation speed can be adjusted, 
• ϕ – formula for calculating a neuron output value (activation function) yout = φ(yin), 
• Δw – formula for calculating a change of a weight value. 

Table 1. Neural networks used in the sloppy adaptation test 

 Hebb BP_5 BP_20 
Values  Bipolar Bipolar Bipolar  
Hidden 0 5 20 

ϕ Identity 
( ) 1

exp1
2 −

−+ iny

Δw tx ⋅  ( ) ( )( )outout yyytx −+− 11
2

1
0α  

 
The acquired data is plotted in graphs, see Figures 1-2. They provide values from 

the first 50 cycles of each neural network adaptation only. We have monitored mini-
mal, maximal and average error in each cycle. The experimental study demonstrated 
that neural networks could be suitably used in the way which we proposed. From 
Figures 1-2, we can see that the main deal of the adaptation work is done during the 
first epoch of learn. This means that the neural network is adapted through one cycle 
only. 
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Fig. 1. Train and generalization error development in the first 50 learning cycles. Statistics 
from 1000 of Hebbian networks. The first iteration is marked. 

 

Fig. 2. Train and generalization error development in the first 50 learning cycles. Statistics 
from 1000 of Back propagation networks with 5 neurons in the hidden layer. The first iteration 
is marked. 

Graph analysis Figure 1 and Figure 2 is the following: 

• Almost each tested classifier has its error significantly smaller than a random clas-
sifier after the first iteration. Exceptions were related to BP classifier only. 

• In the next iterations, a remarkable improvement in performance of a classifier 
occurs for BP classifier only.  

• Some instances of BP classifier achieve success of around 80% in the first  
iteration.  
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• ‘Constricted’ form of Hebb graph implies that the diversity of the linear classifier 
is less than at multilayer BP networks. In fact, the diversity of Hebb classifier in 
the basic configuration equals zero because the adaptation rule has no random  
parameters. In the graph in Figure 2, we can see diversity obtained exclusively by 
filtering which is described further in the text. 

In the first cycle, the ‘exploitation’ of classifier is unambiguously the highest. Back 
propagation network with 20 hidden neurons has achieved about 75% successfulness 
in the first cycle, about 82% in another 49 cycles. This manner allowed to generate 
more classifiers at the same time. 

Sloppy adaptation works with all neural network based classifiers. The sloppy  
adaptation makes it possible to utilize the sophisticated Back propagation neural net-
works in the ensembles of classifiers. The method does not affect the classifier’s algo-
rithm. It only exploits an observed property of the Back propagation neural network. 

4 Test of Performance and Diversity 

The experiment has been conducted over the MNIST database of handwritten digits 
[7], which includes a training set of 60,000 examples, and a test set of 10,000 exam-
ples. MNIST database is commonly used for training various image processing sys-
tems. MNIST is also widely used for training and testing in the field of machine 
learning and pattern recognition methods on real-world data while spending minimal 
efforts on preprocessing and formatting. 

We have used a total of five types of neural networks in the study as well as Ada-
Boost [5] that is a method for improving the accuracy of a learning algorithm (a.k.a. 
base learner). This is achieved by iteratively calling the base learner on re-sampled 
training data, and by combining the so-produced hypothesis functions together to 
form an ensemble classifiers. Each ensemble always used a specific base of algo-
rithms. A base of algorithms is a set of neural networks whose instances form the 
ensemble.  

The classifier is an alias for an instance of a neural network. We used neural net-
works only, no other types of classifiers. In total, we used five different types of neur-
al networks, four single-layer and one multi-layer. Each classifier was created sepa-
rately and adapted by only one pass through the training set. We have used codes  
N1-N4 for single-layer networks, and N5 for a two-layer network. The proposed en-
sembles of neural-networks-based classifiers are basically a set of m classifiers. All 
the m classifiers work with the same set of n inputs. Each of the m classifiers tries to 
learn to recognize objects of one class in the input patterns of size n. 

All the neural networks used the winner-takes-all strategy for output neurons 
(Y1,.....,Ym) when they worked in the active mode [9]. So only one output neuron with 
the highest yout value could be active. The Yi is considered the winner if and only if  ݆: ݕ ൏ ݕ൫ڀݕ ൌ ݅ٿݕ ൏ ݆൯ , i.e. the winner is the neuron with the highest output 
value ݕ . In the case that more neurons have the same output value, the winner is 
considered the first one in the order. All these neural networks used the algorithm for 
an elimination of irrelevant inputs as proposed in [6].  
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For purpose of our experiment we have defined an ensemble as a group of 100 
classifiers generated over the same set of algorithms with the same configuration of 
the generator. A total of six sets of ensembles were created. Each set of ensembles has 
been generated over another subset of available algorithms. One set of ensembles has 
been made over all available algorithms, the other five sets always used only one of 
the algorithms. We have used six bases of algorithms in total: N1 represents Adaline, 
N2 represents delta rule, N3 represents Hebbian network, N4 represents perceptron, 
N5 represents Back Propagation network and the sixth base N1-N5 represents all 
ensembles contain 20 specific instances of a specific type. Adaline did not perform 
well with the basic learning rule ݐ)ݔߙ െ  ). We assume, that the cause lays in theݕ
relatively big number of patterns and inputs and therefore possibly the big value of (ݐ െ ݐ) ). That is, why we have normalized value ofݕ െ -) by the sigmoid funcݕ
tion. Classifiers were generated as instances of N1-N5 algorithms during the experi-
ment. The accuracy of each generated classifier was verified on both the test and the 
training set. Twelve different configurations have been tested within each set. Each 
configuration was tested 50 times in every set of ensembles. Therefore there has been 
created and tested 6 · 12 · 50 · 100 = 360000 different instances of neural networks, 
‘packaged’ into 3600 ensembles during the experimental study. Figure 3 shows the 
implementation procedure of the experiment. 

 

Fig. 3. Creating and testing the ensembles of the neural network classifiers 

The experiment was conducted over the data from the MNIST database [7], as was 
mentioned above. Therefore the training contains 60000 patterns and the testing con-
tains 10000 patterns. Patterns are stored in the database as a 28x28 pixel images with 
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256 grayscale. As the examples represent digits, it is obvious, that they can be divided 
into 10 classes. Therefore all the tested neural networks had a total of 10 output neu-
rons. The highest number of input neurons was 28 x 28 = 784. Actual number  
depended on the current teaching strategy (see description of proposed filters below). 
The number of neurons in the hidden layer of the back propagation network was  
determined experimentally. 

5 Filtering as a Method of Classifiers Diversity Enhancing 

We have proposed several approaches to improve performance of boosting [5]. In our 
experiment, we try to increase diversity of classifiers by various filtering methods. 
The main idea of the input filter is, that classifier ‘sees’ only a part of the input. It 
forces the classifier to focus its attention only on certain features (parts of pattern). It 
should increase the diversity of individual classifiers generated. Input filter is repre-
sented by a bitmap F of the same size as the original pattern. The classifier ‘sees’ the 
input pattern ‘through’ matrix F while only bits of F, which have value of 1 are 
‘transparent’. The blank filter is represented by a matrix whose pixels are all set to 
value of 1. Topology of classifier always reflects the current filter in the sense that the 
number of input neurons is equal to the number of bits with value of 1 in the bitmap 
F, i.e. the number of pixels that are visible to classifier. It implies that the topology of 
classifiers when using a non-blank filter is smaller and less demanding in terms of 
memory space and CPU time. However, it is also clear that the classification of fil-
tered patterns is less accurate because the classifier cannot see the whole pattern, but 
only a part of it. Figure 4 shows the example of application of different filters to the 
pattern representing the number ‘8’.  

 

Fig. 4. Example of use of different filters on the input pattern with the image number ‘8’ In the 
top row we can see four different filter matrices, in the bottom row there are the results of the 
filtration (what the classifier can see) 

We have used the diversity of classifiers in the ensembles as the criterion for judg-
ing the success of algorithms and configurations. Moreover, we have focused mainly 
on performance at the test set of patterns. We have expressed the diversity as the reci-
procal of the count of patterns, which were not correctly classified by any of the clas-
sifiers in the ensemble. The smaller number of unrecognized patterns means the more 
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successful ensemble as well as the more successful configuration and base of algo-
rithms. If the diversity on the testing set was remarkably worse than the diversity on 
the training set, we have experienced over-fitting. 

In the subsequent text we will use the following nomenclature: 

• TMin/TMax/TAvg – minimum/maximum/average percentage of unrecognized 
patterns in the training set 

• GMin/GMax/GAvg – minimum/maximum/average percentage of unrecognized 
patterns in the test set 

• In Figure 5 we can see that the best result was produced by the Back propagation 
network. Although its minimum reached error is slightly worse than the one of 
delta rule or the mixed algorithm, its average performance is the best. It also shares 
the best G/T value with the perceptron, which is 1,42. On the other side, the Hebb 
is the worst it gives the worst, performance on both the average error and the G/T 
value, which is 1,58. G/T means GAvg/ TAvg error ratio, which represents gener-
alization capabilities of ensembles by used base algorithm. The higher value indi-
cates the higher overfitting. So the smaller number means the higher quality of the 
classifier. The values of G/T >1 indicates the typical behaviour when an ensemble 
performs better on the train set then on the test one. A value of 1 would indicate 
that the ensemble performed same on both the train and the test set. The value of 
G/T <1 would indicate really ‘intelligent’ and unlike behaviour - the better per-
formance on the test set than on the train one. 

 

Fig. 5. Comparison of quality of ensembles by used base algorithm [%] 

In Figure 6 we can investigate the influence of different filters on the ensembles be-
haviour. It is clear from the values in the table, that the filtering is the right way to go 
through. The filtering method put the ensemble’s performance forward in both the aver-
age error and the generalization capabilities. We can also see that the streak filter  
performs significantly better than the random one. Its G/T value is 1,31. The effective-
ness of a quality of ensembles with and without filtering was verified experimentally. 
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Each calculation was run 50 times, to achieve statistically significant results. There were 
recorded values of the error function E (1).¨ 

 ( )∑
=

=
q

l
lEE

1

w  (1) 

El(w) is the squared error for a particular training pattern l (l = 1, ...,q), where q is the 
number of patterns (2). tk represents the target for pattern l on node k, whilst yk 
represents the actual output at that node. Y represents a set of output units. 

 ( ) ( )2

2

1∑
∈

−=
Yk

kkl tyE w  (2) 

 

Fig. 6. Comparison of quality of ensembles by filtering. The filtering method put the ensem-
bles’ performance forward in both the average error and the generalization capabilities. 

 

Fig. 7. Results representing processes of adaptation and testing belonging to ensembles with 
and without various filtering methods 
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6 Conclusion 

We have verified the statistical significance of differences between the results with 
and without various filtering methods during both phases of adaptation and testing. 
The obtained values were compared by Two tailed T-test with a significance level of 
α=0.05. Differences between quality of ensembles with and without filtering (ensem-
bles are represented by their error function E) is statistically significant, therefore we 
can reject the null hypothesis Ho (μwith_filtering = μwithout_filtering). Results representing 
processes of adaptation and testing belonging to ensembles with and without filtering 
are shown graphically in Figure 7. The box-plots represent values of error function E 
of adaptation as well as generalization with and without various filtering methods, 
when every calculation was run 50 times. The median is indicated by the horizontal 
line that lies inside the box dividing it into two parts. 

It was experimentally tested that Input filters increase the diversity of the neural 
networks. As the method reduces the size of input vector, it also increases the speed 
of the classifier in both the learning and the classifying. During experiments the me-
thod reduced the size of the neural networks by 0-80% depending on used input filter 
(Fig.4). It is obvious, that filters can reduce accuracy of the classifier, but this fact is 
not vital as the classifiers are used in the boosted ensembles. 
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Abstract. Mining frequent itemset generates frequently purchased itemsets. 
However, a frequent itemset may not be the itemset with high value. Mining 
high utility itemset considers both of the profits and purchased quantities for the 
items, which is to find the itemsets with high utility for the business. However, 
mining high utility itemsets from the whole database may lose the high utility 
itemsets in a specific time period. Mining high utility itemsets in different time 
periods considers when the itemsets will be high utility, which can provide 
business manager to promote high utility itemsets in a specific time period.  

In this paper, we propose an approach for mining high utility itemsets in 
different time periods. We first partition the database according to the user-
specified basic time periods, and then combine the transactions in the 
continuous basic periods to find high utility itemsets in the continuous periods. 
Besides, we remain the itemsets which are not high utility in the previous 
periods, but may be high utility after combining the previous periods with the 
current basic period, such that the high utility itemsets in continuous basic 
periods will not be lost. 

Keywords: Data mining, Knowledge discovery, High utility itemset, Time 
period.  

1 Introduction 

In this section, we first introduce some preliminaries for mining high utility itemsets 
[7]. Let I={i1, i2, ..., im} be the set of all the items. An itemset X is a subset of I and 
the length of X is the number of items contained in X. An itemset with length k is 
called a k-itemset. A transaction database D={T1, T2, ..., Tn} contains a set of 
transactions and each transaction has a unique transaction identifier (TID). Each 
transaction contains the items purchased in this transaction and their purchased 
quantities. The purchased quantity of item ip in a transaction Tq is denoted as o(ip,Tq) . 
The utility of item ip in Tq is u(ip, Tq)=o(ip, Tq)×s(ip), in which s(ip) is the profit of item 
ip. The utility of an itemset X in Tq is the sum of the utilities of the items contained in 
X ⊆ Tq, which is shown in expression (1). If X⊄Tq, u(X, Tq)=0. The utility of an 
itemset X in D is the sum of the utilities of X in all the transactions containing X, 
which is shown in expression (2). An itemset X is a high utility itemset if the utility of 
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X in D is no less than minimum utility (MU), which can be computed by multiplying 
the total utility of the database and the user-specified utility threshold. 

( , )p qXu ( X ,T ) u  i Tq p qi T∈ ⊆
∑=  (1)

( , )qX Du ( X ) u  X TqT⊆ ∈
∑=  (2)

Table 1. Transaction database 

Item 
TID

A B C D E Item 
TID

A B C D E 

1 3 2 18 0 1 14 0 2 12 0 2 
2 0 6 0 1 1 15 3 0 0 0 1 

3 2 0 1 1 1 16 2 1 5 0 0 
4 1 2 0 1 1 17 0 2 2 0 1 
5 0 0 4 0 2 18 1 1 0 0 1 
6 1 0 0 1 0 19 0 2 2 1 2 
7 0 10 0 1 1 20 0 0 10 0 2 
8 3 0 25 3 1 21 0 5 4 0 2 

9 1 1 0 0 0 22 1 3 0 0 1 
10 0 6 2 2 1 23 0 1 5 2 0 
11 1 0 0 0 1 24 0 1 5 2 0 
12 0 2 25 0 0 25 3 0 10 0 2 
13 1 1 0 0 0  

Table 2. Profit Table 

Item A B C D E 
Profit 3 10 1 6 5 

 
For example, Table 1 is a transaction database, in which each number in a (TID, 

Item) entry represents the purchased quantity for an item in a transaction. Table 2 is 
the profit table which records the profit for each item in Table 1. Suppose the utility 
threshold is 60%. Because the total utility of the database is 141, the minimum utility 
MU is 141×60%=84.6. The utility of itemset {B,D} in Table 1 is u({B,D})= 
(1×10+1×6) + (6×10+2×6) + (3×10+1×6) =124 ≥ 84.6. Therefore, the itemset {B,D} 
is a high utility itemset. 

p qi TT U ( T ) u ( i ,T )pq q∈
∑=  (3)

qX DT W U ( X ) tu ( T )qT⊆ ∈
∑=  (4)
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For mining frequent itemset [1], all the subsets of a frequent itemset are frequent, 
that is, there is a downward closure property for frequent itemsets. However, the 
property is not available for high utility itemsets, since a subset of a high utility 
itemset may not be a high utility itemset.  

Therefore, Liu et al. [7] proposed a Two-Phase algorithm for mining high utility 
itemsets. They defined transaction utility TU and transaction weighted utility TWU 
for an itemset X, which are shown in expressions (3) and (4), respectively. 

If the TWU for an itemset is no less than MU, then the itemset is a high transaction 
weighted utility itemset (HTWUI). According to expression (4), the TWU for an 
itemset X must be greater than or equal to the utility of X in D. Therefore, if X is a 
high utility itemset, then X is a HTWUI. All the subsets of a HTWUI are also 
HTWUIs. Therefore, there is a downward closure property for HTWUIs. The first 
phase for the Two-Phase algorithm [7] is to find all the HTWUIs which are called 
candidate high utility itemsets by applying Apriori algorithm[1]. Two-Phase 
algorithm scans the database again to compute the utilities of all the candidate high 
utility itemsets and find high utility itemsets in the second phase. 

However, in the first phase, Two-Phase algorithm needs to repeatedly scan the 
database and search a large number of candidate HTWUIs to generate candidate high 
utility itemsets. If the minimum utility is small, a huge number of candidate high 
utility itemsets will be generated. In the second phase, Two-Phase algorithm needs to 
scan the large database again and search a huge number of candidate high utility 
itemsets, which would significantly degrade the mining performance. In order to 
reduce the number of database scans, Ahmed et al. proposed HUC-Prune algorithm 
[2], which applies FP-Growth algorithm [6] to generate candidate high utility itemsets 
and then scans the database and searches the candidates to find the high utility 
itemsets. Although HUC-Prune only scans database three times, it still needs to 
generate candidate high utility itemsets and scan the whole database to find the high 
utility itemsets. 

For the above approaches, the high utility itemsets are discovered from the whole 
database. Therefore, we still cannot know when the itemsets should be promoted to 
gain the high profits. For example, because the itemset {outerwear, long socks} would 
be bought frequently in winter, but this itemset is rarely purchased in the other 
seasons. Therefore, an itmeset may not be high utility in the whole year, but it can be 
high utility in winter. If the whole transaction database can be partitioned by seasons, 
then the high utility itemsets can be discovered in each season.  

Some researches considered the on shelf time periods of products. In 2007, Huang, 
et al. [3] proposed the algorithm Twain to find the frequent itemsets at the longest 
common continuous on shelf periods of time, since they think that there will be 
different on shelf time periods for different items. However, this approach will lose 
some frequent itemsets if the itemsets are not frequent in the first time period, since 
the supports of these itemsets cannot be accumulated to the next time periods. In 
2011, Lan and et al. [5] think that the utilities of the itemsets should be computed at 
the on shelf time periods of the itemsets. They specified the on shelf time periods for 
each item, and proposed an algorithm to find the high utility itemset in which the 
items have common on shelf time periods. However, it is unreasonable to specify the 
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fixed time periods and assign the on shelf time periods for each item according to the 
fixed time periods. Moreover, this approach still cannot identify which itemsets will 
be high utility in which time periods. 

In this paper, we propose an algorithm for mining high utility itemsets in different 
time periods. We first partition the database according to the user-specified basic time 
periods, and find the high utility itemsets and the potential high utility itemsets from 
each partition of the database with the time period. The utility of a potential high utility 
itemset is near to the minimum utility but not satisfy the minimum utility, which is used 
to decrease the information loss in the continuous time periods. After discovering all the 
high utility itemsets and the potential high utility itemsets for each basic time period, 
these itemsets in the continuous time periods would be combined to find the high utility 
itemsets or the potential high utility itemsets in the continuous time periods. 

2 Our Approach 

In this section, we describe our algorithm for mining Continuous Temporal High 
Utility Itemsets (CTHUI). CTHUI first scans the database once to compute the total 
utility in the database and the TWU of the items in each time period and in the whole 
database. For each transaction, CTHUI sorts the items by their TWU in descending 
order, and removes the items whose TWU is less than minimum potential utility 
which is the product of the user-specified potential utility threshold and the total 
utility. An itemset is a potential high utility itemset if its utility is less than the 
minimum utility but no less than the minimum potential utility.  

Table 3. The utility for each item in each time period 

Item Total P1 P2 P3 P4  P5 

E 775 189 247 64 103 172 

B 734 157 203 100 104 170 
C 574 84 136 87 106 161 
D 485 123 256 0 38 68 
A 310 104 79 21 39 67 

Total utility in  
each period 

189 269 122 124 199 

Minimum utility 56.7 80.7 36.6 37.2 59.7 
Minimum  

potential utility 
37.8 53.8 24.4 24.8 39.8 

 
For example, the transaction database in Table 1 is partitioned into 5 basic time 

periods: P1 contains TIDs 1, 2, 3, 4 and 5; P2 contains TIDs 6, 7, 8, 9 and 10; P3 contains 
TIDs 11, 12, 13, 14 and 15; P4 contains TIDs 16, 17, 18, 19 and 20; P5 contains TIDs 
21, 22, 23, 24 and 25. The utility threshold and the potential utility threshold are set to 
be 30% and 20%, respectively. For the first transaction TID 1, the transaction utility 
TU1 = 3×3 + 2×10+18×1+1×5 = 52. Because items A, B, C and E are contained in the 
transaction TID 1, TWU(A) = TWU(B) = TWU(C) = TWU(E) = 52 so far. Similarly, 
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TU2 = 6×10 + 1×6 +1×5 = 71 and TWU(B) = TWU(E) = 52 + 71 = 123 after scanning 
the previous two transactions. After scanning the five transactions in the first period, the 
total utility of the first period is PTTU1 = TU1 + TU2 + TU3 + TU4 + TU5 = 189. After 
scanning the transactions in all the periods, the total utility of each period and the TWU 
of each items in each period can be obtained, which are shown in Table 3. From Table 
3, we can see that the minimum potential utility is 122×20% = 24.4 in the third period, 
so items A and D can be removed in the third period. 

For each time period, CTHUI finds the (potential) high utility itemsets from the 
transactions in the period, and process them from the first period. For each (potential) 
high utility itemset in the current period, CTHUI accumulates the utility of an itemset 
in the previous period to the utility of the itemset in the current period. For an itemset, 
there are four cases will occur: 
 
Case 1: The itemset is high utility in the current period Pj, but potential high utility in 
the last continuous periods Pi, …, Pj-1 (j > i≧1). If the total utility of the itemsets in 
periods Pi, …, Pj-1, Pj is no less than the minimum utility, then the itemset is high 
utility in periods Pi, …, Pj-1, Pj. Otherwise, if the total utility is no less than the 
minimum potential utility, then the itemset is a high utility itemset in period Pj, and 
potential high utility in the continuous periods Pi, …, Pj-1. 

Case 2: The itemset is high utility in both the current period Pj and the last continuous 
periods Pi, …, Pj-1 (j > i≧1). In this case, the itemset is high utility in the continuous 
periods Pi, …, Pj-1, Pj.  

Case 3: The itemset is potential high utility in the current period Pj, and high utility in 
the last continuous periods Pi, …, Pj-1 (j > i≧1). If the total utility of the itemsets in 
periods Pi, …, Pj-1, Pj is no less than the minimum utility, then the itemset is high 
utility in periods Pi, …, Pj-1, Pj. Otherwise, if the total utility is no less than the 
minimum potential utility, then the itemset is a potential high utility itemset in period 
Pj, and high utility in the continuous periods Pi, …, Pj-1. 

Case 4: The itemset is a potential high utility itemset in both the current period Pj and 
the last continuous periods Pi, …, Pj-1 (j > i≧1). In this case, the itemset is a potential 
high utility itemset in the continuous periods Pi, …, Pj-1, Pj. 

 
CTHUI sequentially scans the transactions in each time period to construct Utility-

tree (Utree) which is similar to FP-tree structure [6]. From the Utree structure, high 
utility itemsets and potential high utility itemsets can be generated. An Utree consists 
of a null root, a set of nodes and a header table. Each node, except the root node, in 
the Utree consists of item-name, CID, utility and item-link. The item-name registers 
which item this node represents, CID and utility register the transaction ID and the 
utility of the item in this transaction, and item-link links to the next node in the Utree 
carrying the same item or null if there is none. There is an item-link structure for each 
HTWU item. Each entry in the header table consists of two fields: item-name and 
head of item-link which points to the first node in the Utree carrying the same item-
name. 
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Table 6. High utility itemsets in different time periods after processing P1 and P2 

HUI Utility Periods 
ABE 62 [P1, P1] 
DBE 290 [P1, P2] 
DB 270 [P1, P2] 
BE 285 [P1, P2] 

 
For each item x in the header table of Utree, our algorithm CTHUI retrieves each 

path from the node x to the child of the root via the item-links of item x. For each 
retrieved path a1→a2→…→an→x, CTHUI generates all the combinations of the 
items in the path, such as {a1}, {a2}, …, {an}, {a1a2}, …,{an-1an}, {a1a2a3}, … and 
{a1a2…an}, and accumulates the utilities of the nodes for each combination and node x 
with the same TID. For each combination, the item x is implicitly attached to form a 
candidate itemset, such as {a1x}, {a2x}, … {anx}, {a1a2x}, …, {an-1anx}, 
{a1a2a3x}, … and {a1a2…anx}. For example, the first retrieved path for item A in 
Figure 3 is E→B→C→A, in which 7 itemsets {EA}, {BA}, {CA}, {EBA}, {ECA}, 
{BCA} and {EBCA} can be generated. For the utility of itemset {EA}, because the 
common TID for node E and node A in the path E→B→C→A is 1, the utility of 
{EA} in this path is 5 + 9 = 14. The utility of itemset {EBA} can be computed from 
the two paths E→B→C→A and E→B→D→A for item A, which is (5 + 20 + 9) + (5 
+ 20 + 3) = 62. By using this way, the utilities for all the itemsets containing item A 
can be obtained. After processing each items in the header table, the high utility 
itemsets and potential high utility itemsets in the first time period are shown in Table 
4 and Table 5, respectively. 

Table 7. Potential high utility itemsets after processing P1 and P2 

PHUI Utility Periods:Utility 
CBE 110 [P1, P2]

CB 100 [P1, P2]

ADCE 57 [P2, P2]

DCE 67 [P2, P2]

DC 57 [P2, P2]

DCBE 79 [P2, P2]

DCB 74 [P2, P2]

 
By using the same method, the high utility itemsets and potential high utility 

itemsets in the second time period P2 can be obtained. CTHUI checks if these itemsets 
satisfy the above four cases. For example, the utility of itemset {DBE} in P2 is 188, 
which is greater than the minimum utility in P2. Therefore, itemset {DBE satiafies 
case 1, which is a high utility itemset in the continuous time periods [P1, P2], and 
u({DBE}) = 102 + 188 = 290 in [P1, P2]. The utility of itemset {CBE} in P2 is 67,  
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Table 8. High utility itemsets in different continuous time periods for Table 1 

THUI Utility Periods 
ABE 62 [P1, P1]

DBE 290 [P1, P2]

DB 270 [P1, P2]

BE 505 [P1, P5]

CB 325 [P1, P5]

CBE 310 [P1, P5]

DCBE 38 [P4, P4]

CE 98 [P4, P5]

 
which is greater than minimum potential utility but less than minimum utility. 
Therefore, itemset {CBE} satisfies case 4, which is a potential high utility itemset in 
the continuous time periods [P1, P2]. After processing all the generated itemsets in P2, 
the high utility itemsets and potential high utility itemsets in different time periods are 
shown in Table 6 and Table 7, respectively.  

For the high utility itemsets and potential high utility itemsets in [Pi, Pk] 
(1≦i≦k≦j), if k≠j, then the itemset needs to be removed before processing the 
itmesets in the (j+1)th time period, since the time periods of the itemset cannot 
continue to the next time period.  After processing all the high utility itmesets and 
potential high utility itemsets in the five time periods of the transaction database in 
Table 1, the high utility itemsets in different continuous time periods are shown in 
Table 8. 

3 Experimental Results 

For the performance evaluation, because there is no research on mining high utility 
itemsets in different time periods, we compare our algorithm CTHUI with THUI-
Mine [4] for mining high utility itemsets in a data stream. The synthetic dataset 
T5I4D100K is generated based on [7], in which T is the average number of the items 
in a transaction, I is average number of the items in a potential frequent itemsets, and 
D is the number of the transactions in the database. The synthetic database is equally 
partitioned into 10 partitions, and the potential utility threshold is less than utility 
threshold 10%. All our experiments were conducted on Intel® CORE (TM)2 Quad 
CPU Q9400 @2.66GHz, 4B memory, using C# Programming Language and running 
on Microsoft windows 7 environment. 
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Fig. 4. The execution times for algorithms CTHUI and THUI-Mine 

Figure 4 and Figure 5 show the execution times and memory usages for the two 
algorithms. The number of high utility itemsets generated by CTHUI is larger than 
that of THUI-Mine, because CTHUI algorithm needs to generate high utility itemsets 
in different time periods, but THUI-Mine only generates the high utility itmesets in 
the current dataset. Besides, CTHUI needs to keep all the high utility itemsets and 
potential high utility itemsets in each time periods. Therefore, CTHUI takes more 
time and more memory space than THUI-Mine. 

 

 

Fig. 5. The memory usages for algorithms CTHUI and THUI-Mine 

4 Conclusions 

Mining high utility itemsets from the whole database will lose the high utility itemsets 
in a specific time period. Therefore, we cannot know when the itemsets should be 
promoted to gain the high profits. In this paper, we propose an algorithm for mining 
high utility in different time periods which can provide the information about what 
time the high utility itemsets should be promoted. Although our algorithm takes more 
execution time and memory space than THUI-Mine for mining high utility itmesets in 
a data stream, our algorithm can get more useful information than that of THUI-Mine. 

0

50

100

150

200

0.6 0.5 0.4 0.3 0.2

Ex
ec

ut
io

n 
Ti

m
e(

Se
c.

)

utility threshold(%)

CTHUI THUI-Mine

0

10

20

30

40

50

60

0.6 0.5 0.4 0.3 0.2

M
em

or
y 

U
sa

ge
s(

M
B)

utility threshold(%)

CTHUI THUI-Mine



 Mining High Utility Patterns in Different Time Periods 789 

 

References 

1. Agrawal, R., Srikant, R.: Fast Algorithms for Mining Association Rules. In: Proc. of 20th 
International Conference on Very Large Databases, Santiago, Chile, pp. 487–499 
(September 1994) 

2. Ahmed, C.F., Tanbeer, S.K., Jeong, B.-S., Lee, Y.-K.: “An Efficient Candidate Pruning 
Technique for High Utility Pattern Mining. In: Proc. of the 13th Pacific-Asia Conference on 
Knowledge Discovery and Data Mining, pp. 749–756 (April 2009) 

3. Chen, M.S., Dai, B.-R., Huang, J.W.: Twain: Two-end association miner with precise 
frequent exhibition periods. ACM Transactions on Knowledge Discovery from Data 1(2), 
Article 8 (2007) 

4. Chu, C.J., Liang, T., Tseng, V.S.: An efficient algorithm for mining temporal high utility 
itemsets from data streams. Journal of System Software 81(7), 1105–1117 (2008) 

5. Hong, T.P., Lan, G.C., Tseng, V.S.: Discovery of high utility itemsets from on-shelf time 
periods of products. Expert Systems with Application 38(5), 5851–5857 (2011) 

6. Han, J., Pei, J., Yin, Y.: Mining Frequent Patterns without Candidate Generation. In: Proc. 
of Int. Conf. on Management of Data (ACM SIGMOD), pp. 1–12 (May 2000) 

7. Liu, Y., Liao, W.-K., Choudhary, A.: A Fast High Utility Itemsets Mining Algorithm.  
In: Proc. of the 1st Int. Workshop on Utility-Based Data Mining, pp. 90–99 (August 2005) 



 

© Springer-Verlag Berlin Heidelberg 2015 
M. Gen et al. (eds.), Industrial Engineering, Management Science and Applications 2015, 

791 

Lecture Notes in Electrical Engineering 349, DOI: 10.1007/978-3-662-47200-2_83 
 

Content Based Image Retrieval Using Fuzzy Texton  
and Shearlet Transform 

Sudhakar Putheti1, P.R. Krishna Prasad2, and Srinivasa Reddy Edara1 

1 Computer Science and Engineering, Acharya Nagarjuna University, 
Guntur, A.P., India 

2 Computer Science and Engineering, JNTU Kakinada, 
Kakinada, A.P., India 

sudhakarp0101@gmail.com, {krishna_palli,edara_67}@yahoo.com 

Abstract. This paper presents a novel and an efficient content based image 
retrieval technique based on content color, texture and shape, which are primary 
low level features to describe image. The proposed method uses fuzzy texton 
method to extract texture features and discrete shearlet transform for shape 
features in addition to color features. Fuzzy Texton is a way to describe the 
texture properties in image analysis. Shearlet transforms can analyze signals 
defined not only at various orientations but also at multiple scales. The test 
results emerged more efficient than all the predecessor peer techniques like 
Texton Co-occurrence Matrix (TCM), Texton Multi Histogram (TMH) and 
Texels of Fuzzy Texton (TT). 

Keywords: Fuzzy Texton, CBIR, HSV, Discrete Shearlet Transform. 

1 Introduction 

With an explosive growth of digital image collections, content based image retrieval 
(CBIR) has been emerged as one of the most active problems in computer vision as 
well as multimedia applications. The target of content-based image retrieval (CBIR) 
[1] is to retrieve images relevant to a query of a user, which can be expressed by 
example. In CBIR, an image is described by automatically extracted low-level visual 
features, such as color, texture and shape [2-4]. When a user submits one or more 
query images as examples, a criterion based on this image description ranks the 
images of an image database according to their similarity with the examples of the 
query and, finally, the most similar are returned to the Digital image retrieval systems. 
Since 1990’s, Content Based Image Retrieval (CBIR) has attracted great research 
attention [5-6]. Early research was focused on finding the best representation for 
image features. The current work primarily focuses on using Fuzzy Textons and 
Shearlet Transformation methods for CBIR.  

Texton proposed by Julesz conceptually more than 20 years ago [7, 8] is one of the 
useful texture analysis concept central to the CBIR. Though texton is defined as a set 
of blobs or emergent patterns sharing a common property all over the image, a 
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thorough exploration of the texton properties still remains a challenge. As part of the 
exploration, shape one of the discriminating features is considered for the extraction 
accurate information of the image [9]. This paper presents wavelet decomposition 
method to extract shape feature. Traditional methods such as wavelet and Gabor 
transforms are not capable of efficiently capturing directional features from data due 
to their limited directional sensitivity. 

On the other hand, Shearlet transforms can analyze signals defined not only at 
various orientations but also at multiple scales; they provide efficient mathematical 
and computational methods to address singularities such as image edges [10]. During 
the retrieval, the similarity between two images is calculated by summing the 
distances of individual low-level features with fixed weights. This paper attempts to 
analyze the texture as well as the similarities between the images to efficiently extract 
the images.  

The rest of the paper is organized as follows. Section 2, research efforts on fuzzy 
texton and shear wavelet transform are reviewed. In Section 3, the proposed image 
retrieval method is discussed. In Section 4, Experiments, performance evaluations, 
and discussions are given. Finally, Section 5 concludes our work. 

2 Existing Methods 

For image retrieval in CBIR various algorithms have been designed to extract the 
color and texture and shape features. There are some algorithms that combine both 
color and texture features, such as the integrative co-occurrence matrix [11], texton 
co-occurrences matrix [12], multi-texton histogram (MTH) [13], color edge co-
occurrence histogram (CECH) [14], color auto-correlograms [15], etc. In recent years, 
many methods for shape representation and recognition have been proposed. An 
advanced review of shape representation techniques can be found in [16, 17]. One can 
distinguish between contour-oriented and region-oriented shape description 
techniques. The first method describes the object outlines and the second describes 
the object areas. Suitable contour and region primitives are first used in order to 
extract the relevant objects from a given image (e.g., Freeman codes [18], polygon 
lines [19], and pixels or image squares [20]). Based on this data, shape description can 
be performed by applying a feature vector in order to represent the given objects. In 
this paper, we use contour polygons and apply feature vectors that employ new multi-
scale transform called the Shearlet transform. 

2.1 RGB Vs HSV Color Models  

The disadvantage with RGB model is the change in its behavior when the illumination 
in an image is altered. This is overcome by using HSV model. HSV defines a color by 
its hue, saturation and value. HSV describes colors as humans perceive them. This 
perceptual relevance might make it a better choice than RGB for image retrieval.  HSV 
has an advantage as hue is invariant under the orientation of the object with respect to 
illumination and camera direction. Hence, it is used in the proposed method.   
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2.2 Fuzzy Texton  

Fuzzy Texton describes the texture property better than the Texton since Fuzzy texton 
uses the fuzzy texture unit (FTU) instead of texture unit (TU). By including fuzzy 
concept to the texton all ranges of the values including ‘2’ in the FTU will be 
generated. It generates 58 distinct textures instead of 48.  It covers total spectrum 
which is not possible when only texton is used. The main idea of the proposed method 
(TFT) is to obtain Texton images by applying the 12 types of 3 x3 texton templates 
[21].  

2.3 Discrete Shearlet Transform 

This paper is based on a new multiscale transform called the shearlet transform. It is a 
multidimensional version of the traditional wavelet transform, and is designed to 
address anisotropic and directional information at various scales. Indeed, the 
traditional wavelet approach, which is based on isotropic dilations, has a very limited 
capability to account for the geometry of multidimensional functions. In contrast, the 
analyzing functions associated with the shearlet transform are highly anisotropic, and, 
unlike traditional wavelets, are defined at various scales, locations and orientations. 
As a consequence, this transform provides an optimally efficient representation of 
images with edges [22]. We refer to G. Easley et. al for more details about the 
comparison of shearlets and other orientable multiscale transforms[23]. 

3 Proposed Method 

An efficient image retrieval technique is required to improve the success rate of 
CBIR. The block diagram of the proposed CBIR system is shown in Fig. 1. It consists 
of two phases: database building (off-line) and query processing (on-line) phase. The 
following are the steps in each phase:  
 

 

Fig. 1. CBIR System HSV Planes 
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3.1 Decomposition of Color Image into HSV Planes 

The input true color image is decomposed into H, S, and V color planes as shown in 
Figure 2. One of the advantages of HSV model is it is insensitive to changes in 
illumination.   Each color plane has a value ranging from 0 to 255 giving a total of 
16777216 different colors. The dimensionality of feature vector depends on the color 
quantization levels. Hence HSV channels are uniformly quantized into 4 levels so that 
64 colors are obtained [21]. 
 

 
 
 
 
 

Fig. 2. HSV Planes 

3.2 Color Quantization and Extraction of FuzzyTexton Images 

As per Julesz description a texton is a pattern which is shared by an image as a 
common property. Textures are formed only if the adjacent elements lie within the 
neighborhood. The critical distances that depend on the texture element size, between 
texture elements are used to incline the texton. Texture can be decomposed into 
elementary units, viz the Texton classes of colors, elongated blobs of specific width, 
orientation, aspect ratios and terminators of elongated blobs. If the elongated elements 
are not jittered in orientation, texture gradients increase at boundaries. Thus a small 
sub image of size 3 x 3 is used to obtain texton gradient. Here we have proposed 12 
textons of 3 x 3 grids. The computational complexity for using the overlapped 
components of 12 textons is also less to obtain final texton image. The texture 
property determination depends on the values of Texture Unit of an image plane [21]. 
The basic unit of the method is defined by a central pixel and its eight neighbors, 
forming a 3x3 pixel square. This minimal square image has the local texture 
information of the central pixel in all the directions. 

In a digital image the main goal is to extract the local texture information of a 
neighborhood of pixels. In our case the size of the neighborhood is 3x3 pixels. This 
pattern of the image, consisting 9 pixels, is denoted by a set V= {V0, V1, V2… V8}, 
where V0 represents the intensity value of the central pixel and Vi (1≤i≤8) the 
intensity value of each neighboring pixel. The smallest complete unit which best 
characterizes the local texture aspect of a given pixel and its neighborhoods, in all 
eight directions of a square raster, is Texture Unit (TU) that is defined, by TU={E1, 
E2, …,E8}, where: 

 

 E୧ ൌ ۔ۖەۖ
ۓ 0        if V୧ ൏ V and V୧ ൏ p 1        if V୧ ൏ V and V୧  p2                               if V୧ ൌ V;3        if V୧  V and V୧ ൏ q4      if V୧  V and V୧  q  1  i  8     (1) 

HUE Image 

SATURATION Image 

VALUE Image
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here p and q are user defined values and each element Ei occupies the same position as 
pixel i. An example is shown in Figure 3. 
 

  

               (a)                          (b)                        (c) 

Fig. 3. (a) Hue levels of an image part.(b) Texture Unit to the central pixel.( c) Texture Unit 
Ordering. 

As to each element of the TU can be assigned one of  the possible values 0, 1,2,3 
or 4, the total number of Texture Units is 5଼ ൌ 16777216 . These Units can be 
labeled and ordered in different ways; here we will label each TU as a 5-base number, 
named Texture Unit Number, NTU according to next formula: NTU ൌ ∑ E୧ · 5షభమ୧଼ୀଵ       (2) 

Where i is the position of the Texture Unit box, and Ei is the value of the box (0, 1, 
2, 3 or 4). Moreover, the 8 elements can be ordered differently. If they are ordered 
clockwise, as shown in Figure 1(c), the first element can take eight possible positions, 
from the top left a to the middle left h, and then the 16777216 texture units can be 
labeled by the above formula under eight different ordering ways (from a to h).  

A more detailed study of texture unit indicates that the absent TU’s involve two’s 
in their texture unit. This is the case when neighbors and central pixels have the same 
values. If there is a lack of two’s then TU will take only 0,1,3 and 4 which means that 
the possible real number of different textures are 48 instead of 58, that is 65536 and 
390625. Thus the power of the method is misused and it impacts the texture Unit 
number also. To overcome this, fuzzy texture is used in the proposed method.  

 

Fig. 4. 12 types of 3 x 3 texton templates 

The Fuzzy Texture unit boxes (FTUB) and Fuzzy Texture Unit Numbers (FTUN) 
are employed in the method by Aina Barceló. et. al [24].   

In this proposed work, FTUB and FTUN are used during the period of quantifying 
the texton images. Then, the resultant textons are called as fuzzy texton images. As 
part of the detection process of fuzzy texton, the 3 x 3 grids can detect the textons in 
all directions and also corners of the textures. If three pixels are highlighted and have 
the same value then the grid will form a fuzzy texton as shown in Figure 5.  
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Fig. 5.  Fuzzy Texton Detection Process 

The main idea of the proposed method (TFT) is, Texton images are obtained by 
applying the 12 types of 3 x3 texton templates [21] as shown in figure 4 on HSV 
planes as shown in figure 3.  

3.3 Edge Orientation Using Discrete Shearlet Transform 

An algorithm for edge detection based on shearlets was introduced in [25, 26], where 
a discrete shearlet transform was described with properties designed for this task. In 
fact, the discrete shearlet transform which was presented for image denoising, 
produces large sidelobes around prominent edges which interfere with the detection of 
the edge location. In contrast, the special discrete shearlet  transform introduced in 
[25, 26] is not affected by this issue since the analysis filters are chosen to be 
consistent with the theoretical results in [27, 28], which require the shearlet 
generating function to satisfy specific symmetry properties in the Fourier domain. 

The first step of the shearlet edge detector algorithm consists of selecting the edge 
point candidates of a digital image u[m1,m2]. They are identified as those points (݉ଵതതതത, ݉ଶതതതത) which, at fine scales j, are local maxima of the function. ܯݑሾ݉ଵ, ݉ଶሿଶ ൌ ∑ ቀܵݑܪሾ݆, ݈, ݉ଵ, ݉ଶሿ ቁଶ                     (5) 

Here  ܵݑܪሾ݆, ݈, ݉ଵ, ݉ଶሿ denotes the discrete shearlet transform. According to the 
properties of the continuous shearlet transform summarized above, we expect that, if (݉ଵതതതത, ݉ଶതതതത) is an edge point, the discrete shearlet transform of u will behave as |ܵݑܪሾ݆, ݈, ݉ଵതതതത, ݉ଶതതതതሿ|~2ିܥఉ                             (6) 

where β ≥ 0. If, however, β < 0 (in which case the size of |SHu| increases at finer 
scales), then (݉ଵതതതത, ݉ଶതതതത) will be recognized as a spike singularity and the point will be 
classified as noise. Using this procedure, edge point candidates for each of the 
oriented components are found by identifying the points for which β ≥ 0. Next, a non-
maximal suppression routine is applied to these points to trace along the edge in the 
edge direction and suppress any pixel value that is not considered to be an edge. 
Using this routine, at each edge point candidate, the magnitude of the shearlet 
transform is compared with the values of its neighbours along the gradient direction 



 Content Based Image Retrieval Using Fuzzy Texton and Shearlet Transform 797 

 

(this is obtained from the orientation map of the shearlet decomposition). If the 
magnitude is smaller, the point is discarded; if it is the largest, it is retained. Extensive 
numerical experiments have shown that the shearlet edge detector is very competitive 
against other edge detectors, and its performance is very robust in the presence of 
noise. A shearlet edge detector is compared against the wavelet edge detector and the 
Sobel and Prewitt edge detectors. The performance of the edge detectors is assessed 
using the Pratt’s Figure of Merit, which is a fidelity function ranging from 0 to 1, 
where 1 is a perfect edge detector. This is defined as  ܯܱܨ ൌ ଵ௫(ே,ே) ∑ ଵଵାఈௗ()మேୀଵ                            (7) 

where ܰ  is the number of actual edge points, ௗܰ  is the number of detected edge 
points, d(k) is the distance from the k-th actual edge point to the detected edge point 
and α is a scaling constant typically set to 1/9. The numerical test reported in the 
figures show that the shearlet edge detector consistently yields the best value for 
FOM. 

The continuous shearlet transform has the ability to precisely characterize the 
geometry of the edges. These properties directly lead to an effective algorithm for the 
estimation of the edge orientation, which was originally introduced in [36]. 
Specifically, by taking advantage of the parameter associated with the orientation 
variable in the shearlet transform, the edge orientations of an image u, can be 
estimated by searching for the value of the shearing variable s which maximizes ܵݑܪ(ܽ, ,ݏ (  at an edge point p, when a is sufficiently small. Discretely, this is 
obtained by fixing a sufficiently fine scales (i.e., ܽ ൌ 2ିଶ sufficiently “small”) and 
computing the index ሚ݈  which maximizes the magnitude of the discrete shearlet 
transform ܵݑܪሾ݆, ݈, ݉ሿ as ሚ݈(݆, ݉) ൌ ,ሾ݆ݑܪܵ|ݔܽ݉݃ݎܽ ݈, ݉ሿ|                         (8) 

Once this is found, the corresponding angle of orientation ߠሚ(݆, ݉) associated with 
the index ሚ݈(݆, ݉)can be easily computed. The sensitivity of the shearlet transform to 
the edge orientation is useful for the extraction of landmarks, another imaging 
application, which is important in problems of classification and retrieval. To 
illustrate the general principle, consider large smooth regions separated by piecewise 
smooth curves. The junction point A, where three edges intersect, is certainly the 
most prominent object in the image, and this can be easily identified by looking at 
values of the shearlet transform. In fact, if one examines the discrete shearlet 
transform ܵݑܪሾ݆, ݈, ݉ሿ, at a fixed (fine) scale ݆ and locations ݉, as a function of 
the shearing parameter l, the plot immediately identifies the local geometric properties 
of the image. Specifically, one can recognize the following four classes of points 
inside the image. At the junction point  ݇ ൌ ܣ , the function |ܵݑܪሾ݆, ݈, ݉ሿ| 
exhibits three peaks corresponding to the orientations of the three edge segments 
converging into A; at the point ݉ ൌ ,ሾ݆ݑܪܵ| ,located on a smooth edge ,ܤ ݈, ݉ሿ| 
has a single peak; at a point ݉ ൌ ,ሾ݆ݑܪܵ|  ,inside a smooth region ,ܦ ݈, ݉ሿ| is 
essentially flat; finally, at a point ݉ ൌ ,ሾ݆ݑܪܵ| ,close” to an edge“ ܥ ݈, ݉ሿ| exhibit 
two peaks, but they are much smaller in amplitude than those for the points A and B. 
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A similar behavior was observed, as expected, for more general images, even in the 
presence of noise. Based on these observations, a simple and effective algorithm for 
classifying smooth regions, edges, corners and junction points of an image was 
proposed and validated in [26]. 

3.4 Extraction of Texels 

After the extraction of fuzzy texton images need to extract the texels from them. The 
local properties used to extract the feature vectors used here come under two 
categories; color, texture and shape. Some of the important features of texture 
properties are Local Homogeneity, Cluster Shade and Cluster Prominence.  

i) Local homogeneity:  ∑ ଵଵା(ି)మ ܿ(݅, ݆),ୀ                                   (9) 

ii) Cluster shade:        ∑ ൫݅ െ ௫ܯ  ݆ െ ,݅)௬൯ଷܿܯ ݆),ୀ                     (10) 
iii) Cluster Prominence:  ∑ (݅ െ ௫ܯ  ݆ െ ,݅)௬)ସܿܯ ݆),ୀ                     (11) 

where ܯ௫ ൌ ∑ ,݅)ܥ݅ ݆),ୀ                                 (12) 

and   ܯ௬ ൌ ∑ ,݅)ܥ݆ ݆),ୀ                                 (13) 

There are three important properties regarding color information. They are Color 
Expectancy, Color Variance and Skewness. 

i) Color Expectancy:  ܧ ൌ ଵே ∑ ேୀଵܥ                                        (14) 

ii) Color Variance:     ߜ ൌ (ଵே ∑ ଶேୀଵ(ܧܥ) )భమ                               (15) 

iii) Skewness:          ߪ ൌ (ଵே ∑ ଷேୀଵ(ܧܥ) )భయ                               (16) 

4 Results and Discussion  

The results demonstrate the performance of the method over Corel database. We 
compared our results with two other methods: TT [29] and TFT [21]. Both are based 
on edge features without image segmentation, and TFT is the origin of our method. 
HSV channels are of a true color image. Figure 6 shows the true color image. 

             (a)                        (b)                       (c)                         (d) 

Fig. 6. (a) Original image (b) Hue image (c) Saturation image (d) Value image 
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4.1 Distance Measure  

We can use different distance metrics for matching such as an N-dimensional feature 
vector F = [F1, F2...FN]. It is extracted from every image of database and stored in 
database. Let Q = [Q1, Q2, Q3,…,QN] be the feature vector of query image. A simple 
distance measure [30] whose time complexity is very less when compared with others 
like Euclidean (no square or square root operations) when we consider large 
databases, is given by 

  F, Q) ൌ ∑ |FିQ|ଵାFାQN୧ୀ                               (17) 

                      (a)                                                    (b) 

Fig. 7. (a) 11 out of 12 images (b) 12 out of 12 images 

The standard Dataset SIMPLIcity which contains 1000 images of 10 categories 
with each categeriy consists of 100 images is used to test the proposed method. As 
part of that, Figure 7(a) shows retreival of the resultant image as 11 out of 12 images 
query image, elephant image. Similarly Figure 7(b)  shows retrieval of the resultant 
images for the buses. 

4.2 Performance Measure 

Most common measurements are used to evaluate the performance of image retrieval 
methods are Precision, Recall and Accuracy curves [31].  

Precision is given by ܲ(ܰ) ൌ ூேಿ                        (18) 

Recall is given by ܴ(ܯ) ൌ ூಾெ                          (19) 

Accuracy  ܣ(ܰ) ൌ ((ே)ାோ(ே))ଶ                         (20) 

Where ܫே is the number of images retrieved in the top N positions that are similar 
to the query image and M is the total number of images in the database similar to the 
query image. Table 1 shows the comparison results of Proposed Method with Texels 
of  Fuzzy Textons (TFT)[21] and TT[29].  
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Table 1. Comparision of Proposed Method with TT and TFT 

Data Bases Performance Method 

TT TFT Proposed 

 

SIMPLIcity 

Precision (%) 72.76 74.63 75.87 

Recall (%) 8.86 9.06 9.47 

 

Corel – 5000 

Precision (%) 58.43 60.32 61.89 

Recall (%) 6.83 7.48 8.03 

 

Corel–10000 

Precision (%) 43.56 44.93 46.37 

Recall (%) 5.77 5.93 6.22 
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Abstract. The lean management philosophy is applied to improve the produc-
tivity and customer satisfaction of an organization. Though lean implementa-
tions often fail or are not sustainable. Based on this, an assessment tool is  
developed. It consists of 24 criteria that are divided in the 4 categories: leader-
ship, culture, knowledge, and process. The category culture is subdivided in: 
improvement, empowering, and partnering. The rating of each criterion works 
by interviews on the management and supervisor level, and surveys on all levels 
of the company. To improve the score of low rated criteria, different counter-
measures for each criterion are named. By gathering the knowledge of different 
research and case studies, this tool can help companies to implement lean in a 
sustainable way. 

Keywords: Lean management, lean implementation, performance assessment. 

1 Introduction 

In the past decades, lean as a process management philosophy has gained popularity 
in the manufacturing sector, and became a standard in large scale enterprises. During 
the last years, the implementation of lean increased also in small and medium-sized 
companies (SMEs), and the philosophy was adopted by other sectors like service, 
administration, and research. The goal of lean is to satisfy the customer through on 
time delivery and high quality products by focusing on identifying and eliminating 
waste throughout a product’s entire value stream (including the company’s supply 
chain network) (Bhasin, 2011; Scherrer-Rathje et al., 2009). Womack and Jones 
(1996) define waste as any human activity that absorbs resources but creates no value. 
Ohno (1988) identified seven types of waste: defect, overproduction, transportation, 
unnecessary motion, waiting, inventory, and inappropriate processing. Later, Liker 
(2004) added an eighth type of waste: unused employee creativity. Environmental 
waste is considered the ninth. 

The benefits of a lean state in a company are: shorter cycle times, shorter lead 
times, lower work in progress, faster response time, lower cost, greater production 
flexibility, higher quality, better customer service, higher revenue, higher throughput 
and increased profit (Bhasin, 2011).  
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Though lean is being studied extensively for more than 30 years, companies still 
face difficulties in the implementation of lean in a sustainable way. The question why 
lean implementations fail is discussed in literature (e.g. Scherrer-Rathje et al., 2009; 
Liker and Rother, 2013; Miina, 2012). This paper focuses on finding a solution for 
these problems through developing an assessment tool. This tool includes counter-
measures based on literature and the combination of different business models, tech-
niques and award systems. 

2 Assessment Tool 

The objective of this paper is to develop an assessment tool that helps a company to 
implement lean in a sustainable way. This tool is based on the reviewed success fac-
tors, business models, and further literature. The tool consists of 24 criteria which are 
divided in 4 categories: leadership, culture, knowledge, and process. Culture is subdi-
vided in the subcategories: improvement, empowering, and partnering. Each criterion 
can be rated on a scale from 1 to 10 (10 being the highest possible score). This rating 
works by interviews on the management and supervisor level and surveys on all levels 
of the company. External experts can be consulted for an objective third-party feed-
back and countermeasures may be applied if its rating is low. 

2.1 Leadership 

The category leadership includes 6 criteria: 

#1 Business plans providing resources, encouragement, and time for improvement: 
For a successful and sustainable lean approach, it is essential that the company has 
clear visions and an elaborated long-term strategy. Beside the goal of every step, it 
has to be clear how to reach it. Resources (human, financial, and material), encou-
ragement of employees, and enough time for improvement are important factors in the 
strategy. To achieve a high rating in this criterion, managers have to analyze the 
whole company with it stakeholders, strategic objectives, business processes, and 
methods. The score can be increased by the application of hoshin kanri, a method 
devised to capture and cement strategic goals. By developing a lean house, the com-
pany can interpret their individual philosophy of lean in an own production system 
model. This concept is based on the theory that every company has its own under-
standing of lean and should focus on its own production philosophy. A detailed de-
scription of the lean house is available in literature (Miina, 2012). Another approach 
is the implementation of lean accounting where the focus lies on cost reduction, while 
standard accounting focuses on cost maintenance (Schlichting, 2009).  

#2 Visible management commitment, participation, and financial support: Visible and 
active management commitment is crucial for the success of a lean implementation. A 
lack of commitment may lead to a set of other issues like limited access to resources, 
lengthy decision-making processes, and communication breakdowns (Scherrer-Rathje 
et al., 2009). Also, employees may not realize the importance of lean, and participat-
ing sufficiently. The importance of financial support is evident, since every change, 
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especially an extensive one like a lean approach, is related to investments that will 
take some time to pay off. By weekly walks on the floor level (frequency can be re-
duced after lean is implemented), including conversation with the employees, the 
management can show their commitment and enhance the internal communication. 
The participation in strategic meetings is crucial to obtain information about all 
processes in the company and to show the importance of the approach. To ensure 
enough financial resources, the funding of the lean approach has to be appropriate and 
included in the business plan. 

#3 Communication of the company’s visions and values: It is important that every 
employee of the company understands its visions and values, and identifies himself 
with them. It leads to an higher motivation, and changes in a process can be unders-
tood and accepted easier. In the absence of this understanding, workers could fall 
back to their old ways after changes, and the lean approach will not be sustainable. 
This can be counteracted by regular info and team meetings in small groups, includ-
ing all employees. Furthermore, the distribution or installation of info booklets and 
posters can improve the communication of a company’s ideals. 

#4 Communication and measurement of improvement: The communication of lean 
benefits is important to motivate the employees and indorse the management in the 
lean approach. It is a crucial factor to convince everyone in the company that lean is 
the right choice, and to make sure that employees keep the new processes and do not 
fall back to old patterns. One way to measure and communicate the improvement 
trough lean is to implement a pilot project in a small area of the company. The bene-
fits can be shown very quickly, facilitating the implementation of lean in other areas 
(Scherrer-Rathje et al., 2009). Another way to communicate the improvement, is to 
measure it by data in regular reviews (e.g. productivity of workspaces before and after 
the implementation, cost reduction, etc.) and present it at team meetings or on posters 
in the company. E-mail newsletters that communicate the improvement can also be 
applied. 

#5 Philosophy that encourages and recognizes innovations and improvement: An 
important aspect of lean is that it includes all employees. Everyone should try to im-
prove the process they are dealing with, since they might have the best impression of 
its weaknesses and failures (Dombrowski and Mielke, 2013). An improvement culture 
is crucial to make sure the employees feel free to develop ideas and innovations. It is 
based on a different understanding of failure: every failure shows possibilities for 
improvement and learning. The goal is to find the root cause of the failure and to 
make sure, it will not occur again. Furthermore, the employees need support from the 
management in order to maintain improvement activities at all levels and in all 
processes. Supervisors have to pick up the ideas and help to apply them in practice. 

#6 Employee involvement in lean approach: The involvement of employees is a cru-
cial factor for the success of a lean implementation. A lean conversion cannot be im-
plemented in a top-down manner and managers have to recognize the knowledge of 
their employees, and accept their input in problem solution processes (Schlichting, 
2009). It keeps the workers motivated and enhances their contribution to the lean 
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approach. Improvement will only be sustained, if the operators understand the reasons 
behind it and this can only be achieved by involving them early in the process. To 
improve the employee involvement, information about the lean conversion has to be 
made visual to the workers. Trough so called visual management, the operators will 
be enabled to identify and understand problems on the floor level and therefore feel 
the need to improve. It includes info boards with daily data, which help the employees 
understand the situation on the shop floor, and production boards, which shows the 
productivity per cell/unit and make the production numbers transparent to everybody. 
Additionally, kaizen events can be arranged. In these events, the operators, managers, 
and owners of a process come together, map the existing process, and improve it with 
buy-in from all parties related to the process. Trough job rotation, operators will be 
promoted to be “cross-trained” to work in more than one cell/process.  

2.2 Culture 

The category culture is divided in the subcategories: improvement, empowering, and 
partnering. It includes 9 criteria in total: 

2.2.1 Improvement 
#7 Continuous improvement: The concept of continuous improvement is crucial to 
keep a lean conversion sustainable and is mentioned as being the most important step 
in a lean journey by Miina (2012). It takes place in cycles, where an organization 
never stops to question its processes. A basic part of continuous improvement is to 
make the need for improvement visible, so it will be made with full conviction, to 
ensure it will take its full effect and be sustainable. Kaizen can be used to systemati-
cally detect and eliminate waste according to the Plan-Do-Check-Act-cycle (PDCA). 
There are different Kaizen activities, for example, value stream design, continuous 
improvement process workshops, periodic meetings, process reengineering, 5xWhy, 
or daily short stand-up meetings. By measuring quality and non-quality cost systemat-
ically, needs for improvement can be illustrated and eliminated by using the PDCA. 
The use of benchmarking techniques helps to establish new improvement standards. 
By comparing processes, standards, or even organizations, improvement benefits  
can be made visible and they can be adopted to create new improvement standards 
(Miina, 2012). 

#8 Self-assessment: As mentioned before, a company has to improve continuously to 
achieve a lean state. Self-assessments and reviewing all processes in the organization is 
crucial. Only by doing it regularly, mistakes or non-effective processes can be eliminat-
ed and the quality of the work kept high. The implementation of self-controlling  
interdisciplinary teams gives a wide view from different perspectives on a process, and 
ensures that mistakes are found and handled in a proper way (Scherrer-Rathje et al., 
2009). 

#9 Long term orientation: The management has to think in long term and devolve this 
type of thinking to the whole company. A lean approach does not always pay off  
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financially in a short time, because every change is carried by investments. The produc-
tivity can also decrease on the short run, since the employees have to get used to the 
new standards. But, if an organization manages to keep lean sustainable and does not 
stop to believe in it, it will benefit from it on the long run. This has to be included in 
calculation and business plans, and everyone in the company has to be aware of it. 

2.2.2 Empowering 
#10 Suggestion system: To encourage the employees to be an active element in the 
lean conversion, and present suggestions, it has to be sure that these suggestions will 
be heard. If they are, the processes will be improved and the motivation of the work-
ers will be higher, since they will feel as an important part of the company. Therefore, 
a suggestion system has to be established. This can be achieved by regular surveys, 
regarding improvement of processes, and meetings, where every employee can 
present his ideas and suggestions to his superior. Furthermore, there should be  
suggestion forms available at every workstation and a mailbox that is cleared and 
suggestions taken in consideration at least once a week. 

#11 Recognition and reward system: Beside suggestions, good work has to be recon-
ditioned and rewarded. In this way the employees keep their motivation and the prod-
uctivity can be improved. The first step is to assess and compare the work processes, 
for example, by shift or workstation. The results should be presented on posters at the 
shop floor, to make them visible for everyone, so as to increase the motivation of each 
employee. A bonus system should be installed to reward good work. The employees 
of the most productive shift of a month/year can be, for example, invited to a diner or 
an extracurricular activity. Or each worker of the shift receives a bonus (Losonci  
et al., 2011). Through this, a positive competition will be initiated, teambuilding will 
be supported, and the productivity of each shift or workplace will increase.  

#12 Formal teams (with autonomy): To ensure a fast decision making process, formal 
and interdisciplinary teams with autonomy to decide (without the need to ask a supe-
rior) should be installed. By regular meetings of these interdisciplinary teams, the 
problems in processes can be assessed with different points of view. Afterwards, the 
best solution can be found and directly implemented, without waiting days or weeks 
for the permission of a superior or the management. 

#13 Employees at all levels meet with customers: Lean focuses on the customer. To 
enable this, a company has to know the customer and their needs in detail. Beside the 
management, which is usually in contact with the customers, every employee should 
meet the customers if possible. Events to connect the staff with customers can be 
arranged or different employees can be sent to fairs. This ensures that the workers 
know the needs of the customers and can use this knowledge to improve processes. 

2.2.3 Partnering 
#14 Company and suppliers/customers focus on improvement: To achieve a high produc-
tivity, a company has to work together with its suppliers and customers. As mentioned  
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before, the needs of the customer have to be known by the company. In the same way the 
supplier needs to know the needs of the company. By cooperation, focused on improve-
ment, the efficiency can be increased on both or all three sides. Regular meetings of in-
terdisciplinary teams (of both or all three parties) ensure the exchange of knowledge and 
increase communication. Even special topics and problems can be discussed since the 
teams are interdisciplinary and know the subject matter. Based on these meetings, quality 
agreements should be established to ensure that the outcomes will be sustainable. 

#15 Community, in terms of cooperative improvements: Knowledge is one of the 
most important factors to achieve improvement. By sharing information, practices, 
and experience with other companies that have similar processes, problems and mis-
takes that occur on the way to improvement can be avoided. Therefore, it is helpful to 
build up a community, for example, with competitors or companies in comparable 
sectors and exchange information and knowledge with them. To find the best method, 
the different practices and their results should be assessed, compared, and discussed. 

2.3 Knowledge 

The category knowledge includes 4 criteria: 

#16 Skill of management: The management and its skill is crucial for a lean approach. 
It has to lead and motivate all employees. Dombrowski and Mielke (2014) mention 
lean leadership as a way to make a lean implementation sustainable. For achieving 
this, the managers have to develop themselves over years and have a deep knowledge 
about the whole company with all of its processes. To get the skills necessary for 
becoming a good leader, managers can participate in workshops and trainings. Fur-
thermore, self-improvement can be achieved by self-reflection and literature study.  

#17 Knowledge of and experiences with lean practices: A deep knowledge about lean 
and experiences with lean practices on the management level are obligatory for a 
sustainable lean approach. It is necessary to make the right decisions at the right time, 
and choose the suitable tools. If the knowledge or experiences is not given, external 
experts can be hired to assist during the lean approach. Taking into consideration that 
this help is temporary, managers have to participate in workshops and trainings to 
improve in this field. Additionally, lean literature should be studied and applied in 
consultation with the external experts. 

#18 Skill of workforce / #19 Training and improvement: Beside the management, also 
all employees of the company need to have the necessary skills to implement lean and 
apply the lean tools. The skill of workforce is another crucial factor, beside their mo-
tivation and understanding of the lean effort and its benefits. Even if the workers want 
to apply the changes of the lean program, it will not be sustainable if they do not have 
the necessary knowledge and capabilities. The employees are expected to conduct the 
lean program, for example, by the use of problem-solving skills, which requires long-
term employee development. This can only be achieved through daily development 
by coaching, and as far as possible, every employee should be developed at its  
individual level. These trainings should take place in short cycles based on PDCA. 
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Workers should be encouraged to learn from each other. This can be accomplished by 
monthly communication meetings with workers from the same workplace or overlap-
ping shifts, where workers can exchange their knowledge and practical experiences at 
a workstation. The development of employees is a never ending process, and the 
trainings have to be continuous as well. Knowledge and skills should be regularly 
reviewed to assess improvement and identify the training topic in need. A small lead-
er-to-employee ratio ensures that every worker will be developed in a proper manner, 
because the leaders can pay attention to each single employee. Dombrowski and 
Mielke (2014) recommend a ratio of 1:5 at operational level, while it can be up to 
1:10 at higher levels.  

2.4 Process 

The category process includes 5 criteria: 

#20 Systematic identification and elimination of all types of waste: As mentioned 
before, the nine types of waste are: over production, unnecessary stock, inefficient 
transportation, unnecessary motion, waiting times, rejects & defects, inappropriate 
processing. The basic idea behind lean is to eliminate all of them. Therefore, they 
have to be identified systematically in a process. All work methods and organizational 
processes have to be comprehensively documented and verified (Bou-Llusar et al., 
2009). Quality manuals and organizational processes have to be periodically revised, 
to keep the processes at its highest level. If a waste is identified, there have to be 
changes made in the process. These changes can be suggested by employees, found in 
literature, or developed in special meetings. After these changes are implemented by 
teaching the employees and placement of manuals at the workstations, they have to be 
made sustainable and reviewed regularly. A system of indicators should be installed 
to check if unwanted changes are made in a process. 

#21 Standardization of processes: The standardization of processes is one of the ba-
sics of lean and represents control of the process, constructing the process as simply 
as possible (Duarte and Cruz-Machado, 2013). It reduces improvisation or ineffective 
actions, makes work easier, and provides security. Dombrowski and Zahn (2011) say 
that “standardization in the context of working standards means that specific methods 
(e.g. construction methods) have to be standardized, coordinated with suppliers, and 
be state of the art”. To define standards, the best possible process has to be found. 
This can be made in meetings with workers, since they know their workplace and the 
process best. The implementation of new standards can be conducted by training the 
affected employees, and installation of posters of the standardized process to ensure it 
stays in the mind of the workers. Moreover, there should be reviews to check if the 
standardized process is applied. 

#22 Cellular process arrangement and improvement: Cellular manufacturing is a 
workplace design model, which takes advantage of the similarity between parts or 
processes. Similar machines are placed close together or machines are grouped to-
gether, according to the similarity of the parts produced. Processes are more robust to 
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machine breakdowns, the material flow improves (reduce of transport, waiting and 
process times), and lead times are reduced (Bhasin and Burcher, 2006).  

#23 Just-in-time (JIT): JIT is one of the two pillars of the Toyota Production System 
(TPS), which is the system lean management is based on. It reduces the inner waste of 
resources with the smallest investment achieving the biggest output. Its main objec-
tive is to produce the required number at the moment the customer orders it (customer 
orientation). According to R. Haak (2006) JIT means the parts needed to reach the 
next processes step at the time they are needed in a flow process. Furthermore, it is 
mentioned that a company which established this flow throughout can approach zero 
inventory. Another method is simultaneous engineering (SE), where fixed contact 
persons in every department are responsible to ensure the parallelization of tasks. 
Detailed information about the different methods can be found in literature (Dom-
browski and Zahn, 2011). Quick changeover is another concept to reduce downtime. 
It enables a company to produce small volumes of a large variety of products while 
still maintaining the advantages of mass production.  

#24 Automation (Jidoka) and multiprocess handling: The other pillar of the TPS is 
Jidoka, which can be translated as automation. It includes the concept of automation 
and of autonomous monitoring for defects and elimination of their causes. Every 
process has to be analyzed on opportunities for automation, and if it is possible and 
useful, the process should be automatized. Since a defect can cause an immediate 
standstill of the machines in automated processes, the production workers have to be 
in a position to find the defect as soon as possible and fix it to minimize the produc-
tion down time (in-station quality control) (Haak, 2006). The so called Andon line, 
allows employees to call for help if they notice a problem and even stop the produc-
tion line if the problem cannot be solved directly (Schlichting, 2009). Multiprocess 
handling means that one operator works across several machines in one process, ra-
ther than have different operators. Since the product will flow with the operator, the 
workflow will be constant. 

3 Discussion and Conclusion 

The purpose of this paper is to develop an assessment tool that helps an organization 
to implement lean in a sustainable way. Initially, the success factors of a lean ap-
proach have been identified and different business models have been reviewed. The 
research has shown that there are 4 main categories of crucial factors (leadership, 
culture, knowledge and process), including 24 criteria in total. Based on the literature, 
different countermeasures were chosen for each criterion. A company can rate the 
criteria to reveal its needs for improvement, and react immediately by applying  
the respective countermeasures. This tool gathers a lot of knowledge and information, 
by combining various findings of different research and case studies. It helps organi-
zations to implement lean, but the management has to be aware, that every lean  
approach is individual. The conditions and environment change from company to 
company, thus the proper use of the proposed countermeasures. 
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The limitations of this developed tool are related to the lack of experience. Though 
the tool is partly based on case studies and assessments, it is still a theoretical approach 
and it has not been verified in practice. Further research is necessary to analyze the im-
pact of this tool on lean implementations. Additionally, focus could be placed on the 
rating, and a model to measure the value of a criterion could be developed. 
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Abstract. In hard anodizing process which requires an aluminum part soaked in 
the electrolysis solution in order to form anodic (aluminum oxide) film on the 
aluminum part so that it will be harder and durable for work. Although, this part 
will be drained afterwards by ionize water to eliminate impurities from it, alu-
minum sulfate stain may be traceable from the part. It is especially for cook-
ware products that require clear coating on an anodized part for aesthetic pur-
pose. It can be imagined that the trace mark from aluminum sulfate can scrap 
this part or it has to be reworked. However, in coating process, there are three 
coating steps named prime, middle, top that may aid to conceal the mark as 
long as the required coating thickness is within specification. However, only 
middle level is concerned in this work. Therefore, the objective of this paper is 
two folds. One is to investigate the relationship of spray coating parameters to 
dry film thickness (DFT) and the other is to determine DFT which is able to 
conceal the abovementioned trace on the hard anodizing part.    

Keywords: Al2(SO4)3 stain, Hard anodizing, Spray coating. 

1 Introduction 

Hard anodizing is an electrochemical process for surface hardening on an aluminum 
part where an anodic substrate is built up and aluminum surface is protected and har-
dened. The process is quite simple where an aluminum work part is an anode and the 
aluminum bar is normally used as cathode. Then the aluminum parts are submerged in 
sulfuric acid electrolyte. The direct current will be applied to the bath tank and alumi-
num oxide (Al2O3) will be generated on an aluminum surface. For every two microns 
of anodic (oxide) film produced one micron of the base metal is consumed in the reac-
tion, and pro-rata.  The anodic film is transparent and therefore the type of pre-
treatment given to the aluminum can influence the appearance of the final product 
before anodizing [1,2,3,4,5]. Due to the fact that the chemical reaction between sul-
furic acid and aluminum create aluminum oxide and aluminum sulfate where alumi-
num oxide built up at the aluminum substrate becomes anodic film.  
However, sulfuric acid and aluminum sulfate solution still wet the aluminum part;  
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consequently, it will be neutralized by sodium hydroxide solution and ionized water 
before transferring to oven for quick dry. Although the aluminum part is dried by heat 
wave at a short period of time, liquid can be trapped in some area and cause trace 
mark on the part as shown in Fig. 1. Normally, an anodized cookware will be clear 
coated or colored spray coated for good appearance. The trace mark may be eminent-
ly seen by eyes and will be scraped if it is clear coated otherwise it could be reworked 
by removing hard anodized film and reprocessing as described earlier. Therefore, the 
main objective of this paper is two folds. The first one is to investigate the relation-
ship of spray coating parameters to dry film thickness (DFT) and the second one but 
more important is to determine DFT which is able to conceal the abovementioned 
trace on the hard anodizing part. The key research issue is that at what DFT should be 
used to reduce an adverse effect of trace mark. It should be noted that if coating 
thickness or DFT is too thin, it might not be able to conceal the trace mark. On  
the other hand, if coating thickness (DFT) is too thick, it may be able to conceal the 
trace mark but other defects such as peeling or droplet may be occurred and it is not 
desirable. 

 

Fig. 1. Trace mark appears on a part  

1.1 The Relationship between DFT and Trace Mark 

DFT is dry film thickness which is used to measure coating thickness.  Typically, the 
shape of spray area is rather an ellipse as shown in Fig. 2 and it can even be distorted 
under the non-perpendicular setups of spray gun to the target surface as depicted in 
Fig. 3 In addition, the spray coverage increases with the span angles of spray gun and 
the stand-off distance between the spray gun and target surface. In spray coating 
process, the spray area (A) can be geometrically expressed as [6]: 

 

  (1) 

where Z, α, β and θ are the spray gun standoff-distance, span angle respected to the 
major axis, span angle respecting to the minor axis, and the inclination angle of spray 
gun, respectively.  
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Fig. 2. Span angles and standoff-distance in the spraying process: (a) front view; (b) side view 

By taking the assumptions that there is no drag force during the spraying process 
and the distribution of atomization across the spray is uniform. It can be implied that 
the coating layer thickness is uniform. 
 

 
 
 
 
 

 

Fig. 3. Inclination angle of spray gun 

Moreover, by neglecting the loss of spray and taking the conservation of mass into 
account, the coating layer thickness can be estimated when the volume of coating ma-
terial is given. However, this thickness is according to the coating material in liquid 
status. After water or other liquid solutions is dried, the coating material in solid form is 
remained as a coating layer, whose thickness is normally thinner than the wet deposi-
tion. The dry film thickness is of interest in many painting and coating processes, need-
ing to be well justified. Based on the assumptions given above and the spray area ex-
pressed in (1), the dry film thickness (TDFT) can be parametrically calculated by:  

  
  (2) 

                                                                                       
Where  m, ρcm and k are weight of coating material in liquid solution, coating material 
density, and coefficient of spray coating process respectively.  
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A few number of literatures conducted research in spray coating process. It can be 
summarized that important variables in spray coating are nozzle size, spray time, air 
pressure and spray distance [7,8,9,10].  DFT is a measurement of coating thickness 
which is related to an ability of concealing the trace mark. Thus, in this study for each 
experiment DFT will be measured and also the appearance of the part to check 
whether the trace mark can be concealed or not. 

2 The Experimental Design 

The experimental design technique is widely used when concerning of multi-variables 
problem and the experiment should be performed to obtain the solution [11].  In the 
coating process, there are 3 coating levels named prime, middle, and top. Note that 
thickness at middle level plays the most crucial role to the result. This is due to the 
fact that the purpose of prime level coating is to increase roughness to the hard ano-
dized part for better spray result at middle level so the prime level thickness is not too 
critical. Likewise, the top level is a clear coating which is to increase shiny appear-
ance.  As mentioned earlier the key parameters of spray gun are nozzle size, spray 
time, and air pressure. Thus, to perform an experiment all of these variables must be 
designed and they are tabulated in Table 1. Note that each variable is defined maxi-
mum and minimum value as an example minimum spray time is 1.5 whereas maxi-
mum spray time is 2.0 s. The 2k factorial design is used in the experimental design; 
therefore, eight experiments will be conducted for 5 replications. Thus a total of 40 
sets of experiment will be conducted. Note that each experiment will be randomly 
conducted due to statistical practice.  

Table 1. Level of process parameters 

Factors Min Max 
Nozzle size (round) 0.5 1 

Spray time (s) 1.5 2.0 

Air pressure (bar) 2 3 

3 Results 

The experimental data will be processed by MINITAB software program for variance 
analysis and will be described next. 

3.1 Statistical Analysis 

In order to obtain the optimal solution, the experimental design must be performed. 
This involves an experiment on a set of data. In this case, 40 set of experiments were 
conducted. Then all data must be analyzed and verified to ensure no bias occurring 
during the experiment.  Thus, the normal probability test must be performed. It is 
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found that the p-value obtained from the analysis was 0.118, indicating that the data 
was in the normal distribution. Then, the equal variance test was also conducted to 
justify whether all test conditions share the same variance. The p-value obtained from 
this analysis was 0.298, showing that there is no deviation in variance of each test. 
The p-value of random test is 0.601 as shown in Table 2.After the data were verified 
through normal distribution and equal variance test, the analysis of variance 
(ANOVA) was subsequently conducted to determine the effects of these three para-
meters on the number of defective part.  The criteria used to determine the significant 
factors are the p-value. If the p-value is less than 0.05, this corresponding value is 
considered significant to the response value. The obtained results of p-value in the 
experiment are tabulated in Table 3.  

Table 2. P-value of model adequacy 

Model Adequacy Checking P-value 
Normal Distribution 0.118 

Equal variance 0.298 

Randomization 0.601 

Table 3. Result of ANOVA 

Source DF Seq SS Adj MS F P-value 

Nozzle Size 1 1537.60 1537.60 896.23 0.000 

Spray Time 1 172.23 172.23 100.39 0.000 

Air Pressure 1 291.60 291.60 169.97 0.000 

Nozzle Size*Spray Time      1 75.63 75.63 44.08 0.000 

Nozzle Size*Air Pressure     1 52.90 52.90 30.83 0.000 

Spray Time*Air Pressure      1 21.03 21.03 12.26 0.001 

Nozzle Size*Spray Time* 
Air Pressure   

1 38.03 38.03 22.16 0.000 

Error                     32 54.90 1.72 

Total                     39 2243.90 

S = 1.30982, R-Sq = 97.55%, R-Sq (pred) = 96.18%, R-Sq (adj) = 97.02% 

3.2 Effect of Spray Conditions 

The result from Table 3 can be concluded that all 3 parameters i.e. nozzle size, spray 
time and air pressure are main effect to the ability to conceal the trace mark.  The op-
timal condition is that nozzle size at 0.8 turning, spray time at 1.50 s, and air pressure at 
2 bar respectively. In addition, the regression model can be obtained as shown in (3) 

 DFT = 83.7-127.2x1-52.2x2-29.3x3+100x1x2+45.4x1x3+17.6x2x3-31.2x1x2x3    (3) 

Where x1 is nozzle size, x2 is spray time and x3 is air pressure. 
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The main effect plot of nozzle size, spray time, air pressure to DFT is shown in 
Fig. 4-6 respectively.  It can be seen from Fig. 4 and 5 that an increase of variables, 
DFT is increasing. On the contrary, if air pressure is increasing, DFT is decreasing. 
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Fig. 4. Main effect plot of nozzle size 
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Fig. 5. Main effect plot of spray time 
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Fig. 6. Main effect plot of air pressure 

4 Discussion and Conclusion 

The problem of aluminum sulfate trace mark can be subsided during spray coating by 
increasing coating thickness so that coating material can conceal the mark. However, 
if DFT is too thick, other defects can occurs. Therefore, an experimental design is 
implemented to see the relationship between DFT and spray coating parameters i.e. 
nozzle size, spray time, and air pressure. It can be concluded that at an optimum con-
ditions of DFT at 15.6 µm at middle coating level provides the most favorable result.   
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Abstract. In the last decade the industrial automation had been making impor-
tant changes integrating Internet and other emergent technologies, concepts, 
methods and tools, as cloud computing and Service Oriented Architec-
ture(SOA) approaches. As a first consequence, the industrial automation con-
text is also increasing in complexity, presenting new challenges for engineers 
and managers. Examples include dealing with autonomous cyber physical sys-
tems, evolvable heterogeneous structures that do not appear completely formed 
and where functions and goal are added, removed or modified along the life 
cycle, as well as handling emergent properties and behaviours of entire systems, 
e.g. resulting from integrating new systems being not localized to any single 
system component. [1]. The objective of this paper is to make a review in in-
dustrial automation background, analyze the technological trends and chal-
lenges and propose a flexible and autoconfigurable service-oriented model, 
making up basis for the cloud manufacturing. In this model the entities are 
loosely coupled, due the fact that a service’s functionality communication is 
showed through its interfaces. 

Keywords: SOA, CPS, cloud manufacturing. 

1 Introduction 

Nowadays enterprises face a more and more dynamic market. In order to be competi-
tive and be profitable they are encouraged to respond to market changes as fast as 
possible. Globalization, high variability, mass production, cost reduction pressure, 
reduced product life-time, creates the need of permanently changing business goals. It 
becomes vital specially because it increases competitive pressures, hence enterprises 
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face the necessity to quickly capitalize opportunities when they arise. The main chal-
lenge in doing so is the act of transformation of already established organizations, 
processes, infrastructure and systems into a dynamic business model. 

The modern companies need to be agile and dynamically support decision making 
processes at several levels. To elaborate this scenario, information is a critical need to 
be available at the right point in a timely manner at several levels. Especially with 
intra and inter collaboration in mind, providing fine grained info when it is needed 
and in the right form is a challenging task.  

In the last decade the industrial automation had been making important changes in-
tegrating Internet and other emergent technologies, concepts, methods and tools, as 
cloud computing and Service Oriented Architecture(SOA) approaches. As a first  
consequence, the industrial automation context is also increasing in complexity, pre-
senting new challenges for engineers and managers. Examples include dealing with 
autonomous cyber physical systems, evolvable heterogeneous structures that do not 
appear completely formed and where functions and goal are added, removed or mod-
ified along the life cycle, as well as handling emergent properties and behaviours of 
entire systems, e.g. resulting from integrating new systems being not localized to any 
single system component. [1]. Moreover, by using advanced data analytics, net-
worked machines will be able to perform more efficiently, collaboratively, autonom-
ous and resiliently. Such trend is transforming manufacturing industry to the next 
generation, namely Industry 4.0[2].   

The objective of this paper is to make a review in industrial automation back-
ground, analyze the technological trends and challenges and propose a flexible and 
autoconfigurable service-oriented model, making up basis for the cloud manufactur-
ing. In this model the entities are loosely coupled, due the fact that a service’s func-
tionality communication is showed through its interfaces[3].  

1.1 Structure of the Paper 

The paper is structured as follows. Chapter 2 presents a brief overview of the state-
of–the-art in the area of industrial automation. Chapter 3 discuss about new trends and 
approaches of the industry 4.0. Chapter 4 introduces a novel, flexible and autoconfi-
gurable service-oriented model and details the major characteristics. The final chapter 
contains the conclusions and points out future challenges. 

2 Industrial Automation Background 

As discussed last chapter agility and flexibility are fundamental requirements for 
modern industrial automation enterprises in order to reach customers’ expectations 
and challenges that come by globalization, environmental and working conditions 
regulations, improved standards for quality and fast technological mutation. A mod-
ern agile organization requires a deep integration and straight alignment between high  
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level processes, for example complex supply chain management, storage and produc-
tion management. If a lower level (e.g. devices level behavior) environment cannot 
accomplish the desired agility goals, the overall system will be incapable of deliver-
ing the expected agile performance. 

The industrial automation field should be able to overcame know issues as  
explained by[4] : 

•  Long time for system design, commissioning and setup. 
•  Complex and time-consuming reengineering phase to trail requirements varia-

tions. 
•  Inflexible centralized/hierarchical implementations. 
•  Scalability involves exponential complexity. 
•  No default fault-tolerance or redundancy. 
•  Incompatibility between different vendors equipment and legacy systems. 
•  Shop floor isolated from higher level business Information and Communications 

Technologies (ICT). 

Normally, today’s manufacturing systems are structured in a 5-level hierarchical 
model. This hierarchical model is explicated in ISA-95, it is an international standard 
from the International Society of Automation for developing an automated interface 
between enterprise and control systems. The standard defines hierarchical models 
defining data flows, objects, operation activity models, attributes to improve the ex-
change of information between different systems. The limitation is this standard is   
abstract and every integrator can implement in a different manner. This model is 
structured in UML models, which are the basis for the development of standard inter-
faces between ERP and MES systems.  

SCADA (supervisory control and data acquisition) and Programmable logic con-
troller (PLC) systems are in the heart of the modern industrial infrastructure[5]. 
SCADA  controls and monitor lower levels in a centralized way and spread out data. 
Most control actions are performed automatically by RTUs(Remote Terminal Units) 
or by PLCs. Host control functions are usually restricted to basic overriding or super-
visory level intervention. The rapid changes in the networked embedded systems and 
the way industrial applications are designed and implemented, call for a shift in the 
architectural paradigm. Next generation SCADA and DCS systems will be able to 
deal with intra and inter collaboration with the shop-floor devices as well as hetero-
geneous networks and enterprise applications. Cloud driven by (web) service based 
interactions will enable stronger coupling of real-world and the business side, leading 
to a new generation of monitoring and control applications and services witnessed  
as the integration of large-scale systems of systems that are constantly growing to 
address new user needs. 
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Fig. 1. Generations of the PLC/SCADA systems [5] 

Figure 1 shows the evolution of PLC and SCADA systems, from centralized and 
using proprietary protocols, in a static scenario to meet at the  second generation a 
distributed processing and data sharing, multiple LANs, computer operation stations, 
and we are on the way to use open architectures and protocols, most of the had been 
benefited with the high speed and low price of Ethernet networking, moving towards   
a wide internet connectivity, using service oriented approach and Cloud manufactur-
ing. This evolvable context depends of constant effort towards laying down the fun-
damentals of structuring complex production systems, defining models and exchange 
formats of information, most of them follow the ISA 95 ISA 95 / IEC 62264 standard 
representing different aspects of equipment used or to define suitable protocols for 
horizontal or vertical communication. There are various standards addressing that 
area on global or specific level, Colombo[1] and Cândido [6] provide a good over-
view about these efforts. 

Networked manufacturing is to realize information integration and resource shar-
ing inside and outside the manufacturing enterprise based on the advanced network  
techniques. 

Nowadays the shop floor is still isolated from higher level business Information 
and Communications Technologies (ICT), but the need of collaborative manufactur-
ing of products, and improvement production is a trend of enterprises. One of the 
biggest current research challenges in networked manufacturing is to implement the 
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information integration and sharing of the heterogeneous and distributed application 
systems existed in the manufacturing enterprise.  

From a technical perspective, different applications are written in different pro-
gramming languages, running on different platforms, and communicating through 
different networks. From a business perspective, they provide different services and 
have to meet different integration needs[7]. Therefore, a fundamental challenge in the 
networked manufacturing of real-time information analysis and integration and shar-
ing among different application systems, and how to construct an information integra-
tion service platform for reach the strategic level and providing on demand changes in 
a short time space. For this happen the amount of data is generated by real world de-
vices needs to be integrated, processed within a specific context and communicated 
on-time, traditional approaches aiming at the efficient data inclusion in enterprise 
services need to be changed[5]. 

3 Technology Trends for Industry 4.0 

The advances in Information technology(IT), physical components and network 
communication led to a new generation of embedded devices with increasing intelli-
gence and networking capabilities, providing new possibilities of distributed process, 
integration and autonomy[8]. 

In this context new elements will be connected and the next step is illustrated as In-
ternet of things(IoT) were the Cyber Phisycal Systems(CPS) resources will connect 
each other in a natural extension of the networking paradigm into control devices by  
allowing the different networks to join and form a homogenous networking. The fun-
dament of Cyber-Physical Systems and Internet of Things are Service oriented architec-
ture(SOA), cloud computing, System of system integration, embedded resources, etc. In 
this article we don´t desire to exhaust these emerging and important technologies, but 
give an overview of the trends and the possible impacts of them in manufacturing.  

3.1 CPS  

A cyber physical system (CPS) is a new concept that connects the virtual world with 
the physical world. There are no consensus definition, but The National Science 
Foundation (NSF) CPS Summit defines CPS as a physical and engineered system 
whose operations are monitored, coordinated, controlled and integrated by a compu-
ting and communication core[9]. 

A CPS has two parallel networks to control, namely a physical network of  inter-
connected components of the infrastructure and a cyber network comprised of intelli-
gent controllers and is the result from multiple advances such as embedded systems 
and sensor networks the communication links among them. By integrating the “triple 
c” capabilities (computing, communication, control) and incorporating research, CPS 
integrates these networks dependably, safely, securely, efficiently and in real time . It 
is achieved by using a set of sensors, actuators , RTUs, PLCs and communication 
devices (routers, GSM modems), as shown in Fig. 2[2].  
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Fig. 2. Architecture of CPS [9] 

By embedding more intelligence is each device, the overall system agility is ex-
pected to improve by having more autonomous, intelligent and self-contained devices. 
Also, the level of abstraction and complexity of the exchanged information will rise 
and devices low-level intricacies will be circumvented. Devices easier to setup, man-
age, monitor and diagnose are a key-factor during reengineering or down-time phases 
by saving a considerable amount of integration time that subsequently conditions 
production capacity. 

The connection between shop-floor devices and the enterprises services is funda-
mental to create more sophisticated high level services and to support more reliable 
decision making and feedback. 

3.2 Service Oriented Architecture (SOA) Input in Industrial Automation 

SOA is an approach originated in IT field, it tries to align the IT goals with the world 
of business. Many times projects failed due not understand deeper the stakeholds 
expectations and not align the technical view with the business strategy. To minimize 
this pain the Service oriented architecture is a proposal based on the concept of soft-
ware service. A software service is performed by a software program. It produces 
effects that have value to the people or organizations that are its consumers. The ap-
proach is based on some paradigms as low coupling, distributed processing, reuse, 
components, messaging, Internet based protocols, a complete overview can be found 
at [10].  

The manufacturing world using this approach to create services, that can be asso-
ciated and used in a cross-layer way. The hierarchical 5-level structure as described 
will became more flexible and the survival enterprises will need to adjust their 
process in a lower time to deal with the newcomer context. To reach this aim is vital 
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the higher integration in a horizontal e vertical level. Enterprise applications will be 
able to connect directly if needed to devices, without the use of proprietary drivers, 
while non-web-service enabled devices can still be attached and their functionality 
wrapped by service mediators or at middleware layer Peer to peer communication 
among the devices is already pushing SOA concepts down to device layer and create 
new opportunities for functionality discovery and collaboration. 

Networked embedded systems have become more powerful with respect to compu-
ting power, memory, and communication; therefore they are starting to be built with 
the goal to offer their functionality as one or more services for consumption by other 
devices or services. Due to these advances we are slowly witnessing a paradigm shift 
where devices can offer more advanced access to their functionality and even host 
and execute business intelligence, therefore effectively providing the building blocks 
for expansion of service-oriented architecture concepts down to their layer. As such, 
event based information can be read, processed on-device and in-network , without 
the need of storage in intermediate databases and processing by third parties, and 
eventually be delivered to the corresponding business processes. This capability pro-
vides new ground for approaches that can be more dynamic and highly sophisticated, 
and that can take advantage of the context specifics available[5]. 

Web services are suitable and capable of running natively on embedded devices, 
providing an interoperability layer and easy coupling with other components in highly 
heterogeneous shop-floors. Device Profile for Web Services (DPWS) and OPC UA 
are emerging technologies for realizing web service enabled controllers and devices. 
Several projects such as SIRENA (www.sirena-itea.org), SODA (www.soda-itea.org), 
SOCRADES (www.socrades.eu) and IMC-AESOP (http://www.imc-aesop.eu/) have 
experimented with SOA-ready industrial automation devices and their integration on 
industrial applications. 

4 Developing Interfaces to the Cloud Manufacturing 

Previous chapter described the advances from IT world that are impacting on enter-
prises worldwide. Cyber physical Systems (CPS), Service Oriented Architec-
ture(SOA), Internet of things and cloud computing have been identified as main  
business technology trends that will reshape enterprises worldwide. The manufactur-
ing industry is going through transformations enabled by IT and these smart technol-
ogies. Cloud computing is one of main smart technologies and derived by this trend 
recently was proposed the concept of cloud manufacturing. 

The figure 3 describes the different models, hierarchy and technologies for the in-
dustrial automation. It is clear the plurality of technologies and standards from shop 
floor from to the ERP level. The differences are not only information model but into 
the nature of the subjects. For example the way that one shop floor device captures 
data is cyclical and the systems in an upper level work with event data or information 
extracted from a databases.  

To integrate these complexity, the IMC-AESOP project proposed the Complex 
event Processing(CEP), that is a mediator between the devices and the upper levels.  
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Fig. 3. Levels, models and technologies industrial automation [1] 

This mediator  received the data from the devices and manage/monitor/control this 
data according to upper levels definitions, like MES. This work desires to go on the 
results from the IMC-AESOP and define interfaces from the shop floor level to im-
prove reconfiguration of production devices connected and components that have to 
be automatically integrated into the existing communication network. This applies to 
new applications or the old infrastructure. Particularly on the shop floor level the 
transmission of the process relevant data is time critical and requires a real-time capa-
ble communication network. Today it is usually realized with field bus technology. 
But recently industrial Ethernet technology is substituting the fieldbuses on the shop 
floor for Ethernet-based networks and with this changes will be possible to avail the 
standards from IT world using interfaces. Interface here is describe as a service, with 
schemas(metadata) describing the rules and objects. Service-oriented applications 
provide an integrated communications infrastructure, down from the lowest levels of 
the manufacturing device hierarchy up into the manufacturing enterprise’s higher 
level business process management systems. It provides the necessary support for 
better decision-making, as well as highlights the inherent complexity of activity. 

Figure 4 describes how is modeled these interfaces and how it can interact in a 
web-based and web-service oriented platform.  The advance of this approach is that 
using interfaces the provider and the client uses the Universal Description, Discovery, 
and Integration (UDDI) protocol to discover the available services using a XML file 
with a pre-defined structure. It is built on the Simple Object Access Protocol (SOAP) 
data communication standard, UDDI creates a global, platform-independent, open 
architecture space that will benefit business. 

Plug and produce systems should adapt automatically to new scenarios such as new 
product variants or to new production modules. To develop such a plug and produce 
capability, a different engineering chain is needed: Automation engineers will specify 
production aims, for example sub components or products, instead of automation algo-
rithms. To reach reconfiguration and the plug and produce goal, these interfaces should 
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provide methods for automatic integration of devices in an IP based network without 
configuration and setup by means of specifying services for discovery, description and 
control of devices on the device level. 

The figure 4 describes our proposal, it is based on three essential requirements: 

• Identification of signals: The data processing to the variables of the control soft-
ware has to proceed without manual interventions. A solution to this problem 
could be the definition of the semantic of all signals in a machine-readable. 

• Conventional operations the IO-Controller get its configuration data from the 
engineering tool, we propose to use an orchestration unit to do that task. 

• Autoconfiguration: Every time when the devices are first connected in the ne-
work they get in touch with the orchestration, and the orchestration should have 
previously information about the device. The devices Plug-and-Produce ready 
requires the ability to increase and remove devices from the network without ma-
nual configuration of them.  

• Real-time communication: In the automation industry networks on the shop floor 
based on SOA RTEs are in development. RTEs need to be configured during the 
design of the system in an engineering tool. 

 

Fig. 4. Interfaces for cloud manufacturing [1] 
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5 Conclusions and Future Directions 

As described in the paper the next revolution of industrial automation will be based in 
Smart devices, open protocols, Internet connectivity with higher interaction between 
devices resulting in combined systems that will have to handle these complexity, 
which the individual components alone would be unable to do, and to with a virtuali-
zation of the physical devices being distributed geographically and with a evolvable 
behavior. 

Nowadays in shop floor we have resource constraint devices and in a network with 
a huge amount of devices this might congest the network and overload. Integrating 
CPS with services, production and logistics in the current industrial practices, it 
would change today’s factories into an Industry 4.0 with significant economic poten-
tial. For instance, a joint report by the Fraunhofer Institute and the industry associa-
tion Bitkom said that German gross value can be boosted by a cumulative 267 billion 
euros by 2025 after introducing Industry 4.0[11]. 

Moving from production-oriented manufacturing to service-oriented manufactur-
ing, cloud manufacturing seems to be a natural next step. The manufacturing re-
sources are distributed will be encapsulated into cloud services and managed in a 
centralized or decentralized way. Clients can use cloud services according to their 
requirements. 

Cloud manufacturing can offer services ranging from product management manu-
facturing, testing, design and all other stages of a product life cycle. 

SOA as well as the described technologies such as cloud-based approaches may act 
as glue for a paradigm revolution, in few years we will testimony big changes in 
manufacturing area. 
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Abstract. Spray coating process is a simple technique to develop a thin and 
uniform coating layer on a substrate, where the atomized coating material is 
transferred to the target surface for deposition by the assist of pressurized air 
flow. However, the utilization of coating material and deposition rate associated 
with this technique can be extremely low under the improper setup of spraying 
conditions. The process study and optimization of spray coating were experi-
mentally examined in this paper to provide an insight into the process. Teflon 
was employed as the coating material due to its renowned on the non-stick fea-
ture. Air pressure, spray time, nozzle size and spray distance were optimized 
with regard to the material consumption and coating layer thickness. As per the 
experimental results, the small nozzle size of spray gun should be applied to-
gether with the low air pressure, low spray time and short spray distance from 
the target to minimize the Teflon consumption and to accurately control the dry 
film thickness obtained. The predictive models for these two responses were  
also presented in this research. 

Keywords: Spray coating, Material consumption, Dry film thickness. 

1 Introduction 

Spray coating process has played a significant role in forming a thin protective film 
on the substrate to enhance some surface properties and/or aesthetic feature. The 
process has been normally implemented for coating Teflon on a metal substrate for 
the purpose of non-stick function. This is mostly recognized in the cookware manu-
facturing and surface coating of some specific machine tools in order to minimize the 
use of lubricant. The coating material in liquid status is pressurized and fed into an air 
spray gun where the material is mixed with pressurized air, atomized and then flew to 
deposit on the target surface. The coating layer is gradually developed on the target 
due to the surface tension and adhesion force between the coating material and sub-
strate surface. Despite maintaining a distance between the spray gun and target sur-
face, some of the atomized material is spread away from the jet mainstream facing the 
target surface. This is attributed to the air entrainment and turbulent flow occurring 
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around the jet. As such, the coating material consumption and the control of film cha-
racteristics could be the important concerns that critically affect the processing time 
and costs. 

Luangkulab et al [1], Kout and Muller [2] and Winnichi et al [3] performed the op-
timization of spray coating process in order to minimize the coating material con-
sumption while maintain the coating layer thickness conforming to the specified val-
ue. The full-factorial experimental design is generally used to reveal the effect of 
spray coating parameters on the process performance. This experimental design can 
also be found in the other studies investigating the similar coating processes; i.e. 
plasma spray, thermal spray, high velocity oxy-fuel methods [4-7]. In addition, Lua-
ngkulab suggested that the main parameters for spray coating process are air pressure, 
spray time, nozzle size of spray gun and spray distance [1]. These factors can affect 
the coating material consumption and dry film thickness (DFT) obtained. Further-
more, the spray gun position can also induce the coating performance as reported in 
[8-10]. However, there is very little discussion on the effect of spray gun position on 
the material consumption and control of coating layer thickness in the Teflon coating 
process. Hence, the optimization of such aspects was to be examined in this research, 
where the implication of this work could bring a guideline for process setup and man-
ufacturing controls in an effective manner. 

2 Materials and Method 

Teflon was selected as the coating material used in this study, where it was sprayed 
on an aluminum plate by the fan-pattern air spray gun. The spray gun was positioned 
at 29.5 cm above the target surface with the tilt angle of 45º respecting to the work 
surface as shown in Fig. 1. With this setup, the coating layer obtained was likely uni-
form and provided the smooth surface texture of coating layer. Four process parame-
ters were considered, i.e. air pressure, spray time, nozzle size and spray distance, and  
 
 

 
Fig. 1. Positions and angle of spray gun respecting to the workpiece surface 

Spray distance 

29.5 cm

45º

Workpiece 

 Spray gun 
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each of which had two levels to be tested as given in Table 1. Hence, the experiments 
were performed with regard to the 24-factorial design. The material consumption and 
dry film thickness were measured with the replication of 2 for each condition. The 
results were analyzed by the analysis of variance in order to statistically determine the 
degree of significance. 

Table 1. Process parameters used in this study 

Factors Min Max 
Air pressure (bar) 2.5 3.5 

Spray time (s) 1.8 2.0 

Nozzle size (degree) 675 1170 

Spray distance (cm) 22 24 

3 Results and Discussions 

3.1 Statistical Analysis 

The normality, constant variance and randomization tests were performed to statisti-
cally justify the adequacy of experimental results, and all of them were in the 95% 
confidence interval. The analysis of variance (ANOVA) was used to determine the 
significant level of the process parameters on the material consumption and dry film 
thickness. As given in Table 2, the spray time, nozzle size and their interaction were 
the factors that can induce the significant change to the coating material consumption. 
In addition, the dry film thickness was found to be affected by all parameters includ-
ing some interactions as presented in Table 2. 

Table 2. Analysis of variance (ANOVA) results for material consumption and dry film 
thickness 

Factors 
P-value for 

material consumption 
P-value for  

dry film thickness 
Air pressure (bar) 0.599 0.000 

Spray time (s) 0.000 0.002 

Nozzle size (degree) 0.000 0.000 

Spray distance (cm) 0.112 0.006 

Air Pressure*Spray Time       0.227 0.152 

Air Pressure*Nozzle Size 0.355 0.685 

Air Pressure*Spray Distance   0.606 0.000 

Spray Time*Nozzle Size       0.001 0.037 

Spray Time*Spray Distance    0.748 0.036 

Nozzle Size*Spray Distance    0.769 0.000 
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3.2 Effects of Spray Conditions 

The effects of air pressure on the average material consumption and dry film thick-
ness are shown in Fig. 2, indicating that the increased air pressure decreases the dry 
film thickness while it has no effect on the coating material consumption. Since the 
increase in air pressure increases the mixture proportion of air to the coating material 
per a spray shot, the amount of material consumed is basically no change as depicted 
in Fig. 2(a). However, a higher air pressure can introduce a finer material droplet 
which normally has a lower momentum than the low pressure or less portion of air 
mixture setup. Regarding the air entrainment and drag force at the nozzle exit, the fine 
material particles are rather blowed randomly at a certain distance from the nozzle  
tip, thus decreasing the amount of droplet deposition so as the dry film thickness  
obtained.  
 

 
 
 
 
 
 
 

                   (a)                           (b) 

Fig. 2. Effect of air pressure on: (a) average material consumption; (b) average dry film  
thickness 

The effects of spray time are shown in Fig. 3, where the increase in this factor in-
creases the material consumption and coating layer thickness. These findings are  
also similar to the effects of nozzle size (Fig. 4) in that a greater amount of material 
passing through the nozzle can cause a thicker deposition on the target surface. How-
ever, the use of large nozzle size can result in the large size of droplet which could 
affect the uniformity and texture of the coating layer. Hence, it can be noted that a 
trade-off between these two factors is to be considered for yielding the best coating 
performance. 
 
 
 
 
 
 
 

 
                  (a)                                 (b) 

Fig. 3. Effect of spray time on: (a) average material consumption; (b) average dry film thickness 
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                  (a)                                 (b) 

Fig. 4. Effect of nozzle size on: (a) average material consumption; (b) average dry film thickness 

Spray distance was found to be marginal on the material consumption aspect as 
shown in Fig. 5(a), while a slight change on the dry film thickness can be seen under 
the different distances (Fig. 5(b)). Using a farther spray distance (24 cm in this study), 
the spray droplet has to travel longer in air, where its momentum tends to decrease 
due to the drag. This thus results in the attenuated deposition rate so as the thickness 
of coating layer. Though a shorter distance can provide a thicker film, the spray cov-
erage area becomes smaller, hence requiring a longer processing time to complete the 
whole workpiece.  

 
 
 
 
 
 
                  (a)                                  (b) 

Fig. 5. Effect of spray distance on: (a) average material consumption; (b) average dry film 
thickness 

3.3 Process Optimization and Modeling  

The process optimization was performed to minimize the coating material consump-
tion and also yield the dry film thickness ranging in between 18-23 µm. The optimum 
settings were as follow: air pressure of 2.5 bar, spray time of 1.8 s, spray nozzle size 
of 676 degrees and spray distance of 22 cm. By using this condition, the calculated 
material consumption (MC) and dry film thickness (DFT) were 12.4653 g and 
18.9158 µm, while those obtained from the confirmation test were 12.55 g and 18.94 
µm. The 1-sample t-test was performed to assess the comparison, and the result 
showed that the responses obtained from the prediction and experiment were statisti-
cally identical. The formed aluminum plates for cooking pan that present the raw 
aluminum surface and Teflon-coated surface are shown in Fig. 6. With the use of 
regression analysis, the predictive models for the material consumption and dry film 
thinness can be expressed by: 
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 DFT = 29.1259 - 67.29x1 + 11.3344x2 + 0.210667x3 - 1.2479x4 + 2.68063x1x4 (1) 

          - 0.00839015x3x4 

 MC = 9.43693 - 2.17557x2 - 0.00879545x3 + 0.0105934x2x3 (2) 

where x1, x2, x3 and x4 are air pressure, spray time, nozzle size and spray distance, 
respectively. As the models were presented as a function of the statistically significant 
parameters, they could induce an accurate prediction for the material consumption 
and film thickness in the Teflon spray coating of aluminum. 
 
 
 
 
 

                        (a)                 (b) 

Fig. 6. Formed aluminum plate: (a) before Teflon coating; (b) after Teflon coating 

4 Conclusions  

This study presented the effects of air pressure, spray time, nozzle size and spray 
distance on the coating material consumption and dry film thickness in the Teflon 
coating of aluminum plate. By using the small nozzle size, low air pressure, low spray 
time and short spray distance, the material consumption can be minimized and the 
thickness of coating layer can be conformed to the requirement. The optimum condi-
tion and process models suggested in this paper can be used for process planning and 
control in order to gain a better performance of Teflon coating process. 
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Abstract. Industrial or manufacturing management is a complex task that requires 
prior information from several entries to support in order to make the right 
decision with efficient solution and obtain the optimum profit. Business intelligent 
technology approach allows business organization to utilize information in a form 
of heterogeneous view and benefits several objectives for uses. This work 
employs business intelligent concepts to develop simplified real time process 
analysis systems for supportive manufacturing management. With many desirable 
benefits provided, multiple objectives of analysis derive from the single database. 
The system trial in homogenous or mass productions results in displaying the data 
analysis and enabling managers to view the multidimensional information based 
on a variety of perspectives such as a process improvement, inventory control, 
material management, quality assurance and eventually governance management 
in manufacturing. Furthermore, this work can be applicable to different 
configuration products. 

Keywords: Business Intelligent, Manufacturing Management, Material 
Resource Planning, Multidimensional Data Analysis, Real Time System. 

1 Introduction 

Since 1960s, the growth of world economy has influenced the industries that produce 
the goods as appliance to serve the needs of human livelihood. The evolution of 
industries had been developed as mass production simultaneously with technology. 
The evolution of information technology has driven the business growth and becomes 
the important tool to efficiently make the right decision with a better performance to 
reach the successful goal. Most wise managers of business organizations have been 
searching an appropriate tool to analyze information and data based on the business 
direction as well as enhancing the profitability to the organization. Presently, 
information systems have been developed in various functions with multi-purposes 
using multidimensional displaying called Business Intelligence or BI [1]. BI concept 
spreads to industry or manufacturing in various strategies such as data mining and 
multi-dimensional data analysis. 
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Multidimensional data analysis has been implemented to several automation 
manufacturing industries in order to produce mass volume of production. To manage 
the mass production or manufacturing, it is necessary to look up for the information 
from cooperative departments that work to produce the goods. The common 
manufacturing has implemented several information systems such as financial, 
logistic, procurement, store, warehouse, and inventory. These departments mostly 
store the data concurrently for individual propose separately, so it causes redundancy 
of database. In fact, they may be reciprocal. The corresponding among in-process 
information is normally used for quality and process improvement. For example, a 
defective unit that is used for process analysis and quality control can be 
simultaneously used for material planning, and inventory control. It is possible to 
utilize and manipulate the relationship information among in-process data for multi-
proposes of quality and material management concurrently by applying BI concepts 
as a multidimensional data analysis. 

2 Related Works 

Material control and planning have been a complicated problem for mass production 
and assembly manufacturing due to the large volume of goods consumed in a various 
large amount of raw material and components of those units. The explicit examples 
include assembly process, the incorporate parts, components among the product type, 
which are composed of material (acronym as m) m1, m2, m3,.., mn.  These materials 
have a unique identified part number whereas some materials may be shared with 
different products such as Product 1 (acronym as P). P1 may be assembled with 
material m1, m2, m3 while the product P2 may be assembled with m1, m3, m4. For 
instance, the hard disk drive (HDD) is actually built for many models with different 
performances or amount of capability storage and space. The sharable parts such as 
wires and suspensions are utilized for more than one models with different assigned 
part-number and controlled by configuration. This causes complexity and difficulty to 
track the actual materials and inventories. 

Moreover, traditional modern manufacturing and the process system are mostly 
implemented in a real time manner in order to specify the status of the production or 
process performance. There are several works introduced the mechanism dealing with 
Manufacturing Resource Planning, MRP, such as One Kind of Production, OKP. In 
fact, OKP was an integrated production platform to improve production efficiently 
and profitability [2]. An Economy Manufacturing Enterprise System [3] was designed 
an application systems to assist management and monitor the overall process 
performance to all products and processes. The system was implemented for 
interconnected data display supporting process improvement.  

3 Multidimensional Manufacturing Processing System 

This paper presents the proposed system to support manufacturing management in a 
multidimensional aspect of information such as the material planning system, 



 Multidimensional Process Analytical System for Manufacturing Management 843 

 

production planning, process and quality improvement. This is an extension module 
to the previous work of the Enterprise Manufacturing System. Multidimensional 
Manufacturing Process System was designed with low investment in order to provide 
the report of process performance by manipulating information recorded during the 
actual process in the production line of plastic molding. This is created by 
measurement of product unit denoted by controlling specification requirement under 
disciplinary agreement. 

3.1 Database Implementation 

Generally, implementation of relational database system is robust for data 
manipulation. Especially, it is always used in business intelligence [4], which selects 
this strength and applies it into the initiate four major modules database. The first 
module is recording goods items with details about product information such as 
product name, part number, type of material, and unit. The second module is 
manipulated based on routing records information of product, process, testing 
machine, and operators working at those processes. The third module is defective 
manipulation which record product lot number, process code, time in and time out of 
each product at those processes. The last module is declaring the details of 
defectives. The flows of data and attribute of database described in Figure 1 and 2 
respectively.  

 

Fig. 1. Context diagram of database and its flows  
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Fig. 2. Database attributes and its relationship  

3.2 Development Tools 

The system was developed by the open source tools of Java programming and the 
form of web base Client-Server architecture [5,6] of tree layers: interface, data 
manipulation algorithm and database. The primary data will be entered by an operator 
who is in-charge in production line while performing measurement unit at each 
process. The data input will be stored in four types as described.   

The example of system and database implementation is described as follows: 
 
Package  Manufacturing; 
import java.io. IOException; 
import java.util.Vector; 
import  javax.servlet.ServletException; 
import  javax.servlet.http.HttpServlet; 
import  javax.servlet.HttpServletRequest; 
import  javax.servlet.HttpServletResponse; 
import org.apache.log4j.Logger; 
import utility.UtilityFunction; 

 
import constants.GeneralConstans; 
/** Servlet implementation class ShopfloorAddNG*/ 

Public class ShopfloorAddNG extends HttpServlet { 

...... 

} 
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The example implementation of shopfloor database;  
 

Package  Manufacturing; 

import java.sql.Timestamp; 

 

public class RuncardModel  { 

private String runcard; 

private String itemnumber; 

private Timestamp createdate; 

private double qtyinput; 

private String runcardtype; 

private String status; 

private String workorder; 

  public String gerRuncard () { 

  return runcard; 

  } 

…. 
} 
 
The modules of Generate Yield Report and Query View would help obtain the 

different views as desired types of information displaying. The linkage association of 
the database is made as an array shown in Figure 3. The array of data could be 
demonstrated in dimension of specifying date, product, process, defective types and 
quantities, product part number, input. The array condition would contribute the 
multidimensional information such as index of specific period of time, product, 
process, defective both for individual product and percentage fraction to the overall at 
a certain desired dimension.   

 

Fig. 3. The key array for report displaying 

The proposed system has been developed and interfaced with the real-time process 
measurement system. This work is initiated to serve the factories and used to control 
the process by measure the product can build in real-time manner. The system has 
been recorded for the measurement products of the manufacturing whereas the 
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process has been performed to build the products in the production line. The 
information regarding the process has been recorded to the database for multi-purpose 
analysis. During the measurement process, the rejected units would be recorded with 
defective, including the type of defective, input, and output.  It would be applied to 
all process since the first operation throughout the last operation that delivers the 
finished goods for shipping to customers. 

3.3 System Verification and Validation 

The validation of system has been made for the trial run by simulating the data to the 
system and then generating the report with details of input, defective and finally the 
yield of that process. The multi-dimensional data can be displayed in various views of 
process performance and performs analysis resulting in heterogeneity aspects such as 
reporting the actual type of defect for defective analysis, performance of individual 
measurement machines, based on process or product type, operators, and specific 
period of time.  

The outcome of this system could be beneficial to both process analysis and the 
material management. The example report is demonstrated in Table 1 indicating that a 
situation specifies a given period of time throughout the process; this could be 
noticeable that any model or product types contains amount of input, defective and 
factual percentage of the overall defective.  

Table 1. Example report with specify the overall of the products, quantity input, defective  

 
 
To obtain all of the rejected parts, calculation is denoted by equation (1), where all 

rejected parts show a combination of all processes (abbreviated as Pri, i=1,2,3,.., n 
and all products  (Pdj, j=1,2,3,…k).  
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࢙࢚࢘ࢇ ࢊࢋ࢚ࢉࢋࢋ࢘  ൌ   ࢘ࡼ
ୀ  ࢊࡼ

ୀ                                         () 

4 Conclusion 

The result of the system contributes to support manufacturing management considered 
based on the relationship of information among process analysis information from a 
single database, manipulated for material planning, inventory control, process 
improvement, minimize material in stock, and quality assurance in order to reach the 
optimum quality goals. It is a low cost using single database for multi-purposes with 
many benefits as governance managerial in conclusion. 

This system is effective to homogeneity product pattern such as the lot of plastic 
molding unit which has the same identity. However, this concept could be developed 
for different configurations of assembly products which are composed of different 
piece parts. 
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Abstract. This paper is aimed at demonstrating a design of a loading and un-
loading station cell for transporting the Slider, one of the critical components in 
a hard disk drive, which is attached at the end of the head gimbal arm, for elec-
tronic inspection and verification before transferring to the Head Gimbal As-
sembly (HGA) line. This is due to the fact that the Slider must be defect free so 
that a hard disk drive can perfectly perform its function as a data storage device. 
Therefore, each Slider must be 100% quality checked and identified as a con-
forming or nonconforming product and it must be done by an automated testing 
machine. The required yearly demand of a Slider for testing is around 160 mil-
lion pieces. Therefore, a design to meet this criterion is a must and must be 
cost-effectiveness. A machine cluster concept is proposed to design load/unload 
station configuration. It is found that the proposed design is consisted of four 
cells which is composed of 44 automated load/unload machines with only one 
worker to perform feeding service to these cells.  

1 Introduction 

A Slider used in the hard drive Head Gimbal Assemblies is of important part in the 
hard disk drive manufacturing industry. Its main function is to slide up and down 
between plates in a hard disk drive. This Slider is made of wafer which is trimmed in 
shape and then assembled in Head Gimbal Assemblies (HGAs). Then the next step is 
a Head Stack Assembly (HSA) where the HGAs are stacked and assembled together 
and then move to the final assembly line where all components are assembled in the 
frame of a hard disk drive. Fig. 1 shows operation flow of a hard disk drive manufac-
turing process. Production inspection of hard drive HGAs requires the accurate  
measurement of a number of critical factors in order to meet tight tolerances. These 
crucial factors include pitch and roll angles, Slider positioning, and Slider orienta-
tion/alignment issues. Due to these complex assembly factors, an HGA inspection 
platform must combine highly accurate and repeatable measurement capabilities  
with versatile lighting, multiple magnification options, and advanced programming 
functionality. 
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Fig. 1. The operation flowchart of hard disk drive manufacturing 

A HGA manufacturing process starts with FOLA (Front of Line Automation) for 
assembling Slider into HGA, then cleaning by deionization water, LSA (Laser Static 
Attitude Adjust Machine) for adjustment HGA Slider pitch and GL (Gram-Load) for 
measuring the flexibility of HGA’s flexure. Finally, testing is performed in HGA ET 
(Head Gimbal Assembly Electrical Testing) station where the good HGA will be 
accepted and delivered to HSA process; otherwise, it will be rejected and most of the 
defective HGAs are due to Slider malfunction. The flow process can be depicted in 
Fig. 2(a). This is due to the fact that a Slider plays an important function in a HGA; 
therefore, an incoming Slider requires a tight inspection within the process as shown 
in Fig.2 (b). A Slider must be inspected by electrical testing (ET) and this can be ac-
complished by load/unload system module.  
  

 

Fig. 2. A flow process chart of (a) HGA Process. (b) HGA process with online inspection module.  

In this module, a Slider will be loaded and transferred to ET for testing and subse-
quently unloaded, and sorted to separate defective Sliders. Only defect free Slider will 
be further processed to FOLA. More details of the load/unload system module will be 
discussed in section 2.1. Thus the load/unload system module must be designed and 
the prototype was built and tested. This module can accomplish the task at a speed of 
475 pieces per hour. However, the required yearly production demand is around 
162,837,486 pieces which is equivalent to 21,245 pieces per hour. Thus, it is obvious 
that a single load/unload system module cannot satisfy the required production and 
multiple ones are inevitable and must be designed with cost effective as much as 
possible which is the main purpose of this paper. 



 The Design of Machine Cluster for Loading and Unloading Slider 851 

 

Single manufacturing cells (SMC) in form of machine cluster concept will be ap-
plied to determine a number of required machines and optimal number of workers to 
serve the clusters [1]. A number of related literatures in this field are investigated and 
will be briefly described. Prombanpong and Seenpipat presented a worker assignment 
design for machine cluster in the manufacturing cell [2]. The optimum number of 
workers is determined to service a machine cluster. Prombanpong et al. applied single 
manufacturing concept for a determination of number of AGVs (Automated Guided 
Vehicle) in a flexible manufacturing cell and verified a result by a simulation 
PROMODEL software program [3]. Hu and Zhou utilized mathematical model to 
optimize machine configuration and job scheduling strategy in semiconductor indus-
try [4]. Particle Swarm Optimization (PSO) technique is also proposed to utilize in 
machine cell layout and design [5, 6]. Tariq and Ghafoor applied hybrid genetic algo-
rithm in single machine cells design [7]. Nguyen and Takakuwa applied simulation 
technique for manufacturing line design in automobile industry [8]. Pierreva and Pla-
quin applied Group Machines into Manufacturing Cells for improving material flow 
and utilized the Genetic Algorithms (GA) for determining the optimal solution [9]. 
Xing and Marwala applied swarm intelligence on the intra-cell machine re-layout 
(ICMRL) problem for finding a better solution [10]. Lozano and Gimnez proposed 
Tabu search algorithm for searching the optimal number of machine per cell on the 
cellular manufacturing design process [11]. 

2 Load/Unload System Cell Design 

As mentioned earlier a single load/unload system module which its production rate is 
475 pieces per hour will not be able to satisfy the required production of 21,245 
pieces per hour. Thus, a multiple number of load/unload systems must be designed 
under various constraints such as machine availability, utilization, and limited space. 
Machine availability is a measurement of machine readiness for work. If a machine 
is malfunction and needs a repair, a percentage of machine availability will be less 
than 100 and lower productivity is ensued. Thus, the machine availability factor must 
be taken into account in design process. Likewise, machine utilization is another 
performance measurement in terms of obtained output compared with ideal one. If 
machine has no idle time, it should be able to produce output according to the design 
calculation. However, in practice there may be some problems i.e. short of incoming 
work parts, wait for worker to attend the machine, or quality problem occurring  
during production and cause machine idle. As a result, a lower productivity can  
be expected and therefore, machine utilization must also be included in the design 
process.  

2.1 Load/Unload System Module 

The prototype of load/unload system was designed and it is composed of 3 main 
systems named system 1 to system 3. The system 1 is basically designed to load and 
unload Bola tray which is used to position a Carrier where a Slider is attached to 
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during electrical testing. A figure of Bola tray, Carrier, Slider, and Slider tray is 
shown in Fig.3 (a),(b),(c) and (d) respectively. The system is designed for Carrier 
replacement at the end of Carrier life which has been used for 3000 running cycles. 

 

 

Fig. 3. (a) Bola tray (b) Carrier (c) Slider (d) Slider tray 

This system ensures proper functions of the Carrier. The system 3 is dispensing 
area for loading and unloading of a Slider tray. The load/unload system module is 
1.22 m. in length and 0.92 m. in width as shown in Fig. 4. 

 

 

Fig. 4. The load/unload Slider system module 

The working mechanism of the load/unload Slider module in Fig. 4 can be ex-
plained as the following. The mechanism begins with the Slider which has already 
been processed from ET and it is mounted to the Carrier which is positioned in Bola 
tray will be fed into the stacker (A). The stacker will transfer the mentioned Bola  
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trays to dock 1 (B1) and dock 2 (B2) located in the system 1. Then, each Carrier will 
be transferred to nesting position (C) for dismounting the Slider and will be sorted in 
the sorting area (D). At the same time the untested Slider from a Slider tray in a dis-
pensing area will be mounted to the Carrier already positioned in the nesting area (C) 
and this Carrier will be ready for returning to ET for testing.  

2.2 Cell Layout Design  

In the cell design process, the most important factor is that the cell must be capable of 
transferring enough Sliders for electrical testing which is at the production rate of 21, 
245 pieces per hour. Since the available space is around 340 square meter or 20 m. by 
17 m. Thus, it is plausible to configure as inline layout where a series of load/unload 
system modules are consecutively positioned next to each other to form a cell of m 
machines and other cells can be created to form n cells as shown in Fig. 5. 

 

 

Fig. 5. Cell configuration as an inline layout 

Each module will be linked by a roller conveyor where a Bola tray can be trans-
ported along the cell. Forming as a cell and linked by a conveyor will substantially 
reduce a number of stacker to only two stackers per cell i.e. feeding and receiving as 
shown in Fig. 6. This will be cost effectiveness since it is not necessary to install each 
stacker for each load/unload system module. However, an intelligent system for traf-
fic control must be installed to prevent a collision. Since the cycle time of each sys-
tem module is constant and identical, the traffic strategy is designed in such a way 
that loading and unloading of Bola trays to and from the docking area of all modules 
will be simultaneously performed. Therefore, all Bola trays on the conveyor will con-
currently move and stop. As a consequent traffic pattern becomes much easier to de-
sign and implement. 
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Fig. 6. Cell design for load/unload system module 

2.3 Number of Load/Unload System Modules in a Cell  

A determination of number of system modules in a cell can be determined from (1). 

 
AT

WL
 modules ofnumber  Total

total=  (1) 

Where WLtotal is a total workload and AT is available time to accomplish the work. 
Hence WLtotal can be calculated from (2). 

 WLtotal = WLs + WLst + WLcr  (2) 

Where WLs is scheduled workload, WLst is setup workload and WLcr is Carrier re-
placement workload. In this case, scheduled workload, setup time and Carrier re-
placement time in a year is 325,676.07, 60.83, 150.77 hours in a year. Substitute in 
(2) we obtain:  

 WLtotal = 325, 676.07 + 60.83 +150.77 = 325,887.67 

AT is available time per year which can be calculated from (3).  

 AT = Tw x Ax U  (3) 

Where Tw is working time in a year, A is machine availability and U is utilization. 
In this case working time (Tw) in a year is 7,665; A is 0.9903 and U is 0.9997. Substi-
tute in (3) AT is equal to 7,588.37 hours per year. Thus substitute a total number of 
modules are 42.9 modules. Since the available space is 340 square meter which is 20 
by 17 meter. The module is 1.22 meter long and margin between modules is 2.5 me-
ter; therefore, we can comfortably design 11 modules in a cell. As a result, we need a 
total of 4 cells as shown in Fig. 7.    
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Fig. 7. The final layout machine cluster in the cell layout 

2.4 Determination of Optimum Number of Workers 

In one cycle a worker is required to attend the designed cell by loading Bola trays to 
the feeding stacker at the beginning of the cell, loading Slider tray of each machine in 
the cell and unloading Bola trays from the receiving stacker at the end of the cell. If 
the system module cycle time is longer than that of worker service time, the worker is 
able to attend another module and perform the repetitive task as mentioned. However, 
the bottom line is that the system module must not experience idle time; otherwise the 
production rate will be lowered than expected which is not a desirable situation. 
Therefore, it is possible to allow some idle time to a worker. Thus it is important to 
determine a number of system modules that one worker can attend to and this can 
accomplish from (4) as the following.  

 
( )
( )

rs

sm

TT

TT

+
+

≤= interger Maximum  N  (4) 

Where N= number of modules that one worker can attend to, Tm is machine or 
module cycle time, Ts is worker service time and Tr is worker repositioning time. In 
this this case Tm, Tr and Ts is 1,344, 1.511, 6.872 seconds respectively. Thus, substi-
tute these parameters in (4)  

 

( )

( )1,5116.872

6.872 1344
interger Maximum  N

+

+
≤=  

N ≤ 161.14 
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Thus, N is equal to 161 modules. Meaning that only one worker is enough to attend 
161 modules; therefore, this designed cell cluster which is accommodated only 44 
modules can be attended by only one worker. Thus, in this case a worker will work 
around 6.15 minutes and enjoys idle time around 975.15 seconds or it is equivalent to 
16 minutes before coming back to repeat the task. As a result, a utility worker in the 
production line can be assigned to perform this task and can do other tasks during free 
time. The walking route of a worker during serving cluster is shown in Fig. 8. The 
worker will start from the first module in cell 1 and follow the path until the last mod-
ule in cell 4 is served. 
 

 

Fig. 8. Path of service worker in the cluster 

3 Conclusion and Discussion 

In the HGA assembly for hard disk drive manufacturing industry, The Slider plays an 
important role to the functional of a hard drive. Thus it is important to inspect the 
Slider before assembly. Thus the automated load/unload system is designed for 
launching the Slider for electrical testing. This module requires mount and dismount 
the Slider to the Carrier and the prototype module is designed. It requires around 43 
modules to satisfy annual production demand. Thus, a single manufacturing cell in 
form of machine cluster concept is implemented. It is found that with the available 
space one cell can accommodate up to 11 modules and therefore 4 cells are designed. 
In order to reduce a number of stackers which is required to dispense a Bola tray, a 
roller conveyor is used to link all modules within a cell. This is due to the fact that 
each module still requires a worker to serve the Slider tray at each cycle and it is 
found that one worker is enough to support up to 116 modules. 
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The single manufacturing cell concept is useful for determination of required work 
cell to satisfy production demand. It is important to include machine availability, 
defect rate, utilization in the calculation since these factors has an adverse effect to the 
production. Once a number of machines were determined, a machine cluster concept 
should be attempted to reduce labor cost or perhaps any common devices can reduce 
hardware installation cost. It should be noted that the equation (4) listed in this paper 
is very useful to calculate a number of machines attended by one worker. Although it 
looks quite simple, only a few people recognize and hardly use it.  

This project is currently under implementation with a speculated budget of 10  
million US dollars.  
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Abstract. With the growth of communications services and mobile devices, it 
leads to the popularity of mobile operating systems such as Android and iOS, 
and bring the market growth opportunities for the software industry. Among 
lots kinds of applications (APP), game APPs have attracted much attention. Ac-
cording to related research, it estimates that in 2015 the market value of game 
APPs will reach to 20% of the overall game market. In the fierce competition, 
how to design products for satisfying the needs of users, and attract users to 
download have become one of important issues for developers of game APPs. 
Therefore, the main purpose of this study is to define the potential factors that 
influence users to download game APP based on the technology acceptance 
model (TAM) and innovation diffusion theory (IDT). Then, two feature selec-
tion methods, Support Vector Machine-Recursive Feature Elimination (SVM-
RFE) and Information Gain (IG) will be utilized to identify the key factors of 
downloading game APPs. Finally, a comparison between different groups will 
be provided. The results can be used as a reference for game developers and  
researchers to design game APPs. 

Keywords: Game APP, Diffusion of innovation theory, Technology acceptance 
model, Feature selection, SVM-RFE. 

1 Introduction 

As the number of users of smart phones, more and more people are gradually driving 
the use of software applications (APP) in mobile operating environments [12]. 
Among lots kinds of APPs, game Apps have attracted much attention since 2007 
when iPhone come to the market. Handheld devices combine multi-functionality 
(touch screen, dynamic sensors, positioning systems, enhanced display, access high 
amount, and so on) with the wireless network, and change the types of Internet games. 
Many innovations are emerging, such as APP stores, online multiplayer games, mul-
timedia entertainment combined with social media, games combined with motion 
sensors [10]. A new business model evolved into the mobile phone industry, for ex-
ample, two popular game vendors, Greystripe and GluMobile, offer free games, and 
add advertising in the game to increase your click-through-rate (CTR). Some compa-
nies make game APPs combined with social media, such as Facebook [9]. 
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In order to attract even more customers to use, App developers made a number of 
promotion ways, for example, providing free or trial App to customers; prepayment 
could obtain more services; providing a complete free App to customers, then through 
in-app purchases or click on mobile ads, customers can get extra content and services 
[12]. Such ways are also expanded to gaming revenue model which contains thre 
major models, in-APP purchases for free APP, paid APP, in-APP purchases for paid 
APP. According to eMarketer survey shows that the in-APP purchases for free APP 
will become main stream [8]. Nevertheless, free game APPs still differ from paid 
game APPs, mainly due to the paid games invested by the well-known game maker 
(EA, Gameloft, CAPCOM, etc.), so that paid game APPs have good quality. 

On the other hand, after the game APPs launched, in fact, the usage rate and 
popularity are not good. Past studies have also confirmed that both the map services 
and game APPs are not automatically used by mobile devices users [23]. Therefore, 
how to promote game APPs has become a critical issue for App developers. They 
need to consider additional factors which come from the voice of cusotmers. A survey 
in the United States pointed out that users‘ interests in mobile entertainment services, 
in addition to population statistics and personal privacy issues, are highly related to 
communications technology [19]. 

There are many researches focused on mobile entertainment in the past decade. But 
for the current development of mobile games, whether from social media or game 
design viewpoints, it still lacks a more comprehensive explanation [9]. Most of re-
lated works focus on qualitative studies, relative few papers used data mining ap-
proaches. For examples, Hsu and Lin [12] investigated the use of paid App user is-
sues. They indicated that there are significant differences between actual users and 
potential users. Liu and Li [17] investigated the influence of the environment on the 
use of hedonic mobile service (mobile game). They found that use of the environment 
is an important prediction factor which directly or indirectly affect the perceived ease 
of use, perceived usefulness, hedonic perception, cognition focused sex, attitudes and 
behavioral intentions. And perceived usefulness, perceived hedonic and cognitive 
focus of all have a positive impact on the attitude of acceptance of mobile games. 

Consequently, this study aims to define the potential factors that influence users to 
download game APP based on the technology acceptance model (TAM) [6] and inno-
vation diffusion theory (IDT) [20]. Then, feature selection methods including Support 
Vector Machine-Recursive Feature Elimination (SVM-RFE) and Information Gain 
(IG) will be employed to select the important factors of downloading APPs for free 
game APPs and paid game APPs, respectively. Finally, a comparison between differ-
ent groups will be provided. The results can be used as a reference for game develop-
ers and researchers to design game APPs. 

2 Related Works 

2.1 Applications 

APPs greatly change the way people use computers and the experience of the past for 
the phone. Nowaday, mobile devices are becoming the core of communication and 
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information needs, and APP brought to the application level is closely related to our 
life [4]. The APP store like a software trading market offers people instant download 
APPs [14]. Researchers wonder what kind of mobile service is the killer application 
that can drive mobile services widely [25], for examples, short message services 
(SMS) and DoCoMo’s i-mode in Europe and Japan, mobile banking, m-commerce, 
location-based catalog and map services [15]. 

Many APP related researches applied TAM and IDT to find why internet users 
used APPs [24]. A study used TAM to explore the key factors of using mobile phone 
games are use context, perceived usefulness, cognitive concentration, attitude, and 
perceived enjoyment [17]. Relative few works focus on paid APPs. They found that 
confirmation of the perceived value and satisfaction are positively shut; value for 
money, evaluation, and application of alternative free App is a direct impact on the 
user purchase intent. After comparing the actual users and potential users, they found 
the actual users purchase intent by value for money, satisfaction, and free substitution 
App influence; potential users purchase intent by value for money, and App evaluate 
the impact of social value [12] . 

2.2 Diffusion of Innovations and Technology Acceptance Model 

In this work, we employ IDT and TAM to assist us to define factors of game APPs. 
IDT developed by Rogers[20], he pointed out that “diffusion” means the process 
which one innovation spreads to every members of social systems through communi-
cation channels. With time going, this innovation will be gradually accepted. 

Innovation diffusion process must include four elements: Innovation, Communica-
tion Channel, Social System, and Time, where time is an important factor in the inno-
vation diffusion process. Rogers used time as a basis to divide innovation adopters 
into innovators, early adopters, early majority, late majority and laggards. In addition, 
other factors that affect the adoption rate of innovations include the type of innovation 
and decision-making, communication channels, social systems, and efforts of 
spokesman. 

TAM [6], simplified from Theory of Reasoned Action (TRA), is now commonly 
used to investigate user acceptance of information technology/services. TAM model 
consists of two major cognitive factors, namely “perceived usefulness“ and 
“perceived ease of use“ [13]. TAM is widely used to explore the use of information 
technology factors. But, in order to pursue common and simple, TAM was adapted to 
the most innovative environment using any technology. It contains only the perceived 
usefulness and perceived ease of use. To explore new and innovative uses, only two 
determinants is too simple and may lack behavioral richer interpretation. Related 
research integrated “the channels of communication“ of IDT into TAM to enhance the 
disavantage of TAM in lacking the concept of social influence. And, it confirmed that 
the social influence is likely an important factor to affect people decide to use mobile 
services. 
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2.3 Feature Selection 

The main purpose of feature selection is to increase the efficiency of learning tasks 
and improve the learning performance by excluding irrelevant features [7]. Based on 
the labels of training set, feature selection algorithm mainly divided into supervised, 
unsupervised and semi-supervised groups. In the group of supervised feature selec-
tion, it contains filters, wrappers, and embedded methods [21]. In this study, we use 
SVM-RFE and IG. SVM-RFE is a wrapper approach used in two-class circumstances. 
It was demonstrated that the features selected by SVM-RFE yielded better classifica-
tion performance than the other methods [11]. SVM-RFE uses the weights of SVM to 
rank the feature for their removal. In the work of [26], SVM-RFE has successfully 
applied to identify product features. 

IG is another used feature selection method in this work. IG is one of the most 
common attribute evaluation methods [27]. This univariate filter provides an ordered 
ranking of all the features and then a threshold is required. IG can used to calculate 
the degree of importance of each factor. IG has also been used in many non-medical 
fields, such as learning strategies, design contests, forecasting market [1]. 

3 Employed Approach 

The implemental procedure contains 7 major steps in this study. The concise steps can 
be found as follows. 

Step 1: Define factors of game APP 
Based on innovation diffusion theory (IDT), the technology acceptance model 
(TAM), and some related literature, we attempt to define potential factors of game 
APPs for downloading free or paid game Apps. 

Step 2: Design questionnaire 
Based on the defined factors in step 1, we can develop a questionnaire to measure the 
importance level for downloading free or paid game APPs. Briefly speaking, this 
questionnaire contains three parts. 

Part I: Basic information of respondents 
Part II: The question items of different defined factors to measure the importance 

levels for downloading free or paid game Apps. 
Part III: The probability of downloading free or paid game Apps.  

Step 3: Pre-test questionnaire 
This step is mainly to avoid respondents misunderstand questionnaire. Before issuing a 
formal questionnaire, we use one-by-one interview to pretest the designed questionnaire. 

Step 4: Data collection 
In this study, a questionnaire survey is implemented from the internet. Those who 
have used APPs will be collected for further analysis. 
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Step 5: Data pre-process 
To explore the users’ download intensions, the five-point Likert scale responses of 
question items in Part III will be re-organized, since support vector machine recursive 
feature elimination (SVM-RFE) and IG are designed for binary classification. The 
responses 1 and 2 will represent that customers will not download game APPS if their 
selected important factors in Part II will be fulfilled; 3, 4 and 5 represent that custom-
ers will download game APPS if their selected important factors in Part II will be 
fulfilled. 

Step 6: Implement feature selection 

Step 6.1: SVM-RFE 
In this work, we use SVM-RFE. The algorithm of SVM-RFE can be found as follows. 
Inputs: 

Training examples 

T
lk XXXXX ],...,,...,,[ 210 =  (1) 

Class labels 

T
lk yyyyy ],...,,...,,[ 21=  (2) 

Initialize: 
Subset of surviving features 

],...,2,1[ ns =  (3) 

 Feature ranked list 

[]=r  (4) 

Repeat until 

[]=s  (5) 

Restrict training examples to good feature indices 

)(:,0 sXX =  (6) 

Train the classifier 

),(α yXtrainSVM −=  (7) 

Compute the weight vector of dimension length(s) 

∑=
k

kkk xyW α  
(8) 

Compute the ranking criteria 

,)( 2
ii wc =  for all i (9) 
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Find the feature with smallest ranking criterion 

)min(arg cf =  (10) 

Update feature ranked list 

]),([ rfsr =   (11) 

Eliminate the feature with smallest ranking criterion 

))(;1,1:1( slengthffss +−=  (12) 

Output: 
Feature ranked list 

r  (13) 

Step 6.2: Information Gain 
Information gain (IG) is the easiest and fastest way of select optimal attribute subset. 
The definition of IG is based on entropy. Assume we have examples

{ }1, 2 , ,N n= , attributes { }1, 2 , , dD = , and class { }1, 2 , ,K k= , 

from equations (14)~(16), we can define IG. 

1 1

1
( ) lo g lo g

K k

i k i k i
ii i

E n tr o p y N P P P
P= =

⎛ ⎞
= = −⎜ ⎟

⎝ ⎠
∑ ∑  (14) 

1

( ) ( )
jD

j i
j j i

i

D
E n t r o p y D E n tr o p y D

N=

= ×∑  (15) 

( ) ( ) ( )j jIG D E n tro p y N E n tro p y D= −  (16) 

Step 7: Draw conclusions 
Through analysis of the results of step 6.1 and 6.2, we will identify important factors 
for different groups for downloading free or paid game Apps. 

4 Results 

From available literatures, we define 14 potential factors of game APPs. Table 1 
summarizes these factors, their sources and supports.  A total of 135 questionnaires 
were collected. After removing invalid questionnaires, 130 valid questionnaires re-
main for further analysis. These collected examples will be divided into (1) leading 
group (innovators, early adopters), (2) majority group (early majority, late majority), 
and (3) laggard group (laggards), for free and paid game APPs, respectively. Table 2 
lists the basic statistics for these three groups. 

In this study, 5-fold cross-validation experiment has been employed. Those factors 
whose values are greater than the average will be picked up as an important factor. 
Results of SVM-RFE and IG are given in Tables 3 and 4. 
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Table 1. The defined potential factors of game APPs 

Source No. Factors Supports Source No. Factors Supports 

TAM A1 
Perceived use-

fulness 
[5, 13, 17, 

22] 
IDT A8 Image [13, 18] 

TAM A2 
Perceived ease of 

use 
[5, 13] IDT A9 Mass media [3, 20] 

IDT A3 Compatibility [13, 20] IDT A10 
Interpersonal 

channels 
[3, 20] 

IDT A4 Visibility [13, 18] Others A11 
Perceived 
enjoyment 

[17] 

Others A5 Voluntariness [13, 18] Others A12 
Cognitive 

concentration 
[17] 

IDT A6 
Result demon-

strability 
[13, 18] Others A13 Perceived risk [2, 16] 

IDT A7 Trialability [13, 20] Others A14 Use context [17] 

Table 2. Statistics of collected samples for different groups 

 Group 
Item 

Leading group Majority group Laggard group 

Gender Male: 72% 
Female: 28% 

Male: 54% 
Female: 46% 

Male: 45% 
Female: 55% 

Age 18~30 years old (100%) 
18~30 years old (96%) 
31~40 years old (1%) 
>40years old~ (3%) 

18~30 years old (64%) 
31~40 years old (36%) 

Income per 
month 

<5K NTD(36%) 
5K~10K NTD(26%) 
10K~20K NTD (10%) 
20K~50K NTD(28%) 

<5K NTD (43%) 
5K~10K NTD (20%) 
10K~20K NTD (13%) 
20K~50K NTD (23%) 

>50K NTD (3%) 

<5K NTD (9%) 
5K~10K NTD (27%) 
10K~20K NTD (18%) 
20K~50K NTD (45%) 

Education Undergraduate (64%) 
Master & above (36%) 

Undergraduate (76%) 
Master & above (24%) 

Undergraduate (64%) 
Master & above (36%) 

Game infor-
mation 

Keyword Ads (13%) 
Shared by friends (28%) 

Magazines (5%) 
Social media marketing (44%) 

Mobile Ads (3%) 
Others (8%) 

Keyword Ads (6%) 
Shared by friends (34%) 

Magazines (1%) 
Social media marketing (48%) 

Mobile Ads (6%) 
Others (5%) 

Shared by friends (27%) 
Social media marketing (55%) 

Mobile Ads (9%) 
Others (9%) 

Game usage 
time 

<3hrs (82%) 
4~6hrs (10%) 

7~9hrs and above (8%) 

<3hrs (69%) 
4~6hrs (28%) 

7~9hrs and above (4%) 

<3hrs (91%) 
4~6hrs (9%) 

Paid down-
loads 

Ever (15%) 
Never (85%) 

Ever (10%) 
Never (90%) 

Ever (9%) 
Never (91%) 

The payment 
amount of 
paid down-
loads 

<1.99USD (17%) 
1.99~2.99USD (33%) 

>2.99USD (50%) 

<1.99USD (63%) 
1.99~2.99USD (25%) 

>2.99USD (13%) 
<1.99USD (100%) 

In-APP pur-
chase 

Ever (49%) 
Never (51%) 

Ever (36%) 
Never (64%) 

Ever (9%) 
Never (91%) 

The amount 
of in-APP 
purchase 

<1.99USD (42%) 
1.99~2.99USD (21%) 

>2.99USD (37%) 

<1.99USD (28%) 
1.99~2.99USD (28%) 

>2.99USD (45%) 
<1.99USD (100%) 
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Table 3 shows the results of important factors for free downloads. We can find the 
important factors for both SVM-RFE and IG are Perceived usefulness (A1), Perceived 
ease of use (A2), Compatibility (A3), Visibility (A4), Voluntariness (A5), Result 
demonstrability (A6), Trialability (A7), Image (A8), and Use context (A14) for whole 
examples. In leading group, the important factors are Perceived ease of use (A2), 
Visibility (A4), Voluntariness (A5), Result demonstrability (A6 ), Image (A8), Inter-
personal channels (A10), and Use context (A14). In majority group, the crucial factors 
are Perceived usefulness (A1), Perceived ease of use (A2), Compatibility (A3), Vo-
luntariness (A5), Result demonstrability (A6), Trialability (A7), Image (A8), Use 
context (A14). In laggard group, the important factors are Perceived usefulness (A1), 
Perceived ease of use (A2), Compatibility (A3), Voluntariness (A5), Result demon-
strability (A6), Trialability (A7), Image (A8), and Use context (A14). 

Table 3. Summary of feature seleciton results for different groups (FREE downloads) 

Factors Leading group Majority group Laggard group 
SVM-RFE IG SVM-RFE IG SVM-RFE IG 

A1       
A2       
A3       
A4       
A5       
A6       
A7       
A8       
A9       

A10       
A11       
A12       
A13       
A14       

Table 4. Summary of feature seleciton results for different groups (PAID downloads) 

Factors Leading group Majority group Laggard group 
SVM-RFE IG SVM-RFE IG SVM-RFE IG 

A1       
A2       
A3       
A4       
A5       
A6       
A7       
A8       
A9       

A10       
A11       
A12       
A13       
A14       
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Table 4 shows the results of important factors for paid downloads. For whole ex-
amples, the selected important factors are Perceived usefulness (A1), Perceived ease 
of use (A2), Visibility (A4), Voluntariness (A5), Result demonstrability (A6), 
Trialability (A7) , Interpersonal channels (A10), and Use context (A14). In leading 
group, the important factors are Perceived ease of use (A2), Visibility (A4), 
Voluntariness (A5), Result demonstrability (A6), Image (A8), Interpersonal channels 
(A10 ), and Use context (A14). In majority group, the selected important factors are 
Perceived ease of use (A2), Voluntariness (A5), Result demonstrability (A6), 
Trialability (A7), Image (A8), Interpersonal channels (A10), and Use context (A14). 
In laggard group, the important factors are Perceived ease of use (A2), Voluntariness 
(A5), Result demonstrability (A6), Trialability (A7) , Image (A8), Interpersonal 
channels (A10), and Use context (A14). 

5 Conclusions 

The purpose of this study is to confirm the key factors of downloading game Apps. 
According to the available literatures, 14 potential factors have been defined. SVM-
REF and IG feature selection methods have been employed to select the important 
factors. The results indicated that no matter whether free or paid games App, Per-
ceived ease of use (A2), Voluntariness (A5), Result demonstrability (A6), Use context 
(A14) are important factors. The discovered results can provide game APP developers 
to design products in the future. 

Regarding the potential directions of future works, additional feature selection me-
thods could be used to evaluate their effectiveness. In addition, different types of 
APPs might be considered as research topics.  These ways might double confirm the 
results obtained from this study. 
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Abstract. The surge e-commerce demand stimulates the corresponding huge 
logistics requirements in China. However, most managers have little knowledge 
about how to well manage e-commerce logistics. This study systematically in-
vestigates the logistics system of two representative e-commerce platforms (i.e., 
Big Taobao and JD.COM) in China. Furthermore, the SWOT analysis was con-
ducted to explore the logistics system of Big Taobao and JD.COM, respective-
ly. Finally, the crucial operations strategies were devised based on the results of 
SWOT analysis. 

Keywords: Electronic commerce, E-commerce logistics, SWOT analysis,  
Operations strategies.  

1 Introduction 

In 2000-2002, the Chinese electronic commerce (EC) industry has experienced a  
period of freezing and adjustment, and around four years later, it became to get recov-
ery and warmer [1]. In 2010, the EC industry in China had a rapid development, and it 
became the world's largest Internet market [2]. Until the year of 2010, China's EC has 
matured, whether from internal or external environmental conditions, and it showed 
explosive growth. Especially, the large EC platform dominated the Chinese EC indus-
try. For instance, the Business-to-Consumer (B2C) model such as JD.COM and 
Tmall.COM, and the Consumer-to-Consumer (C2C) model such as Taobao.COM 
have been the large EC platforms. In December 2013, China's online shopping users 
reached 302 million [3], and the market size of year 2013 was over 2 trillion RMB 
[4]. In the second quarter of 2014, the sales of China's online retail market reached 
1.0856 trillion RMB, accounting for 8.7 percent of total retail sales [5]. Due to the 
"11.11" Shopping Festival, this proportion has been continuing to expand in 2014. 
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E-commerce together with the Internet has become an important tool in logistics 
and supply chain management [6]. With the rapid development of China's EC indus-
try, the logistics sector for EC in China also gained rapid growth. In the second quar-
ter of 2012, the companies of domestic online shopping courier scaled up to 46.83 
billion RMB in revenue, growth in the percentage of 39.8% [7]. In 2013, China's en-
terprises of express delivery services totaled 9.2 billion transactions, and the market 
size rose to second place in the world with a growth rate up to 61.6% [8]. Nowadays, 
China's EC logistics model can be divided into three categories: self-built logistics 
system model, third-party logistics model and the hybrid of self-built logistics system 
model and third-party logistics model. The famous EC company using the self-built 
logistics system model is JD.COM; the hybrid model, Alibaba Group's Big Taobao 
representing Taobao and Tmall.COM. Due to the cost, the small- and medium-sized 
EC companies generally use the third-party logistics model. 

E-commerce and logistics are always of mutual restraint and mutual development; 
however, in the past, EC companies have not paid attention on logistics leading to the 
relative lack of e-logistics development. Such a situation restricts the development of 
EC. This study aims to explicate the trends of logistics service in China by investigat-
ing the current status and future development of EC in China. Two big EC platforms, 
Big Taobao and JD.COM are used as the subjects of investigation in this study.  
Furthermore, the SWOT analysis are conducted to better understand e-commerce 
logistics in China and to develop the operations strategies for firms to implement  
e-commerce logistics in China. 

2 China's Electronic Commerce 

2.1 The Status Quo of China's EC Industry 

Currently, the future development of EC in China generally would like to be optimis-
tic, and it has brought not only new challenges, but also opportunities to logistics 
management [9]. From the analysis of the external environment, such as the consump-
tion level, the Internet penetration continues to increase. According to the internal 
factors such as the regulation of recent online shopping market, consumers have ac-
cepted this transaction pattern. Moreover, not only the online shoppers in China’s 
first-tier cities have been decreasing, but also the online shopping is gradually extend-
ing to the third- or forth-tier cities. In the past five years, China’s EC sector has a 
dramatic growth in terms of sales, number of online shoppers, number of enterprises, 
number of direct employees, etc. In addition, EC sales have grown at a fast pace in 
recent years [10]. In 2011, the growth rate of revenue of the EC in China is 70.2 %, in 
2012, 66.2 %. In 2013, it still maintains a high growth rate of 42.4 % [11]. In 2010, 
the China’s EC market is 4.5 trillion RMB, and by 2013, it surges to 10.2 trillion 
RMZ. For the number of online shoppers, in 2010, it is 158 million, and it reaches 
312 million in 2013. The numbers of Chinese B2C and C2C enterprises surges to 
29,303 in 2013 from 9,962 in 2010, and the number of direct employees reaches 235 
million in 2013 [3]. 
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Two essential players in China’s EC industry are Alibaba Group's Big Taobao and 
JD.COM. Both their market size and business models have the typical significance in 
China. Accordingly, this study investigates the current status of these two big EC 
players and their needs in the field of logistics services to better understand how to 
implement EC logistics in China 

2.2 The Status Quo and Business Model of Big Taobao 

The Alibaba Group which was founded in 1999 in Hangzhou, Zhejiang Province, 
China, after years of development, has already firmly been at the leading position in 
China’s EC industry. Its core business units such as Tmall.COM in charge of B2C, 
Taobao in charge of C2C, and the third-party online payment platform, Alipay, all 
occupy the largest market share in China. In the field of logistics, Alibaba Group is 
also actively deploying its CAINIAO Network. The Alibaba Group has gradually 
formed an open system including EC, logistics, finance and other EC ecosystems. 

From the EC business unit, Taobao is the comprehensive online shopping platform 
in charge of C2C. Its main commodity categories covers more than ten categories of 
clothing & apparel, hats & bags, outdoor & sports, digital phone, home appliances, 
baby products, and so on. As early as in 2010, Taobao’s registered users reaches 370 
million, and the online products are 800 million pieces [12]. In the second quarter of 
2014, Taobao's deals reach 50.37 % of China's online retail market, and it became the 
largest EC platform in China [13]. 

Tmall.COM is a comprehensive B2C platform, which is different from Taobao’s 
C2C business model. Nonetheless, Tmall.COM’s business model is based on the plat-
form of Taobao, in which individuals can deal directly with others on the Internet. Spe-
cifically, companies can use Tmall.COM to directly link to consumers to conduct online 
transactions. Furthermore, sellers and buyers can use the services provided by Taobao 
for free in the transaction process. Even in China B2C market, Tmall.COM is also the 
largest player, which accounts for 57.4 %, whereas the second largest player, JD.COM, 
only accounts for 21.1 % of the market. The other players (e.g., Suning, Amazon) only 
occupy a small amount of market in China, and it’s difficult for them to compete with 
these two giants [14]. Regarding the profit model, Taobao is quite different to the for-
eign EC platforms such as eBay. For the sources of profit of eBay, the advertising occu-
pies only 5% of total revenue, and most of the profit is generated in the course of trade 
[15]. In contrast, Taobao's main source of profit is from the advertising [16]. In 2013, its 
advertising revenue accounts for 66.46% of total revenue [13]. 

2.3 The Status Quo and Business Model of JD.COM 

JD.COM, in its earlier stage, executes all the functions by itself. Recently, after the 
adjustment of strategy, the online shopping platform and logistics have been out-
sourced to the third-party service providers. The outsourcing strategy makes JD.COM 
have amazing growth in recent years. In 2011, 2012 and 2013, the revenue growth 
rates of JD.COM’s are 146.2 %, 95.8 %, and 70.9 %, respectively. JD.COM possesses 
the much higher growth rate than the average of EC industry in China. 
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Nowadays, JD.COM is China's second largest B2C platform, it ranks only after 
Tmall.COM. For the main products sold, JD.COM and Tmall.COM have a high level 
of overlapping. The overall market share and number of SKUs of JD.COM are also 
behind Tmall.COM; however, it is worth noting that JD.COM dominates the B2C 
market of 3C products with the largest market share. JD.COM relies on its internal 
resources, brand protection and self-built logistics.  

3 China's Logistics Services for Electronic Commerce 

Alibaba Group's Big Taobao and JD.COM are the most representative of the two 
companies in the China e-commerce industry. Meanwhile, these two e-commerce 
enterprise's logistics models can be viewed as the essential mainstream of the  
e-commerce logistics models in China. Hence, the e-commerce logistics of Big  
Taobao and JD.COM are analyzed as follows. 

3.1 The Big Taobao's E-commerce Logistics Model 

The Big Taobao's e-commerce logistics model used to be criticized by its consumers 
involving the low efficiency and the inferior quality of logistics service. The main 
reason of its weak logistics service is that the Big Taobao separately employed STO 
Express, YTO Express, ZTO Express, BEST express and YUNDA express as its main 
third party logistics providers [17], which lacks the seamless integration. 

Nevertheless, the Big Taobao got things turned around. In 2013 the Alibaba Group 
coordinated YINTAI Group, FORCHN HOLDINGS Group, FOSUN Group, SF  
express, STO Express, YTO Express, ZTO Express and YUNDA express to set up the 
CAINIAO Network Technology Co., Ltd., initiating the first step in self-built logistics 
of the Alibaba Group [17]. For example, in 2014 the "11.11" Shopping Festival began 
to participate in the operation of its e-commerce logistics platform, which indicates 
that their self-built logistics system has taken molding beginning to be effective.  

The CAINIAO Network is not just a logistics company, but is a Chinese e-commerce 
logistics network platform. The CAINIAO Network is implemented through "cloud net 
- ground net" logistics network model. Herein, ground net means the deployment of  
e-commerce logistics facility network. Specifically, the CAINIAO Network aims to 
integrate the whole China's e-commerce logistics resources to optimize resource alloca-
tion. On the other hand, cloud net means the data analytics of logistics data. That is, the 
CAINIAO Network seeks to let logistics companies share their data within the platform 
and to conduct data analysis for creating valuable information such as logistics demand 
forecasting.  

3.2 The JD.COM's E-commerce Logistics Model 

JD.COM is not just a pure e-commerce company, but it is a company to provide total 
supply chain solutions. Particularly, JD.COM effectively integrates suppliers and end 
sellers through JD.COM platform. 
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Currently, JD.COM has been constructed covering 1000 counties self-built logis-
tics system consists of five logistics centers and nearly 1400 distribution sites, using 
its self-built logistics for distribution of orders accounted for more than 85% of all 
orders [18]. JD.COM also launched a campus business offices, subway pickup point 
and communities pick up points to reflects the importance of the last mile logistics 
[19].The self-built logistics system of JD.COM is the most extensive coverage and it 
also has the most complete logistics facilities in China's EC industry. JD.COM self-
built logistics system framework is divided into three modules: the layout logistics 
warehousing; transportation and distribution system; logistics network system.  
The following is a detailed analysis of its three modules: 

(1) The layout logistics warehousing: JD.COM self-built logistics system established 
five primary logistics center in Beijing, Shanghai, Guangzhou, Chengdu, Wuhan, 
occupied the north, east, south, southwest and central China, respectively, basically 
covering the major urban centers of China [20]. To the end of 2012, JD.COM self-
built warehousing area has more than 1 million square meters [21, 22]. At the same 
time, JD.COM spent a huge cost of construction of "Asia No. 1" modern logistics 
center, which is China's largest and most advanced EC logistics center. "Asia No.1" 
is located at Shanghai Jiading, constructed in two phases, planning construction 
area of 200,000 square meters. It puts into operation a positioning for medium-
sized merchandise warehouses, with a total construction area of about 100,000 
square meters, divided into four regions- dimensional reservoir area, multi-loft 
picking area, production work area, and shipping sortation area. Its powerful capa-
bilities of order processing can support JD.COM's annual growth in logistics or-
ders, and achieve the efficiency of logistics services and quality. 

(2) Transportation and distribution system: There are nearly 20,000 staff in JD.COM 
self-built logistics system, more than 1,000 vehicles owned [23], and considering 
air freight qualifications to prepare for the coming aircraft within JD.COM self-
built logistics system. Furthermore, JD.COM has a unique "warehouse + match-
ing" mode, which is a real-time replenishment system to analyze the sales  
demand for timely replenishment based on the actual situation. 

(3) Logistics network system: JD.COM has completed the upgrade of the logistics 
system named "Qinglong" in 2013. The "Qinglong" system not only supports 
JD.COM’s internal logistics services, but also supported to undertake external  
logistics business, to effectively expand the service types and scope of JD.COM 
self-built logistics such as on-site reverse return services to consumers or  
third-party companies.   

4 SWOT: CAINIAO Network and JD.COM Self-Built Logistics 
System 

CAINIAO Network coordinates various resources involving physical facilities and 
operations data to fulfill the optimal Chinese e-commerce logistics network platform. 
On the other hand, JD.COM develops its own logistics system to offer total logistics 
solutions. This study conducted the SWOT analyses for the logistics system of 
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CAINIAO Network (Table 1) and JD.COM (Table 2), respectively. Furthermore, the 
corresponding operations strategies were developed based on the analytical results of 
the SWOT analyses. 

Table 1. The SWOT matrix of the CAINIAO network 

Strengths (S) Weaknesses (W) 
1. Sufficient logistics orders 

Taobao and Tmall.COM represents 
the largest C2C and B2C market, 
respectively. These two platforms 
have plenty of orders and belongs to 
the Alibaba Group, which provide 
enough support for the CAINIAO 
network. 

2. Abundant financial support 
Logistics system needs huge funding 
to build up. The Alibaba Group have 
plentiful financial resources which 
can support the CAINIAO network. 

3. Powerful technical support 
Alibaba Group has its own research 
institute with a number of outstand-
ing technical team, which can solve 
technical problems for the 
CAINIAO network. 

1. Absence of logistics experience 
The Alibaba Group has no prior expe-
rience in self-built logistics, and logistics 
is not its core abilities. For example, the 
lack of professional logistics personnel in 
its talent pool. Hence, the CAINIAO 
network is more likely to suffer logistics 
issues without gaining enough profes-
sional logistics support from the Alibaba 
Group. 

2. Running late for logistics system 
CAINIAO Network started relatively 
late. It needs time to establish a complete 
logistics system and is more likely to lose 
competitive advantage. 

Opportunities (O) Threats (T) 
1. Brilliant EC and logistics environ-

ment in China 
The surge C2C and B2C demands in 
China stimulate the rapid develop-
ment of Chinese e-commerce. 
Moreover, the Chinese opening and 
reforming policy provides another 
opportunity for the evolution of the 
CAINIAO network. 

2. In need of integrating logistics 
resources 
Numerous small and medium-sized 
logistics providers strive to compete 
with each other, which squanders 
logistics resources. Correspondingly, 
the CAINIAO Network can consoli-
date separate logistics resources and 
create total optimization for China's 
EC logistics. 

1. Competing self-built e-commerce logistics 
More than one self-built logistics system 
would grab the market share of e-
commerce logistics. For example, the 
second largest B2C platform, JD.COM, 
has its self-built logistics system. 
JD.COM’s e-commerce logistics would 
endanger the development of CAINIAO 
Network. 

2. Rivaling third-party logistics providers 
The CAINIAO Network and third-party 
logistics providers have the same interest 
which is to integrate logistics resources. 
Third-party logistics providers may op-
pose the formation of the CAINIAO 
Network. 
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(1) S-O strategy: Brilliant e-commerce development in China triggers more and 
more logistics providers engaging into e-commerce logistics. Nonetheless, logistics 
providers fight each other to grab e-commerce orders and eventually waste logistics 
resources. Correspondingly, the powerful e-commerce company, the Alibaba Group, 
has capability to coordinate logistics providers to deal with e-commerce orders. Spe-
cifically, the CAINIAO network generated by the Alibaba Group offers a platform to 
consolidate not only the e-commerce orders (demands) but also logistics (supplies). 
By doing so, the CAINIAO network not only catches e-commerce market but also 
occupies logistics resources. Furthermore, rich e-commerce demand and supply data 
can enhance the logistics abilities of the CAINIAO network such as logistics demand 
forecasting, logistics scheduling, etc. 

(2) W-O strategy: Even though the CAINIAO network does not develop in the ear-
ly stage and lack of rich logistics experience, the current logistics market have various 
logistics resources for the CAINIAO network to dig out. In particularity, the 
CAINIAO network can make use of the existing logistics resources to supplement its 
logistics weaknesses. For instance, the CAINIAO network can recruit experienced 
logistics professionals to implement its e-commerce logistics. 

(3) S-T strategy: The CAINIAO network confronts competing self-built  
e-commerce logistics and third-party logistics providers to get e-commerce logistics 
orders. Based on the substantial e-commerce logistics orders from the Alibaba Group, 
the CAINIAO network can keep having sufficient e-commerce logistics orders. Fur-
thermore, the CAINIAO network should take advantage of its rich financial and tech-
nical resources to devise comparative logistics services to attract more logistics orders. 

(4) T-W Strategy: The CAINIAO Network should minimize the impact of weak 
logistics experience and avoid directly battle logistics rivals. Specifically, the 
CAINIAO Network should attract logistics providers to join its network (from rivals 
to partners). Moreover, the CAINIAO Network can target specific logistics services 
or create unique logistics services (niches) before it absorb sufficient logistics know-
ledge and possess rich logistics experience. 

(1) S-O strategy: JD.COM can gather various logistic providers according to its di-
verse logistics services. Moreover, integrating various logistic providers can enhance 
JD.COM capabilities for total logistics services. Besides e-commerce logistics orders, 
JD.COM can entice comprehensive logistics demands. 

(2) W-O strategy: JD.COM should yield an appealing plan (e.g., revenue sharing) 
to attract logistic providers taking part in JD.COM’s logistics system. By doing so, 
JD.COM can not only diminish its financial burden (e.g., utilizing partners’ logistics 
facilities) but also have various experts dealing with varying issues. 

(3) S-T strategy: JD.COM can takes its well-developed logistics system as a  
holistic logistics platform to cooperate (not flight) with other self-built e-commerce 
logistics and third-party logistics providers.  
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Table 2. The SWOT matrix of the JD.COM 

Strengths (S) Weaknesses (W) 
1. Mature logistics system 

JD.COM established its logistics sys-
tem in the early stage compared with 
other self-built e-commence logistics 
system. Hence, JD.COM can offer 
comprehensive logistics services and 
have rich logistics experience. 

2. Superior logistics services 
JD.COM self-built logistics system 
offers total supply chain services for its 
customers. Therefore, JD.COM has 
better ability to control the logistics 
quality and retain the loyalty of its cus-
tomers. 

1. Financial burden 
JD.COM has incurred enormous costs 
to conduct its logistics system. 

2. Broad logistics services 
JD.COM aims to involve various logis-
tics services, which may disperse its 
limited resources and need diverse lo-
gistics professionals. 

Opportunities (O) Threats (T) 
1. Vast logistics demand 

In addition to e-commerce logistics 
demand in China, other logistics re-
quirements also can be serviced by the 
JD.COM with total logistics solutions. 

2. Unconsolidated logistics providers 
Abundant logistics providers exist in 
China logistics market. JD.COM’s lo-
gistics system can integrate individual 
logistics resources. 

1. Threatening self-built e-commerce 
logistics 
More and more e-commerce compa-
nies have conducted their own logistics 
services such as the CAINIAO net-
work. 

2. Pressurizing third-party logistics pro-
viders 
Third-party logistics providers aim to 
offer logistics services for e-commerce 
logistics, which conflicts JD.COM’s 
interests. 

 

(4) T-W Strategy: JD.COM should identify unprofitable logistics services and sur-
render them to minimize financial burden and wide logistics services as well as to 
avoid competitors’ threats. 

5 Conclusions 

The surge e-commerce demands triggers the corresponding huge logistics require-
ments in China. Nonetheless, most managers has little knowledge to manage  
e-commerce logistics. This study explores the logistics system of two representative 
e-commerce platform (i.e., Big Taobao and JD.COM) in China. Moreover, the SWOT 
analysis was conducted to explore the logistics system of Big Taobao and JD.COM, 
respectively.  
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Based on the analytical results of the SWOT analysis, the essential e-commerce lo-
gistics strategies can be summarized as follows. First, an e-commerce logistics plat-
form should be created to integrate varying e-commerce orders and various logistics 
providers (especially for numerous small and medium-sized logistics providers in Chi-
na). Second, a knowledge-based system should be developed to gather e-commerce 
logistics experience. Then, e-commerce logistics analyses can be conducted to generate 
logistics operations such as demand forecasting and logistics scheduling. Finally,  
e-commerce logistics training programming should be devised to ensure sufficient  
professions for tackling e-commerce logistics issues. 
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Abstract. Banks were among the pioneers in developing and implementing re-
lationship marketing strategies, since they were between the first recipients of 
the radical changes that took place in global economy in recent years. This 
study is part of an ongoing research project, which among others, aims to de-
velop an instrument to measure the outcome of the implementation of relation-
ship marketing strategies. Field research was conducted among customers of 
Greek banks. Principal component analysis was then performed in order to 
identify latent factors among the questionnaire items. The results obtained were 
satisfactory, since 7 factors were extracted, which were labeled as relationship 
value, crisis management, personalized sales, customer focus, flexibility, com-
munication quality and reliability. Moreover, regression analysis verified the 
significant explanatory power of the factors emerged over customer loyalty. 

Keywords: relationship marketing, CRM, banking, performance monitoring.  

1 Introduction 

Contemporary economy, which is greatly influenced by globalization, increasing 
competition and advances in communication and information technology, force com-
panies to gradually depart from traditional marketing principles and adopt a customer-
centric approach by focusing on managing customer relationships [1]. As a result of 
this, the focus of differentiation has been shifted from products and services towards 
customers [2].  

Relationship marketing (RM) is an enterprise wide approach having the target to 
offer answers to the above considerations by aiming to understand and influence cus-
tomer behavior in order to improve customer acquisition and retention as well as prof-
itability [3]. RM promotes a holistic approach by introducing the notion of customer 
life-cycle, including stages such as acquisition, retention, expansion and recovery, and 
promoting the recognition and management of a wide range of company relationships 
(e.g. internal and external customers, suppliers, competitors, companies in other  
market segments).  

                                                           
* Corresponding author.   
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RM strategies rely heavily on gathering and processing customer data in order to 
yield information that will help companies to develop and implement customer-
centric strategies. As a result of this, information technology plays a pivotal role as an 
enabler of successful RM strategies implementation. Customer Relationship Man-
agement (CRM) software systems are being widely used since the late ’90s as infor-
mation management enabling relationship marketing solutions [4]. However, as early 
efforts for the adoption of such systems have shown, CRM implementations can pose 
significant challenges. Digman [5] emphasizes that “the majority of CRM initiatives 
fail to meet expectations”.  One of the most important lessons learned from early 
adopters is that there is a need to closely monitor the performance of RM strategy 
implementations, which utilize CRM systems and tend to be expensive. 

Banks were among the service industry pioneers in RM strategies adoption, since 
they were between the first recipients of the radical changes that took place in global 
economy during the past few decades [6]. They operate in a highly competitive envi-
ronment, where the acquisition of new customers is often proved much more expen-
sive than retaining and expanding the ones they already have.  

This study is part of an ongoing research project aiming to identify and understand 
the emerging roles of accounting and finance professionals in the contemporary digi-
tal economy. Gummesson [7] acknowledged that a company has to incorporate rela-
tionship aspects not only in its marketing plan but also in its corporate business plan. 
This led him to the conclusion that accounting and financial metrics must also include 
the company’s return on relation relationships (ROR), which has been defined as “the 
long-term net financial outcome caused by the establishment and maintenance of an 
organization’s network of relationships”. Taking this stance, this study presents an 
effort to develop an instrument measuring the outcome of the implementation of RM 
strategies in the banking sector in Greece, by investigating how customers experience 
this approach. The utilization of such an instrument would provide banks with a  
valuable tool that facilitates the monitoring of the performance of their RM strategies. 

2 Background 

2.1 Relationship Marketing 

Interest in RM began to grow in the ’90s. Research published at that time (e.g. [8]) 
revealed the great impact on profitability that can be achieved even by small increases 
in customer retention rates. This made the marketing community more conscious of 
the necessity to manage customer relationships in the long term. Today it is widely 
accepted that customers are at the core of business and therefore a company’s success 
depends heavily on effectively managing relationships with them. 

According to Egan [9], despite the fact that considerable research and practice took 
place during the past few decades, RM may still be regarded as an ‘umbrella philoso-
phy’ with plenty of variations and definitions rather than a unified concept with  
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commonly accepted objectives and strategies. Perhaps the most comprehensive  
definition of RM was given by Gronroos [10], who defined RM as the marketing 
approach aiming to “identify and establish, maintain and enhance and, when neces-
sary, terminate relationships with customers and other stakeholders, at a profit so 
that the objectives of all parties involved are met; and this is done by mutual ex-
change of fulfilment and promises”. This definition implies that since each customer 
must be treated individually, the company must be in the position to recognize the 
relationship stage each customer is in and treat them in a different manner. The intro-
duction of various consecutive relationship stages in RM thinking lead to the forma-
tion of the customer life-cycle concept.  Various relevant models have been reported 
in literature, examples of which are the awareness, exploration, expansion, commit-
ments and dissolution stages proposed by Dwyer et al [11] and the suspect, prospect, 
first-time customer, repeat customer, client, advocate, member and partner stages 
reported by Kotler [12]. 

One of the vital questions raised regarding the implementation of an RM strategy is 
how to measure its performance in order to monitor its effectiveness. Wang et al. [13] 
pointed out that a widely accepted way to measure RM performance is in terms of 
customer behaviors “since they are the underlying sources of value of current cus-
tomers of a firm and have the potential to increase the future revenue streams asso-
ciated with them and those of prospective customers”. Moreover, since one of the 
main RM objectives is to assure steady levels of revenues and maximization of cus-
tomer lifetime value, customer behaviors, which could bring revenues to the firm, are 
believed to be strategically important [14, 15]. 

2.2 Relationship Marketing in Banks 

Andersen et al. [16] claim that the trust and commitment, which can be developed 
between banks and their customers, are considered to be the most powerful competi-
tive advantage for banks, a fact that explains to a certain degree why financial institu-
tions have moved from transaction-based banking to a relational approach. Their  
research showed that the annoyance of bank customers is increased from product 
focused strategies, since they expect a more advisory and caring treatment. Therefore, 
a customer relational approach in the highly competitive banking industry, where 
products and services tend to be more and more standardized, offers a differentiating 
factor. The improvements that can be achieved by banks adopting an RM approach 
can be summarized as follows [17]:  

• greater customer satisfaction due to better service offering,  
• greater business coherence, since the bank defines objectives directly linked to 

customers,  
• lower costs,  
• increased service effectiveness resulting from the acquisition of complete and  

correct customer information,  
• new business opportunities because of the establishment of long-term relationships 

with customers,  
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• more accurate and successful customer segmentation, which can distinguish groups of 
profitable and less profitable customers and thus create business plans for each case,  

• acquisition of significant sales and marketing information reflecting customers’ 
needs, thus helping to fulfil their expectations. 

2.3 Customer Relationship Management Systems 

Rababah et al. [18] described CRM as “the building of a customer-oriented culture by 
which a strategy is created for acquiring, enhancing the profitability of, and retaining 
customers, that is enabled by an IT application, for achieving mutual benefits for both 
the organization and the customers”. Therefore, CRM can be considered as an IT 
system, which is an RM strategy enabler [4].   

Business processes, which a CRM system can support, can be classified into three 
groups, namely delivery processes (activities associated with sales, service support, 
marketing promotions and customer complaints), support processes (activities oriented 
towards what the market needs with the intention to develop loyal customers) and anal-
ysis processes (activities entailing analysis of the data acquired by processes from the 
other two groups and the creation of value leading to service innovation) [19]. Espe-
cially in the banking sector, the utilization of data relevant to customers’ needs and 
behaviour, can lead to the identification of the most important customers, support the 
development of relationships with prospective customers and estimate not only the  
generated revenues but also any future possible opportunities for investments [20]. 

3 Research Methodology 

The research methodology was comprised of the following 4 stages: 

1. Development of a questionnaire, aiming to capture the outcome of the implementa-
tion of RM strategies, by investigating how customers experience this approach. 

2. Conduct of an interviewer-administered field research, using the questionnaire  
developed in stage 1. 

3. Conduct of Principal Components Analysis (PCA) on the survey results, in order to 
identify latent factors within the questionnaire. 

4. Conduct of multiple regression analysis, using the latent factors emerged as inde-
pendent variables and customer loyalty as the dependent. This will examine the 
degree to which the emerging factor structure explains the variance of a core RM 
target, such as customer loyalty. 

The questionnaire utilized was developed by adopting the scale proposed by Abratt 
and Russell [21]. Their objective was to establish whether RM is appropriate for mar-
keting financial services to private banking clients in South Africa, by measuring RM 
outcomes from the customers’ perspective. They initially designed a 53-item instru-
ment based on literature review and in-depth interviews with bank manages and  
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academics. This was used to conduct a survey on both private and non-private bank-
ing customers. The statistical analyses of the survey data lead to the proposal of a  
43-item scale. These items were allocated to 3 distinct customer life-cycle stages, 
namely starting a relationship, early stages of a relationship and once a relationship 
has been established. Moreover, they also denoted a pool of items, parallel to all the 
aforementioned life-cycle stages, as general relationship marketing criteria. 

The rationale behind the choice of this particular scale lies on the fact that it meas-
ures RM outcomes from all basic customer life-cycle stages and therefore it can  
provide a solid basis as a starting point.  

After discussion with 3 managers of bank branches, it was decided to exclude 13 
items of the initial 43 of the Abratt and Russell [21] scale, as they were deemed to 
focus exclusively on private banking and did not fit the aim of the present research. 
The resulting 30-itemed scale was then pilot-tested with 10 bank customers. The re-
sults of the pilot test proved to be very satisfactory, since all the respondents found 
the questionnaire items understandable, while no blurring questions that would have 
to be rephrased were found. 

The survey target sample consisted of customers of the four systemic Greek banks, 
all of which employ CRM technology to manage customer relationships. All respon-
dents were interviewed in Larissa, a city with intense economic, political and social 
life, located in central Greece. They were approached at local branches, while waiting 
to be served. It must be noted that since the majority of bank customers have accounts 
in more than 1 bank, the respondents were asked to answer the questionnaire having 
in mind the bank they were using more often for their transactions. The resulting 
sample comprised of 289 valid questionnaires. The demographic analysis of the sam-
ple showed that it was largely representative of the general population, since it  
included customers having various ages, educational levels and incomes. 

4 Data Analysis and Results 

PCA was conducted to identify latent factors within the questionnaire items. Seven 
factors with eigenvalues greater than one [22] were extracted from the data, as shown 
in Table 1. These principal components accounted for approximately 64% of the total 
variation. Preceding PCA, the Bartlett sphericity and Kaiser–Meyer–Olkin (KMO) 
tests verified the appropriateness of the sample.  

A cut-off of 0.50 was used for item scale selection and normalized varimax rota-
tion was adopted to bring about simple and interpretable structure. Six items did not 
load on any of the 7 emerged factors (<0.50) and were excluded from the final model. 
Following an inspection of the items’ loadings on each factor, the 7 distinct principal 
components identified were named as reliability (F1 in Table 1), relationship value 
(F2), personalized sales (F3), crisis management (F4), flexibility (F5), customer focus 
(F6) and communication quality (F7). 
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Table 1. Principal components analysis 

 Item F1 F2 F3 F4 F5 F6 F6 

1 The prices of the 
offered services 
and products are 
important 

- 0.732 - - - - - 

2 I want a better 
relationship with 
the bank 

- 0.765 - - - - - 

3 The quality of 
services affects 
the relationship 
with the bank 

- 0.762 - - - - - 

4 Client referred to 
client 

- 0.709 - - - - - 

5 The bank is 
available in crisis 

- - - 0.725 - - - 

6 I am confident in 
advice from bank 

- - - 0.631 - - - 

7 The bank can be 
counted on to do 
what is right 

- - - 0.684 - - - 

8 The bank pro-
vides me with 
value – enhanc-
ing services 

- - 0.533 - - - - 

9 The bank knows 
what is important 
for me 

- - 0.602 - - - - 

10 The bank pro-
vides me with 
cross-sale prod-
ucts 

- - 0.724 - - -  

11 The bank offers 
me a wide range 
of products and 
services 

- - 0.551 - -  - 

12 The bank focuses 
on individualized 
client services 

- - - - - 0.627 - 

13 The bank focuses 
to the client 

- - - - - 0.679 - 

14 The bank has 
skills to manage 
client’s account 

- - - - 0.725 - - 

15 The bank is 
flexible 

- - - - 0.680 - - 

16 The bank re-
sponds quickly 
to any possible 
errors 

0.656 - - - - - - 
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Table 1. (continued) 

17 The bank is 
reliable 

0.799 - - - - - - 

18 There is mutual 
trust between me 
and the bank 

0.704 - - - - - - 

19 The bank is 
consistent with 
the delivery of 
service 

0.684 - - - - - - 

20 The bank is 
responsive to my 
requests 

0.646 - - - - - - 

21 The clients’ 
expectations 
from the bank 
are met 

0.675 - - - - - - 

22 The bank deliv-
ers the services it 
promises 

0.669 - - - - - - 

23 There is open 
communication 
between me and 
the bank 

- - - - - - 0.759 

24 There is frequent 
interaction be-
tween me and the 
bank 

- - - - - - 0.827 

 Eigenvalues 9.075 2.203 1.497 1.258 1.148 1.055 1.004 
Percent of total 
variation 

33.609 8.161 5.543 4.659 4.253 3.908 3.720 

Cumulative Per-
cent of total varia-
tion 

33.609 41.770 47.313 51.972 56.225 60.133 63.853 

 
Inter-item analysis was then used (Table 2) to verify the scale for internal consis-

tency and reliability [23]. More specifically, Cronbach’s coefficient alpha was calcu-
lated for each emerged factor. The values for 4 factors (reliability, relationship value, 
personalized sales and communication quality) ranged between 0.708 and 0.894. 
Therefore, all these 4 factors exhibited values well over the minimum acceptable re-
liability level of 0.7 [23].  On the other hand, the alpha values for crisis management, 
flexibility and customer focus were 0.659, 0.548 and 0.549 respectively. Up to a cer-
tain extent, these relatively low values can be attributed to the fact that these factors 
comprise only 2 or 3 items.  
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Table 2. Internal reliability analysis 

Dimensions Number of 
items Cronbach’s  alpha 

Reliability 7 0.894 

Relationship value 4 0.780 

Personalized sales 4 0.727 

Crisis management 3 0.659 

Flexibility 2 0.548 

Customer Focus 2 0.549 

Communication quality 2 0.708 

 
Multiple regression analysis was the conducted (Table 3) in order to determine the 

extent to which the emerged RM outcomes factor structure explains the variance of 
customer loyalty and determine which factors pose significant influence. It was opted 
to exclude flexibility, crisis management and customer focus from the model, since 
they exhibited low Cronbach alpha values. 

Table 3. Regression analysis 

Independent Variables Coefficient Beta Sig. 

(Constant)  .541 

Sex -.023 .613 

Age .039 .405 

Educational Level  -.026 .567 

Income -.096 .057 

Relationship value .228 .000*** 

Personalized sales .093 .082 

Reliability .442 .000*** 

Communication quality .189 .000*** 

   

Dependent variable: Customer loyalty, Adjusted R2=0.507. 

5 Conclusions 

This study presented work aiming to develop an instrument to measure the outcome of 
the implementation of RM strategies in the banking industry. The results obtained form 
part of the findings of an ongoing research project, which aims to identify the necessary 
competencies of accounting and finance professionals in the digital economy era. 
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The results acquired from PCA were very encouraging, since seven factors were 
extracted. Following an examination of the items’ loadings on each factor, the seven 
distinct factors were labeled as relationship value, crisis management, personalized 
sales, customer focus, flexibility, communication quality and reliability. The Cron-
bach alpha reliability test showed that relationship value, personalized sales, commu-
nication quality and reliability had values well above the 0.7 limit. These results are 
considered as significant findings, since these factors represent typical RM outcomes 
as perceived by customers. However, the remaining 3 of the extracted factors, namely 
customer focus, flexibility and communication quality failed to pass the reliability 
test, since their values were below 0.7. This problem could be possibly rectified by 
enriching the questionnaire with items aiming to capture the respondents’ answers on 
issues relevant to the 3 aforementioned factors. 

PCA was followed by multiple regression analysis having customer loyalty as the 
dependent variable and the emerged factors that passed the 0.7 value Cronbach alpha 
test as independent. The results show that the emerged RM outcome factors exhibit a 
strong customer loyalty predictive power, since they explain 50.7% of its variance. 
Moreover, relationship value, reliability and communication quality were found to 
have a very significant positive effect on loyalty. 
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Abstract. Websites are one of the most critical mechanics which are used to es-
tablish transaction between consumers and businesses. Gaining trust from the 
customers can be challenging, especially for new entrepreneurs. This paper ana-
lyzes websites of top global logistics providers based on a trust building frame-
work. The results reveal motivating factors that are valuable and critical for 
building trust on the websites. In this paper, common factors and imperfection 
affecting trust of the top global logistics websites are uncovered. The findings 
provide guidelines in building trust for any emerging logistics businesses, or 
other E-business.  

Keywords: Trust, Logistics, Services, Websites, Information Technology,  
E-Business. 

1 Introduction 

Trust is a key factor which influences customers to purchase [1]. This is especially 
true in E-business where websites are the major gateway. Moreover, website trust 
becomes a crucial element that influences a success story or failure of businesses 
[2][3][4]. In order to encourage a purchase, businesses strive to build an informative, 
accessible and trustworthy website [5]. A small business with a high quality website 
may outsell a large business with an unreliable website [6]. 

It is not an overstatement to articulate that the websites of the top global logistics 
services have the highest quality among other websites. However, it is also undenia-
ble that these businesses need high standard gateways to secure their creditability as 
well as encourage business transactions and craft consumer trust. Thus, it is important 
for competitors to gain a deeper understanding of trust elements of these portals. The 
comparative investigation and analysis could provide insights into the factors contri-
buting to trust building.  

Trust building framework could be used to investigate the elements of trust on 
websites. Based on the Unified Theory of Acceptance and Use of Technology 
(UTAUT/UTAUT2) [7] and E-Service Quality (E-S-QUAL and E-RecS-QUAL) [8], 
websites’ electronic service quality can be measured. Therefore, a number of trust 
factors can be identified. Examples of these factors include performance, motivation, 
availability, privacy, compensation and responsiveness. 
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This paper attempts to explore and analyze trust factors of the websites of top lo-
gistics providers based on a trust building framework [9]. The second section of this 
paper describes the background and details of the trust building framework. The third 
section explores the top logistics services and their websites. The analysis of these 
websites is displayed and discussed in the fourth section. Finally, the fifth section 
concludes this paper. 

2 A Trust Building Framework 

A trust building framework proposed in 2014 [9] was used in this study. A question-
naire based on Unified Theory of Acceptance and Use of Technology 
(UTAUT/UTAUT2) and E-Service Quality (E-S-QUAL and E-RecS-QUAL) was 
developed and participated by 473 users of the E-Business website. A factor analysis 
suggested that four main elements had a major connection to trust. These factors in-
clude fulfilment, efficiency, customer service and communication. Figure 1 illustrates 
this trust building framework. While several trust frameworks were developed 
[10][11][12][13], most of them emphasizes external trust factors rather than internal 
factors. Examples of external factors include technological solution, legal environ-
ment and market place. These factors are difficult to control and, thus, are not  
included in this study.  

 

Fig. 1. A trust building framework 

 Trust Factors 

Fulfillment 
+ Easy to find 
+ Easy to use 
+ Clear and accurate 
+ Site design 
 

Customer Service 
+ Warranty 
+ Return policy 
  

Efficiency
+ Availability and stability 
+ Security 
+ Easy transaction 
+ Acknowledgement 
  

Communication 
+ Clear representation 
+ Multiple channels 
+ Multiple information forms 
  

Perceived Service 
Performance 

Service Quality Expected Service 
Quality 
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Fulfilment is the element that highlights the importance of usability of the website. 
Customers indicated that they need the website to be easily navigated, so that the 
products can be found effortlessly. The navigation menus should be highly accessible, 
efficient, and easy to understand. The design of the website should be clear and  
provide necessary information. 

The second element, efficiency, involves the availability of the websites. This also 
includes protection of privacy and security systems. The transaction should be 
straightforward, logical, flexible and secured. In addition, a feedback system should 
be available to acknowledge the transactions. 

Customer service, the third element, mainly deals with after purchase issues such 
warranty and return policy. The customers indicated that the warranty period should 
be clearly announced and the provider should accept return if products are dissatis-
fied. The history of claimed guarantee is also reported to help improving trust. People 
are likely to buy if warranty and return information are available. 

The final trust element is the communication between stakeholders. Information on 
communication channels should be clear. Multiple channels of communication, such 
as email, phone, or other messenger services, are preferred. The customers also ap-
preciated the websites that provide sufficient information on the products and  
services. 

Efficient installation of these four elements would encourage the consumers to be 
confident in establishing business transaction with the E-business providers and, 
moreover, generate loyalty. Each element is considered to have the same level  
importance in this framework. 

3 Top Logistics Services and Their Websites 

Armstrong & Associates announced the top 50 global third party logistics providers 
[14]. Among the list, the top five providers were reported to achieve more than 
$10,000 million USD in 2013. This includes DHL Supply Chain & Global Forward-
ing, Kuehne + Nagel, DB Schenker Logistics, Nippon Express and C.H. Robinson 
Worldwide. This section investigates the homepage of these organizations. The screen 
shots from the default view of these websites were taken in two modes. The website 
views obtained from the two modes of access are referred as laptop view and mobile 
view, respectively. They are illustrated in the following sections. The screenshots 
from the first mode are created via Google Chrome browser from a laptop computer 
with a resolution of 3200x1800 pixels. The second mode’s screenshots are generated 
from a vertical view from Safari browser on a mobile device with a resolution of 
640x1136 pixels. The websites accessed in first mode are also tested for load time by 
Pingdom, an online testing service [15]. 
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3.1 DHL Supply Chain and Global Forwarding 

The homepage of DHL Supply Chain & Global Forwarding [16] provides almost all 
essential trust elements. Links to services and general company information are on the 
same main menu. Figure 2 shows that their main services, such as tracking and quot-
ing, are clearly visible and can be quickly accessed through the right menu. The web-
site load time takes less than 2 seconds. A secure login system for tracking purposes 
is available. The warranty and return policies are not accessible from the first page but 
can be found from the search menu. The communication option of this organization is 
excellently presented. The customers are given a number of contact options based on 
their purchased services and locations. The main disadvantage of DHL website is it is 
not fully responsive as can be seen from Figure 2(b) that the information presented in 
the vertical view is unfortunately less informative when being accessed from a small-
er screen. 
 

  

                                  (a)                                           (b) 

Fig. 2. DHL Supply Chain & Global Forwarding homepage [16] 
(a) laptop view (b) mobile view 

3.2 Kuehne + Nagel 

As can be seen in Figure 3, Kuehne + Nagel [17] features their tracking service and 
quotation requesting on the main and side menus. General information on the organi-
zation is represented on a separated and less emphasized menu. An option of secure 
login is also provided. The insurance policy is conveniently attached in all freight 
menus. The load time of this website is slightly more than 3 seconds. Multiple modes 
of communication can be retrieved via the clearly presented contact menu. Yet, simi-
lar to DHL website, the website of Kuehne + Nagel is not fully responsive. The cus-
tomers might find that all contents are rather small when being accessed via a mobile 
device. 
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                                 (a)                                            (b) 

Fig. 3. Kuehne + Nagel homepage [17] (a) laptop view (b) mobile view 

3.3 DB Schenker Logistics 

DB Schenker Logistics website [18] has a main menu addressing both their services 
and corporate information. Information on freight services can be accessed via the 
first option of the main menu. A tracking option is slightly hidden in a tab on the right 
menu. Similar to the other providers, DB Schenker provides a secure login option as 
well as multiple channels of communication and feedbacks. The load time takes 
slightly lower than 3 seconds. However, information on insurance or warranty is not 
visible from the first page. The portal itself is not fully responsive and could be diffi-
cult to read in smaller screens. 

 

  

                                           (a)                                   (b) 

Fig. 4. DB Schenker Logistics homepage [18] (a) laptop view (b) mobile view 
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3.4 Nippon Express 

The website of Nippon Express [19] is similar to previous organizations. The main 
menu represents corporate information as well as information on their services and 
solutions. A section for tracking shipment is clearly provided on the right of the por-
tal. Nippon Express seems to highlight on information of their global operation since 
there are a number of options and tabs which links to regional offices. Several modes 
of communication as well as their terms and conditions are provided. Information on 
insurances and warranties can be inquired from the search menu. The website takes 
less than 3 seconds to load. However, similar to those of other top logistics compa-
nies, it is not fully responsive. 

 

  

                                      (a)                                         (b) 

Fig. 5. Nippon Express homepage [19] (a) laptop view (b) mobile view 

3.5 C.H. Robinson Worldwide 

The website of C.H. Robinson Worldwide [20] has a classic menu offering informa-
tion on their services and company profiles on top and bottom of their website. Three 
outstanding menus on login system, request for quotation and office location are also 
provided. Various communication channels can be accessed via the office location 
option. It takes slightly longer than 1 second to load the entire portal. Terms of use, 
warranties and insurance options can be found from the search menu. Interestingly, 
C.H. Robinson Worldwide website is responsive when being viewed from a mobile 
device. Three special menus on logistics, about us and resources are highlighted on 
the vertical view of this website. 
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                                         (a)                                   (b) 

Fig. 6. C.H. Robinson Worldwide homepage [20] (a) laptop view (b) mobile view 

4 Analysis and Discussion 

All trust elements and their scores from the top logistics providers’ websites are 
summarized in Table 1. The average score reflects the overall quality of each trust 
element. The score is given on a Likert scale of 1 to 5. The score of 1 indicates very 
low satisfactory in that dimension, while 5 indicates very high satisfactory. Each trust 
elements is comprised of related aspects of quality service. Fulfillment element 
represents visual, navigation and precise production information aspects. Efficiency 
element represents availability, transaction processing and data security aspects of 
websites. Customer service element involves after purchase related policies. Commu-
nication element involves communicating product information and providing a wide 
variety of communication channels to consumers. 

While all of the websites appear to be aesthetically attractive at first glance, their 
performances are remarkably different in several areas of trust elements. Visual de-
sign of websites and website usability [21] are suggested to have a positive effect on 
the trustworthiness of the business [22]. However, website usability of these websites 
is not of the same degree. This, therefore, suggests differences in E-service quality 
offered. Detailed analysis of each trust elements are discusses next. 

Table 1. Trust elements of websites of the top logistics services 

 Fulfilment Efficiency 
Customer 

Service 
Communication Average Score 

DHL Supply Chain & 

Global Forwarding 
4.38 4.28 2.50 3.40 3.64 

Kuehne + Nagel 3.89 4.50 4.00 3.80 3.86 

DB Schenker Logistics 3.89 3.86 2.50 4.20 3.24 

Nippon Express 3.75 3.50 2.50 3.20 3.24 

C.H. Robinson Worldwide 4.75 4.00 2.50 4.60 3.96 
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4.1 Fulfillment 

The website is likely to be trusted if it fulfills consumers in their visual aspects along 
with easy access navigation and accurate production information. All top logistics 
providers’ websites achieve a considerable high score on average for this category of 
trust elements. It is clear to see that their visual aspects play an important part. How-
ever, website navigation is also one of the most important factors that contribute to 
building trust. Whereas the majority of websites use drop down navigation menus for 
easy navigation and to speed up information seeking activity, some does not. As a 
result, the website without drop down navigation menus requires more clicks and 
consumers also need more time to look for information they want. Typically, if con-
sumers can effortlessly find the information, they are likely to stay on the website. 
Some websites, i.e. DHL and C.H. Robinson, score higher than the rest due to the 
combination of visual aspects and easy access menus.  

4.2 Efficiency 

The websites are efficient when they are available by the time consumers want to use 
them. The websites should process transactions without difficulty and secure consum-
ers’ data. Four websites receive high score (> 4.00) in this category except one web-
site. This is caused by inability of the website to provide a clear problem/error report. 
If the site quickly reports problem or error, consumers may be able to find the way or 
solve problem on their own. That signifies the importance of providing an appropriate 
assistance to websites’ users when they need. Otherwise, it may result in frustration 
and a decision to leave the website.  

Yet data security is important for protecting consumers’ personalized data, acces-
sibility of this feature on some websites are not noticeable. Three websites out of five 
openly reserve a space on their main page to make way for consumer authentication. 

4.3 Customer Service 

Customer service information such as warranty, insurance and claim is also essential 
factor for gaining trust from consumers. Only Kuehne + Nagel provides an easy 
access to this information by including it in a drop down menu of every service. 
Hence, consumers does not need to spend time looking for this information on other 
pages. For other websites, consumers have to get their hands on the search menu in 
order to find related results and perform sensemaking activities on their own to obtain 
insurance or claim information. The latter case is likely to be more difficult and time-
consuming and, furthermore, could affect trust value.  

4.4 Communication 

All websites offer multiple communication channels. C.H. Robinson’s website is the 
only one that explicitly shows contact information on the first page, while other web-
sites need consumers to continue surfing the websites to find out. C.H. Robinson’s 
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website is outstanding in the way that it communicates very well with consumers. 
Although the homepage is longer than the screen size, the global navigation menu is 
readily accessible whether consumers are at the top or bottom of the page. This 
enables fast product inquiry.  

5 Conclusion 

This paper studied and analyzed the factors influencing trust of websites of the top 
five logistics providers. A framework for trust building of E-Commerce websites is 
used to provide structure for the analysis. Four trust elements; fulfillment, efficiency, 
communication and customer service, of these websites are analyzed in great details. 
Unsurprisingly, the average scores of them are quite high. The lowest score is 3.24, 
while the highest score is 3.96. The notable differences between the lowest score and 
the highest score the ability to fulfill and communicate with consumers. It can also be 
implied that the websites that communicate well are likely to fulfill their consumers 
better and be more efficient in helping their consumers complete the tasks. The appli-
cation of this framework with websites of the top global logistics provider confirms 
that the framework can be generalized with other kind of websites. In a future work, 
identification of further trust elements should be studied in order to develop a more 
detailed guideline for building trust to websites. 
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Abstract. Nowadays, a lack of continuity and a lack of information sharing, 
often known as “fragmented system” have been found in Thai hospital supply 
chain. This issue is a critical problem in healthcare domain. To solve this 
situation, the fragmented pieces of business processes can be assembled by 
business process reengineering (BPR). A tool for understanding systems and 
determining whether changes are effective is needed as one foundation. 
Likewise, a standard view of collaboration among individuals and functions are 
required. Therefore, this study aims to construct the multi-purpose of hospital 
supply chain process reference model (H-PROM) in order to achieve BPR in 
healthcare. In order to develop the model, the empirical-based construction 
method is proposed. At the first two stage of the methodology, some results are 
presented in this paper. The hospital supply chain process reference framework 
is constructed based on the empirical foundation that acquired from hospital 
case studies. 

1 Introduction 

Within Thai service sector, the healthcare industry is growing quickly and now 
coming to be the medical hub of Asia. It is an important service industry that provides 
quality of care and the safest to patients [1]. Currently, a research study of supply 
chain management (SCM) in healthcare field is challenge and increasing interest in 
global. Aktaş, et al. [2] indicate that healthcare systems are involving a variety of 
factors that influence their efficiency. The factors may be uncertain, and the 
information incomplete. Additionally, healthcare provider organizations are high-
reliability organization where managers make decisions in an extremely unpredictable 
and dynamic environment [2]. Thus, this context is more complex than other 
industries because of the impact on people’s health requiring adequate and accurate 
medical supply according to the patient’s needs. Nowadays, a series of research in 
healthcare have been distributed continuously. However, Dobrzykowski, et al. [1] 
significantly recognise that research on SCM in this context is beginning and needs a 
thorough understanding.  
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Hence, we first try to understand the AS-IS situation of healthcare supply chain in 
Thailand through the preliminary empirical investigation with the multiple-case study. 
As the analysis and outcomes, there is a varied different information systems involved 
in the hospital SCM of pharmaceutical products. A lack of continuity and a lack of 
information sharing, often known as “fragmented system” have been found. This 
occurrence as a critical problem in healthcare domain. Hammer [3] realises that it is a 
major source of inferior quality. Besides, delays and errors are also unavoidable on 
fragmented process structures [3]. To solve this situation, the fragmented pieces of 
business processes can be assembled by business process reengineering (BPR) [3]. 

BPR has been applied in healthcare over decades. However, there is no success 
story available about BPR implementation [4]. Patwardhan and Patwardhan [4] claim 
that healthcare setting has the same characteristics of industrial environment with 
much more complexity and a very uncertain process of care. Many healthcare 
processes are nonlinear and cannot be simplified into strings of quick sequential tasks 
[5].  McConnell [5] suggests that healthcare organisations are indeed unique in terms 
of the output they produce, but they are not necessarily unique in terms of the 
management processes employed. Notwithstanding, healthcare organisation is 
different in one crucial way. Preserving life and restoring health are concerned as the 
focal point [4, 5]. Patients need are focused rather than organisation need [4]. 

To achieve BPR in healthcare setting, we require a clear business need to raise 
awareness of BPR in this environment. BPR publications that have been conducted in 
healthcare environment were then reviewed. In the book, McConnell [5] confirms that 
hospital system is the most difficult to modify. Patwardhan and Patwardhan [4] and 
McConnell [5] define healthcare system is an interlinked, interdependent, and 
interdepartmental. Healthcare processes are interconnected to each other [6]. 
Structural and cultural change needs time to be developed and accepted in all levels in 
healthcare setting [4, 6]. Moreover, Khodambashi [6] indicates that resistance to 
change exist in healthcare. Healthcare professionals are not recognize for the change 
[4, 5]. Besides, the information necessary to manage the change process is also often 
extremely lacking in healthcare organisations [7]. MacPhee [7] realises that 
continuous change in complex healthcare environments for improving the quality of 
care delivery is a challenge. 

Accordingly, Pringle, et al. [8] point out one cornerstone of healthcare 
improvement that is providing a tool for understanding systems and determining 
whether changes are effective. Moreover, a high degree of collaboration among 
individuals and functions are also often required [5]. Walters and Jones [9] suggest an 
effective business model that should be created for healthcare BPR. A holistic 
approach lead to acceptance to change needs to be viewed. Besides, as any 
improvement in this setting, Francis and Alley [10] indicate that everyone in 
organisation must make a commitment to patient as the primary motivator. They also 
emphasise that the change will be doomed to failure if the implementation is made 
without healthcare professionals support. 

Therefore, this paper intends to propose the business model for healthcare BPR. 
Basically, BPR requires the end-to-end processes view of organisation as an essential 
ingredient [3]. Davenport [11] also underlines a process perspective as standard view 
can facilitate communications about how the business operates, enable smooth 
handoffs across process boundaries, and make possible comparative measure of 
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performance within a company. However, standardised end-to-end process for 
hospital supply chain has still not been presented [12]. Davenport [11] claims that 
lack of standardised forms of representation and lack of models can solve by 
providing a reference model-based design recommendations. Thus, in this paper, the 
proposed business model is constructed in the form of process reference model of 
hospital supply chain (H-PROM).  

This paper is organised as follows. In section 2, the overview of process reference 
model (PRM) is reviewed and described. Then the purposes of H-PROM and its 
components are determined. The section 3 provides an empirical-based construction 
method for construction the H-PROM. The framework of H-PROM is presented in 
section 4. Finally, conclusion and the further research are depicted. 

2 Process Reference Model (PRM) 

In BPR, the provided end-to-end process view as a blueprint or process template can 
increase the efficiency and effectiveness. This process template is typically called 
process reference model (PRM) [13]. Blecken [14] describes that PRM is a specific 
kind of reference model that focuses on the behavioral aspects of an organisation 
through the analysis of its business processes. It allows management to be much more 
confident that the changes desired in business process performance are the right 
changes, and that performance improvements can be predicted, achieved and 
measured [15]. 

In several contexts, many researchers develop the specified PRM with various 
purposes. Blecken [14] proposes PRM to present the standardisation for 
communication and collaboration in humanitarian supply chain. Thomas, et al. [16] 
provide PRM of event management to make recommendation for application system 
and organisation design. A set of process model by Verdouw, et al. [17] can be used 
to support the design of customised fruit supply chain. Moreover, it is a basis for 
information system implementation. Some PRM by Rabe, et al. [18] aims to help 
management to support strategic decision and handle cross-organisation processes.  

Consequently, to construct H-PROM, the business needs that were introduced to 
archive BPR in healthcare setting are considered. An effective business model for 
understanding systems and leading to acceptance to change is needed. Thus, we 
suggest that H-PROM should provide with multi-purpose of the model including 1) to 
provide the standardisation for facilitating of interdepartmental communication and 
collaboration and 2) to act as a strategic decision support tool for leading to 
acceptance to change.  

To develop the multi-purpose of H-PROM, we then review the relevant literature 
to understand a common structure of PRM. Reichert, et al. [19] construct PRM for 
master data management. They follow the ARIS conventions for designing the 
process reference architecture and each main process is detailed. Then the developed 
reference model is applied in real life context through case studies. Thomas, et al. 
[16] provide PRM of event management. First, they create the reference model 
framework by inductive procedure then the constructed framework is accomplished 
with a deductive action. The process modelling language, event-driven process chain 
(EPC), is integrated into their framework as the modelling of detail model. For supply 
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chain design and configuration, Rabe, et al. [18] offer multi-purpose reference model 
for supply chain to handle the cross-organisation processes. Their framework includes 
the description of the as-is situation and the definition of a to-be model. Besides, the 
simulation is provided. 

According to a review of previous researches, PRMs are composed with at least 
two components including process reference framework and documentation of the 
detailed model [16, 18, 19]. Furthermore, an application of the constructed PRMs is 
included such as simulation scenario [18], business process execution with modelling 
language technique [14], applying in real case studies [19].  

Hence, H-PROM is composed of three main components in this study. To 
standardise, hospital supply chain process reference framework and the documentation 
of the detailed model are provided for facilitating communication and collaboration. In 
addition, the application of H-PROM should be also composed in order to overcome 
change resistance and handle organisation performance. The methodology of H-PROM 
construction is conducted in the following section.  

3 Empirical-Based Construction Method of H-PROM 

In PRM construction, the corresponding empirical reference should be linked to the 
element of a reference model. Scheer and Nüttgens [20] state that an empirical-based 
construction is the best practice, although a reference model can be developed 
theoretically or utilize document process know-how. However, a standard detailed 
description of an empirical-based construction method of PRM is still not provided. 
Based on a review and synthesis of the relevant literature, in this study, the provided 
methodology of H-PROM construction consists of four main stages which are 
illustrated in Figure 1 and described as follows. 

 

 

Fig. 1. The methodology of H-PROM construction 

3.1 Stage 1 - Evaluation of H-PROM Foundation 

At the beginning stage, foundations for reference modeling are evaluated including 
SCM framework (namely: The Supply Chain Planning Matrix (SCP matrix), Global 
Supply Chain Framework (GSCF), the H-Retail framework, and Supply Chain 
Operation Reference (SCOR) model) and modeling language technique (namely: 
Integrated definition language (IDEF), Event-driven Process Chain (EPC), Unified 
Modelling Language Activity Diagram (UML-AD), and Business Process Modelling 
Notation (BPMN)). These foundations are selected based on an evaluation criteria 
that can be determined through the literature review. The alternatives of the 
evaluation can be guided by the purpose and scope of H-PROM construction [14]. 
The results of this stage are the foundation in the subsequent stages.  
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3.2 Stage 2 - Empirical-Based Construction of H-PROM 

The second stage, empirical foundation is acquired as a source of business process 
knowledge for PRM construction [14, 21]. First, based on the SCM framework 
selected in Stage 1, the semi-structured interview questions is conducted to: 

• identify the hospital key supply chain business processes 
• identify the hospital functional silos 
• obtain the phenomenon or details of the hospital activities 
• define the tasks at each function area and supply chain business process 
• perceive the problems of hospital supply chain 

The four cases of a large hospital providing tertiary care and teaching hospital 
where convenience to access in Thailand were selected for this study. For 
interviewees, we considered the criteria for selecting them such as accessible and 
available to give the relevant information. The managers at senior level who could 
provide information on the relevant hospital supply chain business processes are 
interviewed such as head of hospital pharmacy department, pharmacy purchasing 
manager, pharmacy warehouse manager, and pharmacy store manager. According to 
the collected empirical data, the hospital supply chain process reference framework 
can be constructed by modifying the selected SCM framework. Afterwards, the 
standard descriptions of each task in the constructed framework are annotated based 
on the generic principles of SCM. To build a robust model, the acquired empirical 
data will be grounded through the qualitative analysis method (grounded theory) to 
find the characteristics of hospital supply chain in Thailand. All reference process 
patterns are integrated into the constructed hospital process reference framework and 
illustrated with the modelling language technique. Consequently, the developed  
H-PROM can be presented in standardised form. Furthermore, the generic problems 
of hospital supply chain can be emerged at this stage. Then the appropriate solutions 
will be reviewed and analysed to propose the application of H-PROM in Stage 4. 

3.3 Stage 3 - Empirical Validity of H-PROM 

Empirical validity should be comprised in a construction of PRM. The developed 
reference model can be validated and proof by surveying domain experts through 
questionnaire or online discussion forums [21]. The quality of a developed concrete 
PRM are evaluated by applying the checklists with a list of questions that guide 
reviewers [21]. These checklists can be extended with criteria for good reference 
model’s, namely adaptability, understandability, accessibility within organisation, and 
the inclusion of key issues of specific domains [21]. Finally, the constructed PRM 
will be considered valid.   

3.4 Stage 4 - Application of H-PROM 

The application of a constructed reference model is crucial in order to ensure that the 
PRM delivers efficient solutions to problems of the application domain [14]. Hence, 
at the final stage, some generic problem of hospital supply chain emerged from Stage 



906 W. Chanpuypetch and D. Kritchanchai 

 

3 is considered to provide the solution. The application of H-PROM will be proposed 
in order to overcome change resistance and handle organisation performance. 

4 Hospital Supply Chain Process Reference Model (H-PROM) 

According to the methodology, one foundation of reference modelling is analysed 
based on the published literature to generate a backbone of the reference model in the 
first stage. Next stage, empirical foundation that was acquired from hospital case 
studies were used to frame the framework and construct H-PROM. In this section, we 
present some result of Stage 1 and Stage 2 as follows.  

4.1 The Suitable SCM Framework 

The appropriate SCM framework can be used to frame an effectively navigable 
directory for PRM construction. Thus, the four candidates of generic framework for 
SCM were reviewed in this study. According to the purposes of PRM construction, 
the three main criteria for selecting the frameworks are considered based on Moberg 
and Vitasek [22]. These criteria are the framework should 1) provide a structure for 
the presentation of organisation view, 2) support the creation of organisation end-to-
end view across the borders of departments or organisation, and 3) provide a way that 
supports the standardisation of organisation end-to-end processes. The comparison of 
SCM frameworks is presented in Table 1. 

Table 1. Comparison of SCM framework 

Criteria The Retail-H SCP Matrix GSCF SCOR 
Presentation of 
organisation 
view 

Represent the 
retail information 
system and the 
business 
administrative 
functions. 

Represent in the 
two dimensions 
including 
planning horizon 
and supply chain 
process. 

Represent coordination 
of operation tasks and 
processes within and 
between organisations 
in the supply chain. 

Identify the unique 
processes a supply chain 
requires to support the 
objective of fulfilling 
customer orders. 

Creation of 
organisation 
end-to-end  
view across the 
borders of 
organisation 

Be a structural to 
develop a 
reference model 
for the design of 
retail information 
systems. 

Focus in the 
decomposition of 
decisions and 
structuring 
planning 
problems.  

Focus on integration 
across all organisation 
functions. 

Focus on interaction 
among a few key 
functions and cannot 
describe every activity 
including integrated  
cross-functional areas. 

Standardisation 
of organisation 
end-to-end 
processes 

Aim to enhance 
the orientation 
within the heap of 
information 
models applied in 
the retail sector. 

Be a framework 
for categorizing 
SCM planning 
tasks. 
 

 

Suggest the 
implementation of 
standard cross-
functional business 
processes. The  
blueprint for managing 
the process can be 
defined. 

Suggest the 
implementation of 
standard cross-functional 
business processes and 
help standardise the 
description of the supply 
chain architecture. 

 
Based on these criteria, the GSCF will be used in the following to serve as a 

reference framework for H-PROM construction. The selected SCM framework can 
facilitate a cross-functional or cross-enterprise view of the organisation and its supply 
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chain partners [23]. It can display a collaboration among individuals and functions 
[23] that is a need for hospital system improvement [5]. The GSCF can bring the 
constructed H-PROM to meet its purpose of providing the standardisation for 
facilitating of interdepartmental communication and collaboration. Moreover, the 
format of GSCF is easy to understand. 

Nevertheless, the GSCF originates in manufacturing and therefore modification are 
necessary in applying the approach to the healthcare industry. The key supply chain 
business processes that cut across hospital organisation and functional silo will be 
defined. The operational tasks that reside inside a functional silo can be specified and 
described its set of activities. 

4.2 The Constructed Hospital Supply Chain Process Reference Framework 

In this section, the acquired empirical data is used to build the generic process 
framework as the backbone of hospital supply chain business processes. The data 
from the 4 cases of tertiary hospital in Thailand were collected through the semi-
structure interview guideline. Consequently, the key hospital supply chain business 
processes and functional silos are defined and described through the set of questions 
(see the objectives’ question in section 3.2) for framing the process reference 
framework. The hospital’s functions across the key hospital supply chain processes 
can be obtained. 

Hospital Supply Chain Business Processes: Horizontal Axis. In order to form the 
generic set of hospital supply chain processes, we present the eight key supply chain 
processes that are included in the framework with the descriptions by Lambert and 
Cooper [24] to interviewees. They were asked to identify the key supply chain 
business processes for pharmaceutical products management in hospital. As a result, 
the horizontal axis of the GSCF can be modified. All hospital cases reflect overall 
main hospital operation flows on the four key supply chain processes. These 
processes represent in the generic hospital supply chain process reference framework 
as follows.  

• Demand management process is concerned with balancing the demand with 
the supply chain capabilities [24]. In hospital, demand is created by a physical 
doctor as the drugs needed to treat his/her patient. It needs to be forecasted and 
planned to facilitate fulfillment of supplies on a periodic basis. Sourcing 
options are also considered at the time of order receipt [24]. 

• Order fulfillment process provides for timely and accurate delivery of 
customer orders. This process includes all activities necessary to design a 
network and enable a firm to meet customer requests [24].  

• Supplier relationship management process is represented that how an 
organisation interacts with its suppliers. This process is renamed from the 
procurement process [24]. The development of purchasing function such as 
EDI is considered. Implementation of tracking process is also included. 

• Return management process is the SCM process by which activities associated 
with returns, reverse logistics and avoidance are managed within the hospital 
and across key members of the supply chain.  
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Hospital Supply Chain Functions: Vertical Axis. In order to identify hospital 
functional silos, interviewees were asked to point out the main hospital functions or 
departments involved pharmaceutical products management. As a result, hospital 
pharmacy of all hospital cases relates with the four main locations including purchasing 
department, hospital central warehouse, pharmacy room, and ward. These departments 
provide their own functions to manage pharmaceutical products. Accordingly, the four 
main hospital’s functions can be identified namely procurement, warehousing and 
distribution, replenishment, and prescribing and dispensing. Then the phenomenon of 
each hospital supply chain process across each hospital’s function is described to define 
the hospital’s tasks in the following subsection. 

The Defined Tasks and Descriptions. Based on the GSCF framework, Croxton,  
et al. [25] state that the appropriate coordination must be placed across the various 
functions then the supply chain processes will be effective and efficiency. Thus, this 
part aims to define the tasks to place across each hospital’s function and each supply 
chain process. According to the modified framework, the backbone of hospital supply 
chain business processes is provided. Interviewees were asked to describe their 
related activities at each junction of a functional area and supply chain processes. 
From all hospital cases, the core phenomenon are identically explained. Then the 
hospital’s reference tasks can be defined. For example, the demand management 
process at function of prescribing and dispensing, physical doctor creates demand for 
prescription by determining the drugs needed to treat his/her patient. At wards, 
physical doctor make prescription and then send prescription to pharmacy department 
for dispensing drugs. This core phenomenon is defined as ‘drug prescribing’  
task. Then all descriptions of core phenomenon and the defined reference tasks are 
presented in Table 2.  

Table 2. List of hospital’s reference tasks 

Supply chain 
processes / Functions 

Reference tasks and descriptions 

H
-D

em
an

d 
 

m
an

ag
em

en
t 

Procurement Sourcing: Purchasing department negotiates contract with vendor that provides 
concession in purchase price and assign hospital agreement. 

Warehousing 
& distribution 

Hospital demand forecasting: Hospital central warehouse produces a forecast for 
prediction future requirement. Forecasting data are distributed to determine the 
drug requirements at the stock keeping unit level. Then the amount of requisition 
is considered. 

Replenishment Internal demand planning: A pharmacist at pharmacy room checks a stock 
keeping unit level. A forecast is used as an input to the demand planning. If 
lower than 70-80% of stock on hand, the requisition is determined with adding 
judgment approach based on experience. 

Prescribing & 
dispensing 

Drug prescribing: A physical doctor creates demand for prescribing by 
determining the drugs needed to treat his/her patient. At wards, a prescription is 
made and sent to pharmacy room. 
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Table 2. (continued) 

Supply chain 
processes / Functions 

Reference tasks and descriptions 

H
-O

rd
er

 f
ul

fi
llm

en
t 

Procurement Requisition management: Purchasing department receives order requisition from 
hospital central warehouse and commit order request. 

Warehousing 
& distribution 

Internal requisition management: Hospital central warehouse receives an 
internal order requisition that be requested for replenishment. Then the hospital’s 
pharmacy repository is searched for the requested drugs. The drugs are prepared 
for internal distribution. If stock lower than 70-80%, a pharmacist at warehouse 
makes a purchase request and send to purchasing department. 

Replenishment Requesting for replenishment: A pharmacist at pharmacy room creates internal order 
requisition to request the ordering of the drug items. Then an internal requisition is 
sent to hospital central warehouse. 

Prescribing & 
dispensing 

Drug dispensing: Hospital pharmacy receives a prescription. Then a pharmacist 
reviews drug order and pharmacy patient record. If a problem with a prescription is 
discovered, pharmacist must consult the doctor. The prescribed drugs are 
prepared for dispensing to patients. A pharmacist provides information to the 
patient and dispenses drug. 

H
-S

up
pl

ie
r 

re
la

tio
ns

hi
p 

m
an

ag
em

en
t 

Procurement Order placing: Purchasing department searches supplier lists for the required 
drugs. A purchase order is created and approved then released to supplier. 

Warehousing 
& distribution 

Drug receiving and placing: When a shipment arrives, a hospital committee 
inspects the ordered drugs then the accepted items are received. After data entry 
is completed, an inventory level is updated. The received drugs are stored and 
kept in good condition at the hospital central warehouse. 

Replenishment Internal drug receiving and placing: When an internal order requisition arrives, a 
pharmacist inspects the requested drugs then the accepted items are received. For 
data entry, the information captured from supplier should be concerned. After 
data entry is completed, an inventory level at a storage location (pharmacy room) 
is updated. The received drugs are stored and kept in good condition at a 
pharmacy room. 

Prescribing & 
dispensing 

Drug prescribing and dispensing record keeping: After drugs dispense, 
inventory on hand is updated. All list of drug orders are kept prescribing and 
dispensing record for each patient at least for five years. The information 
captured from the supplier or manufacturer should be also concerned. 

H
-R

et
ur

n 
m

an
ag

em
en

t 

Procurement Return policy management: Hospital assigns the agreement for product return 
with vendor such as expired drug. The product return is coordinated by 
purchasing department. In a drug recall, a drug is withdrawn or removed from 
the pharmaceutical distribution chain. Hospital will receive recall information 
and document that initiated from supplier. Then the recall information is 
forwarded to hospital pharmacy. 

Warehousing 
& distribution 

Drug return management: Hospital central warehouse checks the correctness of 
the returned drug items which are sent from a pharmacy room. 

Replenishment Reverse logistics: Pharmacist at pharmacy room checks the returned drugs that 
unused or the expired drugs in repository. The returned drug form is made. Then 
the collected return drugs are sent to hospital central warehouse. For drug recalls, 
the recalled drugs in pharmacy repository are identified and then returned to 
hospital central warehouse. 

Prescribing & 
dispensing 

Drug return / Drug recall: Unused drugs that are prepared for dispensing must 
be returned to the hospital pharmacy. For drug recall, hospital pharmacy 
identifies and contacts the patients who receive the recalled drug for returning to 
hospital. 
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Finally, the constructed hospital supply chain processes reference framework is 
illustrated in Figure 2.  

 

 

Fig. 2. Hospital supply chain process reference framework 

5 Discussion and Conclusion 

This study started by understanding the AS-IS situation of healthcare supply chain in 
Thailand through preliminary empirical investigation. Then the fragmented pieces of 
business processes have been found in this setting and BPR can solve this situation. In 
order to BPR in any context, the end-to-end process view of organisation is required 
and a process perspective as standard view can much more facilitate. Thus, PRM 
should be provided for hospital supply chain setting. 

To develop H-PROM, business needs must be recognized for determining the 
purposes of the model. The four highlight issues can be found including healthcare 
professionals are key players, healthcare system focuses on patient and the ultimate 
goal is safety, healthcare is interdepartmental systems, and resistance to change exist. 
Accordingly, we suggest the constructed H-PROM with multi-purpose in this study. 
The H-PROM should 1) provide standardisation for facilitating of interdepartmental 
communication and collaboration and 2) act as a strategic decision support tool for 
leading to acceptance to change. Then the empirical-based construction method of  
H-PROM is provided in this paper. 

According to the model construction methodology, firstly, we selected the suitable 
SCM framework based on the determined criteria. Then empirical foundation from 
hospital case studies was acquired based on the selected framework and theory of 
SCM to frame hospital supply chain process reference framework. Finally, 
descriptions of phenomenon were used to define the hospital’s tasks and then the 
framework can be constructed. The some results of the first two stages can speed up 
all stakeholders to understand in an organisation relationship through standard view. 
Besides, the model could expand the boundary of supply chain operations 
management towards strategic decision support solution. 
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For further research, to build a robust model, all hospital reference process patterns 
must be grounded and integrated into the constructed hospital supply chain process 
reference framework. Moreover, the generic problems of hospital supply chain should 
be extracted to provide the appropriate solutions as the application of H-PROM. 
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Abstract. With the rapid penetration of mobile devices into society, potential of 
using smartphones in healthcare are very exciting. Smartphone based healthcare 
platforms bringing the advanced laboratory instruments to rural areas, 
develop-ing countries and in case of emergency. It is foreseeable that the 
ubiquitous smartphone based platform would generate tremendous data. We 
need to find better ways to manage and analyze them. Other challenges involving 
reliability, usability and security are also important issues to take into account. 
Mobile is the future of healthcare. The way of healthcare will be changed 
stupendously after mitigate the barriers and limitations.  

Keywords: m-Health, healthcare, healthcare platform, smatphone, network, 
chanllenges. 

1 Introduction  

Mobile communication devices, associates with Internet and social media, present 
opportunities to enhance on-site disease detection, disease prevention and management 
by extending health service beyond the reach of traditional care-resource limited 
settings-an approach referred to as m-Health [1]. Nowadays, Smartphones are 
integrated devices of the state-of-art technologies such as fast CPUs, high-resolution 
high-definition digital cameras, user-friendly interfaces, precise GPS, gyro sensors and 
so on. The latest generation of smartphones is more likely to be viewed as hand-held 
computers rather than as phones. With the rapid development, an estimated six billion 
cellphone subscriptions exist worldwide with affordable price, and over 70% of the 
users are living in developing countries ( www.itu.int/ict/statistics). The almost 
universal availability of cell phones means that most people are connected with data 
transmission capability as well as photography, positioning and computation, allowing 
the implementation of many applications. “Mobile computing platforms are beginning 
to make inroads into the laboratory-serious prospect or fairy tale?  [2]”  

As early as 1905, Eindhoven et al. transmitted ECG using telephone line. How-ever, 
the first telemedicine system with practical value appeared in the 1950s, which 
transmitted medical data through telephone lines. In the 1970s, the telephone-network 
has been used to transmit medical images [3]. At the end of 20th century, modern 
microelectronics, communication technologies, and computer networks promoted the 
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development of m-Health. In recent years, cutting edge smartphones and rapid mobile 
networks make this field full of imagination. It is clear that the mobile device has 
tremendous potential to transform the traditional healthcare and clinical intervention  
in the community and developing countries.   

Several previous studies have evaluated healthcare and public health interventions 
using mobile phones, especially in the healthcare data collection and collation. Mobile 
phones has been used in developing countries to support remote healthcare and 
telemedicine, including off-site medical diagnosis and HIV care treatment in rural areas 
which serve as information support apparatus [4, 5]. Smart phone with the feature of 
GPS (Global Positioning System) offer many opportunities to variety of appli-cations, 
including chronic disease sufferers assistance, epidemiology, public health surveillance 
and community data real-time collection. The main advantages of mobile phones in 
health and clinical practice involve continuous uninterrupted data stream, 
high-definition camera, portability and the capability through powerful computing 
power to multimedia software applications supporting. Mobile device is also an 
at-tractive tool for cost reduction and bring substantial economic benefits, which most 
countries are facing heavy pressure and burdens of excessive increase of medical 
expenditures [6].  

2 Healthcare Platform Based on Smart Phone  

The advances of smart phone cameras provide various opportunities of microscope 
applications based on the smart phone [7]. Microscopy is one of the most useful tools in 
medical field. Besides microscopy, these advanced imaging, optoelectronic units or 
electronic sensing technologies embedded in smart phones can also be utilized for 
various POC, telemedicine and mobile health related applications. Many interesting 
and valuable design have been reported recently, including cytometry, blood analysis, 
bacteria and viruses detection [8], infectious diseases diagnosis [9], chronic patient 
monitor, allergen sensing platform, electrocardiogram rhythms monitor, parasites 
detection based on electrochemical [10], human eye refractive errors estimation, 
label-free detection device, cataract detection and so on.  
 

 
Fig. 1. Microscope designed by prof. Fletcher’s Lab at the University of California Berkeley 
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3 Networks  

Increasingly information and communication technologies are viewed as means for 
efficient and effective delivery of health care services considering the soaring medical 
budget. With the development of healthcare information highway, health resources can 
be utilized more efficiently, and the medical service would be improved, as well as the 
management [11]. The patient information and health data can be uploaded, recorded, 
and checked at anytime, anywhere as long as the information highway is accessible. 
The patient can be tested at home, field, in the case of emergency or rural area using the 
point-of-care test devices based on smart phone, and report the test results to the server 
immediately via mobile network. Through the health information highway, clinician 
can check the patient data from the hospital server, and make the diagnosis in real-time. 
The pathologist also can check the test results from the Lab server at once, and give his 
opinions and feedbacks on-line. The health information highway connects the detection 
equipment, clinician, pathologist and the patient worldwide. The health information 
highway also can complete the payment process by networking the insurance 
corporation. When the data becomes huge, statistical database and spatio-temporal 
analysis would be essential, and government depart-ments or organizations such as 
center of disease control (CDC) can check the data through the health information 
highway to prevent and control.  

 
Fig. 2. Future healthcare networks  

4 Big Data Problem  

It is foreseeable that the ubiquitous smartphone based cost-effective detection devices 
would generate tremendous data, and need to be managed and analyzed [12]. Perhaps 
the biggest challenge of the future m-Health concerns the volume of information that 
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smart mobile devices will produce. Investigators will have millions or perhaps billions 
of data points to read and analyze instead of hundreds. Potentially continuous flows of 
data from thousands of patients will come day and night from all around the world. 
Current technologies are not able to handle, store, retrieve or analyze such amount of 
masses of data from variety of sources and types. The latest state of technologies like 
machine learning, data mining and other modern analytic methods will be required to 
confront the mountains of data. In the future, we would be able to dynamically track 
diseases, different species or infectious outbreaks temporally and spatially, and would 
be able to better identify and investigate these spatio-temporal patterns at a much larger 
scale. If so, an important tool is providing, especially for epidemiology prevention and 
control. Such a platform could even essential to government for health-care issues 
which local and global data can be studied.  
 

 
Fig. 3. Big data problem of future healthcare 

5 Challenges  

There are many challenges to the development of the smartphone based healthcare 
platforms, healthcare networks and services. Most importantly, the operation of the 
platforms must be seamless and autonomous. It is very possible that the patient might 
even be unconscious during times of medical emergency, which does not able to 
operate software or device. The target group users are usually not well-trained, does not 
have any familiarity with technology. Reliability is also an important issue for system 
and service, due to the site these platforms been used are usually far away from 
technical teams and professional personnel, the platform may give the user very 
negative sensation in the case of malfunctioning. Usability is also important for such 
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platforms. How to implement cutting edge intelligent mechanisms or complex 
algorithm on old style mobile devices with limited resources is also an important issue 
to take into account.  

Notwithstanding all of the benefits by using mobile devices and networks in 
healthcare and clinical practice, problems and limitations exist. Battery capacity and 
charging is one of the big issues of mobile devices and related platforms in case of 
emergency. In the future, the use of cloud computing resources can offset the limitation 
of mobile processing speeds and memory capability. However the transmission speed 
is an important issue. Mobile phones are smaller, more portable and less obtrusive. But 
factors such as loss or theft of devices may impact upon the security of healthcare 
records and confidential digital information. There are some security risks by using 
mobile services in healthcare. The security of patient data held on mobile devices is an 
important problem need to concern.  

6 Conclusion  

With the rapid proliferation and deep penetration of mobile devices into society, 
opportunities to exploit the potential of smartphones in healthcare are very exciting. 
Mobile health (m-Health) applications has grown rapidly, smartphones has been 
adopted by many clinicians and health workers in a diverse range of practices. 
Smart-phones are raising tools for patients to access health information, contact with 
their healthcare providers and participate in their own care actively.  

The use of smartphones for the development of point-of-care platforms bringing the 
advanced laboratory instruments to rural areas, field conditions and resource-limited 
settings and in the case of emergency. This might provide more cost-effective and 
powerful analysis tools to developing countries, which improve their research labs and 
institutions and result in better research outcomes. Mobile phones will change the way 
that healthcare is conducted, especially in developing countries, and impacting the 
existing practices in medicine.   

Go mobile is the natural progression of healthcare in the future, because 
smart-phones can offer a convenient solution to many applications. Smartphones are 
useful for clinicians to communicate advices, guidelines and updates to a distributed 
com-munity in an easy and cost effective manner. Clinicians also can use smartphones 
to update the latest medical techniques. Mobile phones are useful for monitoring, 
analyzing and diagnosing when clinicians are far away from patients. Smartphones are 
agile, handheld, easy to use and can be used on the move, therefore appropriate to the 
medical and health related professions. However, problems and limitations still existed 
by using smartphones and related platforms in healthcare. We need to face mountains 
of data and find better ways to handle, store, transmit and analyze. Other problems such 
as reliability or usability are also important for these devices, apps and platforms’ 
development.   
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Abstract. Operating room (OR) scientific management calls for an efficient  
decision making to determine the elective surgeries date and assign qualified 
nurses to shifts over a certain period. Such two decisions, the surgery planning 
and nurse rostering, are classified as the mid-term decision. They have mutual 
influence to each other but are solved independently in the literature. A mid-term 
OR decision optimization integrating surgery planning and nurse rostering is 
described and an ACO approach is proposed to solve such multi-objective op-
timization problem. The test case from the 10-days actual hospital operation data 
is used to evaluate the proposed approach. The comparison analysis shows the 
advantage of the integrated decision in balancing the daily surgeries quantity and 
the nurses’ workload. 

Keywords: Mid-term decision, integration, Surgery planning, Nurse rostering, 
Ant colony optimization.  

1 Introduction 

Nowadays hospitals in China are facing a trend of increasing demand for surgeries due 
to the aging population. In turn, such increasing demand brings pressure in OR man-
agement to deliver quality surgery services to patients in time.  In most china hospitals, 
there is no systematic surgery planning but surgeons from different specialties deter-
mine individual surgery date according to his timetable. Therefore, it is quite common 
that there are large variations in the number of daily surgeries. Most of the time OR 
nurses have to work overtime, however it is also the case that it may have nurses in 
some qualified level to be idle because of less surgeries to be performed. Such unba-
lanced utilization has been a difficult and a challenge problem in OR management. In 
this context, it is essential to provide an efficient decision making strategy for OR 
management.  

Surgery planning and nurse rostering are two core decision-making in OR. Both of 
them can be classified as the mid-term decision. The former is to determine the surge-
ries date and the latter one is to determine the shift plan for all nurses. For the  
OR management in real hospital, it is the surgeons from individual specialties who 
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determines when will the surgeries to be performed. Although such decision will take 
into account all patients in this specialty. However, it is not possible for decision maker 
to know surgeries from other specialties. Such information barrier leads to the large 
fluctuation in the numbers of surgeries in ORs each day. For nurse rostering, it is the 
head nurse from OR who determines the shift plan for all nurses over a period of time 
according to the labor policy, skill and qualification level and the nurse preferences. 
Usually it is a monthly roster or a weekly roster. Nowadays in China, it is common that 
the nurse rostering is still a kind of experience-based decision and done manually by 
the head nurse in OR.  

Just like the real life OR management, researches on surgery planning and nurse 
rostering are separately conducted in operation research community.  Several good 
review works can be found respectively in OR planning and scheduling [1-4], and nurse 
rostering [5-7]. Very few researches try to integrate these two decision problems. Some 
researches considered the integration in surgery scheduling and nurse rostering  
constraints [8-9]. However, the integration exists in short-term usually daily OR 
management. As pointed out by Litvak and Long [10], one common problem at OR 
management is the extreme variation in daily workload which makes staffing the ORs 
difficult at best. And He et al.[11] further demonstrated that incorporating surgery 
planning information like the exact number and type of cases for each specialty into 
staff scheduling can reduce total staffing costs by an average of 49% relative to those 
without using the case information. Those research works pointed out the importance 
of integrating mid-term OR decisions. Beliën and Demeulemeester [12] is the first and 
perhaps the only paper which developed an integrated nurse and surgery scheduling 
system for a weekly planning problem. The integration in their work was performed in 
sequence. 

In view of the above problems commonly arise in real life hospital, this paper  
proposed an integrating decision-making which involves the surgery planning and the 
nurse rostering. Several real life constraints, e.g. the specialty, surgery’s due date, the 
nurse’s preference, etc, are further considered in such integrated decision model. 
An ant colony algorithm with a two-layer ant graph is proposed to solve the integrating 
decision model. Test case from a real life hospital in China is used to evaluate the 
proposed approach.  

2 OR Decision Problem Description 

2.1 Problem Description 

It is assumed that there is a set of elective surgeries from a set of specialties to be 
performed in an operating suite with parallel multi-functional operating rooms. Med-
ical staffs considered in OR in this work mainly include nurses. Nurses are regarded as 
heterogeneous with different qualifications, competences, shifts, roles (i.e. nurse scrub 
and circulator) and job titles (i.e. fulltime and contract). Other resources, like anes-
thetists, pre-operative holding units (PHU) beds, post anesthesia care unit (PACU) beds 
are considered as homogenous that can be assigned to deal with any surgeries. Each 
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surgery is associated with surgery demand and resource demand. Surgery demand is to 
specify the particular surgery specialty (SS) and the estimated surgery duration, which 
can vary from surgeon to the next even for the same SS.  Resource demand indicates 
all resources required for the complete stages (i.e. pre-operative stage, surgery stage, 
and post-operative stage) of a surgery. A surgery has to be performed by a team of 
medical staffs. Nurses, anesthetists, and surgeons have staff preferences in forming 
such team.    

2.2 Objectives 

The integrated surgery planning and OR nurse rostering is a mid-term decision to 
determine the surgery date of all elective surgeries and the working date/ shift of 
medical staffs within a period of time. It can be regarded as a multi-objective optimi-
zation (MO) problem with objectives from different perspectives. Since the large 
variation in daily surgeries is a serious problem in real life OR management, a balanced 
daily surgeries quantity is one of the important goal for OR decision. To match surge-
ries to qualified staffs also requires an appropriate workload allocation in staffs. A 
balanced nurses’ workload has direct relationship with ORs’ operation cost. Last, but 
not least is a satisfaction on staffs. Only when staffs’ preferences are satisfied, a higher 
quality healthcare service can be provided to the patients. Therefore, the OR decision 
optimization problem in this work proposes three objectives: minimizing daily surge-
ries variation, minimizing staffs workload variation, and maximizing staffs preference 
satisfaction.  

2.3 Constraints 

In addition, several the real life constraints commonly found in hospital 
OR management should be taken into account as well to make the decision more 
practical in application. Those constraints are further classified as hard constraints and 
soft constraints. 

1. Soft constraints on specialty-surgery schedule 

Usually hospitals have an individual weekly specialty–surgery schedule. It suggests an 
allocation of surgery specialties to an exact day within a week. For example, special-
ty-gynecology is assigned to everyday from Monday to Friday, and specialty- ortho-
pedic is only assigned to Wednesday. Therefore, such schedule should be taken into 
account when dealing with surgery planning. However, it is not a compulsory. The 
emergent surgery should always be arranged immediately no matter its belonging 
specialty is in the scheduled day or not. It is considered as a kind of “try to follow” soft 
constraint. 
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2. Hard constraints on nurse rostering 

Some regulations on labor law and the compulsory requirement for surgery are classi-
fied as the hard constraints which must not be violated in decision making.  

─ Each nurse can only do one shift work a day at most ; 
─ Within one roster cycle, individual nurse’s longest working hours cannot exceed the 

specified upper bound, and cannot be less than the lower bound as well; 
─ Surgeries demand in qualified staffs must be meet on that shift; 
─ Nurses can only do nursing work in surgeries  equal to or lower than their qualified 

level; 

3. Soft constraints on preferences 

There also exist some staff preferences and shift preferences especially in nurse ros-
tering. For example, some staffs feel comfortable in a team and can have a high effi-
ciency working together. Some prefer to take day shift while some prefer to always  
take night shift. Those constraints are not compulsory either. Staffs will have higher 
satisfaction once their preferences are met.  

3 ACO Approach for OR Decision Optimization Problem 

Either the surgery planning or the nurse rostering problem is the complex combinatorial 
optimization problem. To integrate such two decision problems as one decision optimi-
zation further increases the computational complexity. Therefore, a meta-heuristic  
approach is preferred to quickly find a sub-optimal solution. An ACO approach is 
adopted to solve the above mid-term integrating decision optimization.  

3.1 A Two-Layer Dynamic Ant Graph Model 

Since the integration problem not only calls for determining surgery date for individual 
patients, but also have to settle nurse roster as well, the solution of such decision op-
timization problem should provide both information. It cannot be realized by the clas-
sical single ant graph model.  A two-layer dynamic ant graph model represents both 
surgery nodes and resources nodes is proposed in this work as shown in Fig.1. 

 

Fig. 1. The crawling path of the ants 
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Surgery layer is composed by all elective surgeries nodes and an additional dummy 
node as the start node. Surgeries nodes are further have to be grouped in a day set. The 
numbers of surgeries within one day is depended on the surgeries duration, the capa-
bility of ORs and the normal working hours. Therefore, the number of nodes in each 
day set is dynamic in each ant cycle. Nurse layer consists of all nurses to be assigned to 
a day with associated surgery nodes. Surgeries nodes determine the resources de-
manding, and further determine the nurses’ nodes within a day set. The arc linked nodes 
in one day set has no meaning, but the nodes in which day set has a specific meaning 
and should be recorded as a pheromone.  

3.2 The Heuristic Definition 

Due to the two-layer ant graph structure, the ants sense differently when crawling over 
the surgery layer and nurse layer. The corresponding heuristics in two layers is defined. 

1. the heuristics in surgery layer 

Individual surgery has a “due” which means patient must be undergone the surgery 
before that date for his severity. When approaching to the due, a higher heuristics 
should be assigned so as to increase the possibility to be selected next.  

)( ji dayDue
ij e

−−=η
                       (1) 

2. the heuristics in nurse layer 

Within nurse layer, the ant choosing the next visited node depends on the nurses’ 
qualification constraints, the nurses’ shift preference and the nurses’ staff preference. 
The node with higher matching on these three areas should be assigned with higher 

heuristics as shown in Equation (2). K is the feasible nurses set, jD is selected nurses 

set on day j. jI  represents the surgeries set in day j, kjmpreferenceshift _  represents 
the shift preference of nurse k in day j shift m. ( )jIkionqualificat , returns a value to 

indicate the matching in qualification of nurse k for surgeries in jI . ( )jDkmatching ,  
returns a value indicating the nurse k’s staff preference with those nurses already 
assigned to day j shift m. 

( ) ),(,_
1

jmjkjm
jk DkmatchingIkionqualificatpreferenceshift ⋅⋅=η

    (2) 

3.3 The Algorithm Description on the Pareto Set-Base ACO for MO 

The proposed mid-term integrated decision problem is a multi-objective optimization 
problem with three objectives. Moreover, the three objectives are conflicting. There 
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may not exist a single solution that simultaneously minimizes each individual objec-
tive. The proposed ACO is further combined with the Pareto set for every ant cycle, 
then keep update such Pareto set along with the iterations. The final decision can be the 
one based on decision maker’s preference in such Pareto optimal set. The detail  
algorithm is explained as follows: 

Step1: Put m ants on arbitrary node and initialize pheromone trial 
Step2: Construct a feasible solution set S by ants traversing the two-layer ant 

graph 

Step3: Construct a Pareto set nowPS , and form an iteration feasible set  

nowiterationiteration PSPSS ∪=    

Step 4: Construct a final iteration Pareto set iterationPS  by set initial feasible  

solution set as the iteration feasible set iterationSS =   

Step 5: Update the pheromone value in two-layer ant graph. 

Step 6: Repeat from Step 1~5 until the maximum iteration number is reached.  

Step 7: Select a solution S* from a final Pareto set iterationPS  according to decision 

maker’s preference. 

4 Case Study 

The proposed ACO algorithm is implemented with MATLAB and is run on a PC 
running Windows XP with Intel Core5 @2.79GHz and 3GB of memory. The 10 days 
real operation data (from Oct, 22, 2013 to Nov, 04, 2013) in a typical medium scale 
hospital in China is collected and built as a test case to evaluate the proposed ACO  
approach. The test case involves 10 ORs, 6 PHU beds, 10 PACU beds, and staffed with 
totally 30 nurses and 27 ANs. All ORs are open during the day shift period (starting 
from 7:30 AM to 4:30 PM) of week day (Monday to Friday). Totally there are 427 
elective surgeries from 23 specialties performed during 10 working days. Nurses are 
classified into 3 grades. Two shifts, day shift and night shift are involved in nurse 
rostering. The nurses’staffs preference and shift preference are not considered. 

Table 1. The detail information on the actual schedule and optimal schedule by ACO 

 day 1 2 3 4 5 6 7 8 9 10 

surge-
ries 

Ac-
tual 

44 41 37 48 55 32 46 39 40 45 

ACO 47 36 42 40 46 47 36 47 50 30 
Total 
time 
(h) 

Ac-
tual 

66.9 74.9 64.3 79.4 93.7 64.3 80.8 62.7 71.1 60.9 

ACO 72.9 72.5 73.9 73.0 73.2 71.4 72.4 73.9 72.4 63.6 

nurses 
Ac-
tual 

20 21 21 21 22 22 20 21 19 20 

ACO 21 21 21 20 19 18 21 20 20 15 
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The detail information like the number of the daily surgeries, the total ORs time, and 
the number of nurses assigned of both the actual schedule from hospital and the optimal 
results generated by the proposed ACO approach are listed in Table 1.  The compar-
ison analysis can be found in Table 2. The first observation from Table 2 is the variation 
in daily surgeries of the ACO schedule is smaller than those in actual schedule. The 
maximum number is reduced from 55 to 50 and the minimum number is increased from 
32 to 36. The balanced number of surgeries sometime cannot really reflect the equili-
brium because the surgeries duration may be varied a lot. Such equilibrium advantage 
in ACO schedule can be further proofed by the smaller variation in total daily OR time. 
The maximum value reports a great reduction from 93.76 to 73.91 and the minimum 
value has a little increase. The last statistics measurement is the coefficient of variation 
in working time (CVWT) of resources. It is defined as the ratio of the standard devia-
tion to mean and is used to evaluate the balance of resource utilization. The smaller 
value in CVWT means a more balanced utilization. From Table 2, both CVWT on 
surgeries and nurses have a smaller value by ACO compared with those by actual 
schedule in hospital. 

Table 2. The comparison between actual schedule and optimal schedule 

Approach 

Number of daily  

surgeries 
Total daily OR time (hr) CVWT 

Maximum Minimum Maximum Minimum Surgeries Nurses 

Actual 55 32 93.76 60.96 0.29 0.15 

ACO 50 36 73.91 63.57 0.26 0.13 

5 Conclusion 

In real life OR management, the surgeons in specialties dominate the decision making 
in surgery planning and the head nurse is in charge of nurse rostering. Those two 
decisions are separately made by different parties. It may cause the common problem of 
a large variation in daily surgeries and daily nurses’ workload. This paper aims to 
integrate such two separated mid-term OR decision problems and proposes an ACO 
approach to solve the integration decision optimization problem. A specific two-layer 
ant graph model is proposed and the corresponding heuristics in two layers are de-
signed. Moreover, the Pareto set is combined to ACO algorithm as well to solve the 
multi-objective optimization problem with possible conflicting objectives. A test case 
from a real hospital is build by collecting a 10-days operation data and is used to eva-
luate the proposed ACO approach for the integrated decision optimization problem. 
The comparison analysis shows the advantages of the integration of the mid-term OR 
decision by the proposed ACO approach in reducing the variation of daily surgeries and 
nurses’ workload. More test cases including the nurses’ preferences will be the future 
work to comprehensively validate the proposed approach. 
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Abstract. Previous studies of hospital supply chain performance measurement 
normally focus on either the performance of the hospital supply chain to be 
measured and the framework/methodology for performance measurement, or the 
performance of certain activities/processes in the chain for improvement. There 
is limited number of studies that explore the entire hospital supply chain 
performance concurrently with the processes in the hospital supply chain. This 
paper attempts to explore the performance of hospital supply chain and link them 
to the activities of the hospital supply chain in order to see the relationship of 
performance on the hospital supply chain activities to eventually identify the key 
performance indicator for the particular process. The result of the study shows 
that relationship of hospital supply chain performance, the business process and 
the link between the two can yield the key performance indicator for the 
considered process. 

1 Introduction 

The concept of supply chain has been implemented to manage hospital operations for 
many years. The hospital supply chain is implemented in different areas of the chain. 
To ensure the success of supply chain implementation requires performance 
measurement. Performance measurement is a management tool which is the process to 
evaluate the operation of the business or organization [1, 2]. Performance measurement 
of supply chain should be measured from supply chain perspective which can be 
investigated through business process of the supply chain to ensure coverage and 
completeness and to create efficiency to the supply chain as a whole [3]. The previous 
studies regarding hospital supply chain performance seem incomplete. Some studies 
present only the performance framework without considering the supply chain of 
hospital such as [4, 5]. Some studies aim the improve the particular process so the focus 
is place on certain activities in hospital supply chain without considering performance 
of hospital supply chain as a whole [6, 7]. Some of them, though covered, neglect the 
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hospital supply chain structure arrangement such as [8, 9]. There is limited number of 
studies that explore the entire hospital supply chain performance concurrently with the 
processes in the hospital supply chain. This paper attempts to explore the performance 
of hospital supply chain and link them to the activities of the hospital supply chain in 
order to see the relationship of performance on the hospital supply chain activities to 
eventually identify the key performance indicator for the particular process. 

The rest of the paper is organized into 5 sections. Section 2 presents the business 
processes in hospital supply chain. Performance measurement in hospital supply chain 
is presented in section 3. In section 4, attempt to link performance measurement to the 
hospital supply chain in order to identify the key performance indicator is presented. 
Then the section 5 presents conclusion and discussion for future research. 

2 Business Process in Hospital Supply Chain 

In order to study the business process in the hospital supply chain, the structure of the 
supply chain must first be explored. Supply chain of hospital can be considered more 
complex than other supply chains. The ultimate customer of the hospital supply chain 
is patients who visit the hospital seeking diagnosis and treatment [10]. To fulfill the 
requirement of patient require both services from medical professionals with flow 
along clinical care processes and products such as pharmaceutical and medical supplies 
which flow in the supporting processes [11, 12]. The hospital supply chain in this study 
can be illustrated in fig.1. To understand the operations of hospital supply chain for 
successful management of the supply chain, therefore, must explore all activities in 
both clinical care and supporting processes as follows. 
 
 
 
 
 
 

Fig. 1. Hospital Supply Chain 

2.1 Clinical Care Processes 

Clinical care processes provide medical service to patients. Health professional 
including doctors and nurses are the main resources for these processes. The medical 
tools and equipment are also required when delivering the care to patient. The clinical 
care processes are normally conducted at the clinics such as Internal Medicine, 
Surgery, Neurology and Pediatrics. According to [13-15], the clinical care processes 
include the following processes. 
 

Hospital:  
Patient Clinical care Supporting
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Admission. Upon arrival patient must go through these process so that they can be 
admitted to be cared and treated. These processes might include processes such as 
registration, triage, and inpatient admission. 

Patient Investigation. This is the processes are normally performed by the nurses and 
doctors to discover the patient’s requirements so that the care and treatment can be 
planned in advance. 

Care Delivery. After the requirements are known, the treatment are planned. This 
process of care and treatment for patient would be carried on. This might also include 
continuity of care. 

Discharge/Transfer. This process is normally the last process at a particular hospital. 
These processes occur when the patient is treated as planned (discharge) or when the 
patient’s illness is beyond hospital’s proficiency. 

Demand/Capacity Management. This process is normally performed due to limited 
resources in the hospital to ensure that the waits and delays is lessened [16]. 

2.2 Supporting Processes 

Supporting processes aid in the completion of clinical care processes. To diagnose or 
treat patient in patient care services requires medical materials such as pharmaceutical, 
medical supplies, and medical apparatus. These processes normally occur into two 
major units: medical supporting units [12, 17-19] such as radiology, laboratory and 
pharmacy; and non-medical supporting units [1, 7, 12] such as patient porting service, 
materials management, and sterilized services. The supporting processes involve the 
following processes. 

Sourcing and Purchasing. These are the processes to procure or source medical 
materials from suppliers or supporting units when needed. 

Order Management. The processes are performed by the supporting units to ensure 
that medical materials are arranged for the clinical care units in a timely manner. 

Production or Preparation. These processes occur internally in the supporting units 
to prepare medical materials for clinical care units. 

Transportation and Distribution. These are the processes that transfer the materials 
or patient to the point of care or where the materials or patients are required for curing, 
treating and others. 

Stock Management. These processes are the processes to ensure the availability of 
medical materials while keeping the cost lowest possible. 

The clinical care and supporting processes can be illustrated in fig. 2 
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Fig. 2. Business Processes in Hospital 

3 Performance in Hospital Supply Chain 

Performance measurement is the analytical process which can provide information for 
improvement decision making. To suggest the improvement in a supply chain, the 
performance measurement must be specific to the particular supply chain to ensure 
overall supply chain efficiency [3, 20, 21]. Therefore, the performance measurement in 
the hospital supply chain must consider hospital supply chain efficiency in clinical care 
and supporting processes as well as the performance that would affect patients as per 
being specific to the hospital supply chain. Assertions from [22, 23] state that the 
patient safety should be taken into consideration to ensure the good outcome to patient. 
Therefore, to measure the supply chain as a system or to create the supply chain 
performance measurement system for the hospital supply chain should consider the 
supply chain efficiency and goal of patient safety altogether. Moreover, the 
performance measurement must possess a clear explanation of performance criteria 
and a relationship model between metrics [20, 24]. This section would explore the 
hospital supply chain performance criteria including supply chain efficiency and 
patient safety. 

3.1 Supply Chain Efficiency 

Supply chain efficiency is defined as the efficiency which takes into account multiple 
performance criteria related to the supply chain processes for the certain supply chain 
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and the integration of supply chain members [8, 25-27]. The criteria which are 
normally asserted when considering supply chain efficiency include cost and time [8, 
26, 27]. Reliability is also asserted to measure supply chain efficiency in supply chain 
context [26]. Moreover, productivity is also included [27] in measuring the supply 
chain efficiency since it refers to the efficient use of resources. 

Therefore, the term supply chain efficiency in this study comprises of the following: 

Cost. – Ability to manage costs effectively 
Clinical care process cost (CPC). Operational costs, cost of resources, (Total) cost 

of treatment. 
Supporting process cost (SPC). Processing cost, supply cost, cost of materials 

Time. – Ability to manage time of process as well as referring to responsiveness 
Clinical care process time (CPT). Response time, treatment time, turnaround time 
Supporting process time (SPT). Cycle time, response time 

Reliability. – Ability to arrange to process to ensure accuracy and respond needs. 
Clinical care process reliability (CPR). Accuracy of services, timeliness of service, 

accessibility to service 
Supporting process reliability (SPR). Service level, fill rate, forecasting accuracy 

Productivity. – Ability to operate any processes with a certain number of resources  
Clinical care process productivity (CPP). Patient throughput, professional 

productivity, resource utilization, resource availability 
Supporting process productivity (SPP).  Inventory turnover, resource availability, 

staff productivity 

3.2 Patient Safety 

The other performance of hospital supply chain is the performance that affects patients: 
patient safety. It is believed that patient safety can be considered the ultimate goal of 
hospital supply chain [23, 28]. Typical studies of patient safety are normally around 
mistakes and errors such as medication errors and wrong site surgery [29-31]. Errors 
are, however, not the only criteria in patient safety as asserted in [32-34]. They claim 
that patients would also be unsafe if they are not properly diagnosed or treated, or they 
do not receive treatment in a timely manner. Therefore, patient safety would include the 
following aspects 

Free from Errors. – The processes or operations must contain no errors that might be 
harmful to patients 

No Delay in Treatment. – The processes contains no delays in providing diagnosis 
and treatment to patients  

Completeness of Treatment. – The processes should provide all the care, diagnosis 
and treatment they may require. 
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3.3 Relationship among the Supply Chain Efficiency and Patient Safety 

In a complex system, all criteria are related, either directly or indirectly, making it 
difficult to define a specific aspect in isolation [35]. Articles [20, 24] also assert that 
there are relations in performance measurement. An alteration in one performance area 
could affect others. It is, therefore, useful to study relationships among performance 
criteria. Causal relationships also enable enterprises to ascertain the values of various 
activities performed by relating them to definite result. The causal relationships can be 
used to acquire the most important factors or criteria for decision making [36, 37] 

The relationships among hospital supply chain performance area of supply chain 
efficiency in clinical care and supporting processes, and patient safety is studied by 
Supeekit et al. [38] applying DEMATEL methodology to identify the relationship. The 
result shows that the relationship among clinical care efficiency, supporting process 
efficiency, and patient safety exists. The relationship can be depicted in fig.3 

 

Fig. 3. Business Processes in Hospital 

In fig.3, the results show that supporting process efficiency has influence on clinical 
care process efficiency and patient safety; clinical care process efficiency also affects 
patient safety. Apart from the result presented in fig.3, Supeekit et al. [38] also analyze 
the most important performance aspects in clinical care and supporting processes as 
shown in fig 4. 

 
 
 
 
 
 
 
 
 
 
                          (a)                           (b) 

Fig. 4. Relationship within clinical care efficiency (4a) and supporting efficiency (4b) 



 Linking Hospital Supply Chain Processes and Performance 933 

 

In clinical care process (fig. 4a), the most important performance, from DEMATEL 
analysis, is clinical care reliability because the clinical care directly affect patients. 
However, reliability of clinical care processes are affected by other performance 
criteria: clinical care time, clinical care productivity and clinical care cost. Looking at 
the most influence performance criteria in clinical care process is the clinical care cost. 
Improvement in clinical care cost would affect its time, productivity and reliability. 
Therefore, it is worth improving cost performance in clinical care processes. If cost is 
the issue that it is very limited, then consider to improve time, then productivity. 
Similarly in supporting processes, the most important performance is supporting 
process cost due to the high value of medical materials which need attention. The 
supporting process cost, which has effect on supporting process time and supporting 
process reliability, is affected from supporting process productivity. The supporting 
process productivity also affect supporting process time and supporting process 
productivity. Therefore, improvement in supporting process cost and productivity can 
both yield improvement in others. 

The relationship study in [38] is studied from the performance perspective. 
However, to improve hospital supply chain, the processes and activities in the hospital 
supply chain need to be improved. This study attempt to map performance of the 
hospital supply chain to the business processes of hospital supply chain aiming that the 
performances are measured for improvement. 

4 Linking Performance Measurement to Business Processes in 
Hospital Supply Chain 

Previous sections present business processes in hospital supply chain and performance 
measurement separately. Though the performance which need improvement in the 
hospital supply chain is known, the information of the process to be improved remains 
unknown. Improvement of any supply chain normally can be achieved through an 
improvement of processes in the supply chain. It is, therefore, important to learn what 
process in the hospital supply chain needs to be measured for improvement.  

According to [38], important performance to measure in the clinical care processes 
include only clinical care cost since it is shown that improvement in clinical care cost 
could yield improvement in three others: clinical care time, clinical care productivity 
and clinical care reliability. Similarly, the performance in supporting processes to be 
focus on is supporting process productivity. However, all the performance of hospital 
supply chain is mapped with the business process. Then the important performance is 
linked to the process later. 

4.1 Mapping Performance Measurement to the Business Processes 

This section maps all the performance measurement in section 3 to business processes 
in section 2 according to their activities in the business processes. The mapping is 
shown in table 1. 
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Table 1. Mapping performance to business processes. 

Area Business processes Performance criteria 
Cost Time Reliability Productivity 

C
lin

ic
al

 c
ar

e Admit patient  Time to admit Accessibility  
Patient investigate Cost of testing 

Cost of capital asset
Patient wait time  Accuracy of results Availability of tool  

Productivity of lab 
staff 

Care deliver Cost of care 
Cost of capital 

Waiting time 
Response time to 
unplanned issue 

Accuracy of 
diagnosis or 
treatment 

Doctor availability 
Nurse productivity 

Discharge / transfer  Time to discharge / 
transfer 

Accuracy of 
discharge process 

 

Manage cap./demand  Patient turnaround 
time 

 Resource utilization 
Bed turnover 

Su
pp

or
tin

g Source / procure Cost to issue orders 
Total cost of 
supplies 

Sourcing response 
time 
Order lead time 

Lead time 
variability 
Fill Rate 
Percentage of rush 
orders 

 

Manage orders  Time spent to order
Order fulfillment 
cycle time 

Accuracy of order  

Manage stock Operating cost 
Inventory days of 
supply 
Value of buffer 
stock 

 Stock out at point of 
use 
Stock accuracy  

Inventory turnover 

Produce / prepare Operating cost Production / 
preparation time 

Pick and pack 
accuracy 

Availability of tools 
and equipment 
Staff productivity 
 

Transport / distribute  Time for 
transportation 
 Cycle time of 
transportation 

On time delivery 
Response time to 
urgent request 

Availability of 
porter 

 
Table 1 shows common performance measures from literatures. It can be seen that 

not all the performance criteria that need to be measured since some performance 
criteria are not the key performance of the process. For example, the process of 
admitting patient is the process of decision making whether the coming patient can be 
admitted to be cured in the hospital as inpatient or can be arranged to see the doctor for 
diagnosis and treatment as outpatient. Performances that would be able to use as the 
key performance measures for admission process are time to admit which express the 
time to decide. The longer time admitting process could prolong patient treatment 
process and this might end up with jeopardize the safety of patients. The other 
performance measure of the admission process is the accessibility of patient which can 
be determined by the percentage of patients who are not admitted to the care processes. 
This is just the location that the patient admission record can be collected to expose 
inadequate capacity of clinical care processes. The other process performance measures 
can be similarly reflected. 
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4.2 Linking Important Performance Measurement to Business Processes:  
An Example 

This section attempt to link the important performance measurement presented in 
section 3.3 to hospital supply chain business processes. From section 3.3, it is known 
that the supply chain efficiency in supporting processes affects supply chain efficiency 
in clinical care process. It is also known that the most critical performance criteria in 
supporting process efficiency is supporting process productivity. The unknown is what 
process that need to be taken into consideration. 

Considering the hospital supply chain business processes depicted in fig. 2, the 
example to discuss in this paper is transportation and distribution process which 
influences clinical care process: care deliver, patient investigate, discharge/transfer. 

 
Transportation and Distribution Process. The part of transportation and distribution 
processes can be illustrated in fig. 5.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Transportation and distribution process and its related processes 

Transportation and distribution in hospitals involves moving patients, medicine, and 
other medical supplies to the point of use. Care delivery process which is operated by 
doctors requires medical supplies or apparatus. Distribution process ensures 
availability of apparatus at the point of use so that the doctor can use them to treat 
patients. Similarly, the patient investigation process also requires medical apparatus 
which is transported by transporters. If the transportation and distribution process is 
efficient, the departments where care and investigation are performed need not stock 
many medical supplies and the nurses or doctors can spend more time on patient care 
instead of stock counting. Moreover, care delivery and patient investigation need 
patient to be present at the location. If the patient is immobile, transportation service is 
required. The transportation process again must be efficient to ensure the presence of 
patients. For the discharge process, the patient requires medicine which is normally 
transported by porter. Again, if the transportation process is efficient, the time of 
discharge process may also be shorten. The study of supporting process efficiency 
informs that supporting process productivity is the most critical performance criteria. In 
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Distribute
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the case of transportation and distribution process, productivity of transportation 
process; productivity of porters or carriers can be used as the Key Performance 
Indicator of transportation process. 

5 Discussion and Conclusion 

The method of linking business processes to the performance measurement as shown 
in section 4.2 can be applied to identify the key performance indicators. This method 
can be employed to other business processes to identify the key performance indicator 
in order to ensure the success of particular process without being confused with plenty 
of indicators. However, the mapping of business process and performance measure 
from literatures presented in section 4.1 is still incomplete. This map can further be 
completed by taking into consideration the business processes. For example, the 
discharge process contain no cost performance. If cost performance is required (as 
clinical care cost is the most critical performance), the study of performance measure 
incorporated with business process should be performed. The cost of discharging 
process depends on the resources used for discharging the patient. Time of discharging 
process occupy the nurse working hours which can then be interpreted into the cost of 
nurse who perform the discharge process. The other missing performance measure if 
required can be achieved by the same approach.  
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Abstract. Kansei’s physiological measurement were pursued in 4 (four) 
production systems of small-medium sized enterprises in in Special Region of 
Yogyakarta (DIY), Indonesia. These SMEs produces indigenous food product 
of Bakpia, Cracker, Fish chips and Tempe. Profile of Mood States (POMS) was 
used as the verbal parameter to measure Total Mood Disturbance (TMD). Heart 
rate was used as the non-verbal parameter. The measurement was pursued in 
daily check-in before working and check-out after working. The research results 
indicated TMD and heart rate are sensible to measure physiological response to 
workplace environmental parameters. Workplace environment has greater 
impact to the sensibility of worker mood and heart rate in Bakpia and Tempe’s 
SMEs, while it has less impact in Cracker and Fish Chips’s SMEs.  

1 Introduction 

Small medium-sized Enterprises (SMEs) is a fundamental type-industry for Indonesia 
to participate in the ASEAN Economic Community (AEC). The ASEAN policy 
blueprint for SMEs Development (APBSD) 2004-2014 has described the framework 
for SMEs development in the ASEAN region [1]. One of its objectives is enhancing 
the competitiveness and dynamism of ASEAN SMEs by facilitating their access to 
information, agroindustrial market, human resource development, skills, finance and 
technology. The important factors for SMEs to participate in AEC is human resources 
development and capacity building and recognition of professional qualifications. 

Kansei’s physiological measurement is increasingly essential in a production 
system since human are sensible [2] and worker capacity is possibly influenced by 
workplace environments [3]. Worker sensibility or known as Kansei is a worker 
workload response to a different amount of production target which are measurable 
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using the verbal and non-verbal parameters [2,4]. Evaluating the worker in a 
production system is important to increase the efficiency, achieve high quality 
product and minimizing production lead time with a good sensibility [4]. 

Ushada et al. [4] have proposed a daily worker evaluation model for small 
medium-scale food production system using Kansei Engineering. The model consist 
of worker capacity assessment and worker performance evaluation sub-models. 
Kansei Engineering is an approach  to analyze the worker sensibility by using 
comparison between verbal and non-verbal parameters [2,3]. Kansei Engineering is a 
method to extract the verbal and non-verbal parameters, to help human identifying the 
needs, preference or achieving satisfaction for work system/product [5]. Nagamachi 
[2] stated that Kansei is Japanese word means the human’s psycological feeling as 
well as embracing physiological issues.  

Profile of Mood States (POMS) has been applied to extract Total Mood 
Disturbance (TMD) as the verbal parameters in worker’s physiological measurement 
[6,7,3]. Heart rate has been applied as the non-verbal parameters in worker’s 
physiological measurement [8,4]. In this paper, Kansei’s physiological measurement 
for the worker was evaluated as the response to workplace environmental parameters.  

The research objectives are: 1) To evaluate the application of total mood 
disturbance and heart rate for Kansei’s physiological measurement; 2) To analyze the 
Kansei’s physiological measurement in small-medium sized enterprises. The research 
advantages is to support the development of Kansei Engineering-based Sensor for 
AgroiNdustry (KESAN) based on a daily worker evaluation model for small-medium 
sized enterprises. KESAN is expected to assists industrial management to challenge 
AEC by pursuing the appropriate worker assignment for shift schedulling and 
environmental set point for the workplace comfortability.  

2 Case Studies and Methods 

Four case studies of SME food production system in Special Region of Yogyakarta 
(DIY), Indonesia were evaluated. These SMEs produces indigenous food product of 
Bakpia, Cracker, Fish Chips and Tempe. Food SME was decided as the research 
object since its product popularity in Indonesian consumers. Besides, the SMEs 
support the tourism industry and contribute to valuable support for food sovereignity. 
The profiles of production system can be described as follows: 

2.1 Case Studies 

2.1.1 Bakpia’s SME 
Bakpia is a snack food which is produced from combination of baked flour and mung 
beans with addition of various indigenous taste.  This kind of SME produced 
handgift product with the local wisdom and contributed to local tourism industry. The 
production systems consists of 5 (five) work stations as paste making, flouring, paste 
mixing, filling and baking. In this kind of production system, the Kansei’s 
physiological measurement was possibly influenced by the worker skill. The workers 
are required to produce the bakpia in the uniformity by combing the skill and 
experience. 
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2.1.2 Cracker’s SME 
Cracker is a complementary food which is made from flour, stamped and fried. This 
kind of SME produce a chained product which is distributed to various restaurant and 
local food stall. The production system consists of 8 (Eight) work stations as spice 
making, basic paste mixing, mixing of cracker paste, squeezing, stamping, boiling, 
winding and frying. In this kind of production system, the Kansei’s physiological 
measurement was possibly influenced by outdoor environment in drying process.  

2.1.3 Fish Chips’s SME 
Fish chips is a snack and complementary food, made from baby fresh water fish, deep 
fried as chips. This kind of SME produce a local product with the added value for 
food sovereignity. The production systems consists of 9 (nine) work stations as 
cutting, filleting, cleaning, spicing, marinated process, flouring, first frying, second 
frying and spinning. In this kind of production system, the Kansei’s physiological 
measurement was possibly influenced by quality and sanitation requirement. 
Requirement of quality and sanitation takes longer processing and cycle time.  

2.1.4 Tempe’s SME 
Tempe is Indonesia popular complementary food which is produced from fermented 
soybean. The production systems consists of 10 (ten) works stations where 1 (one) 
worker responsible for 1 (one) work station. The work stations are threshing, washing, 
soaking, first boiling, crushing, peeling, second soaking, second boiling, fermentation 
and packaging. In this kind of production system, the Kansei’s physiological 
measurement was possibly influenced by indoor workplace environment. The indoor 
environment was influenced by bioproduction systems which required the value-added 
biprocess such as boiling and fermentation.  

2.2 Methods 

2.2.1 Profile of Mood States 
The Total Mood Disturbance (TMD) score were measured using the paper-based 
questionnaire of Profile of Mood States (POMS) [6]. Profile of Mood States (POMS) 
was selected as verbal parameter because it can measure the affective mood state 
fluctuation in a wide variety of populations [6]. POMS are intended to measure five 
identifiable negative moods with affective states of worker as Tension-Anxiety, 
Depression, Anger-Hostility, Fatigue, Confussion and two positive moods as Vigor 
and Friendliness. POMS are measureable using questionnaire of 65 words declaring 
the worker mood. Questionnaire result is analyzed using Total Mood Disturbance 
(TMD) score in equation 1 [6] : 

 
TMD  = TA + D + AH + F + C – V- FR  (1) 
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2.2.2 Heart Rate 
Heart Rate (HR) was selected as physiological parameter due to its applicability,  
reliability, and provides good accuracy on manual measurement [8]. HR was meas-
ured using wrist blood pressure monitor during various days depend on the 
permission of SME’s management. Heart rate was measured respectively in Bakpia’s 
SME during 8 working days, Cracker’s SME during 7 working days, Fish chips’s 
SME during 8 working days and Tempe’s SME during 6 working days. 

3 Results and Discussions 

Table 1 indicated that maximum TMD score of 8.3 confirmed second maximum heart 
rate of 14.1 in the worker B1. Worker B2 has lower standard deviation than B1 
eventough the maximum % deviation is 19.8. It is indicated that the highest sensibility 
in Bakpia’s SME is worker B1 of paste making. The highest sensibility was 
confirmed by the highest value of B1’s workplace relative humidity in Fig.1b, while 
the temperature is relatively similar to other workplace in Fig. 1a  

Table 1. Kansei’s physiological measurement in Bakpia SME (n = 8) 

Worker TMD % Heart Rate % 
Before After Deviation Before After Deviation 

B1 6.7 ± 1.0 7.3 ± 0.6 8.3 91.9 ± 5.5 104.9 ± 4.9 14.1 
B2 6.7 ± 0.7 6.6 ± 0.2 -1.3 84.5 ± 6.3 101.3 ± 11.3 19.8 
B3 6.7 ± 0.8 6.9 ± 0.7 2.1 84.8 ± 7.1 92.6 ± 4.3 9.3 
B4 7.0 ± 0.4 6.8 ± 0.6 -2.8 88.6 ± 8.6 94.9 ± 10.0 7.1 
B5 6.3 ± 1.3 6.4 ± 1.5 2.1 98.6 ± 13.5 104.0 ± 14.4 5.4 

Maximum 8.3 Maximum 19.8 
Minimum -2.8 Minimum 5.4 

 
 

(a) 

Fig. 1. Workplace environment in Bakpia’s SME: (a) Temperature; (b) Relative humidity 
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(b) 

Fig. 1. (continued) 

Table 2 indicated the entire positive value of % deviation of TMD score with the 
maximum value of 9.3 and minimum of 0.8. It can be concluded the mood of worker 
is very sensible after finishing the work. Table 2 indicated that worker C7 has the 
highest % deviation TMD score of 9.3 and the lowest  % deviation heart rate of 3.5. 
It can be concluded that the TMD score has the opposite value to heart rate in 
Cracker’s SME. Figs 2a and 2b concluded that the workplace temperature and relative 
humidity has less impact on sensibility of TMD and heart rate. 

Table 3 indicated that Fish Chips’s SME has the highest of maximum and minimum 
value of TMD score compared to others SME in Tables 1, 2 and 4. The maximum TMD 
score is indicated by worker of FC4 and FC5 and the minimum score by worker of FC1. 
Besides, fish chips’s SME has the highest % deviation of heart rate compared to others 
SME in Tables 1, 2 and 4. Figs 3a and 3b concluded that the workplace temperature and 
relative humidity has less impact to sensibility of TMD and heart rate. 

Table 2. Kansei’s physiological measurement in Cracker SME (n = 7) 

Worker TMD % Heart Rate % 
Before After Deviation Before After Deviation 

C1 6.2 ± 0.2 6.3 ± 0.2 2.2 78.7 ± 3.5 83.7 ± 7.4 6.4 
C2 8.6 ± 1.1 9.6 ± 0.8 6.5 74.1 ± 10.2 77.7 ± 15.7 4.8 
C3 6.4 ± 0.4 6.5 ± 0.4 1.5 82.0 ± 7.9 91.4 ± 9.3 11.5 
C4 8.2 ± 0.4 8.3 ± 0.3 1.1 86.7 ± 6.6 100.0 ± 10.6 15.3 
C5 8.6 ± 1.0 9.0 ± 0.5 4.6 82.6 ± 9.4 89.0 ± 11.2 7.8 
C6 8.4 ± 0.5 8.9 ± 1.1 5.4 77.9 ± 6.5 89.6 ± 12.7 15.0 
C7 9.0 ± 0.8 9.9 ± 0.6 9.3 86.4 ± 6.4 89.4 ± 6.4 3.5 
C8 7.1 ± 0.9 7.2 ± 0.9 0.8 82.4 ± 9.7 95.1 ± 9.9 15.4 
C9 8.2 ± 1.1 8.7 ± 0.8 6.9 77.4 ± 10.4 87.6 ± 10.0 13.1 

C10 8.4 ± 0.5 8.9 ± 1.1 5.4 77.9 ± 89.6 104.0 ± 14.4 15.0 
Maximum 9.3 Maximum 15.4 
Minimum 0.8 Minimum 3.5 
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(a) 
 

 
 

(b) 

Fig. 2. Workplace environment in Cracker’s SME: (a) Temperature; (b) Relative humidity 
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Table 3. Kansei’s physiological measurement in Fish Chips SME (n = 8) 

Worker TMD % Heart Rate % 
Before After Deviation Before After Deviation 

FC1 8.3 ± 0.5 6.7 ± 0.6 -19.3 85.1 ± 3.6 95.5 ± 4.9 12.2 
FC2 7.8 ± 0.3 7.6 ± 0.5 1.8 78.8 ± 4.9 85.1 ± 6.4 8.1 
FC3 6.7 ± 0.3 6.6 ± 0.3 -1.6 90.5 ± 4.9 97.6 ± 3.0 7.9 
FC4 5.8 ± 0.5 6.5 ± 0.5 10.8 87.9 ± 4.2 93.8 ± 5.8 6.7 
FC5 5.8 ± 0.5 6.5 ± 0.5 10.8 87.9 ± 4.2 93.8 ± 5.8 6.7 
FC6 7.5 ± 0.6 7.3 ± 0.5 -1.5 82.6 ± 4.5 86.0 ± 12.0 4.1 
FC7 8.1 ± 0.2 8.2 ± 0.3 2.2 79.5 ± 8.4 96.8 ± 2.6 21.7 
FC8 8.1 ± 0.2 8.2 ± 0.3 2.2 79.5 ± 8.4 96.8 ± 2.6 21.7 
FC9 7.5 ± 0.6 7.3 ± 0.5 -1.5 82.6 ± 4.5 86.0 ± 12.0 4.1 

Maximum 10.8 Maximum 21.7 
Minimum -19.3 Minimum 4.1 

 
 

(a) 

Fig. 3. Workplace environment in Fish Chips’s SME: (a) Temperature; (b) Relative humidity 
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(b) 

Fig. 3. (continued) 

Table 4. Kansei’s physiological measurement in Tempe SME (n = 6) 

Worker TMD % Heart Rate % 
Before After Deviation Before After Deviation 

T1 8.5 ± 1.7 8.3 ± 1.4 -2.2 71.7 ± 1.8 77.7 ± 1.2 8.4 
T2 8.2 ± 1.7 7.8 ± 0.8 -4.9 72.2 ± 1.2 81.2 ± 1.0 12.5 
T3 7.9 ± 1.4 8.2 ± 1.4 3.1 73.5 ± 0.8 76.7 ± 1.4 4.3 
T4 8.5 ± 0.7 8.3 ± 1.0 -1.9 74.2 ± 1.5 75.5 ± 1.2 1.8 
T5 8.2 ± 1.2 7.7 ± 1.0 -5.8 77.3 ± 2.1 82.5 ± 1.4 6.7 
T6 8.8 ± 0.4 8.7 ± 1.1 -1.0 76.7 ± 1.0 85.2 ± 0.8 11.1 
T7 8.1 ± 0.8 8.2 ± 1.4 0.7 84.7 ± 1.0 86.3 ± 0.5 2.0 
T8 8.6 ± 1.1 8.4 ± 0.5 -2.5 77.3 ± 1.2 82.5 ± 1.4 6.7 
T9 9.0 ± 1.2 8.8 ± 1.9 -2.5 81.5 ± 3.1 84.7 ± 1.5 3.9 

T10 7.9 ± 1.1 8.2 ± 1.0 3.7 77.2 ± 1.0 87.3 ± 1.0 13.2 
Maximum 3.7 Maximum 13.2 
Minimum -5.8 Minimum 1.8 

 
Table 4 indicated that the maximum TMD score of 3.7 confirmed the second 

maximum heart rate of 13.2 in the worker T10. It is indicated that the highest 
workload in Bakpia’s SME is worker B1 of paste making. Table 4 indicated that 
Tempe SME has the lowest % deviation of maximum TMD compared to others SME. 
It is an interesting result since the workplace environmental parameters in Tempe’s 
SME is the highest among others SME as shown in Figs 4a and 4b. 
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(a) 
 

 
 

(b) 

Fig. 4. Workplace environment in Tempe’s SME: (a) Temperature; (b) Relative humidity 

4 Conclussions 

Kansei’s physiological measurement were pursued in production systems of indigenous 
food industry in Special Region of Yogyakarta (DIY), Indonesia. The measurement was 
pursued in daily check-in before working and check-out after working. The research 
results indicated TMD and heart rate were sensible to measure physiological response to 
workplace environmental parameters. Workplace environment has greater impact to the 
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sensibility of worker mood and heart rate in Bakpia SME and Tempe, while it has less 
impact in Cracker and Fish Chips industry. 
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Abstract. Notebook experienced rapid growth following the human needs. This 
is evidenced by the increase of notebook sales every year. The problem of 
shortage and mismatch facilities and supporting infrastructure causes of note-
book users force their capacity to use the notebook with non ergonomic posi-
tion. A preliminary survey through interviews found that the notebook soft case 
not yet provide ease of mobilization, convenience of use, and protection of 
health to the users. Therefore it is required an alternatives design of notebook 
soft case which is ergonomics and multifunction. One of the methods used to 
design the notebook soft case is Quality Function Deployment (QFD). In this 
study, QFD is implemented to determine the customer and technical require-
ments. The results indicate that the material selection which has impact resistant 
and waterproof is very important to design an ergonomics and multifunctional 
notebook soft case. 

1 Introduction 

Since the mid-1970s, the development of technology, especially computer technology 
is increasing very rapidly along with the times. Advances in computer technology 
produce a very rapid development of the computer and its use is widespread [1]. 
Computers then evolved toward smaller size, from desktop into a notebook [2]. The 
use of notebook today is very rapidly compared to desktop. People prefer notebooks 
because its more flexible and fashionable [3]. 

The increasing quantity of laptop users is not comparable with the availability of 
facilities and infrastructure support in the public space. One of them is to use note-
book on the lap in a long time. It can cause pain in the muscles, back, waist, neck, 
thighs, eye disorders and impaired concentration [4]. It also can cause skin damage 
because of the radiation [5]. Another thing to be a priority in the notebook uses is mo-
bilization and protection. Notebooks require protection from external threats that can 
cause physical defects or damage to the notebook system. Based on the above rea-
sons, it gives birth to a notebook soft case. Nowadays, notebook soft case becomes a 
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trend among notebook users. Soft case also takes on the role as a notebook bag that is 
simple, practical, lightweight, and easy to use fashionable [3].  

Preliminary survey through interviews found that the notebook soft case still not 
provide ease of mobilization, protection, comfort and health assuredness for users 
when using a notebook. In addition, the existing notebook soft case cannot cover the 
lack of facilities and infrastructure availability to support the use of a notebook in a 
public space. Based on the above information, it can be concluded that the notebook 
soft case on the market today are still not satisfy the users. Therefore this study inves-
tigates the customer and technical requirements related to the notebook soft case 
which is the preliminary stages for designing ergonomics and multifunctional note-
book soft case. 

With regard to the design methods for new product development, Quality Function 
Deployment (QFD) is an important methodological approach to increase customer 
satisfaction and reduce the product costs and development cycle time. It is also an ul-
timate tool to increased time and resources saving throughout all stages – design to 
production planning [6]. QFD has been successfully applied by industries around the 
world [7-9]. Therefore, this study used QFD method to investigate the customer and 
technical requirements for designing ergonomics and multifunctional notebook soft 
case. 

2 Methodology 

2.1 Participants 

There were 115 university students from various universities in Padang City; West 
Sumatera participated in the study. Forty participants were involved in the survey 
through interview, while 75 participants were involved in answering the survey ques-
tionnaires. The criteria of the participants are those who usually use notebook and the 
soft case in everyday activities. The participants were randomly selected by personal 
visit and they were full consent to participate. Data was collected from November to 
December 2014.  

2.2 Data Collection 

Determining the user needs is probably the most important step in the product plan-
ning process. Information about the customer needs and their priorities can be gained 
through various marketing methods, e.g. questionnaires, interviews, and brainstorm-
ing techniques [10]. This study collects data using survey methods, through interview 
and questionnaire. The interviews were conducted to know in general how customers 
respond to the presence of notebook soft case on the market today as well as the cha-
racteristics of the customers towards the desired notebook soft case in the future. The 
interview is a preliminary stage that serves as a reference in designing the research 
questionnaire. It is also a method to get an initial picture of consumer expectations for 
designing an ergonomics notebook soft case. 
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The survey questionnaire was developed based on the data from the initial inter-
views. It also refers to the dimensions of quality according to David A. Garvin [11]. 
The criteria used are performance, features, durability, conformance to standards, aes-
thetics as well as the price. The questionnaire aims to investigate the customer needs 
and desires related to the notebook soft case. It covers a range of topics including per-
sonal backgrounds and customer requirements to the design of notebook soft case. 
Scale used for the design of the questionnaire is a Likert rating scale with a range of 
1-5 for the assessment is not important (1) to very important (5). 

2.3 Data Analysis 

The collected survey questionnaires were tested for validation and reliability. Then, 
the collected data were processed using QFD design through House of Quality (HoQ). 
HoQ consists of several activities supported by various tables and matrices. The basic 
idea is to translate customers’ requirements into the appropriate technical require-
ments for each stage of product development and production. The procedures of QFD 
design in this study are divided into the following steps: 
 
a. Determine the customer requirements and the customer important ratings  
b. Determine the technical characteristics 
c. Translating customer requirements into measurable technical requirements  
d. Determine the relationship of each technical characteristics  
e. Determine the priority of the technical characteristics  

3 Results 

3.1 Interview and Questionnaire 

The process of identification of customer needs is the first step in designing a product. 
The customer requirements were obtained from the initial interview survey is  
presented in Table 1. 

Table 1. List of Customer Requirements for Notebook Soft case derived from Interviews 

No Customer Requirements Total 

1 Safe and protected 26 
2 Attractive design 7 
3 Thin design 2 
4 Waterproof 22 
5 Lightweight 5 
6 Availability of storage for goods 5 
7 Availability of portable desk 3 
8 Availability of external fan 1 
9 Multifunction 4 
10 Adjustable and multifunction straps 10 

11 Thick foam on the straps 4 

12 Affordable prices 1 
13 Comfortable when used and carried 7 
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Based on those needs obtained from interview, a questionnaire was developed to 
gain reliable data about customer requirements with respect to customer satisfaction. 
It also refers to the five dimensions of Garvin quality namely performance, features, 
durability, conformance, aesthetics, and price. The lists of criteria related to the cus-
tomer requirements in the questionnaire were presented in Table 2. 

Table 2. The lists of criteria related to the customer requirements in the questionnaire 

Quality Dimension Criteria 
Performance Comfortable when used 

Comfortable when carried 
Safe when used 

Features Availability of back strap 
Availability of tote strap 
Adjustable straps 
Thick foam on the straps 
Availability of storage for goods 
Availability of raincoat 
Availability of external fan 
Availability of tilt adjusting 
Availability of portable desk 
Availability of wheels 
The closed soft case is semi-automatic 

Durability Strong material 
Material safe for health 
Material protects from impact 
Lightweight material 
Waterproof material 

Conformance In accordance with the notebook size  
Aesthetics Simple and minimalist 

Thin 
Colorful 

Price In accordance with the purchasing power 
In accordance with the quality offered 
In accordance with the perceived benefits 

3.2 Quality Function Deployment (QFD) 

The identification of the customer requirements was conducted by distributing ques-
tionnaires to 75 participants. The answers were weighted in order to obtain the meas-
ured value. Measurement scale used was a Likert scale with the scale from 1 (not  
important) to 5 (very important). The collected questionnaire data were tested for va-
lidity, reliability and adequacy. The results show that all data obtained were valid, re-
liable and sufficient for the next analysis. Table 3 shows the customer requirements 
and customer important ratings for designing multifunctional notebook soft case. 
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Table 3. Customer Important Ratings 

No. Customer Requirements 
Customer Important 
Ratings 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

Material protects from impact 
Waterproof material  
In accordance with the purchasing power 
Safe when used 
Lightweight material 
Comfortable when carried 
Material safe for health  
In accordance with the quality offered 
Comfortable when used 
In accordance with the perceived benefits 
In accordance with the notebook size 
Strong material 
Availability of storage for goods 
Adjustable straps 
Availability of raincoat 
Thick foam on the straps 
Simple and minimalist 
Availability of tote strap 
Colorful 
Availability of external fan 
Availability of tilt adjusting 
Thin 
Availability of back strap 
Availability of portable desk 
The closed soft case is semi-automatic 
Availability of wheels 

4.73 
4.64 
4.61 
4.56 
4.56 
4.52 
4.45 
4.45 
4.43 
4.40 
4.35 
4.28 
4.24 
4.17 
4.11 
4.03 
3.99 
3.92 
3.59 
3.31 
3.31 
3.25 
3.24 
3.11 
2.76 
2.04 

 
The results from the questionnaire survey in Table 3 revealed information on the 

average weighting of ergonomic and multifunction demands of notebook soft case. 
The table shows that of the 26 items of questions posed to the participants, 16 items 
are considered very important by participants in a notebook soft case. According to 
the customers, material that can protect the notebook from impacts is the most impor-
tant need to be met when designing the notebook soft case, followed by waterproof 
material, in accordance with the purchasing power, etc. This information was used di-
rectly in the QFD analysis as a basis for translating the customer requirements into 
technical characteristics expressed in technical terms.  

Technical characteristics used to represent the voice of developers. Determination 
of the technical characteristics was done by consultation and discussion with experts 
in the respective products related to material and manufacturing. The technical cha-
racteristics used in the QFD analysis were ergonomics design, dimension, material 
strength, material type and quality, color variations, external fan design, notebook 
desk design, and strap design. 

The next step is determination of the relationship between the different technical 
characteristics. It is determined, in order to identify particularly the inverse relation-
ships. An inverse relationship between different product characteristics means that 
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improving one property leads to a deterioration of the other. A strong positive rela-
tionship is illustrated with a '√√', a positive with a ‘√’, no relationship with ‘blank’, a 
strong negative with a '××' and a negative with a ‘×’ [12]. By comparing different 
technical characteristics, their relationships are identified. For example, the relation-
ship between the material strength with the material type and quality is a strong  
positive relationship. It means the better the material type and quality, the better the 
material strength. Relationship between the different technical characteristics is  
presented in Figure 1. 

 

 

Fig. 1. Relationships between Different Technical Characteristics 

The relationships between consumer requirements and technical characteristics 
have to be established in order to identify important product properties. This relation-
ship is made in the form of a matrix by using the symbols according to Cohen 1995. 
Based on discussion with experts from material field and manufacturing, the team as-
signs a ‘strong’, ‘medium’, ‘weak’ or ‘no’ relationship value to each specific pairing. 
For this an appropriate scale (9–3–1) is applied, illustrated using symbols (●-o-Δ). 
This stage is one of the key elements of the QFD method because it is the one which 
permits the transition to be made between what the user wants and what the designer 
offers [13]. Figure 2 shows the relationship between customer requirements and  
technical characteristics for the design of notebook soft case. 

An example of the relationship between the customer requirement and the technic-
al characteristics is waterproof material with the material type and quality which has a 
strong relationship. That is, the better the selection of the material type and quality, 
the better the durability of product to the water. After determining the relationship be-
tween customer requirements and technical characteristics, the next step is to deter-
mine what technical characteristics are influencing the customer satisfaction. It shows 
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which technical characteristics will be a priority in product development. Priority val-
ue is determined by multiplying the customer important ratings and numerical weigh-
ing of the relationship, then summing these together, each product characteristic is 
given an overall weighting.  

 

Fig. 2. Relationships between Customer Requirements and Technical Characteristics 

4 Discussion 

The survey shows that of the 26 items of questions posed to the respondents, 16 items 
are considered very important by respondents in a notebook soft case. Materials that 
can protect the notebook from impact become the highest priority of the customer re-
quirements with a value of 4.73. It is because it relates directly to the notebook securi-
ty from external threats. Proper material selection is certainly considered to protect 
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Customer Requirements 
Customer 
Important 
Ratings 

  
              

Comfortable when used 4.43 • • • 
Comfortable when carried 4.52 • • o o 
Safe when used 4.56 • • o • 
Availability of back strap 3.24 Δ Δ 
Availability of tote strap 3.92 Δ o 
Adjustable straps 4.17 • o o 
Thick foam on the straps 4.03 Δ 
Availability of storage for 
goods 4.24 o     
Availability of raincoat 4.11 Δ 
Availability of external fan 3.31 o o o 
Availability of tilt adjust-
ing 3.31 o o     Δ 

Availability of portable 
desk 3.11 o o o  Δ o  
Availability of wheels 2.04 Δ 
The closed soft case is 
semi-automatic 2.76 Δ       
Strong material 4.28 • 
Material safe for health 4.45 • 
Material protects from im-
pact 4.73   • •  o o 

Lightweight material 4.56 o o • 
Waterproof material 4.64 • • 
In accordance with the 
notebook size 4.35  •    o o 

Simple and minimalist 3.99 o Δ 
Thin 3.25 o o 
Colorful 3.59 o 
In accordance with the 
purchasing power 4.61   • o Δ   
In accordance with the 
quality offered 4.45    •     
In accordance with the per-
ceived benefits 4.40    o   o o   

Priority Values 168.90 143.20 214.80 246.30 43.20 117.60 184.70 45.10 

% Priority 14.51% 12.30% 18.46% 21.16% 3.71% 10.10% 15.87% 3.88% 
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the notebook from a crash that could result in damage and defects on the notebook. 
Notebook falls from height are things that might happen, thus, it is needed a good ma-
terial to protect notebook from impact. Those kinds of materials commonly used to 
protect the notebook from impact are foam. Foam is a material that can dampen vibra-
tion on impact. The thicker the foam wind used, the better its function in protecting 
the notebook from impact. 

Waterproof material are the second highest of the customer important ratings with 
a value of 4.64. Notebooks are vulnerable device be damaged if exposed to water. As-
suredness notebook security in the mobilization is very important for customers. Se-
lection of waterproof material is the perfect solution to maintain security of notebook 
from damage in unfavorable conditions such as rain. Waterproof material selection 
will surely make customers more comfortable and not have to worry to carry a note-
book in the current rainy conditions. These materials such as cloth that is impermea-
ble to water. It is a combination of the polyester and nylon. 

Price conformity with the purchasing power was in the third place of customer im-
portant ratings with a value of 4.61. The design of notebook soft case was adjusted to 
the purchasing power of the people. Therefore, in the choice of materials and compo-
nents of the design, it is considered to use affordable and qualified materials accord-
ing to the specifications of customer requirements. Availability of wheels on the  
notebook soft case is in the last place of customer important ratings with a value of 
2.04. Giving the wheels on the notebook soft case adversely affect the security of 
notebook such as knocks and falls. Notebook position should be in a fixed position 
during use.  

Quality Function Deployment method aims to design more targeted products in ac-
cordance with customer desires. QFD translates customer requirements into the form 
of product attributes to meet the customer requirements. This study use QFD until 
HOQ phase 1. The next phase until product design will be done at the future research. 

5 Conclusion 

This research has used the Quality Function Deployment (QFD) method to investigate 
the customer and technical requirements in designing the ergonomics and multifunc-
tional notebook soft case. The results indicate that the material selection which has 
impact resistant and waterproof is very important to design an ergonomics and multi-
functional notebook soft case. For the future research, TRIZ method will be used to 
solve the contradictions between technical requirements continued with the develop-
ment of QFD phase 2 to determine the design characteristics. Thus, the ergonomics 
and multifunctional notebook soft case will be designed in accordance with the  
conditions and the latest technology.  
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Abstract. Household has been identified by researchers as an important target 
group of energy conservation. User behavior in utilizing electricity becomes 
significant. Energy consumption in the residential sector offers an important 
opportunity for conserving resources. This study attempts to identify the role of 
the economic behaviour of resident households. In this paper, we analyse the 
extent to which the use of electricity is determined by the technical specifications 
of the dwelling as compared to the demographic characteristics of the residents. 
Analysis is based on a sample of 210 Padang homes and their occupants. Results 
show that electricity consumption varies more directly with household 
composition. The results provide a scientific evidence for stakeholders on the 
potential of controlling electricity consumption and designing energy policy in 
residential sector 

Keywords: Electricity, Consumption, Energy Conservation, Household, 
Demography. 

1 Introduction 

INDONESIA currently is one of the fastest growing developing countries in Asia. 
Indonesian economic development encourages the improvement in all sectors such as 
industrial and commercial sector as well as the people’s welfare. During the years 2001 
to 2009 the GDP per capita continues to increase sharply, which the average was as 
much as 15% annually. In 2001 the GDP per capita amounted to US$ 748, and in 2009 
became US$ 2,698 (Statistics Indonesia, 2010; CDIEMR, 2010). These situations are 
predicted to keep continued over coming years due to revival of the world economy.  

However, with its rapid economic growth, the disparity between the energy 
consumption and production are becoming increasingly greater in recent years. 
Indonesia final energy consumption in the period 2000 to 2010 has jumped almost 
two-time, from 777.9 million BOE to be 1182.1 million BOE (BPPT, 2012). Indonesia 
energy consumption are predicted to increase steadily with the growth rate of 5% per 
year until 2030 if no energy saving efforts or implementation of policies related to 
energy conservation and energy efficiency are undertaken, or in other words still apply 
to business as usual (BAU). To avoid energy crisis and at the same time to maintain 
                                                           
* Corresponding author. 
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energy sustainability, Indonesia government has set a long-term target to reduce energy 
intensity of at least 1% per year until 2025 (BPPT, 2012). In accordance with the 
national energy policy targets, it means the total energy consumption in 2025 has to 
decrease up to 50% with energy conservation scenario. It is therefore urgent for 
Indonesia to improve the efficiency of energy use and encourage energy conservation. 

The electricity placed as the highest ranks fourth of energy consumed after fuels, 
biomass energy, and coal. Although the use of electricity continues to rise, according to 
the data from the Directorate General of Electricity Ministry of Energy and Mineral 
Resources in 2013, Indonesia's electrification ratio is still around 80.1%. Indonesian 
Government thrives for the electrification ratio reached until 100% in 2020 through a 
national energy policy. This target would have to be balanced with the ability to supply 
electricity to the customers by the Power Users of Government Services, here in after 
referred to PLN. 

 
 
Household has been identified by researchers as an important target group of energy 

conservation. To illustrate, households account for 25% of the total energy 
consumption in the US, 26% in Japan, 50% in Saudi Arabia (Saidur et. Al, 2007). In 
Indonesia, household is responsible for 34% of total energy consumption, as seen in 
Fig. 1 (Statistics Indonesia, 2010). Electricity still dominated the energy type used in 
residential sector.  Research on energy-saving behavior of households in urban areas 
has been done before. The potential for energy saving in household electricity can be 
conducted through three approaches: the efficiency of household appliances, the energy 
saving campaign, and the government policies (Guerra-Santin  and Visscher, 2009). In 
line with these studies, Sukarno (2013) explained that the lifestyle and the household 
appliances become the main factor of electrical energy consumption in the household 
sector. Wang et al., 2011; Li et al., 2009; Ouyang and Hokao, 2009; Zhou et al., 2008; 
Xiaohua and Zhemnin, 2005 also have surveys about household energy consumption in 
Asia, which there are several factors that affect households energy-saving behaviors. 

Fig. 1. Indonesia energy share by sector 
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Padang city with the population of 765,450 and the wide area of 694.96 km2, being one 
of the cities with a rapid growth in infrastructure and business. The development of 
infrastructure and facilities are done continuously which followed by the increase in 
electricity consumption. Febrizal (2012), has been conducting research to predict a 
large escalation in the consumption of electrical energy in Padang city in 2012-2020.  

In this paper, the author initiated an investigation on urban energy consumption in 
Padang city, West Sumatra Province, Indonesia. Previous investigation found that 
electricity consumption in households sector in Padang was responsible for 92% of 
total consumption in Padang compared to other sectors (Sukarno et.al, 2013). This 
trend seems to increase in the future due to increase of population and improvement of 
living standard in Padang. It is therefore, very urgent and rational to relieve the pressure 
of electricity shortage in household sector by further encouraging the occupants’ 
behavior toward energy saving.  

2 Research Methods 

Understanding the key determinants of residential energy consumption is important for 
the design and implementation of effective policies to reduce energy consumption of 
the residential building sector. A set of structured interview protocol was prepared to 
analyse detailed micro-economic data on energy consumption, occupant characteristics 
and dwelling specifications for 210 households; all of them were the PLN’s customers 
in Padang. We focus on homeowners, as we lack critical information on rental units, 
and the type of rental contract -- net or gross -- which may have a substantial influence 
on energy consumption. Collecting the data used door-to-door survey method. The 
investigation focused on electricity consumption. Electricity bills (in Rupiah) and 
demographic characteristics of each individual household, such as age of the household 
head, number of persons in the household, family composition, ethnicity and (for a 
subset of households) annual income of the home samples were collected.  We 
compare the importance of these demographic characteristics with the energy 
consumption pattern of households Padang. Details of demographic characteristics of 
the samples are displayed in  

Table 1. Demographic characteristics of respondents 

No Characteristics 
1 Gender 
2 Age 
3 Housing area 
4 Occupation 
5 Number of persons in the household 
6 Education level of family member 
7 Monthly Income 
8 Payment method of electricity bills 
9 Power level 
10 Type and number of home appliances used 
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According research conducted by Bachus, et al. (2011), energy consumption pattern 
in residential sector are mainly triggered by following factors: 

Attitude 
Most of the literature that discusses the energy savings in households suggests that 
there is a relation between attitudes and behavior. The influence of behavior is mostly 
on micro-personal level. Individual attitudes in using the energy are triggered by 
socio-economic factors. In this study, the attitudes which is investigated is related to the 
action in the peak load hours, the action of discharge the electrical equipment when not 
in use, and the action to encourage energy saving habits to the family members.  

 
Household Income 
It is believed that the most dominant factor of energy consumption in residential sector 
is household income. The theory of the Kuznets relationship (Figure 3) is pretty 
explained the correlation between household income and energy consumption.  

 

 

Fig. 2. Kuznets Curve 

 
Prices of Energy 
These factors may affect the patterns of electricity consumption in household followed 
by the number of family members, age, socio-economic situation of the family 
members, the number and types of household appliances. This research will be 
investigated the response of the family member to the household electricity tariffs and 
the actions taken when electricity rates fluctuate. 

Knowledge 
Most of the studies in energy use assume that public are aware of the amount and the 
type of energy used. In fact, most of the households do not really know what kind of 
energy they pay when using a number of tools to support their daily activities, due to 
the lack of information received. Basically, people need information in order to have 
knowledge about saving energy. Consistent information through social interaction 
within the community is able to trigger an effective energy-saving behavior. So that, it 
is important to study further the knowledge of households in using electricity. 
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Other Determinants 
There are many other factors that influence energy-saving behavior of households, one 
of those factors is the size and design of the house. The design of the house is related to 
the energy enter and out of building, ventilation, lighting systems, as well as room 
condition.  

Statistical analysis using Cross tabulation analysis is used to examine whether there 
is any correlation between two variables. In this study, cross tabulation analysis is 
intended to provide an understanding of the relationship between the demographic 
characteristics of households with electrical energy consumption patterns which 
decomposes on five indicators. 

3 Results and Discussion 

3.1 Description of Respondents 

Characteristics of Respondents 
Data of demography shows that the majority of respondents are female with a 
percentage of 63% and 37% men. Most of the respondents are people aged >50 years 
(40%), aged 41-50 years (40%), aged 31-40 years (15%), aged 21-30 years (3%), and 
aged <21 years (2%). Respondents are in various kinds of jobs such as, 23% are 
government/private employees, 21% are housewives, 19% are self-employee, 15%  
are traders, 10% are teachers, 6% are retired, 2% are laborers, 1% are farmers, and 2% 
are others.  

Based on the education level of family members, 1% graduates doctor degree, 10% 
graduates master degree, 59% graduates bachelor/undergraduate degree, 24% 
graduates high school, 5% graduates junior high school graduates, and 1% graduates 
primary school. Based on income per month (in Indonesian Rupiah, 1 USD ≈ 12,000 
IDR), 7% has income >10 million, 15% has income 5-10 million, 38% has income3-5 
million, 24% has income 1.5-3 million, and 16% has income<1.5 million. 

Based on the method of electricity payment,  89% using post-paid method and the 
remaining 11% have used a prepaid method. Based on the classification of the installed 
power, 47% registered as a customer with 900 VA power, 27% power 1300 VA, 2200 
VA power12%, 12% and 450VApower, and as much as 2% was recorded using the 
power > 2200 VA. 

Possession of Home Appliances 
The use of electronic equipment can provide information on the implications of 
household electricity consumption. In addition, the type and amount of electronic 
equipment used reflects the attitude and behavior patterns of the households. It can be 
targeted to potential electrical energy savings. Based on the interview, it is known that 
most of electronic equipment used by households is used for cooking purposes. Each of 
the household has at least one unit of rice cooker, water dispenser, refrigerator, juice 
blender. The need for air conditioning equipment is quite large, considering the city of 
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Padang is in the tropical region crossed by the equator. A total of 61 among 210 homes 
have both AC and electric fan. 

For lighting, 63 households still do not use energy-saving lamps. The majority 
argues that the price for energy saving lamps is too high while it does not necessarily 
have significant benefits in reducing electricity bills.  Almost all of the households 
have supporting machines in doing their activities such as iron, machine washing. 
Television became the primary source of entertainment for the respondents, the total 
number of television households in the sample that is 280 units. For example, one of the 
respondents has at least 1 to 5 television units. Most respondents have started to use 
laptop than computer (see Table 2). 

Table 2. Number of Electric Appliances Owned By Households 

1 items 2 items 3 items >3 items

Rice cooker 186 16 0 0
Water dispenser 153 2 0 0
Refrigerator 186 13 0 0
Juice blender 144 4 0 0
Electric stove 8 0 0 0
Handy mixer 87 0 0 0
Microwave 24 0 0 0
Coffee maker 6 0 0 0
Toaster 32 0 0 0
Food processor 2 0 0 0
Air conditioner 38 12 0 0
Electric fan 93 59 27 11
Television 141 41 16 2
Personal Computer 54 5 0 0
Laptop 68 53 15 7
DVD/CD Player 90 2 0 0
Video game 31 1 0 2
Handphone 26 33 33 85
Washing machine 142 5 0 0
Iron 191 9 0 0
Water pumps 106 3 0 0
Har dryer 14 1 0 0
Vacuum cleaner 27 1 0 0
CFL 61 20 7 59
Incandescent bulb 11 24 9 51

Number of household based on the 
appliance possession

Appliance

 

Households Characteristics and Electricity Use 
Attitude 
Household characteristics that influence the attitude of energy saving in the household 
are the income, the number of family members, and the building area of the house. The 
area of the house and the family income influence significantly. When the peak load, 
39% of households turning off two or more lights while 11% of non-lethal electrical 
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equipment while power is still adequate dominated by households with middle to upper 
incomes. The action of turn off the electronic equipment during the peak load was 
motivated by the hope of cheaper electricity bills. The results showed that most of the 
respondents (98%) suggested energy-saving habits to their family members.  

Electricity Price 
The household response to the energy price is influenced by the head of household’s 
occupation, the level of education, and the income. The level of education and 
household income has significant influence. The households with the highest education 
level of family members is in high school, but has arrange of 3-5 million income 
considered that the electricity rates is cheap. The households with level of education is 
undergraduate degree with 1-3 million rupiah income per month also found the 
electricity rates is cheap. 51% of the households choose to reduce power consumption 
when the electricity rates increase. However, only 11% of households who choose to 
replace equipment with more energy efficient. 

Household Income 
Gender, housing size, jobs, education level, household income, electricity bill payment 
method, and customer class influence household spending on electricity and electronic 
equipment.20% of respondents said replacing electronic equipment with more energy 
efficient when getting more income. From the survey15% of households know not to 
use energy saving lamps (CFL). The level of education greatly affects the choice. 
Average household that does not use energy-saving light is the highest level of junior 
and senior high school education. They argued that the prices of the energy-saving 
lamps are more expensive. 

Knowledge 
Household knowledge about energy saving attitude is influenced by gender, age, house 
size, number of family members, income, utility bills payment method, and customer 
class. Age very significant influence on the probability of respondents informed 
electrical energy saving. Media is considered to be a potential for energy-efficient 
information dissemination is a television, chosen as much as 91% of respondents. 

Other Determinants 
Home building design influence on power consumption, especially lighting needs. 35% 
of households do not pay attention to the house design in an effort to save electricity. 
Mostly, because they do not have knowledge of it while other households have limited 
fund for the re-design of the house. Other factors include the priority of respondents in 
choosing electronic equipment. Fig 4 shows that 39% households purchase electric 
appliances because of the quality of the equipment. Only 3% households think that 
electric power in watt is important factor on choosing the electric appliances. 
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Fig. 3. Driving factor in purchasing electric appliances 

3.2 Correlation between Demographic of Respondents and Electricity Use 

A. Gender 
Gender has been found not to be a significant factor of electricity consumption in 
household. There was no significant difference between male and female respondents 
toward household energy consumption pattern. However, female respondents seemed 
to be more aware of energy bills/prices as it would affect the household expense. For 
instance, female respondents tended to change the incandescent lamps with the energy 
saving lamps if they had additional income. This attitude was seemingly caused by 
the fact that the household paid less of energy bill if they used energy saving lamps. 

B. Age 
There is no significant difference in term of age toward energy saving behaviour and 
consumption pattern. As more than 90% of total respondents aged > 21 years old, they 
were considered already mature to manage household, especially in managing expense.  

C. Housing area 
Housing area affected the electricity consumption of household. The more spacious 
housing are, residents will have a tendency to pay more attention to the use of electrical 
equipment. This finding is coincident with that found by (Bachus dan Ootegam, 2011) 
 

D. Occupation 
Entrepreneurs and teachers/lecturers tended to invest more on energy saving equipment 
in order to reduce electricity consumption rather compared to respondents with other 
occupation. The two groups of occupation seemed to be more educated hence their 
perspective toward energy consumption behavior was also more long-term vision. 

E. Number of Persons in the Household 
The bigger the number of persons in household the better the household behaves 
toward energy efficient. This condition triggered by the fact that the more the number 
of family members, the tendency of saving electricity attitude will be more visible. 
Decision-making in the family will be more complicated than the individual, because 
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it involves two or more people Yuliati and Nurasrina (2012). The larger the family the 
more the difficulty of decision-making process because more people need to be 
considered and the more resources must be prepared. 

F. Education level of family member 
Education or more specific the knowledge of household member about importance of 
energy for our sustainable living played important role to encourage family member 
to be more aware of energy use. Education affects the attitude of saving electrical 
energy as it affects the person's decisions and consumption patterns Yuliati and 
Nurasrina (2012. 

G. Monthly income 
Household income related to the purchasing power of households either the ability to 
pay utility bills and household spending on electronic equipment. Respondents with 
high and stable income tended to consume more energy than others.  

H. Payment method of electricity bills 
There are two types of payment method for electricity bills – pre-paid and post-paid. 
In this study, there was no significant difference between the two methods on 
electricity consumption pattern in household. PLN actually encourages households to 
migrate from post-paid to prepaid method, but in the majority of people still thought 
that the prepaid method was much more expensive than postpaid causing still few 
households used prepaid payment method of electricity bills. 

I. Power level 
Class customer rates, income, and education are interrelated characteristics. 
Individuals with high incomes will put huge resources to meet the needs of the 
household. But most of individuals with good incomes are well educated person. 
Households that installed > 2200 KVA tended to loose in control of energy use in the 
house. However, as education also played role in changing behavior, high income 
people with better education and knowledge behaved more efficiently. 

J. Type and number of home appliances used 
Identification and analysis of household electronic equipment useful for understanding 
the characteristics of the electrical energy consumption in households. Electricity 
consumption in a household with other household varies, depending on the installed 
equipment and systems class customer rates. 

4 Conclusion 

This research observes the behavior patterns of electrical energy saving in households 
and seeks the potential of electricity saving through behavioral changing in this sector. 
Padang demography related to the number of samples participated in this study are 
classified into the social, economic, and use of technology aspects. The results of the 
interviews show that households tend to unconcern about their electricity saving habit 
because the energy prices are reasonably cheap so that in range of affordability of the 
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households to pay, especially for households who have middle to high income. The 
households tend to consume more electricity as long they afford to pay the electricity 
bills. The households in Padang are not so well informed about energy efficient 
equipment, so it is not a priority in their effort to control power consumption. 
Households need to be more educated through sufficient information primarily from 
broadcast media to help them taking action in behaviorally change in electricity energy 
saving. These findings will provide a scientific evidence for stakeholders on the 
potential of controlling electricity consumption and designing energy policy by 
government in residential sector. 
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Abstract. In this paper, we have considered for study the central composite de-
sign (CCD) with a view to extending the related second-order response surface 
models. In the CCD, there are three types of design points, such as the factorial, 
axial and center points. We devised a new type of CCD for the experiments 
with replicate runs at such design points, not just at the design center. This type 
of experimental design, named as CCD-R, proves to be flexible in the sense that 
there exist a myriad of exactly orthogonal and nearly rotatable designs. It is also 
demonstrated that the proposed CCD-R is useful, especially when a number of 
replicate runs are desired in the experiment for one reason or another. Since the 
second-order generalized regression models provide a good framework of the 
method, an attempt is given to the problem of logistic regression analysis for 
categorical data based on the CCD-R. 

Keywords: central composite design, second-order, logistic regression. 

1 Introduction 

When it comes to developing an improved process, some changes should be made on 
purpose to the input variables of a process, so that we can identify the reasons for 
changes in the responses and improve the operating conditions.   

When a two-level full or fractional factorial experiment is conducted in an ongoing 
process, an experimenter might have to consider using the current operating condition 
as the design center for the design and employing quadratic terms in the model in 
order to test the linearity of the region of interest. A few center runs would suffice to 
detect the quadratic effects against the hypothesis of linearity over the region of ex-
ploration. However, there are situations where the parameters of quadratic terms 
should be separately estimated. In order to estimate the parameters of the quadratic 
terms, the second-order model is required. To estimate all the parameters in the 
second-order model, more independent runs at some more design points such as  
center and axial points are required.   

A simple and effective solution for this problem is to augment the full ( 2k ) or  

fractional ( 2k p− ) factorial design with a center and 2k axial points, where k is the 
number of factors and p  is the index of fraction. 
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The orthogonal CCD was introduced by Box and Wilson (1951). Later, the rotata-
ble CCD was proposed by Box and Hunter (1957). The concept of the orthogonality 
and the rotatability plays a key role in designing the experiment and determining the 
axial distance valueα . The α  values needed for the orthogonality are usually differ-
ent from those for the rotatability, except some special cases.  

In relation to the CCD, the slope-rotatability was studied by Hader and Park 
(1978), Park (1987), and Park and Kim (1992). Kim (2002) extended the original 
CCD concept to what they call CCD of second type or CCD2. In the CCD2, the posi-
tions of axial points are indicated by two axial distance values, say, 1α  and 2α . In 

the CCD2, the orthogonality and the rotatability of the design are achievable at the 
same time by employing double axial points. Kim and Ko (2004) discussed in some 
detail on the slope-rotatability of the CCD2. The statistical properties are further  
examined by Kim and Park (2006). 

In practice, an experimenter is often encountered by some cases that a certain 
number of replicate runs are needed at factorial or axial points for one reason or 
another. In this study, the CCD with replicate runs, named as CCD-R, is considered 
for study. In the case of the CCD-R, it would be also desirable to achieve the ortho-
gonality and even the rotatability, if possible, of the design. We have used a simple, 
but illustrative example to explain how to implement generalized and/or logistic  
regression analysis based on the CCD-R. 

2 Central Composite Design 

2.1 Orthogonal CCD 

The orthogonal CCD has evolved from the use of two-level factorial designs in the 
general regression framework, where a potential concern is the assumption of lineari-
ty in the factor effects. We assume that the k factors are quantitative, and the levels 
of a factor are coded by -1, 0, or +1. A first-order model consists of constant, linear 
and interaction terms and takes the form of 

1

1 1 2
0 i i ij i

k k k

i i i j
jy x x xβ β β ε

−

= = < =
= + + +∑ ∑ ∑                       (1) 

The model contains 1 ( 1) / 2k k k+ + −  parameters, to estimate main effects and 

interaction effects. The CCD method consists of adding center point to the 2k  de-
sign. It is customary for an experimenter to add some center point runs to test the 
linearity of the model. These consist of Cn  replicate runs at the design center. If the 

curvature around the design center is significant, the region of exploration probably is 
not linear any more. The design center might be very close to or near the local opti-
mum. For this reason, the factorial design augmented with the design center can pro-
vide the framework of the second-order model. The second-order model includes the 
second order terms. 
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1 1 2
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1
i i ij i

k k k k

ii i
i i

j
i j i

y x x x xβ β β β ε
−

= = < = =
= + + + +∑ ∑ ∑ ∑                 (2) 

Since the model contains 1 2 ( 1) / 2k k k+ + −  parameters, there must be at least 

this number of distinct design points. Without the axial runs, the variation due to the 
second-order terms cannot be orthogonally decomposed. The basic concepts of  
the CCD for 2k =  and 3k =  are depicted in Figure 1, where the bold dots are the 
design points.  

 

Fig. 1. CCD for 2k =  and 3k =  

2.2 Exactly Orthogonal CCD-R 

Under the premise that the some replicate runs are available at the factorial points and 
the axial points, the number of which are Fn  and An , respectively. The centered 

square columns can be given as follows: 
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, where F  is the number of factorial points and m  defined as the average of a 
second-order column can be identified as follows: 

2 22 2

2
F A A

F A C

FF n n F n n
m

N F n k n n

α α⋅ + ⋅ ⋅ + ⋅
= =

⋅ + ⋅ +
                    (4) 

It can be shown that the centered square columns are orthogonal to the column of 
ones by proving the following condition. 

2

1

( ) 0, 1,2, ,
N

iu
u

x m i k
=

− = =∑                       (5) 

It is also easy to see that the centered square columns are also orthogonal to the  
linear columns and the interaction columns. The necessary condition that the centered 
square columns are orthogonal to each other is the following: 

2 2

1

( )( ) 0
N

iu ju
u

x m x m
=

− − =∑                          (6) 

for 1, , 1i k= − and 2, , ( )j k i j= < . The orthogonal decomposition of a  

regression model boils down to the fact that ′X X  is a diagonal matrix, where X  is 
the regression matrix of the model. The orthogonality condition of the centered square 
columns can be summarized as follows: 

2
Fm N Fn=                                  (7) 

Since 22( )F Am Fn Nnα= + ,  the α  value  can be determined as follows: 

( )
11
22 2( 2 )

2 2

A F FF F A CC F

A A F

F F k n n n n FFn Fn kn n Fn

n n n
α

+ ⋅ + −+ + −
=

⋅

⎛ ⎞⎛ ⎞
⎜ ⎟=⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

              (8) 

The α  values for various k  and / FCn n  are displayed in Table 1 

Table 1. α  for k  and / FCn n where / 1A Fn n =  

 



 Central Composite Design for the Experiments with Replicate Runs 973 

 

It would be a better idea, if we could make the value of A Fn n  positive integer 

valued, so that α  values can reduce until it becomes close to or smaller than one.  

 

Fig. 2. CCD-R for 2k =  and 3k =  

The axial distance value α  gets larger as the number of replicate runs at the cen-

ter point ( Cn ) increases, which is an unfavorable phenomenon for the experimenters. 

Fortunately, however, we can make the α  value smaller by increasing the number of 

replicate runs at the axial points ( An ) as shown in Figure 2   CCD-R for 2k =  and 

3k = . 
We observed that CCD-R’s were also available even without the design center.. 

Without the design center, it may not be a CCD in the real sense. It is what we call 
axial composite design with replicate runs (ACD-R). The ACD-R requires smaller α  
value as compared to CCD-R.  

Nevertheless, we do not have to totally exclude the center point in the design. The 
coordinate of the design center corresponds to the current operating condition, under 
which plenty of data are available. By increasing the number of replicate runs at the 
current operating condition, we can improve the precision of the parameter estimation 
of the model.  

For example, if 3k = and 2Fn = , then 2An = . In order to devise a CCD-R expe-

riment, if we choose 4FCn n = , then 1.414α =  and 8CC F Fn n n n= ⋅ = . For an 

ACD-R experiment, if we let 0FCn n = , we get 1.136α =  and 0Cn = .  

Table 2. α  for k  and / FCn n where / 2A Fn n =  
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For another example, we can make use of Table 2. If and , then 

. For a CCD-R experiment, if we let , then  and 

. For an ACD-R experiment, let , then  

and .  

Table 3. α  for k  and / FCn n where / 3A Fn n =  

 

In this manner, we can develop a series of tables and devise a variety of CCD-R’s 
or ACD-R’s using the axial distance value α  given in Table 1, Table 2, Table 3 and 
so on 

2.3 Exactly Orthogonal and Rotatable CCD-R 

A rotatable CCD-R is subject to the same conditions as the rotatable CCD. The neces-
sary and sufficient conditions for the rotatability are as follows:  

1. All odd moments through order 4 are zero. 

2. 4 2 2

1 1

3
N N

iu iu ju
u u

x x x
= =

=∑ ∑  

According to Kim (2002), the orthogonality condition for CCD2 is given by 

2 2
1 2

)( 4

2
CF F k n F

α α
+ + −

+ =                         (9) 

The rotatability condition for CCD2 is derived as follows: 

4 4
1 2 Fα α+ =                                 (10) 

In this case, 4 CN F k n= + + . Converted to CCD2-R version, these two  

conditions should look as follows: 

2k = 1Fn =
2An = 4FCn n = 1.0α =

4CC F Fn n n n= ⋅ = 0FCn n = 0.816α =
0CC F Fn n n n= ⋅ =
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(

2

)4 A F C F

A F

F F k n n n n F

n n
α α

+ ⋅ + −
+ =

⋅
                 (11) 

4 4
1 2 F AF n nα α+ = ⋅                             (12) 

By solving these two equations simultaneously, we can obtain the exactly ortho-
gonal and rotatable CCD2-R.  

3 Illustrative Example 

3.1 LED Manufacturing 

A manufacturing company produces light-emitting diodes (LEDs) of different types 
and colors. An LED is encapsulated by a mold, the material of which is known as 
epoxy. The mold manufacturing is subject to a curing process. The LEDs are being 
produced by the batch of size 200. An LED is defective, unless the color of the light 
emitted through the mold of an LED belongs to a specific bandwidth of a color spec-
trum. An experimenter is seeking a method of decreasing the defective rate of LEDs 
of a specific color. There are three variables of interest, the amount of pigments ap-
plied to the mold material, curing time, and curing temperature. The experimenter is 
uncertain of the optimality of current curing process and the linearity assumption over 
the domain of interest. He decides to conduct a 32  design (with a single batch of 
each factorial run) augmented with four center points, the operating condition of 
which is the current operating condition. In addition, the experimenter decided to 
include the axial points.  

3.2 Augmentation 

The three factors are quantitative, and the levels of a factor are coded by -1, 0, or +1. 
The data are grouped as frequencies for each combination of factor levels. There are 
fifteen design points within the table, each of which corresponds to a certain operating 
condition.  

In the case of this example, , ,  and , hence 

 and . The axial distance value  depends on the existence 

of the design center. In the presence of the design center, and hence it is 
desirable to set to  for the orthogonality of the design, as can be seen from 
Table 2. As mentioned above, the adoption of the design center is optional. Without the 
design center, we had better set value to 1.078. 

 
 

3k = 200Fn = 400An = 800Cn =
2A Fn n = 4FCn n = α

4FCn n =
α 1.210

α
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Table 4. Augmented Design Matrix and Attribute Data 

 

The actual regression matrix X  is shown in Table 5. 

Table 5. Regression Matrix 
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All the columns are orthogonally decomposed and therefore the matrix ′X X   
reduces to a diagonal matrix shown in the following. 

 
24 0 0 0 0 0 0 0 0 0
0 13.86 0 0 0 0 0 0 0 0
0 0 13.86 0 0 0 0 0 0 0
0 0 0 13.86 0 0 0 0 0 0
0 0 0 0 8.0 0 0 0 0 0
0 0 0 0 0 8.0 0 0 0 0
0 0 0 0 0 0 8.0 0 0 0
0 0 0 0 0 0 0 8.57 0 0
0 0 0 0 0 0 0 0 8.57 0
0 0 0 0 0 0 0 0 0 8.57

′ =

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

X X        (13) 

3.3 Logistic Regression Model 

The attribute data lend itself to the general or logistic regression model. We would 
like to test the linearity of the region of exploration. The logistic regression model is 
being dealt with in Myers and Montgomery (2002), Fleiss et al. (2013) and Agresti 
(2014). Actually, we can use the following centered model to fit into the data. 

 [ ]
3 3

2

1 1
0

2 3

1 2

logit ( )( ) ii ii i
i

u u
i

ij iu ju
i i j

x x mx xβ β βπ β
= == < =

′= + + + −∑ ∑∑∑x           (14) 

for 1, 2, ...,u N= . Strictly speaking, the variation due to error is not normally distri-
buted in the case of logistic regression. But it is also known to be asymptotically  
normal when the sample size is large enough as pointed out in Fleiss et al. (2013). 

The logistic regression algorithm of MINITAB is used to estimate the parameters 
and related confidence intervals of the model. 

3.4 Estimation of Parameters 

The Minitab output is displayed in Figure 3. As it turned out, the estimates for 0β ′ , 

3β , 11β , 22β , and 33β are significant at 95% significance level.  

 
Prediction                                              95% CI 

Variables Coeff       SE          Z       P      OR  Lower  Upper   

Const    -3.30600    0.0840052 -39.35  0.000                      

x1        0.0143515  0.0903660   0.16  0.874    1.01  0.85  1.21 

x2        0.132390   0.0916564   1.44  0.149    1.14  0.95  1.37 

x3        0.499378   0.0963390   5.18  0.000    1.65  1.36  1.99 

x1x2     -0.0552992  0.100646   -0.55  0.583    0.95  0.78  1.15 

x1x3      0.0479896  0.106712    0.45  0.653    1.05  0.85  1.29 

x2x3     -0.170805   0.107846   -1.58  0.113    0.84  0.68  1.04 

x1^2      0.515763   0.134598    3.83  0.000    1.67  1.29  2.18 

x2^2      0.507722   0.134980    3.76  0.000    1.66  1.28  2.16 

x3^2      0.350694   0.140461    2.50  0.013    1.42  1.08  1.87 

Fig. 3. Parameter Estimates for the Logistic Model 
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Moreover, we are quite sure of the fact that the design center or the current operat-
ing condition is near the local minimum, since the estimates of the second-order terms 
are all positive. The region of exploration may as well be scrutinized afterward to 
pinpoint the minimum point. 

Since the variation due to each term is orthogonally decomposed, the variance-

covariance matrix -1(X'X)  is also diagonal. The calculation of confidence interval at 

any point in the region of exploration can be conducted separately because the varia-
tion due to each term is orthogonally decomposed. 

4 Conclusion and Further Study 

We propose that an experimenter can devise a CCD-R experiment with smaller α  
values by increasing the number of replicate runs at axial points. The α  value gets 

smaller as the number of replicate runs at the axial points ( An ) increases.  

Although we can improve the precision of the parameter estimates of the model by 
increasing the number of replicate runs at the design center, we observed that an expe-
rimental design was also possible even without the design center. Without the design 
center, it is an axial composite design with replicate runs (ACD-R). The ACD-R  
requires smaller α  value as compared to the CCD-R. 

We have used a simple example to explain how to implement general and/or logis-
tic regression analysis based on the CCD-R. We used the general and logistic regres-
sion program to examine and demonstrate the usefulness of the CCD-R in analyzing 
the general or logistic regression model. 

If there is anyone who wishes to devise a CCD-R that enjoys the orthogonality and 
the rotatability at the same time, we recommend that the CCD2 can be extended to the 
CCD2 with replicate runs, say, CCD2-R or ACD2-R. 
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Abstract. There exist many software trustworthiness measures based on the 
decompositions of attributes. However, few of them are concerned with using 
more rigorous approaches to measure software trustworthiness and carrying out 
the theoretical validation of measures. Axiomatic approaches formalize the 
empirical understanding of a software attribute through the definition of a set of 
desirable software measure properties. It can provide precise and formal terms 
for the quantification of software attributes. We once used axiomatic 
approaches to measure software trustworthiness based on multi-dimensional 
attributes, in this paper, based on previous works, we apply axiomatic 
approaches to measure software trustworthiness based on the decompositions of 
attributes, propose the desirable properties of software trustworthiness measures 
based on the decompositions of attributes, present a software trustworthiness 
measure and validate this measure from the theory by proving that it complies 
with the set of properties. Compared with the popular software trustworthiness 
measures, this measure can evaluate software trustworthiness better in view of 
our properties.  

Keywords: Trustworthy software, Software trustworthiness measure, Axiomatic 
approaches. 

1 Introduction 

With the increasing dependence on software, the software trustworthiness have received 
extensive attention in recent years, meanwhile, the measurement of software 
trustworthiness which is the quantification of software trustworthiness has been a hot 
topic for researchers [1]. The software trustworthiness can be characterized by many 
attributes [2-9], which are described as trustworthy attributes in this paper. Trustworthy 
attributes are normally at too high level to be measurable directly, hence they are further 
subdivided into sub-attributes. Many software trustworthiness measures based on the 
                                                           
* Corresponding author.  
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decompositions of trustworthy attributes are proposed. Typical ones include evidence 
theory [4], weakness analysis [5], data mining [6], uncertain theory [7], Bayesian 
Networks [8] etc.. However, few researches focus on measuring software 
trustworthiness with more rigorous approaches and validating the measures from theory. 
Rigorous measurement of software trustworthiness can provide very important help in 
the evaluation and improvement of software trustworthiness. Theoretical validation is a 
required activity for using or defining measures that make sense and it is a necessary 
step for the empirical validation of measures [10]. Beyond their mathematical 
appearance, axiomatic approaches are actually ways to formalize common sense [11]. 
They have been applied to measure internal attributes, for example size, complexity, 
cohesion and so on [10-15]. In order to make the software trustworthiness measures 
more rigorous, we once used axiomatic approaches to measure software 
trustworthiness based on trustworthy attributes [16-17]. In this paper, we extend the 
previous works to apply axiomatic approaches to measure software trustworthiness 
based on decompositions of trustworthy attributes, propose the desirable measure 
properties from the view of decomposition of trustworthy attributes, give a software 
trustworthiness measure based on decomposition of trustworthy attributes and carry 
out theoretical validation of this model. Comparative study shows that this model is 
better from the point of the measure properties proposed by us. 

The rest of this paper is organized as follows. The desirable measure properties 
from the point of decomposition of trustworthy attributes are described in section 2. 
We introduce a software trustworthiness measure based on decomposition of 
trustworthy attributes and carry out its theoretical validation in section 3. In section 4 
we make a case study. The comparative study is given in section 5. The conclusions 
and future work come in the last section. 

2 Properties of Software Trustworthiness Measures Based on 
the Decompositions of Trustworthy Attributes 

Trustworthy attributes are separated into critical attributes and non-critical attributes. 
The trustworthy attributes that a software must have are called critical attributes and 
the other trustworthy attributes are referred as non-critical attributes [16]. With the 
same symbols as that given in [16], y1,…,ym are used to represent the degree of critical 
attributes and yi (m + 1 ≤ i ≤ m + s) are used to express the degree of non-critical 
attributes. Suppose there are n sub-attributes that comprise the trustworthy attributes 
and let their values separately be x1,…,xn. Let T be a software trustworthiness measure 
function regarding y1,…,ym+s and yi (1 ≤ i ≤ m + s) be trustworthy attribute measure 
functions w. r. t. x1,…,xn. The following are the desirable properties of software 
trustworthiness measures based on the decompositions of trustworthy attributes.  

1) Monotonicity 

0, 0,1 , 1i

i k

yT
i m s k n

y x

∂∂ ≥ ≥ ≤ ≤ + ≤ ≤
∂ ∂

. 
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It means that the increase of a trustworthy attribute does not lead to software 
trustworthiness to decrease, and the increase of a sub-attribute does not lead to 
trustworthy attribute to decrease. 

2) Acceleration 

22

2 2
0, 0, 1 , 1i

i k

yT
i m s k n

y x

∂∂ ≤ ≤ ≤ ≤ + ≤ ≤
∂ ∂

. 

It implies that the increase of the trustworthy attributes and sub-attributes lead to their 
utilization efficiency to decrease. 

3) Sensitivity 

1 20 ( , ), 0 ( , ), 1 ,1i i k
i i i ik

i k i

y y xT
f y w f x w i m s k n

y T x y

∂∂≤ = ≤ = ≤ ≤ + ≤ ≤
∂ ∂

. 

Where wi is the weight of yi and f1 is a function regarding yi and wi, wik is the weight 
of xiw, f2 is a function regarding xi and wik. Sensitivity is used to describe the 
percentage changes of software trustworthiness (or trustworthy attributes) caused by 
the percentage changes of trustworthy attributes (or sub-attributes). They should be 
positive and related to the corresponding attributes and their weights. The software 
trustworthiness should be more sensitive to the minimal critical attribute compared 
with its weight. 

4) Substitutivity 
(a). 1 2 1 2( , ) ijc c c cσ+∃ ∈ℜ ≤ ≤ ,where  

         
( )

= ,1 , ,

( )

j

i j i
ij

j i j

i

T y

d y y T y
i j m s i j

T y y y
d

T y

σ

∂ ∂
−

∂ ∂
× ≤ ≤ + ≠

∂ ∂
−

∂ ∂

                 (1) 

are used to give expression of the difficulty of the substitution between the 
trustworthy attributes. 

(b). 3 4 3 4( , ) iklc c c cσ+∃ ∈ ℜ ≤ ≤ ,where  

         
( )

= ,1 ,1 , ,
( )

i l

k l i k
ikl

i l k l

i k

y x

d x x y x
i m s k l n k l

y x x xd
y x

σ

∂ ∂−
∂ ∂

× ≤ ≤ + ≤ ≤ ≠
∂ ∂−
∂ ∂

         (2) 

are used to express the difficulty of the substitution between the sub-attributes.  
The smaller σij is, the more difficult the substitution between the yi and yj is. 

Likewise, the smaller σikl is, the more difficult the substitution between the xk and xl 
that comprise the trustworthy attributes yi is. This property states that the trustworthy 
attributes and sub-attributes can substitute each other to some extent. Moreover, the 
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substitutivity between critical attributes and non-critical attributes should be more 
difficult than either the substitutivity among critical attributes or that among non-
critical attributes, and the substitutivity among sub-attributes should be more difficult 
than the substitutivity among trustworthy attributes. 

5) Expectability 

0 1 0 1If min{ , , }, then max{ , , }m s m sy y y y T y y+ +≤ ≤ ≤… … . 

That property asserts that if all the trustworthy attributes achieve the user expectation, 
then the software trustworthiness should meet the user expectation too and be less 
than the maximum of all the trustworthy attributes. 

3 A Software Trustworthiness Measure Based on the 
Decompositions of Trustworthy Attributes 

In this section, we propose a software trustworthiness measurement based on the 
decompositions of trustworthy attributes and validate it by showing that it complies 
with properties set described in section 2. α and β are used to distinguish the 
contribution of critical attributes and non-critical attributes to the software 
trustworthiness, they are required to satisfy that α + β = 1 and 0 ≤ β < 0.5 < α ≤ 1. All 
critical attributes are proportioned into α1,…,αm with ∑m 

i=1αi =1 and 0 ≤ αi ≤ 1. Similarly, 
we let βj (m + 1 ≤ j ≤ m + s) with ∑m+s 

j=m+1βj =1 and 0 ≤ βj ≤ 1 express the relative 
importance of the non-critical attributes. We put different weights wik (1 ≤ i ≤ m + s, 1 
≤ k ≤ n) on sub-attributes that constitute the ith trustworthy attribute which follows ∑
n 
k=1wik = 1 and 0 ≤ wik ≤ 1. For simplicity, in the following of this paper we denote the i 
with min1≤i≤m{yi} by min, the i with max1≤i≤m{yi} by max, the i with minm+1≤i≤m+s{yi} 
by min′, the i with maxm+1≤i≤m+s{yi} by max′ and set ymin = min1≤i≤m{yi}, ymax 

=max1≤i≤m{yi}, ymin′ = minm+1≤i≤m+s{yi}, ymax′ = maxm+1≤i≤m+s{yi}. 
Definition 1 (A software trustworthiness measurement based on the 

decompositions of trustworthy attributes M3). 

1 21 2

1

min
1 2 1 2

1

1

{ [( ) ] [ ] }
10

( ) , 1

m m m m s

i i

m m m m s

n

i ik k
k

y
T y y y y y y

y w x i m s

α β β βα αε ρ ρ ρ

ρ ρ

α β + + +
−

− −
+ + +

−
−

=

⎧
= +⎪

⎪
⎨
⎪ = ≤ ≤ +⎪⎩

∑
 

where 

1) ϵ is used to control the effect of the minimum critical attribute on the software 

trustworthiness with 0≤ ϵ ≤ min{1-αmin, 
ln y0-ln ymin

 ln ymin -ln10 }, of which y0 is the user 

expectation; 
2) 0 < ρ is a parameter related to the substitutivity between critical and noncritical 

attributes, the bigger ρ is, the more difficult the substitutivity between critical 
and non-critical attributes is; 

3) 0 < ρ ≤ ρi (1 ≤ i ≤ m + s) are parameters that are associated with the 
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substitutivity among the sub-attributes that constitute the ith trustworthy 
attribute, similarly, the bigger ρi is, the more difficult the substitutivity among 
the sub-attributes is; 

4) 1 ≤ xk ≤ 10, 1 ≤ k ≤ n. 

For convenience, in the rest of this paper, we let 

1 21 2min
1 1 2 1 1 2[( ) ] , [ ]

10
m m m m s

m m m m s

y
a y y y b y y yα β β βα αε ρ ρ+ + +− −

+ + += = . 

Claim 1. (a) 1 ≤ yi ≤ 10, 1 ≤ i ≤ m + s. 
(b) 1 ≤ T ≤ 10 and T complies with expectability. 

Proof. (a) Because 0 < ρi and 0 ≤ wik  (1 ≤ i ≤ m + s, 1 ≤ k ≤ n), then 

11
1 1 1

{max{ }} {min{ }}
i i

i

n n n

ik k ik k ik kk nk n
k k k

w x w x w x
ρ ρ

ρ
− −

−

≤ ≤≤ ≤= = =

≤ ≤∑ ∑ ∑ . 

Substituting ∑n 
k=1wik = 1 and then raising to −1/ρi power in the above inequality, it 

follows that min1≤k≤n {xk} ≤ yi ≤ max1≤k≤n {xk}. Because 1 ≤ min1≤k≤n {xk} ≤ max1≤k≤n 

{xk} ≤ 10, then 1 ≤ yi ≤ 10. 
(b) Since 0 ≤ αi ≤ 1 (1 ≤ i ≤ m), ∑m 

i=1αi =1, then 

1 2

1
min min

1 2 max( )
1010

m
m

y y
y y y y

ε
αα αε

ε

+

≤ ≤ . 

Similarly, because 0 ≤ βj ≤ 1,m + 1 ≤ j ≤ m + s, ∑m+s 
j=m+1βj =1, therefore 

1 2
min' 1 2 max'

m m m s
m m m sy y y y yβ β β+ + +

+ + +≤ ≤ . 

Because of 0 < ρ and 0 ≤ α, β ≤ 1, α + β = 1 we obtain that 

1
min

min' max max' 1min{ , } max{ , } max{ , , }
10 m s

y
y T y y y y

ε

ε

+

+≤ ≤ = . 

Notice that we have proved that 1 ≤ yi ≤ 10, 1 ≤ i ≤ m + s, therefore 1 ≤ T ≤ 10. 

If y0 ≤ min{y1,…,ym+s}, because 0≤ ϵ ≤ min{1-αmin, 
ln y0-ln ymin

 ln ymin -ln10 }, it follows that 

min
0 min' 1min{ , } max{ , , }

10 m s

y
y y y y

ε

ε +≤ ≤ , 

then we can deserve that y0 ≤ T ≤ max{y1,…,ym+s}.                                 □ 

Claim 2. Monotonicity is satisfied by T. 
Proof. By calculating the partial derivatives of T with respect to yi (1 ≤ i ≤ m + s), we 
can obtain 
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1 1

1
1 1

1
1 1

1

min,1

min

1 .

i i

i i
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i i

T a y i i m
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T a y i
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T b y m i m s

ρ

ρ

ρ

αα
α α ε
ββ

+ −

+ −

+ −
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From the Claim 1, we know that 1 ≤ yi ≤ 10(1 ≤ i ≤ m+s), 1 ≤ T ≤ 10. And because for 
1 ≤ i ≤ m,m+1 ≤ j ≤ m+s, 0 ≤ α, αi, αmin +ϵ ≤ 1, 0 ≤ β, βj ≤ 1. Then  

0,1
i

T
i m s

y

∂ ≥ ≤ ≤ +
∂

. 

Since for 1 ≤ i ≤ m+ s, 1 ≤ k ≤ n, 1 ≤ xk ≤ 10 and 0 ≤ wik ≤ 1, ∑n 
k=1wik = 1.Then we can 

derive 

1
1

1

1

( ) 0i i i

n
i

ik ik k k
kk

y
w w x x

x
ρ ρ ρ

− −
− − −

=

∂
= ≥

∂ ∑ . 

Therefore, monotonicity holds for T.                                            □ 

Claim 3. T complies with the acceleration. 
Proof. By computing the second order partial derivatives of T with respect to yi (1 ≤ i 
≤ m + s), we get that 

2 2 1 2
1 1

2
2 1 2

1 12

2 2 1 2
1 1

(1 ) min,1

( ) ((1 ) ) ( ) min

(1 ) 1
i

i i i i

i i i

i i i i

a T T a y i i m
T

a T T a y i
y

b T T b y m i m s

ρ ρ

ρ ρ

ρ ρ

αα ρ α αα ρ αα

α α ε ρ α ρ α α ε

ββ ρ β ββ ρ ββ

+ −

+ −

+ −

⎧⎡ ⎤+ − − ≠ ≤ ≤⎣ ⎦⎪∂ ⎪⎡ ⎤= + + − − + =⎨⎣ ⎦∂ ⎪
⎡ ⎤+ − − + ≤ ≤ +⎪⎣ ⎦⎩

 

Because 0 ≤ αi ≤ 1(1 ≤ i ≤ m), 0 ≤ βj ≤ 1(m + 1 ≤ j ≤ m + s) and 0 < αa1Tρ ≤ 1, 0 < 
βb1Tρ ≤ 1, αmin + ϵ ≤ 1. It follows that 

2 2
1

2 2
1

2 2
1

(1 ) 0 min,1

( ) (1 ) ( ) ( ) 0 min

(1 ) 0 1

i i i

i i i

i i i
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α α ε ρ α α α ε ρ α α ε
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Therefore, we have 

2

2
0,1

i

T
i m s

y

∂ ≤ ≤ ≤ +
∂

. 

Likewise, for 1 ≤ i ≤ m + s, 1 ≤ k ≤ n, we have 

12 1
2

2
1

1

(1 )( ) ( 1) 0
i

i i i

i

n
i ik k

ik i ik k k n
kk

ik k
k

y w x
w w x x

x
w x

ρ
ρ ρ ρ

ρ
ρ

−− −
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−=

=

∂
= + − ≤
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∑

. 

In summary, T satisfies the acceleration.                                        □ 
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Claim 4. Sensitivity holds for T. 
Proof. It is easy to prove that 

1

1

1

min,1

0 ( ) min

0 1

i

i
i

i
i

a T i i m
yT

a T i
y T

b T m i m s

ρ

ρ

ρ

αα
α α ε
ββ

⎧ ≠ ≤ ≤
∂ ⎪≤ = + =⎨∂ ⎪ > + ≤ ≤ +⎩

 

Then we can obtain the conclusion that T is sensitive to all trustworthy attributes and 
the minimal critical attribute affects on the whole software trustworthiness more than 
other attributes by adding of ϵ relative to its importance. 

Similarly, for the sensitivity of ith (1 ≤ i ≤ m + s) trustworthy attribute about the kth 
(1 ≤ k ≤ n) sub-attribute, we can obtain that 

1

0
i

i

i k ik k
n

k i
ik k

k

y x w x

x y
w x

ρ

ρ

−

−

=

∂
≤ =

∂ ∑
. 

In a word, sensitivity is satisfied by T.                                          □ 

Claim 5. T satisfies substitutivity. 
Proof. According to the equation (2), the substitutivity among the sub-attributes 
which compose of the ith (1 ≤ i ≤ m + s) trustworthy attribute can be determined as 
follow 

1
,1 ,1 , ,

1ijk
i

i m s k l n k lσ
ρ

= ≤ ≤ + ≤ ≤ ≠
+

 

Likewise, according to the equation (1), for the substitutivity among critical 
attributes, we have σij = 1, (1 ≤ i, j ≤ m, i≠j), for the substitutivity among non-critical 
attributes σij = 1, (m + 1 ≤ i, j ≤ m + s, i≠j), and the substitutivity between critical and 
non-critical attributes can be derived as 

j

j

j

j

1

min,1 , 1
(1 ) (1 )

1

min, 1 .
(1 ) (1 )

i i

j

i i
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j
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It is easy to prove that for j≠min, 1 ≤ j ≤ m, m + 1 ≤ i ≤ m + s, 

1 1 1 1
1

1 1 1 max{ , } 1 min{ , }ij
i j i j i

σ
ρ ρ ρ α β ρ α β
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and for j = min, m + 1 ≤ i ≤ m + s, 

1 1 1 1
1

1 1 1 max{ , } 1 min{ , }ij
i j i j i

σ
ρ ρ ρ α ε β ρ α ε β

≤ ≤ ≤ ≤ ≤
+ + + + + +

 

To sum up, the conclusion can be verified.                                         □ 
From the conclusions of Claim 1-5, we can get that this measure complies with all 

the properties described in section 2. 

4 Case Study 

To demonstrate the effectiveness of our measure, we evaluate the trustworthiness of a 
network software, its critical attributes include reliability y1 and maintainability y2. Its 
non-critical attributes are composed of portability y3 and testability y4. Reliability is 
described by error tolerance x1, consistency x2, simplicity x3 and accuracy x4. 
Maintainability is divided into consistency x2, simplicity x3, modularity x5 and self-
descriptiveness x6. The decomposition of portability are modularity x5, self-
descriptiveness x6, machine independence x7 and software system independence x8. 
Testability is associated with simplicity x3, modularity x5, self-descriptiveness x6 and 
instrumentation x9. We suppose (α, β) = (0.7, 0.3), (α1, α2, β3, β4) = (0.6, 0.4, 0.5, 0.5), 
and set 

11 12 13 14 15 16 17 18 19

21 22 23 24 25 26 27 28 29

31 32 33 34 35 36 37 38 39

4

( , , , , , , , , ) (0.3,0.3,0.2,0.2,0,0,0,0,0)

( , , , , , , , , ) (0,0.4,0.2,0,0.2,0.2,0,0,0)

( , , , , , , , , ) (0,0,0,0,0.25,0.25,0.3,0.2,0)

(

w w w w w w w w w

w w w w w w w w w

w w w w w w w w w

w

=
=
=

1 42 43 44 45 46 47 48 49

1 2 3 4

, , , , , , , , ) (0,0,0.1,0,0.3,0.3,0,0,0.3)

( , , , , ) (0.4,0.5,0.6,0.5,0.7)

w w w w w w w w

ρ ρ ρ ρ ρ
=

=

 

For convenience, we suppose the measures proposed in [16-17] are M1 and M2 

separately. Three small simulations for M1, M2 and M3 with parameters described 
above are given in Table 1. From the Sim. 2 in this table, we can observe that if the 
threshold y0 decided by user is 8.48, then M1 and M2 do not satisfy expectability. 

Table 1. Simulations for M1, M2 and M3 

 x1 x2 x3 x4 x5 x6 x7 x8 x9 ϵ y1 y2 y3 y4 M3 M1 M2 
1 8  8 9 8 9 8 8 8 8 0.1 8.2 8.4 8.2 8.4 8.1 5.6 5.2 

8 8 9 8 9 8 8 8 8 0.01 8.2 8.4 8.2 8.4 8.3 5.7 5.2 
2 8 9 9 8 9 8 9 8 9 0.1 8.5 8.8 8.5 8.7 8.5 5.7 5.3 

8 9 9 8 9 8 9 8 9 0.01 8.5 8.8 8.5 8.7 8.6 5.8 5.3 
3 7 8 9 8 7 8 8 7 8 0.1 7.9 8.0 7.5 8.0 7.7 5.5 5.0 

7 8 9 8 7 8 8 7 8 0.1 7.9 8.0 7.5 8.0 7.8 5.5 5.1 
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5 Comparative Study in Terms of the Properties Described in 
Section 2 

In the following of this section we compare M3 with M1 [16], M2 [17] and two other 
popular software trustworthiness measures: evidence theory based software 
trustworthiness measure (ERBSTM) [4] and fuzzy theory based software 
trustworthiness measure (FTBSTM) [7] through the properties given in section 2. The 
comparative results are summarized in Table 2, of which × represents the measure 
does not hold for the corresponding property and √ expresses the measure complies 
with the corresponding property. From the Table 2, we can obtain that M3 is better 
than all the four measures through the properties introduced in section 2. 

Table 2. Comparison of M3 with 4 established measures in terms of properties presented in 
section 2 

          Property    
Measure 

M3 M1 M2 FTB
STM 

ERB
STM 

Monotonicity √ √ √ √ √ 
Acceleration √ √ √ × × 
Sensitivity √ √ × √ √ 
Substitutivity √ √ √ × × 
Expectability √ × × √ √ 

6 Conclusion and Future Work 

In this paper, we use axiomatic approaches to measure software trustworthiness from 
the point of decomposition of trustworthy attributes and validate the measure M3 
from theory. Compared with the model we once introduced in [16-17], ERBSTM [4] 
and FTBSTM [7], this model can measure software trustworthiness better in view of 
the properties described by us.  

The properties given in section 2 should be considered as necessary sets but not 
sufficient ones, we will extend the set of properties presented here in the future. Those 
software trustworthiness measures based on the decomposition of trustworthy 
attributes that do not comply with the set of properties for software trustworthiness 
cannot be considered as reasonable ones. However, the models that do comply with 
the properties described here should only be considered as candidate measures, they 
still need to be better examined. Therefore, carrying out a thorough empirical 
validation of the model given in this paper to support its usefulness in practice is our 
future work too.  
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Abstract. In today’s highly competitive market, the demand for quality is the 
single most critical factor for companies to survive in the ever-expanding global 
marketplace. Total Quality Management (TQM) has been developed as a result 
of intense global competition. Most of the previous works show that TQM has 
significant relationship with business performance. However, the examining of 
moderators is less given in previous work, which mediators are known general-
ly as general tools and techniques without specific focus on types of improve-
ment. The purpose of this paper is to propose relationship between TQM  
practices and business performance with mediators effect of Total Productive 
Maintenance (TPM) based on extensive review of the literature. The main con-
tribution of this paper is to identify the relationships among TQM, TPM  
practices and business performance as a conceptual model. This proposed con-
ceptual model will help the academicians and industry players to have better 
understanding on the relationship between the practices. 

1 Introduction 

The concept of total quality management (TQM) has been developed as a result of 
intense global competition (MFB. Ahmad & Yusof, 2010; MFB Ahmad et al., 2008; 
Garvin, 1988). According to Garvin (1988), international competition requires higher 
levels of quality achievement to meet the customer satisfaction. TQM is a manage-
ment philosophy that helps manage their organization to improve the effectiveness 
and performance to achieve world class status for the past two decades (M. F. Ahmad 
et al., 2012; M. F. Ahmad et al., 2014; Konecny & Thun, 2011). However, the study 
of mediators is neglected and is referred to less frequently in literature review. The 
fundamental systems-interactive paradigm of organisational analysis features the 
continual stages of input, processing, and output, which demonstrate the concept of 
openness and closeness. Processing is the process of changing from one “look” to 
another, or one culture to another (Rouse, 2005;M.F Ahmad et al., 2014). In this 
study, the author defines input as TQM; processing as application tools and tech-
niques namely TPM; and output as business performance. Thus, one of the objectives 
of this study is to empirically analyse the impact of TPM between TQM and business 
performance. 
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1.1 Literature Review 

The first mediator that will be examined is total productive maintenance (TPM). The 
purpose of TPM is to minimise breakdown and to maximise equipment availability of 
production systems at minimal cost (Hans, 2000; Nakajima, 1988). TPM started in 
Japan in 1971 (Abdallah, 2013; Abdallah & Matsui, 2007). The word “total” means 
total effectiveness, total maintenance system, and total participation of all employees 
(Nakajima, 1988). On the other hand, preventive maintenance is a routine inspection 
to detect potential failures and to make minor adjustments or repairs that will prevent 
major breakdown maintenance at a premium cost (Konecny & Thun, 2011). Thus, 
TPM can be defined as an improvement programme that establishes a comprehensive 
productive-maintenance system throughout the entire life of the equipment with the 
participation of all employees through voluntary team-based activities (Dal et al., 
2000). Furthermore, TPM can also be defined as an approach to achieve improvement 
of production processes by involving and empowering production employees, and by 
introducing an ongoing process improvement (Nakajima, 1988). The Japan Institute 
of Plant Maintenance (JIPM) defines TPM as maximising equipment effectiveness 
with a total system of preventive maintenance covering the entire life of the equip-
ment involving everyone in all departments and at all levels (Imai, 1986). The West-
ern definition of TPM is the philosophy in which all equipment in production are 
always kept in optimum condition and available for maximum output (Peter, 1994).  

1.2 Methodology 

An extensive literature search was designed to identify and retrieve primary empirical 
studies relevant to develop the hypotheses. The databases searched were Springer-
Link, Emerald, Taylor & Francis, ScienceDirect, Elsevier, ProQuest and Google 
Scholar. The descriptor TQM and environment effect were used when possible;  
otherwise, it was searched as a keyword. 

1.3 Hypotheses 

H1: Relationship among TQM, TPM, and Business Performance 
 

Most previous studies indicate a significant relationship between TQM practices and 
business performance (Jun et al., 2006; Bou & Beltrán, 2007; Gunday et al., 2011; 
Miyagawa & Yoshida, 2010;M. F. Ahmad et al., 2013). In contrast, other studies 
show that TQM does not improve business performance (Corredor & Goñi, 2011; 
Demirbag et al., 2006; M. F. Ahmad et al., 2013). Other findings show partial correla-
tion between TQM practices and business performance (Demirbag et al., 2006; Feng 
et.al., 2006; Arumugam et al., 2008). Accordingly, the author proposes that: 
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H1: TQM practices are positively significant and have direct effects on business 
performance. 

 
TPM is significantly supported by TQM for improving business performance 
(Konecny & Thun, 2011; Ahmad M.F , et al., 2014). Teeravaraprug et al., (2011) 
suggest that TQM and TPM should be implemented before lean production. Two sets 
of factors are critical for the effectiveness of TQM and TPM: (1) universally signifi-
cant factors for all three approaches such as leadership, process management, and 
strategic planning; and (2) approach-specific factors such as equipment management 
and focus on customer satisfaction (Seth & Tripathi, 2005). TPM is comprehensive 
improvement originating from the concept of zero defects of TQM, which applies to 
control equipment performance (Seth & Tripathi, 2006). Teeravaraprug et al., (2011) 
reveals that TQM practices such as 5S, QC tools and Kaizen have significant impact 
on TPM. Abdallah (2013) indicates that TQM practices such as top management 
leadership, customer focus, training and continuous improvement have significantly 
impact on TPM implementation. Thus, TQM practices are positively correlated with 
TPM.  
H2a: TQM practices are positively significance and direct effect on TPM. 

 
Ahuja and Khamba (2008) note the critical success factors of TPM, such as top man-
agement leadership and involvement, maintenance practices, as well as holistic TPM 
initiatives, enhance business performance in Indian industry. Konecny and Thun 
(2011) indicate that TQM and TPM supported by human resource practices signifi-
cantly improve business performance. Ahmad et al., (2012), Brah & Chong (2004) 
and Nakajima (1988) indicate that TPM practices have impact on business perform-
ance. Therefore, TPM practices are positively correlated with business performance. 
Accordingly, the author proposes that: 
H2b: TPM practices are positively significance and direct effect on business per-
formance. 

 
There are lack of empirical evidences of TPM as mediator between TQM and busi-
ness performance in previous work (Sadikoglu & Zehir, 2010). In this study, TPM 
acts as mediator between TQM and business performance. TQM provides soft and 
hard aspects such knowledge, skill, continuous improvement and work environment 
and culture to support adoption of TPM implementation (Konecny & Thun, 2011; 
Teeravaraprug et al., 2011). Meanwhile, TPM has positively impacts on business 
performance (Ahuja & Khamba, 2008; Brah & Chong, 2004; Nakajima, 1988). Thus, 
TQM will be helpful for effective and efficient in TPM adoption, in turn increasing 
business performance. Accordingly, the author proposes that: 
H2: TPM is a mediator between TQM and business performance. 
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1.4 Conceptual Framework 

Structural equation modeling (SEM) techniques are utilized to examine the relation-
ships. Based on a comprehensive review of previous studies, a conceptual model has 
been proposed to understand the relationships as presented in Figure 1.  

 
 
 
 
 
 
 
 
 

Fig. 1. Proposed conceptual model of TQM with mediators of TPM 

2 Conclusion 

The main objectives of this study are to investigate the relationships among TQM, 
TPM and business performances as a conceptual model. 3 hypotheses regarding the 
relations among TQM, TPM and business performance have been specified and con-
ceptual framework have been proposed for future work. 
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Abstract. 
Purpose 

The aim of this review paper is to critically analyse those factors which 
influence upon the way human resource practices are worked-out in 
MNCs particularly those that operate in emerging markets like China 
& India. These factors comprises internal factors and also external 
factors that play their pivotal role in shaping the said HR practices like 
recruitment & selection, compensation, remuneration, training and 
development, etc. and therefore these determinants if truly taken into 
consideration by multinational corporations increase the likelihood of 
success that these companies know better ways in order to attract, 
develop and retain employees that keep potential, skills and capabilities 
with them. For firms whose strategic focus is on its employees do 
prosper and can earn competitive advantage against their counterpart 
even if they are operating in developed countries. Hence, in order to 
highlight those critical determinant/factors the conceptual framework 
completed by Mohan Thite, Adrian Wilkinson & Dhara Shah on the 
reserach subject of internationlization and Human resource strategies 
in MNCs of emerging markets. After having gone through the literature 
we come to know that the conceptual framework keeps some gaps in 
itself and doesn’t include other important and critical factors which 
have been proposed by our research in form of extented concpetual 
framwork like for instance, strategic role of HR department, high 
performance work system (HPWS), corporate social responsibilty and 
its link with HR practices and many more. 

Value 

This research keeps significance for those MNCs which operate in 
emerging markets. Despite the fact that stiff competition, advance 
technological interventions, globalizaiton have made very much 
difficult environment for MNCs to earn success in form of competitive 
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advantage in the industry, companies can lead from the front if they 
manage to utilize their workforce potential in the right direction. To 
achieve this end companies will have to deliberate upon internal and 
external factors that exert influnce over their HR practices as it is well 
known to everyone that if organizaitons want to gain competitive or 
even comparative advantage they need to take their human resource as 
a strategic asset not merely as an input for work process. 

Conclusion 

It has been concluded that if MNCs really want to outperform in 
emerging markets those should have to take all concerned critical 
factors into consideration which are significant for bringing success to 
them in form of outcomes that are to be generated by capable 
workforce MNCs have got with them. Thus, all depends on the way 
MNCs attract, develop and retain their human resource which is 
composed of diversity and get affected by multifarious challanges and 
from the organizational point of view it gives glimpse to the solution of 
problems that arise from forward or reverse diffusion to MNCs. 

Keywords: Human Resource Practices, Competitive Advantage, Multinational 
Corporations, Emerging Markets, Capabilities Diffusion.  

1 Introduction 

By this time when every body is going through very fast pace to get ahead of 
ferocious competition prevailing in domestic and international markets. Every 
company is also putting forth best of it to come over all those concurrent and 
perplexing issues that could make them come by success and achievements 
irrespective of how big their competitors are. Amongst many factors that suitably 
enables an organization to have competitive advantage, that seems to be only source 
of survival today, those factors are also very much important that related directly or 
indirectly while managing human resources in international perspective. 

There are many organizations which keep their human resources in better high value 
and also train and develop them accordingly. On the contrary, others do take care of 
profits only nothing except that. In this current research we are going to make an 
analysis as how organizations make their way through in building their human resource 
as a pivotal source of competitive advantage while taking into consideration various 
major and minor factors/variables that impact the policies and practices in human 
resource management when those organization trespass the geographical boundaries of 
their country in which they really exist. The research to be conducted is more likely to 
be qualitative in nature. However, it would be reviewed deeply from already researched 
work that what practices are involved in designing HR strategy and which factors do 
influence the way the said HR strategies are designed or implemented. 

For gaining the research objective a profound look is required to have an 
understanding of the situations in which particularly Multinational Corporations 
performs their Human resource management policies and practices; thereupon it 
would be observed as which factors do curb the likelihood that MNCs will execute 
the said policies and practices successfully. 
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After having analyzed different researches made in response to know the arising 
importance of Human resource practices, it is observed that there has been little work 
done particularly to know about HR practices that are followed in MNCs which operate 
in emerging countries like India, China, etc. however by integrating different studies 
and analyzing the research made by Thite, Wilkinson & Shah on internationalization & 
HRM strategies across subsidiaries in MNC from emerging economies, we can figure 
out different categories of variables/factors that not only influence upon the employees 
working out there in those MNCs but also largely affect the way of their businesses. 
Having known that if MNC really want to have strategic competitive advantage in 
marketplace, it becomes possible if the organization is doing well in respect of giving 
importance to its human resource, its capabilities, skills and competencies and also 
number of factors that are related to corporate level of the organization. For instance, 
how much organization is giving importance to corporate social responsibility which is 
not merely the concept as how much firm does good with the society rather it also 
includes the way the organization utilizes and manages its human resource by having 
socially responsible behavior like for example, how to elevate the wellbeing standard of 
employees at work is a matter of paramount importance for the firm. Therefore, in this 
manner different factors have been observed throughout this research; which critically 
impact on HR practices of an MNC in emerging markets. These include internal and 
external factors; in which internal factors are said to be those which are someway or 
somehow in control of the organization and external factors would be those which are 
not under control of an MNC. For example, internal factors can be training and 
development of the human resource with strategic focus on it and its resultant relation 
with the performance of the organization, non-local competencies, alignment and 
realignment between HRM and organizational strategy, workforce diversity in the form 
of HCN, PCN, TCN and inpatriates, strategic role of human resource department, 
internal pressure within the organization and employees’ related factors that is to say 
work, nature of work, remuneration and compensation, taxation, recruitment and 
selection, cross-cultural issues for expatriates, etc. 

On the contrary there are also external factors like for instance economic situation 
in host countries, political pressures and the national culture prevailing in host 
countries, the level of control, coordination and communication that take places 
between subsidiary and its parent firm, pace of globalization, compliance with 
employee safety standards, technological advancements and its intervention into 
business processes, location of MNC from which it originates, etc. 

It is to be notified that both internal and external factors that keep influence upon 
an MNC and its HR practices, forces the entire organization to do well in view of 
upgrading employees standards in terms of their working and also in terms of how 
much they are being given weight age as being employee of that MNC. Thus the 
ultimate goal of a successful MNC always remain to be an outperforming company 
by means of attracting, developing and retaining the pool of talented workforce at the 
workplace which can in turn become a likelihood of attaining completive advantage 
that is also to be sustainable for sure. 

2 Literature Review 

The phenomenon of globalization has genuinely led to creation of huge companies 
which aspire to expand their operational activities across multifarious countries 
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(Touron, 2008). Big companies do vary on wide spectrum in respect of their 
strategically prevailing position, structure of the organization and processes of 
the management itself. One of those existing type of organizations is multinational 
organization whose very primary and basic characteristic involves its sensitivity and 
the extent to which it tends to be responsive when it comes across different 
environments particularly the national one. It occasionally comprises multiple 
portfolios of national units which operate independently to each other (Bartlet & 
Ghoshal, 2000). MNCs in emerging economies seems to be small in size along with 
least resources and experience that is required internationally as compare to their 
counterparts prevailing in developed countries. (Thite, Wilkinson, & Shah). It is 
observed that 500 largest multinational organizations prove to be key leaders for 
being driving force in terms of globalization of multinational companies in future 
course of time, which also include firms situated at developing and emerging markets 
around the globe (Martelli & Abels, 2011). Study conducted before reveals a strong 
tendency from the side of students for preferring MNCs as compare to small and/or 
medium level firms when it come for them to make first choice in terms of their 
career (Teo & Poon, 1994; Moy & Lee, 2002 as cited in Gokuladas, 2010). Market 
perplexity as well as trends related to internal organization besides the 
development do have alter the manner of these firms when it comes to organize the 
activities globally or/and locally, in terms of their assets no matter tangible or 
intangible in nature. However apart from the whole discussions held before one thing 
turns out to be common is that as drastic changes occur in competition so as the 
effectiveness of the multinational companies’ conventional approaches gets reduced 
(Michailova & Nielsen, 2006). Moreover, according to comparative institutional 
approach multinational corporations along with their subsidiaries are likely to be 
influenced by many factors like way of thinking, behavior, structure and operating 
models prevailing in those countries from which these corporations originate 
(Whitely, 2001 as sited in Chang, Smale, & Tsang, 2013). 

Multinational companies are most of the time criticized for stepping on cultures 
forcefully and the existent diversity across the world and these seem to be 
embarking upon the journey to those countries where different standards are either 
weak or they even don’t exist for instance safety standards, governance, employees 
wellbeing standards, etc. But at the same time these companies proved to be the 
transformers for having brought the learnt behavior, over a long span of time, to the 
new emerging markets encompassed with the ways to gain socially responsible status 
comparatively at low cost against what happens to be in developed economies. In 
economist the social responsibility is defined as how to generate wealth for their 
stakeholders, putting people towards work, uplifting the standards of living besides 
contributing their earnings to communities around them (Prout, 2006). In addition to 
that Baden et. Al., (2009) as cited in (Adebanjo, Ojadi, Laosirihongthong, & Tickle, 
2013) highlighted employees and staffing challenges/issues an additional classified 
category so as far CSR is concerned. Human resource works as only the sole function 
in the whole organization that has considerable influence over the people at work and 
also impact over the whole organization for all times to come. HR management 
becomes quite handful in fostering the CSR culture into entire organization. Thus the 
CSR-HR has got connections between them. Looking at emerging evidence at 
present, if CSR is very well implemented, then CSR can make a significant and strong 
influence in maintaining the staff, developing the staff & retaining the staff as well. 
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Internationally HR managers are making an all-out effort in developing & also 
implementing appraisal system and incentive programs that bring forth sustainability in 
hiring people for work who also are to uphold those CSR values. (Strandberg, 2009). 

Apart from economic downturn and unemployment, extremely advance countries 
like Japan and USA will be facing a shortage of talent over a long period of time due 
to the retirement of the generation called baby boomers and therefore, there seemed 
to be more people are retiring as compare to the people entering the job/labor market 
(Kapoor & Sherif, 2012). 

Some economic factors also have an influence upon the propensity of Multinational 
Companies to invest abroad such as cost-related determinants, factors relating to 
market itself, how much people of that organization keep local knowledge besides 
availability of technology (Zvirgzde, Schiller, & Diez, 2013). While discussing the 
strategic role of human resource department of an MNC; the role of operations of its 
subsidiary Human Resource department in the host country be kept in consideration 
with enough focus on it (Sumelius, Smale, & Bjorkman, 2009). Similarly, many factors 
like globalization into businesses, emerging technologies, volatile effects over nature 
of work and types of work, different sort of skill requirements, declining trend of 
unionization, ever rising professionalism of human resource practitioners as well as 
researchers besides devolving employment severe conditions played a pivotal role in the 
development of HRM and its various practices and theories (Bach & Bordogna, 2011; 
Rau, 2012; Tissen et. al., 2010 as cited in Ananthram, Nankervis, & Chan, 2013). 
Philosophy and the approach used by top management of the organization assists 
designs and influence the overall IHRM system; exclusively the system that is destined 
to be utilized in abroad gets facilitated (Thite, Wilkinson, & Shah). It is further argued 
that organizational pressure that are said to be internal play a significant role by 
putting immense influence on Human resource recipes and the way those are delivered 
(Brewster, Sparrow, & Harris, 2005). Therefore, on one side the pressure on MNC is 
to respond locally and on the flipside of the coin there is a need of global 
integration along with the consistency within the framework of an MNC (Myloni, 
Harzing, & Mirza, 2006). However, merely confined to focus on strategic issues, 
sometimes human resource department leaves employees in isolation for not being in 
direct contact with them and therefore, this disconnection may bring them into a 
vulnerable situation due to the fact that Human Resource department becomes incapable 
of raising employee related issues in front of the top management of the company 
(Gilbert et. Al, 2011 as cited in Najeeb, 2013). 

Amongst human resource management functions training and development is 
considered one the most integral function that influences upon the level of quality of 
human resource of the organization and resultantly also have strong effect on the 
performance of the organization (Losey, 1999; Mcdonnell, 2008 as cited in 
Sheehan, 2012). It is also argued that IHRM practices are mostly influenced by the 
country of origin in which MNC lies despite the fact it has got high or even low 
cultural context (Thite, Wilkinson, & Shah). 

Sometimes few non-local competencies, that once developed in the parent 
company headquarter or even at subsidiary becomes transferable, enables 
multinational companies to maintain competitive advantage in the whole world 
(Borini & Fleury, 2011). Similarly, take resource based theory which transcribes that 
in order to gain and manage competitive advantage for the better interest of the MNC; 
HRM needs to be in alignment with the specifically defined organizational 
competencies (Barney, Conner, 1991 as cited in Myloni, Harzing, & Mirza, 2006). 
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Even in global marketing academic literature the burning issue that still continues 
related to the control of multinational companies over operations made in the foreign 
markets. Notwithstanding the fact that importance of having control on foreign 
operations that is kept in mind of global marketers, that is a very costly to do in form 
of initial investments & while sacrificing the autonomy of their foreign operations 
(Dong, Zou, & Taylor, 2008). It is further argued that HRM system makes use of 
control mechanism which is put in place to monitor that employees in overseas 
subsidiaries are working in the very best interest of the MNC and that the HRM 
system can be a High performance work system (HPWS) usually used for and 
considered important for control mechanism. Therefore, research evidence exhibits 
that both HPWS and strategic HRM orientation are said to be crucial for attaining the 
MNC goal while contributing its performance and very important aspect of both is 
that these create a leverage of Human resource capital of the firm and bring 
competitive advantage for the firm in definite terms (Foley, Ngo, & Loi, 2012). Many 
of the researches have taken into account corporate level context such as international 
strategy for competitiveness, experience of international business besides the 
influence of values that management places in line of HRM, and also spotlights the 
relationship that lie between parent and the subsidiary including many aspects like 
communication and the control (Beechler & Yang, 1994). 

Hofstede, 2007 as cited in (Thite, Wilkinson, & Shah) argues that so as far 
emerging economies MNCs are concerned, decision making style, culture of the 
organization & control over subsidiaries is altogether very much different from that 
of those MNCs in developed countries because of their national culture & the 
difference that lies economically. Many academicians have noted that MNCs tend to 
adopt adaptive also called polycentric approach in the developed economies as 
compare to least developed economies due to the fact that MNC becomes successful 
in getting strong availability of skills required by managers (Bazeley & Richards, 
2000 as cited in Thite, Wilkinson, & Shah). 

Many academicans also went further to state that many factors at present are 
influential with respect to international human resource management for instance, 
employee related issues like visa-imigration, cross cultural issues, firms strategic 
focus, dual couple career challenges, remunation, cost management, recruitment 
and selection issues and taxastion (Cieri, Fencwich, & Hutchings, 2003). The 
complexity and perplexity while operating in many differet countries invovles the 
deployment of different categories of workers like expatriate, host coutnry nationals, 
third country nationals and inpatriates that fuels up diversity in the organization and 
these also make a line of damaracation between domestic & international HR 
management and that is quite different to the number of HR practices involved in 
HRM (Kiessling & Harvey, 2005). 

The conceptual framework that has been propsed by Mohan Thite, Adrian 
Wilkinson & Dhara Shah discussed in literature review has been extracted (shown in 
Figure 1) and higlighted below for better comprehension of their work. However; the 
conceptual framework, afterwards, has been extented in our research to highlight 
critically significant factors both internal and external ones which impacts on HR 
policies and practices of multinational corporations that operate in emerging markets. 
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2.1 Figure No. 1 

 

Fig. 1. Diffusion of Global HR Strategies & Practices across Subsidiaries in a Multinational 
Corporation from an Emerging Economy 

3 Findings and Analysis 

After having gone through the whole literature published by eminent academicians 
and research in different point of times we have analyzed various variables/factors 
that truly impact on the HR practices of Multinational companies particularly in 
emerging markets like China & India where power distance, for instance, is very 
much high and where due to cost constraint High performance work systems have not 
been put in place by MNCs. This review is a kind of critical analysis over the work of 
Mohan Thite, Adrian Wilkinson & Dhara Shah on the matter of internationlization 
and Human resource strategies in MNCs of emerging marktes and hence the 
conceptual framework they have been produced; particularly remained the focal point 
of interest during our research. The said conceptual framework seems to highlight 
different factors that influence upon HR practices of MNCs operating in emerging 
markets and the factors like internal ones and external ones play their role in 
designing the way through which MNCs attract, develope and retain their human 
resource capital which can lead the firm towards having competitive advantage. 

However, after review the literaturre this research has brough forth some critical 
factors that has not been made as a part of that conceptual framework. Critical here 
refers to the sensitivity they hold with themselves. Like for instance, the role of 
corporate social responsibility seems to be very critical for the success of the MNC in 
the sense that if the firm considers its employees as an asset not merely work input 
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this would be a strategic move for the firm to earn them competitive advantage over 
their counterparts. Likewise, the other factor is to implement high performance work 
system at subsidaries which comprises a full fledge control mechanisim for resouce 
monitoring for the parent company. American MNCs have been using that system at 
their subsidaries but unluckily due to its high cost mechanisim it has not been 
implemeted in Asian region MNCs on a wide spectrum. Next comes the role of HR 
department, which is to be considered more important so as far its strategic 
significance is concerned. If the subsidary HR department doesn’t cordianate well 
with the parent company, this is supposedly called an isolated HR department with no 
significance at all. However, if the department is in direction of taking employee as an 
integral part of the whole process, it will raise the voice of employees in parent 
company meetings and sessions and thats how through this move the subsidary would 
have far reaching effects over its performance. Again the conceptual framwork lacked 
different varibles that particulary related to employees or group of employees 
working in MNCs of emerging markets domain. Employees concurrent issues like 
compensation, taxation, their safety and wellbeing standards do influence the way 
through which employees are developed & also retained at MNCs. On the contary, 
the experience and age of MNC also plays a pivotal role and even it exerts influence 
the way employees are taken care of. Suffice to say here that subsidaries of MNCs in 
emerging economies lack resource and capabilities that are not found to be witnessed 
in the parent country, though. The bigger the size of the company the more 
challanging it would become to deal with the diverse workforce and to address their 
arising challanging issues like for example as how to control that workforce. Likewise 
the role of employees’ training and development is very much cruical due to the fact 
that organizations seek the capable, loyal employees at workplace who turn out to be 
very much helpful in bringing alignment in the firm’s strategy and its various units 
strategies. Therefore, it is also well know and stated before as well that HR 
department adopt a pivotal role to play as the decisions it makes affect the whole 
organization entirely. 

On the other side, the framework has less talked about external factors which 
though not under the control of the MNC while it is to operate overseas; these need to 
be put into consideration by the parent company. For instance, there is a rising trend 
of the phenomenon that particularly in USA and Japan the older generation called 
baby boomer is near to retirement stage and interestingly both the countries are hardly 
expecting their replacements with fresh blood as they are not in such number as well. 
Likewise, most of the multinational corporations do step up host country cultures 
forcefully which is not seen good and certainly not receive respect from the customers 
out there. Same is the case with ever changing technological advancements in the 
industry which put MNCs in a messy situation and all this come through the 
phenomenon of gloabization and the pace attached to it. Large western companies are 
making full use of being globalized and finding many ways to look for staff fueled up 
with skills and competencies which can bring the company a sustainable comparative 
advantage if not competitive advantage. 
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3.1 Figure No. 2 
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Limitations 
So as far the limitations are concerned to the extent of this review paper; we may go 
on to analyze these as below: 

• Firstly, this review paper focuses solely on the conceptual framework made 
by Mohan Thite, Adrian Wilkinson & Dhara Shah and doesn’t take into 
account other models having different concept involved into them.  

• Secondly, there are certainly different perspectives to think about the topic 
in discussion but this review has been made focusing only the evolving 
natures of variables. Other different variables that are not obvious could not 
be identified.  

4 Conclusion 

If we put all said above together we may conclude that in order to be successful and 
to gain competitive advantge in the curent areana of globalization and technological 
advacements; multniationl corporations will have to strive for attaing capable 
workforce, though diverse in nature having diverse nature of works and tasks 
associated with them. For achieving this end the parent companies in emerging 
markets or the subsidaries that are operating in emerging markets and whose parent 
headquaters found to be in developed countries, MNCs have to take into 
consideration internal and external factors which do influence human resouce 
practices like recruitment and selection, compensation, managing expatriates, 
inpatriates, dual couple career challanages, minimizing costs related to managing 
human capital, etc. These factors are also of immense important in the sense that these 
varibles exert a far reaching impact on human resouce practices of MNCs at times of 
attracting, developing and retaining capable, competitive workforce. 

Therefore, the conceptual framework has not included those critical factors that our 
reseach has proposed in the extended framework like high performacne work systems, 
strategic role of human resource department, the role of employee training and 
development, the linkage between corporate social responsibility and human resource 
practices, numerous employees related issues like cross cultural issues, firms strategic 
focus, dual couple career challenges, remuneration, cost management, recruitment 
and selection issues and taxastion. On the contrary our extented proposed model 
contains various external factors like globalization, technological advancement, 
country of origin of an MNC, cultural diversity and how to manage this diversity, 
retirement of baby boomer generation which would also affect the emering markets at 
times when “forward or reverse diffusion” of capability will be required. 

In a nutshell, we may come up with the fact that MNCs operating in emerging 
markets like China & India lag behind in terms of resources and experience than 
those counterpart happened to be in developed economies; should have to take these 
cricital factors into their immediate consideration becuase this is the only way 
through from difficulty that MNCs face during their stay out there and these 
companies would therefore become able to better attract, develope and retain their 
workforce which could bring them competitive advantage if not more. 
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Abstract. Organizations regardless of their size and sector need to measure and 
review their quality performance strategically and tactically for gaining a 
competitive advantage. The primary purpose of this paper is to empirically 
identify and analyze the measures perceived as important for assessing business 
excellence practices within the United Arab Emirates context. Eight factors 
with a total of 52 practice sub-factors have been identified and derived from an 
extensive literature review followed by expert’s panel assessment. A self-
administered questionnaire survey is conducted to confirm the adaptability of 
the proposed measured with 138 companies from different sector and business. 
The SPSS software was employed to perform the required statistical analysis of 
the data collected from surveys. Based on analysis, five factors including 29 
sub-factors have proposed as excellence practices measures for assessing 
business excellence practices. The proposed measures then become the main 
constructs and basis for developing a self-assessment tool in the future research.  

1 Introduction 

In this era of fast-changing business economy, there are now increasing number of 
commercial and public companies across the globe that are setting their vision and 
chief target on world class excellence. Over the years, quality subject has been 
regarded as a very important competitive priority for the long-term success among 
industries. In today business environment, it would be hard to find an organization 
that ignores the practice of quality management approaches. Within the increasing 
changing of the business economy, organizations have been forced to provide high 
quality consistently and pay more attention to quality of products and services. In 
light of the growing importance of quality management around the world, the UAE as 
the first developing country in the Middle East including North Africa (MENA) has 
enhanced competitiveness in the region by creating several significant quality and 
excellence award programs and schemes. Upon further analysis of the current 
literature and despite the numerous wealth of studies on quality management practices 
in various countries, very few studies have been observed with respect to the UAE 
context. As such, there is a need to conduct an empirical study to identify and analyze 
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the factors that critical in sustaining quality management practices in the long run. As 
such, the main purpose of this survey is to match the quality excellence measures 
derived from the relevant literature with industry practices. This study is probably one 
of the first and the most extensive studies to date to examine quality management 
practices within the UAE context. This paper therefore seeks to investigate the critical 
factors in the practice of the quality management through surveying the past Dubai 
Quality Award recipients as an effective quality improvement programme in the 
region. 

The paper is organized into six main sections. Following the introductory part, a 
description of the literature reporting the factors for quality management practices is 
presented. Then, it explains the methodology of study followed by results and 
discussion on the survey analysis. The paper ends with final conclusions, and 
suggestions for future research. 

2 Literature Review 

A comprehensive review of literature confirms that various pioneering researchers 
studies in developed countries empirically identified the measures with regards to 
quality management practices ([1],[2],[3],[4],[5],[6],[7],[8],[9],[10],[11],[12]), but 
very few studies have been observed with respect to the UAE context in general, 
particularly in the quality excellence context. 

A plethora of literatures have been published to date devoted to quality 
management and its associated issues in the UAE context have been mostly 
descriptive, speculative, or theoretical in general [13]. Studies, however, use different 
methodology, instruments or constructs for their research such as SERVQUAL 
instrument modification [14], [15]; service quality measurement [16]; service quality 
and leadership [17], and the motives and benefits of ISO 9001: 2000 [18], but they 
focused mainly on the UAE banking industry. Surprisingly, only a limited set of 
empirical studies have thoroughly addressed to the concept of quality excellence 
practices [19], [20], and continuous quality improvement [21].  

The first major research project on quality management was carried out by [22] to 
validate measurement of the critical factors of quality by focusing in UAE service and 
manufacturing industry. The research was replicated, but the study by [1] was 
conducted to prove the viability of the developed instrument in an international 
context. Their study revealed weaknesses in the instrument, in which there were 
elements that needed further clarification.  

The research conducted by [13] attempted to identify soft elements critical to the 
successful TQM implementation process through the survey questionnaire in the UAE 
banking sector. They highlighted 16 factors that are critical for the successful 
implementation of TQM. However, this study has certain limitations such that its 
results may not be applicable to other industrial sectors. 

[19] also undertook a survey to identify the most critical elements to achieve 
organizational excellence based on experience of nearly 250 participating engineering 
firms in the UAE and Saudi Arabia. They suggested fifteen traditional critical 
elements of excellence without focusing much on the soft elements of quality 
management practices. Finally, [21] conducted an exploratory survey with associated 
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to continuous quality improvement within the UAE industries. The author has 
indicated five key success factors by analysing only two case study organizations 
based in the UAE. 

3 Methodology 

In order to achieve the aim and objective of the study, an extensive literature review 
has been carried out to understand the barriers and difficulties to BX. In addition, a 
self-administered questionnaire survey was also used as primary instruments to elicit 
the required data and information. The questionnaire contained eight factors and 52 
sub-factors that identified from an extensive literature review followed by expert’s 
panel assessment. A five point Likert scale was used to measure the response with 1 
(not important at all) to five (an extreme important).  

To support the survey’s objective all local private and public companies and 
institutions in various types of business were included as a target sample for the study. 
The selected companies are physically operating in the four largest land territories in 
the UAE including Abu Dhabi, Dubai, Sharjah, and Al Ain and mainly grouped in 
nine distinct industrial sectors and business clusters from small-to-medium enterprises 
to large companies with different degree of BX maturity. They were included 
manufacturing, service, construction, healthcare, higher education, trade, professional, 
finance, and tourism.  

The questionnaire ensured to be completed by the person responsible for quality or 
business excellence in the company. They were mainly the Managing Directors and 
Quality Managers since they directly involved in the process and have first-hand 
knowledge of quality and business excellence practice. The final data collected from 
the survey instrument was mainly analyzed through some descriptive statistics using 
of Statistical Package for Social Sciences (SPSS) software Version 21. 

With respect to the survey’s objective, a research instrument was developed in the 
form of a questionnaire containing several items as an appropriate instrument to 
collect the required data and information. This questionnaire was designed based on a 
variety of inputs such as literature review, inputs from quality experts, a comparative 
study of quality award models and field visits. Then, the questionnaire was improved 
in terms of clarity based on a pilot survey.  

The respondents were asked to determine the level of importance of the critical 
factors rating on a five-point interval scale ranging from 1 (being not important) to 5 
(being an extremely important). The first page highlighted the objectives of the study. 
The survey questionnaire of the study is included two main sections as follows: 

Section 1- Basic information about the organizational collection of demographic 
variables and Section 2- A number of 52 statements which resulted from an extensive 
review of literature on the critical factors to quality management practices as well as 
the feedback of academics and practitioners in the field. 

The final data collected form survey questionnaires were mainly analyzed through 
Statistical Package for Social Sciences (SPSS) software Version 21. The descriptive 
analysis in the form of frequency analysis, percentage, cumulative frequency, and 
cumulative percentages were conducted to develop an overall understanding of the 
survey responses and a general picture of representative companies. Furthermore, the 
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initial statistical techniques such as means and standard deviations were also used to 
analysis the research variables. In this process, all valid replies questionnaires were 
carefully transferred into the SPSS data file after ensuring that the respondents 
marked their questionnaires correctly. 

3.1 Survey Sample and Response Rate  

Of 138 sample companies that were potentially reachable, 92 companies returned the 
survey questionnaire completely. However, 9 companies were not reachable during 
the data collection process due to company move to another place or not operate. A 
total of 19 companies also did not give any respond due to reasons given such as lack 
of time, work pressures, company policy, and confidentiality issues. One (1) survey 
questionnaire was also unusable and did not use in data analysis process due to 
incomplete some questions and using the incorrect way in ranking the statements.  

Therefore, with combining all the responses, a total of 91 completed questionnaires 
were used for analysis which is considered to be adequate for the survey method. In 
order to calculated response rate of the survey, the following formula was used as 
advocated by [23]: Active response rate ൌ total number of responses total number in sample െ (ineligible  unreachable)  (1) 

Active response rate ൌ 92138 െ (1  26) ൌ 82.88 % 

 
This response rate i.e. 82.88 percent is considered as very high response rate 

compare with previous studies around the topic since accessing the managers is 
usually difficult. Table 1 provides a summary of the survey responses' distribution and 
rate for this study.  

Table 1. Survey responses' distribution and rate 

Descriptions Number/Percentage 
Questionnaires distributed 138 

Questionnaires completed and returned 92 
Unreachable companies 27 
Declined participation 19 

Total response rate 82.88 % 

3.2 Survey Responses' Background 

The companies which took part in the survey were varied in terms of the job position 
of respondents, size, type, and ownership of company. With regard to the number of 
years organizations were operated, most of the respondents companies (58.2 percent) 
were established more than 20 years. About 18.7 percent of these companies have 
involved in business for more than 10 to 15 years followed by 11 percent for 5 to 10 
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years. Only a small number of organizations surveyed (4.4 percent) were newly 
established within UAE. 

Regarding to type of business, the majority of respondents companies in this study 
were completely fully local companies (56 percent) followed by semi-governmental 
(20.9 percent) and joint venture companies (12.1 percent).  The analysis indicated 
that there was no company that completely owned by foreigners, as this type of 
business was not included in the survey.  

About type of industry, the analysis indicated that the distribution of business 
activity was quite different.  As presented in Figure 3, service (22 percent), trade 
(16.5 percent) and manufacturing (14.3 percent) companies were as three main 
industries within the sample size, while healthcare (5.5 percent), professional and 
education (3.3 percent) were the lowest number of participants.  

In terms of the size of company which was grouped based on the approximate 
number of full-time employees, this was not surprising as the majority of the 
respondents (71.4 percent) were part of large- sized companies with more than 250 
employees. While the small and medium sized enterprises (13.2 percent) were the 
reminder with fewer than 250 employees. 

With respect to the role of respondents, the highest percentages of participants 
were from middle management level (46.2 percent) followed by executive directors 
(22 percent) and senior management (18.7 percent). Of the respondents, only 7.7 
percent hold positions in supervisory management (employees), since the researcher 
requested the questionnaire be completed by the persons in management level. 

In terms of the respondents working experience, the analysis indicates that about 
46.2 percent of the respondents had been working within the current company for 5 
years or more, followed by 28.6 percent for 3 to 5 years. 

Of the respondents, about 85.7 present had been working in the field of quality 
management for 5 to 7 years and more than 7 years. Only a few numbers of 
respondents (5.5 percent) were being worked for less than 3 year in the area of 
quality. This indicates that the participants were sufficiently experienced with quality 
management and BX practices. This further shows that underscoring the validity of 
inferences drawn. Table 2 presents the primary background of the companies and 
respondents who participated in the survey. 

3.3 Survey Reliability and Validity Test 

A specific reliability and validity tests were also conducted on the survey instrument 
for the purpose of this study. In order to validate item reliability, Cronbach’s alpha 
test was performed as an indicator of internal consistency for each set of items in 
survey questionnaire. Table 3 shows the results of reliability analysis based on the 
eight measures for the sample collected in this study. As shown in Table, Cronbach‘s 
Alpha values of the eight main factors are ranged from 0.748 to 0.947, which was 
significantly greater than the general requirement (> 0.70). Therefore, form the 
results, it can be concluded that as the internal consistencies of each factors were 
deemed to be high the survey questionnaire are accepted as being reliable for the 
survey. 
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Table 2. Primary background of the companies and respondents 

Demographics 
Frequency  
(%) 

Demographics Frequency (%) 

Years of operation  Position  
< 5 year 0 (0.0) Senior quality coordinator 1 (6.7) 
5.01 - 10 years 3 (20.0) Quality manager/officer 6 (40.0) 
10.01 - 15 years 5 (33.3) Business Excellence manager 5 (33.3) 
15.01 - 20 years 1 (6.7) Operations manager/officer 3 (20.0) 
> 20 years 6 (40.0) General manager/director 0 (0.0) 
Type of business   Work Experience  
Fully local-private 7 (46.7) < 1 year 0 (0.0) 
Joint Venture 1 (6.7) 1.01 - 3 years 0 (0.0) 
Semi-Governmental 6 (40.0) 3.01 - 5 years 3 (20.0) 
Governmental 1 (6.7) 5.01 - 7 years 4 (26.7) 
Fully foreign-private 0 (0.0) > 7 years 8 (53.3) 
No. of employees  Education  
< 20       0 (0.0) High School/Graduate 1 (6.7) 
21 - 100 1 (6.7) Technical degree 1 (6.7) 
101 - 250 1 (6.7) Bachelor degree 2 (13.3) 
> 251 13 (86.7) Master degree 8 (53.3) 
  Doctoral degree 3 (20) 

 

Table 3. Results of Construct reliability test 

Item No. Measures No. of Items Alpha (α) value  

F01 Leadership and management commitment 7 0.870 
F02 Strategy and planning 7 0.869 
F03 Empowerment and involvement     7 0.784 
F04 Education and training 7 0.838 
F05 Teamwork and cooperation 5 0.748 
F06 Recognition and reward 5 0.947 
F07 Communication and relationship 7 0.839 
F08 Work culture and climate 7 0.775 

 Total  52  

 
With regards to the validity of items, various methods were employed for validity 

of constructs. After the choice of the variable from an extensive review of literature, 
the proposed survey was first reviewed by a group of practitioners and academic 
researchers. In addition, the questionnaire was tested separately through a pilot survey 
with the selected sample. It was believed that the final version of questionnaire was 
greatly improved and validated before conducting the actual survey.  

4 Results and Analysis 

Having analyzed of the survey result, it is appropriate to begin analyzing the main 
part of the study which is to match the quality excellence measures derived from the 
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relevant literature with industry practices. Two aspects have been investigated in this 
study based on a total of 52 measurement items under eight critical factors including 
Usefulness and Usage levels of quality excellence measures. For this purpose, the 
respondents were asked to rate the usage and usefulness level of all the measures. A 
more detail description of the results are given in the next following sections. 

4.1 Usefulness Level of Measures 

The respondents were asked to rate the usefulness level of the quality excellence 
measures within their companies. A five-point Likert-type scale ranging from 1 (not 
useful at all) to 5 (very useful) was used to assess the perspective of respondents to 
the usefulness level of the measures. Table 4 shows the means of each measure.  

Based on the findings, the overall mean values range from 4.07 to 4.40, which 
correspond between 'moderately important' and 'very important' (3 to 4 on the Likert 
scale). As ranked in Table 4.6, it is fairly clear that, of the eight critical factors, 
Leadership and management commitment was indicated by survey respondents to be 
the most important factor ones with an average mean of 4.40. Recognition and 
Reward (4.34), Communication and relationship (4.33) and Work culture and climate 
(4.33) were perceived to be the top three most important factors with a near equal 
importance.   On the other hand, the results showed that Teamwork and cooperation 
(4.15), Empowerment and involvement (4.08), together with Education and training 
(4.07) are the least important critical factors perceived by respondent. These three 
factors are consistently at the bottom of the list which have separated themselves from 
the other factors.   

Table 4. Mean usefulness level of the measures 

Item no. Measures Overall mean Rank 
F01 Leadership and management commitment 4.4097 1 
F06 Recognition and reward 4.3407 2 
F07 Communication and relationship 4.3375 3 
F08 Work culture and climate 4.3344 4 
F02 Strategy and planning 4.2810 5 
F05 Teamwork and cooperation 4.1538 6 
F03 Empowerment and involvement     4.0879 7 
F04 Education and training 4.0754 8 

4.2 Usage Level of Measures 

The respondents were also asked to rate the usage level of the quality excellence 
measures within their companies. A five-point Likert-type scale ranging from 1 (very 
low) to 5 (very high) was used to assess the extent to which a company uses each 
measure. Table 5 illustrates the result of ranking the extent of practice for the study. 
As can be seen in Table, the values range from 3.91 to 3.64, which correspond to a 
`moderate’ to `high’ level of practice (3 to 4 on the Likert scale).  

Based on the results, Communication and Relationship (3.91) and Strategy and 
Planning (3.91) were the two highest practices which were indicated by the 
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respondents in the survey. While Empowerment and Involvement (3.68) and 
Education and Training (3.64) were the bottom two the same as the perceived 
importance results. From this result, it can be observed that all the respondents rated 
at `moderate’ to ‘high’ for degree of business excellence practices within the 
companies, indicating that companies are struggling to practice business excellence 
successfully. 

Table 5. Mean usage level of the measures 

Item no. Measures Mean Rank 
F07 Communication and relationship 3.9152 1 
F02 Strategy and planning 3.9137 2 
F06 Recognition and reward 3.9099 3 
F01 Leadership and management commitment 3.9042 4 
F08 Work culture and climate 3.7943 5 
F05 Teamwork and cooperation 3.7341 6 
F03 Empowerment and involvement     3.6860 7 
F04 Education and training 3.6405 8 

5 Discussions and Conclusions 

From the survey, it is concluded that most of the measures match with industry 
practices. Leadership and Management Commitment and Recognition and Reward 
were indicated as the most important measures by respondents for evaluating quality 
excellence. They also indicated Communication and Relationship and Work Culture 
and Climate at a high level. For Teamwork and Cooperation, Empowerment and 
Involvement, and   Education and Training the respondents placed them at a low 
usage and usefulness levels.  

From the similarity of the usage and usefulness level, it can be concluded that the 
companies were considered the measures as key quality excellence practice that are 
the most important for their current and future success. It is indicated that the 
measures are suitable and appropriate for the companies and can help them to become 
more efficient, effective, and competitive. 

Based on the results, the quality excellence measures have been modified. Due the 
low usage and the less importance, Teamwork and cooperation, Empowerment and 
Involvement, and   Education and Training were removed from the measures. 
Finally, five factors with a total of 32 dimensions have proposed as the measures to 
assess quality excellence practice as presented in Table 6.  

This paper has presented the results from a survey of the quality excellence 
measures within the United Arab Emirates context. Five constructs with a total of 32 
dimensions have proposed as the measures to evaluate quality excellence practices. 
These measures will hopefully assist in developing an instrument to assess the level of 
quality excellence. As such, the further research will need to develop an instrument to 
evaluate the quality excellence practices.  
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Table 6. Proposed measures as perceived by respondents 

Overall Rank Item no. Measure /sub-measure 

1 F01 Leadership and mgmt. commitment (LMC) 

 
 
 
 

L1. Active participation and involvement 
L2. Continuous support and strong commitment  
L3. Effective communication among individuals  
L4. Team spirit and motivation approaches 
L5. Clear vision and mission 
L6. Personal commitment and involvement 

2 F06 Recognition and reward (RER) 

  

R1. Recognition and appreciation system 
R2. Recognition as part of the motivation 
R3. Recognition as basic to increasing the involvement  
R4. Recognition via Senior executive  
R5. Continuous rewarded of employees 

3 F07 Communication and relationship (COR) 

  

C1. Effective communication systems 
C2. Actual employee communication  
C3. Using ideas offered by junior staff 
C4. Employee relations and respects  
C5. Formal communication methods in all levels 
C6. ‘Open door’ policy 

4 F08 Work culture and climate (WCC) 

  

W1. Management commitment to treating employees  
W2. Aware of the concept of ‘excellence’ 
W3. Continuously reinforce the culture of ‘excellence’ 
W4. Well-being of all employees 
W5. Continuous quality improvement 
W6. Excellence culture commitment 

5 F02 Strategic quality planning (SQP) 

  

S1. Short and long term objectives 
S2. Clear strategic quality plan 
S3. Continuous improvement through strategies 
S4. Reviewing strategic plans and policies 
S5. Developing the plans and policies               
S6. Strategic planning activity at all levels  
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Abstract. Recently, the cloud computing with big data is known as a next-
generation software service paradigm. However, the effective method of soft-
ware reliability assessment considering the big data and cloud computing has 
been only few presented. In particular, the big data on cloud computing is ma-
naged by using several software, i.e., Hadoop and NoSQL are used as the big-
data-targeted processing software, OpenStack and Eucalyptus are well-known 
as the cloud computing software. In this paper, we propose the method of com-
ponent-based reliability assessment for the software such as database and cloud. 
Moreover, we propose the method of system-wide reliability assessment consi-
dering the big data on cloud computing. In particular, we deeply analyze the 
software reliability based on two kinds of data set in terms of the background 
factors. Then, we analyze the software failure-occurrence time data and the cu-
mulative number of detected faults data by applying the hazard rate model and 
stochastic differential equation one. Additionally, we show several numerical 
examples for the actual data. 

1 Introduction 

Many software reliability growth models (SRGM's)[1,2] and hazard rate models[3-6] 
have been applied to assess the reliability for quality management and testing-
progress control of software development. At present, the cloud computing with big 
data is known as a next-generation software service paradigm. There are some inter-
esting research papers in terms of the cloud computing, cloud service, mobile clouds, 
and cloud performance evaluation[7,8]. However, most of them have focused on the 
case studies of cloud service, cloud hardware, and cloud data storage technologies. 
The effective method of software reliability assessment considering the big data and 
cloud computing has been only few presented. 

In particular, the big data on cloud computing is managed by using several soft-
ware. Then, the database software and cloud software are generally-cited as the main 
software component. For example, Hadoop and NoSQL are used as the big-data-
targeted processing software. Moreover, OpenStack and Eucalyptus are well-known 
as the cloud computing software. 
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In this paper, we focus on these software in terms of the big data on cloud compu-
ting. First, we propose the method of component-based reliability assessment for the 
software such as database and cloud. Second, we propose the method of system-wide 
reliability assessment considering the big data on cloud computing. Also, we derive 
several assessment measures. In particular, we analyze actual software failure-
occurrence time data and the cumulative numbers of detected faults data to show 
numerical examples of software reliability assessment for the big data on cloud com-
puting. Then, we show that the proposed method may assist quality improvement for 
the software system management of the big data on cloud computing. Furthermore, 
we investigate a useful software reliability assessment method for the actual cloud 
computing system management. 

2 Component-Based Reliability Analysis for Database and 
Cloud 

The time-interval between successive software failures of )1( −k -th and k -th is 

represented as the random variable ) ,2 ,1( =kX k . Therefore, we can define the 

hazard rate function )(xzk  at time x  during the operating-phase for kX  as  

follows[4]: 
 

( ){ } ),0,0 ; , ,2 ,1( 1)( >>=−−= φφ NNkkNxzk             (1) 

 
where we can define the quantities as follows: 

)(xzk : the hazard rate for each software of database and cloud, 

N : the number of latent faults, 
φ : the hazard rate per inherent fault. 

Eq.(1) means the hazard rate for a software failure-occurrence phenomenon for each 
software of database and cloud. 

In operating-phase of database and cloud software, the distribution function of 
) ,2 ,1( =kX k  representing the time-interval between successive software failures of 

)1( −k th and k -th is defined as: 

 
),0(}Pr{)( ≥≤≡ xxXxF kk                 (2) 

 
where }APr{  represents the occurrence probability of event A. Therefore, the  

following function means the probability density function of kX : 

 

.
)(

)(
dx

xdF
xf k

k ≡                         (3) 
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Also, the software reliability can be defined as the probability which a software  
failure does not occur during the time-interval ] ,0( x  in the operating-phase. The 

software reliability is given by 
 

).(1}Pr{)( xFxXxR kkk −=>≡                  (4) 

 
From Eqs.(2) and (3), the hazard rate is given by the following equation:  
 

,
)(

)(

)(1

)(
)(

xR

xf

xF

xf
xz

k

k

k

k
k =

−
≡                      (5) 

 
where the hazard rate means the software failure rate in the operating-phase when the 
software failure does not occur during the time-interval ] ,0( x . 

Therefore, we can obtain the software reliability assessment measures from our 
hazard rate model represented by Eq.(1). The probability density function can be 
derived as 
 

{ } { }[ ].)1(exp1)( xkNkNxfk ⋅+−−+−= φφ                      (6) 
 

Especially, we can give the following expressions as software reliability assessment 
measures derived from our hazard rate model: 
 
 MTBF 

The mean time between software failures(MTBF) is useful to measure the prop-
erty of the frequency of software failure-occurrence, and is given by 

 

.
)1(

1
][E

+−
=

kN
X k φ

                    (7) 

 
 Software reliability 

Also, the software reliability can be defined as the probability which a software 
failure does not occur during the time-interval )0,0(] ,( ≥≥+ xtxtt  given that 

the debugging progress time of porting-phase is t . The software reliability is 
given as follows:  

 
  [ ].)1(exp)( xkNxRk ⋅+−−= φ                           (8) 

3 System-Wide Reliability Analysis for Cloud Computing 

Let )(tM  be the cumulative number of detected faults latent by operational time 

)0( ≥tt . Suppose that )(tM  takes on continuous real values. Since latent faults in 

the software are detected and eliminated during the operation phase, )(tM  gradually 
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increases as the operational procedures go on. Thus, under common assumptions for 
software reliability growth modeling[2], the following linear differential equation can 
be formulated:  
 

  { },)()(
)(

tMatb
dt

tdM −=                          (9) 

 
where )(tb  is the software fault-detection rate at operation time t  and a non-

negative function, a , means the number of latent faults in the environment on cloud 
computing. Then, we consider the big data in order to assess the reliability for cloud 
computing. Therefore, we extend Eq.(9) to the following stochastic differential equa-
tion modeling considering two Brownian motions[9,10]:  
 

  { }{ },)()()(
)(

11111
1 tMattb

dt

tdM −+= νσ                                   (10) 

  { }{ },)()()(
)(

22222
2 tMattb

dt

tdM −+= νσ                                (11) 

 
where 1σ  and 2σ  are a positive constant representing a magnitude of the irregular 

fluctuation, and )(1 tν  and )(2 tν  a standardized Gaussian white noise. We assume 

that )(1 tM  and 1a  are related with the software fault-detection rate )(1 tb  depend-

ing on the failure-occurrence phenomenon depending on the cloud computing. Also, 
)(2 tM  and 2a  are related with the software fault-detection rate )(2 tb  depending on 

the big data. Considering the independence of each noise, we can obtain the following 
integrated stochastic differential equation:  
 

  { }{ }.)()()()(
)(

2211 tMatttb
dt

tdM −+++= νσνσ                          (12) 

 
We extend Eqs.(10) and (11) to the following stochastic differential equation of an 

Ito type[11]:  
 

  { } { } ),()()(
2

1
)()( 111111

2
111 tdtMadttMatbtdM ωσσ −+−
⎭
⎬
⎫

⎩
⎨
⎧ −=               (13) 

  { } { } ),()()(
2

1
)()( 222222

2
222 tdtMadttMatbtdM ωσσ −+−
⎭
⎬
⎫

⎩
⎨
⎧ −=           (14) 

where )(tiω  is i -th one-dimensional Wiener process which is formally defined as an 

integration of the white noise )(tiν  with respect to time t . Similarly, we can obtain 

the following integrated stochastic differential equation based on the independent noises 
)(1 tν  and )(2 tν . 
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{ }

{ } { } ).()()()(

)()(
2

1
)()(

2211

2
2

2
1

tdtMatdtMa

dttMatbtdM

ωσωσ

σσ

−+−+

−
⎭
⎬
⎫

⎩
⎨
⎧ +−=

                         (15) 

 
We define the two dimensions processes )](),([ 21 tt ωω as follows[12]:  

 

  { }.)()()()(~
2211

2

1
2

2
2

1 ttt ωσωσσσω ++=
−

                            (16) 

 
Then, the Wiener processes, )(~ tω , are a Gaussian process. By using Ito's formu-

la[9,10], we can obtain the solution of Eq.(15) under the initial condition 0)0( =M  

as follows[11]:  

  .)()()(exp1)( 2211
0

⎥
⎦

⎤
⎢
⎣

⎡

⎭
⎬
⎫

⎩
⎨
⎧ −−−−= ∫ ttdssbatM

t
ωσωσ                        (17) 

Using solution process )(tM  in Eq.(17), we can derive several software reliability 

measures. Moreover, we define the software fault-detection rate per fault in case of 
)(tb  defined as:  

  ,
)exp(1)(

)(

)(
btc

b

tIa
dt

tdI

tb
−⋅+

=
−

≅                                  (18) 

 
where )(tI  means the mean value functions for the inflection S-shaped SRGM, 

based on a nonhomogeneous Poisson process (NHPP)[2], a  the expected number of 
latent faults for SRGM, and b  the fault-detection rate per fault. Generally, the para-
meter c  is defined as ll /)1( − . We define the parameter l  as the value of fault 

factor. 
Therefore, the cumulative numbers of detected faults are obtained as follows,  

respectively:  
 

  { } .)()(exp
)exp(1

1
1)( 2211 ⎥

⎦

⎤
⎢
⎣

⎡
−−−

−⋅+
+−= ttbt

btc

c
atM ωσωσ                    (19) 

Since )(tM  is a random variable in the proposed model, its expected value can be 

a useful measure. It can be calculated from Eq.(17) as follows[11]:  
 

  ,
22

exp
)exp(1

1
1)]([E

2
2

2
1

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

++−
−⋅+

+−= ttbt
btc

c
atM

σσ
                   (20) 

where )]([E tM  is the expected cumulative number of faults detected up to time t . 
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The Wiener processes, )(~ tω , is composed of )(1 tω  and )(2 tω . Therefore, we can 

give each noise parameter 1σ  and 2σ  by considering the proportion of whole noise 

parameter σ~  for )(~ tω . Then, we apply the proportion of the distribution function, 

)(1)( xRxF kk −≡ , based on the hazard rate model to each noise parameter. Thereby, 

we can estimate 1σ  and 2σ  form σ~ , respectively. 

4 Numerical Examples 

We focus on Hadoop[13] and OpenStack[14] in order to evaluate the performance of 
our models. In this paper, we show numerical examples by using the data sets for 
Hadoop of database software and OpenStack of cloud software. The data sets used in 
this paper are collected in the bug tracking systems on the websites of Hadoop and 
OpenStack open source projects.  

4.1 Results of Component-Based Reliability Assessment 

Figs. 1 and 2 show the estimated MTBF for Hadoop database software and OpenS-
tack cloud one. From Figs. 1 and 2, we found that the reliability of Hadoop grows 
more rapidly than one of OpenStack. Also, the estimated distribution function, 

)(ˆ1)(ˆ xRxF kk −≡ , and the noise occurrence rate after the time-point of the end  of 

fault detection are shown in Figs. 3 and 4. From Figs. 3 and 4, we can confirm that the 
software error and noise occurrence rate becomes large after the end of fault detection. 

4.2 Results of System-Wide Reliability Assessment 

Based on the results of component-based reliability assessment, we show the results 
of system-wide reliability assessment. The estimated sample paths of numbers of 
detected faults is shown in Fig. 5. From Fig. 5, we can confirm that the proposed 
method can estimate the individual cumulative numbers of detected faults for each 
database software and cloud software in terms of big data on cloud computing, re-
spectively. In particular, we show the comparison results of the sample paths of the 
number of detected faults in Fig. 6. By comparing the Figs. 4 and 6, we found that the 
reliability of Hadoop becomes stable compared with OpenStack in the early operat-
ing-phase after the time-point of the end of fault detection. 

The proposed method of reliability assessment are time-continuously-mixed by 
two different models. Moreover, two kinds of data sets are used in the proposed me-
thod of reliability assessment, i.e., the time-interval between software faults and the 
cumulative number of detected faults. Thereby, we can deeply analyze the software 
reliability based on the detailed data in terms of the background factors. 
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Fig. 1. The estimated MTBF for Hadoop database software 

 

Fig. 2. The estimated MTBF for OpenStack cloud software 
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Fig. 3. The estimated distribution function, Hadoop )(8̂4 xF  and OpenStack )(1̂71 xF . 

 

Fig. 4. The estimated noise occurrence rate 
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Fig. 5. The sample paths of the cumulative number of detected faults 

 

Fig. 6. Comparison of the sample paths of the cumulative number of detected faults 

5 Concluding Remarks 

It is important for software developers to control the operating-phase in cloud compu-
ting. At present, the cloud computing closely related to the big data. In this paper, we 
have proposed the method of software reliability assessment considering the big data 
and cloud computing. In particular, we have deeply analyzed the software reliability 
based on two kinds of data set in terms of the background factors. Then, we have used 
the software failure-occurrence time data and the cumulative number of detected 
faults data by applying the hazard rate model and stochastic differential equation one. 
Additionally, we have presented several numerical examples for the actual data. 
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The proposed method of reliability assessment will be useful for the software man-
agers to deeply analyze the reliability of big data on cloud computing. In particular, 
the software managers will be able to understand the stability of the big data on cloud 
computing by using the sample path of the proposed model. 
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Abstract. Vibration fatigue is one of the main mechanisms which will cause the 
failures of electronic devices. If the natural frequency of a PCB and its case do 
not obey octave rule, the vibration of the PCB and the case will couple with each 
other, and stress applied on PCB will be amplified, resulting in early failure. With 
Steinberg vibration fatigue prediction models, this paper studies the effect of 
vibration transmissibility on fatigue lifetime of electronic devices with 
consideration of coupling. ADAMS software is used to simulate and analyze the 
vibration transmissibility of electronic devices. The correction of vibration 
transmissibility in Steinberg model is given. In case study, vibration fatigue 
lifetimes that compute with corrected Steinberg model and the model without 
consideration of vibration transmissibility are compared. Effect of vibration 
transmissibility on electronic devices’ fatigue life is discussed. 

Keywords: transmissibility, octave rule, vibration fatigue, coupling, lifetime. 

1 Introduction 

Vibration is one of main environmental conditions experienced by electronic devices, 
which will result in some failure mechanisms, such as random vibration fatigue, 
sinusoidal vibration fatigue, shock overstressing and so on. Analyzing vibration failure 
with Physics-of-Failure method and models has many advantages, including location of 
design weak location and formulation of improvement measures. 

Vibration fatigue of electronic devices has been widely studied [1,2,3,4.5] by many 
researchers. The research on physics model of vibration fatigue failure can be traced 
back to 1970s. After many years of practical experience, Dave S. Steinberg proposed 
Steinberg model applied to lifetime estimation of electronic devices working under 
sinusoidal or random vibration conditions [6,7]. Although Manson model and other 
models [8] appeared in this field later, Steinberg model is still wildly used in 
engineering because of its obvious physical meaning. Dehbi.A et al. [9] studied the 
application of Steinberg model in tantalum capacitor. Through experiment, they 
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provided the S-N curve in different sinusoidal sweeping-frequency vibration 
conditions. Marksteind et al. [10] proposed some principles of electronic systems to 
withstand high vibration and shock conditions. 

Wu et al. [11] analyzed PCB’s vibration with Steinberg model in CalcePWA. 
Steinberg model was spilt into two separate models, stress analysis model and fatigue 
damage model. They established a rapid test method which can directly test the effect 
of new structure and material on lifetime of PCB. Wu gave a suggestion that the 
Steinberg model in CalcePWA software required correction work for PCB with new 
structure and material. Chen et al. [12] estimated fatigue lifetime of electronic 
components in PBGA package by test of vibration damage and FEA. Liu et al. [13] 

studied the dynamic response and reliability of lead-free solder ball in BGA package 
under different G values and frequencies on the basis of Steinberg model. Urgueira  
et al. [14] used a variety of life prediction models including Steinberg model and 
evaluated lifetime of the position with maximum stress.  

From the above discussion, Steinberg model has been widely used in engineering. In 
this paper, the effect of vibration transmissibility on fatigue lifetime of electronic 
devices is studied by Steinberg model. Transmissibility factor in Steinberg model 
represents the coupling state of PCB and its case. It has a significant impact on 
vibration fatigue lifetime of electronic devices.  

2 Theoretical Basis 

In Steinberg model, PCB can be approximated as a single degree of freedom system, 
when it vibrates under the fundamental resonance. In sinusoidal vibration environment, 
the actual dynamic single amplitude displacement of PCB’s center is given by: 

2 2

9.8 9.8out in

n

G G Q
Z

f f
= =  .                    (1) 

Where Z is dynamic single amplitude displacement of PCB’s center, nf is resonant 
frequency of PCB, outG is the root mean square acceleration of output , inG is the root 
mean square acceleration of input, Q is transmissibility. 

In random vibration environment, according to the stress level 3σ , the maximum 
dynamic single amplitude displacement of PCB’s center is three times of the root mean 
square displacement which is as follows: 

2

9.8
3= × RMS

n

G
Z

f
.                                                    (2) 

Where RMSG is the root mean square acceleration. 
When the input PSD (Power Spectral Density) of random vibration is flat spectrum 

in resonance region, the root mean square acceleration response of a system is given by: 

( )
2out nG Pf Q RMS
π= .                      (3) 

Where P is the input PSD at resonant frequency. 



 Effect of Vibration Transmissibility on Fatigue Lifetime of Electronic Devices 1033 

 

Usually, electronic device can be simplified as two degrees of freedom spring-mass 
system which consists of spring, damping and mass block, as shown in Fig. 1 a). 
Changing stiffness ratio of spring can change the ratio of natural frequencies of PCB 
and case. Changing the mass of PCB and case will change the weight ratio. Changing 
damping ratio can make the ratio of uncoupling natural vibration transmissibility 
change. With the purpose of obtaining acceleration value G on PCB, we analyze the 
energy transmission from case to PCB in condition of different dynamic combinations. 

In order to get the relation of vibration transmissibility in two degrees of freedom system, 
Adams software is used to model two degrees of freedom spring-mass system, as shown in 
Fig. 1 b) Mass block 1 in the figure represents PCB, and mass block 2 represents its case. 
The connection between mass block 1 and mass block 2 is a spring-damping system. 
Similarly the connection between mass 2 and ground is also a spring-damping system. 

              

a) Two degrees of freedom dynamic spring-mass system       b) ADAMS model 

Fig. 1. Modeling PCB and the case 

By regulating the mass of mass block 1 and mass block 2, the model is made to 
match the given condition of weight ratio between PCB and case. By regulating the 
elastic coefficient k and damping coefficient c of two spring-damping systems, the 
model is made to match the given condition of natural frequency ratio and natural 
transmissibility ratio between PCB and case. After that, the sinusoidal vibration load is 
applied on this system according to the given conditions. Stress response of mass block 
1 under different conditions is shown in Fig. 2 a). 

By studying two degrees of freedom spring-mass system under three conditions, the 
mass ratio of PCB and case is confirmed as 1:4. The ratio of PCB’s uncoupling 
transmissibility and case’s uncoupling transmissibility is determined as 0.25, 1 
and 3. The ratio of PCB’s coupling transmissibility and case’s uncoupling 
transmissibility varies with the ratio of two natural frequencies. ( Fig.2 b)) 

The trend of Fig. 2 b) rises at first and then goes down. When the natural frequencies 
of PCB and case are very close, the vibration transmissibility reaches the peak. At this 
time, there is resonance phenomenon between PCB and case. A general equation of 
vibration transmissibility is shown in equation (4). 

.                          (4) 

2q 1q

2Q

1q

( )

0.76

0.6
n

in

f
Q A

G

⎡ ⎤
= ⎢ ⎥
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a) Stress response of mass block 1 under the condition of permanent mass ratio and 

transmissibility ratio (Different lines represent ratios of natural frequency)   
b) Variation of vibration transmissibility 

Fig. 2. ADAMS simulation results 

The letter A is a constant related to structural support of electronic devices. When 
electronic device is girder structure, A=1.0. When it is periphery fixed PCB or plug-in 
mounting PCB, A=0.5. When it is a small sealed electronic case, A=0.2. nf is resonant 
frequency. inG is the root mean square acceleration of input. Q is transmissibility. 

In the practical engineering calculation, Steinberg model can be simplified as shown 
in equation (5). 

nQ c f= .                                     (5) 

The value of c ranges from 0.5 to 2 which is a constant related to excitation 
amplitude and natural frequency. Generally for a PCB whose first-order natural 
frequency is in middle frequency band (200Hz-300Hz), the value of c is 1. And for an 
electronic case, the value is 0.5. 

3 Case Study 

3.1 PCB and Case Obey the Octave Rule in Design 

An electronic device consists of two plug-in PCBs and a case. The device is conducted 
modal analysis by ANSYS Workbench. The first-order resonant frequency of case is 
699.34Hz and the value of PCB-A is 86Hz, as shown in Fig. 3. 

The frequency of random vibrational spectrum ranges from 10 Hz to 2000Hz and the 
power spectral density is 1.5g. In this case, prediction for failure time of components’ 
interconnection due to vibration fatigue is given by CalcePWA, as shown in Fig. 4a). 
And the failure position is shown in Fig. 4 b). 
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Fig. 3. The first-order modals of case and PCB-A 

  

         a) Failure prediction of PCB-A             b) Potential failure location of PCB-A 

Fig. 4. Failure prediction of PCB-A with CalcePWA 

In Fig. 5, the ordinate axis represents the ratio between coupling transmissibility of 
PCB and uncoupling transmissibility of case. The abscissa axis represents the ratio 
between natural frequencies of PCB and case. 

 

Fig. 5. The relation between two ratios 
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The fitting expression of above figure is equation (6). 

2

3 2

6005 7615 16.15

8266 3525 2805

x x
y

x x x

+ −=
+ − +

 .                   (6) 

When 2 1: 0.12f f = , the value of 2 1:Q q  is about 0.39. By using sinusoidal 
vibration fatigue model in equation (1), component D10 in PCB is predicted its failure 
considering vibration coupling. If 2 1:Q q R= , substitute 2 1Q R q= ⋅ into equation(1). 
Z can be expressed as shown in equation (7) 

2 1
2 2 2

9.8 9.8 9.8out in inG Q G Rq G
Z

f f f
= = =  .                   (7) 

Relevant parameters of D10 and PCB are brought into sinusoidal vibration fatigue 

model. By calculation, the fatigue life is 13
2 4.47 10N = × . However the result 

calculated by CalcePWA is 121.1645 10× . Obviously the former is far greater than the 
latter. In other words, lifetime calculated without considering coupling is shorter than 
that considering coupling. The main reason is that the natural frequency of PCB is 
much smaller than case’s, and they obey the octave rule. Therefore, this situation 
reflected on Fig. 5 is that the two frequencies have been away from dangerous area 

where serious coupling is much possible. In the circumstances, 2Q calculated by 1R q⋅
maybe be smaller than the approximate value which is square root of PCB’s natural 
frequency. 

When the input is random vibration, natural frequency of PCB is 86Hz, and natural 
frequency of case is 699.34Hz. According to the empirical formula, when PCB is 
excited at its natural frequency, the uncoupling transmissibility of PCB is 86 9.27≈ . 
The PCB should also be considered the additive energy which is gained from case 
coupling at 86Hz. And when forced frequency ff is 86Hz, resonant frequency of case 

nf is 699.34Hz, the ratio of forced frequency and resonant frequency of case R is 0.12, 
transmissibility of PCB can be calculated in equation (8) 

2

1
1.01

1
Q

R
= =

−
.                                (8) 

So the coupling transmissibility of PCB at 86Hz can be calculated by
1.01 9.27 9.3627pQ = × = , where pQ represents coupling transmissibility. 

The case’s second resonance peak at 699.34Hz can be estimated. The uncoupling 
transmissibility of case is about 13.22. And the uncoupling transmissibility of PCB at 
699.34Hz can be calculated by equation (8), the result is -0.0146. The minus means that 
the responses at 699.34Hz and 86Hz are in opposite direction. So coupling 
transmissibility of PCB at 699.34Hz is 0.193. 

The PCB’s resonance peaks at 86Hz and 699.34Hz are regarded as resonance peaks 
with single degree of freedom. Root mean square of the response in PCB’s center is, 

0.2 86 9.3627 0.2 699.34 0.0146 16.005
2 2RMSG
π π= × × × + × × × =

.             (9)
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Relevant parameters of D10 and PCB are put into random vibration fatigue model. 
Fatigue life of component D10 is obtained as 62.45 10× hours, which is smaller than 

75.53 10× hours which is estimated by CalcePWA. The result can be explained by 
slight coupling of PCB and case in random vibration condition. Fortunately, the 
coupling degree is low enough. So displacement of PCB is not over enlarged, and the 
decrease of PCB’s fatigue life is unconspicuous. Because the design of PCB-A and case 
is in strict conformance with octave rule. 

3.2 PCB and Case Disobey the Octave Rule 

Another electronic device has two power modules, two input output interface modules 
and two interface cards. Modal analysis of the electronic device is conducted by 
ANSYS workbench software. Through analyzing, the first resonant frequency of case 
is 579.6Hz. The first resonant frequency of module B is 219.8Hz. And other modules’ 
first resonant frequencies are over 1000 Hz. Natural frequencies of module B and its 
case do not obey the octave rule, which may result in dynamic coupling. By 
CalcePWA, there is no weak link under sinusoidal vibration. When the input is random 
vibration, result of vibration fatigue life calculated by CalcePWA is shown in Fig. 6 a), 
and the failure position is shown in Fig. 6 b). 

 

    a) Failure prediction of module B            b) Potential failure location of module B 

Fig. 6. Failure prediction of module B with CalcePWA 

In Fig. 7, the ordinate axis represents the ratio between coupling transmissibility of 
module B and uncoupling transmissibility of case. The abscissa axis represents the ratio 
between natural frequencies of module B and case. 
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Fig. 7. The relation between two ratios 

By using sinusoidal vibration fatigue model considering vibration coupling, fatigue 
life of G7 is calculated 12

2 1.15 10N = × . It is slightly smaller than 121.5372 10× which is 
the result from CalcePWA. Because the ratio of PCB’s and case’s natural frequency is 
about 1.5. They disobey the octave rule to some extent. The coupling effect can enlarge 
the displacement of PCB and shorten its fatigue lifetime. Seen from the Fig.7, 
frequencies’ ratio 1.5 is at the edge of dangerous zone. Therefore, the reduction of 
fatigue lifetime is to a small extent. 

Similarly, by using random vibration fatigue model, fatigue life of G7 considering 
vibration coupling is 411.37 hours. It is about a quarter of 1640 hours calculated by 
CalcePWA. PCB and case disobey the octave rule, so dynamic coupling effect quickly 
reduces components’ fatigue life. If their natural frequencies are seriously contrary to 
octave rule, the effect of dynamic coupling will be more serious and the reducing of 
fatigue life will be more quickly. 

4 Discussion and Conclusion 

In this paper, fatigue lifetime of electronic devices is studied with Steinberg model 
considering transmissibility. The result is compared with that calculated by CalcePWA 
without considering vibration coupling. It is found that in sinusoidal vibration 
environment, lifetime considering vibration coupling is not always smaller than the 
lifetime without considering coupling. Only when the PCB and case seriously disobey 
octave rule, namely the ratio of their natural frequency is at dangerous zone, the 
calculation considering coupling is smaller. If the ratio of their natural frequency is 
away from dangerous zone, the calculation without considering coupling is smaller. In 
a general way, if the ratio of their natural frequency ranges from 0.75 to 1.25, it is 
defined as dangerous zone. 

Compared with sinusoidal vibration, coupling in random vibration is more likely to 
enlarge the displacement of PCB. It is due to different characteristics of sinusoidal 
vibration and random vibration. In sinusoidal vibration, the natural frequencies of PCB 
and case are excited respectively. However in random vibration, they are excited 
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simultaneously. If natural frequencies of PCB and case are more close to each other, 
they will disobey octave rule more seriously, and the effect of dynamic coupling will be 
more serious. Accordingly fatigue life is smaller than that without considering dynamic 
coupling, and the gap will be larger. 
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Abstract. Safety instrumented systems (SISs) are used in many application 
areas to reduce the likelihood of hazardous events and/or to mitigate the 
consequences of such events. A typical SIS has three subsystems, each with 
redundant channels that are vulnerable to common cause failures. This paper 
deals with the reliability importance of the channels of a SIS. Five different 
importance measures are determined with the average probability of failure on 
demand as reliability performance measure. A Markov method is used to link 
the failure rates of channels and the system unavailability. Common cause 
failures are also taken into account. An illustrative example is provided to 
describe the calculation process of the reliability importance of the channels.  

Keywords: safety instrumented system, channel importance, Markov model, 
probability of failures on demand.  

1 Introduction 

The reliability importance of components in technical systems has been studied 
extensively by many authors, e.g. [1–3]. Such importance measures provide information 
on how the reliability of individual components influences the reliability or 
unreliability of the system of which they are a part. In general, the component’s 
importance depends on the component’s reliability and where it is located in the system 
structure. 

This paper deals with the reliability importance of the various channels of a safety 
instrumented system (SIS) [4]. SISs are used in many application areas (e.g., process 
industry, transport, machinery) to reduce the likelihood of hazardous events and/or 
to mitigate the consequences of such events [4, 5]. A typical SIS has three 
subsystems: a sensor (S) subsystem, a logic solver (LS) subsystem, and a final 
element (FE) subsystem. 

A simple SIS is illustrated in Fig. 1, where the sensor subsystem has three 
pressure transmitter channels that are voted 2-out-of-3 (2oo3), meaning that the 
subsystem is able to function when at least two of the three pressure transmitters (i.e., 
channels) are functioning. The pressure transmitters monitor the pressure in a pipeline 
and the measured value is sent to the logic solver. The logic solver compares the 



1042 Y. Liu and M.A. Lundteigen 

 

measurement with a specified threshold (“set point”), and sends a signal to close the 
final elements (i.e., valves) if two or more values have exceeded this set point value. The 
valves are, as illustrated in Fig. 1, voted as a 1-out-of-2 (1oo2) structure, such that the 
flow will be stopped when at least one of the valves closes. All the tree subsystems 
are required to perform the shutdown function when a demand occurs. The system to 
be protected, in this case the pipeline or an upstream or downstream system, is called the 
equipment under control (EUC) and may in Fig. 1, for example, be the pipeline or a 
vessel on the downstream side of the SIS. A failure of a channel to perform its safety 
function is called a dangerous (D) failure. 

PT PT PT

SIS logic 
solver

Actuators

Pipeline

Shutdown valve A

Transmitters

Shutdown valve B

2/3

 

Fig. 1. A typical SIS 

When the frequency of demands is less than once per year, the SIS is said to 
operate in low-demand mode, and when demands occur more often than once per 
year, the SIS is said to operate in high-demand mode. In this paper, we assume that 
the SIS is operated in low-demand mode. Further information about the different 
demand modes can be found in part 6 of IEC 61508 [4]. 

A low-demand SIS remains in a passive state until a demand occurs, and its safety 
function is only activated upon a demand. The (un)reliability of the SIS is therefore 
quantified by the average probability of failure on demand (PFDavg). An automatic 
diagnostic function is implemented in most modern SISs and is able to perform self-
tests of the channels almost continuously. The fraction of dangerous channel failures 
that can be detected by the diagnostic function is called the diagnostic coverage (DC). 
Two types of dangerous failures can therefore occur in a SIS: dangerous detected (DD) 
failures that are revealed almost immediately by the diagnostic function and dangerous 
undetected (DU) failures that can only be revealed by proof testing. It may be 
remarked that diagnostic functions are mainly associated with the electronic or 
programmable electronic components (i.e., pressure transmitters and logic solvers), 
while mechanical devices like valves would be, have limited or no diagnostic function. 

The proof testing is often carried out periodically, e.g., once per year. If a channel 
has a DU failure, it is not able to function until the next proof testing. The safety 
function of the channel can therefore be unavailable for a rather long period before the 
fault is corrected. 

The PFDavg is a key parameter when making decision on whether a SIS is able to 
meet the specified safety integrity level (SIL) in accordance to standards like [4]. The 
PFDavg calculated for a specific SIS function indicates to what degree the SIS is able 
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to reduce the frequency of hazardous events arising in the EUC. The SIS in Fig. 1 
may contribute to the necessary reduction in frequency of over pressuring the 
pipeline. In order to identify weaknesses of the system, it is useful to evaluate the 
contribution of the individual channels to the PFDavg of a SIS. However, when 
analyzing the importance of these channels, some characteristics of SISs cannot be 
ignored: 

– The PFDavg is always used to measure the unavailability of a SIS in the long term. 
The importance of channels should therefore be examined based on this measure. 

– SISs are responsive systems. Both DD and DU failures must be considered when 
determining the (safety) unavailability of the system, even if the contribution of 
DD failures is often small compared to the contribution from the DU failures. 

– Common cause failures (CCFs) should be considered and modeled as part of 
safety analyses. 

With these considerations, this paper will illustrate the analysis process for the 
reliability importance for channels of a SIS: Section II provides several general 
importance measures for SISs, and Section 3 discusses how to deal with the 
complex system structures. An illustrative example is included in Section 4, and finally, 
managerial implications and some research perspectives are outlined. 

2 Measures of Channel Importance 

2.1 Assumptions 

Before the analysis, some assumptions for the SISs are necessary: 

– All channels in the whole SIS are independent in terms of failures;  
– Times to/between failures of these channels follow exponential distribution; 
– The channels are repairable, and can be restored to an as-good-as-new state; 
– Proof testings are carried out with a constant time interval, and in each proof 

testing, all channels in the SIS are tested; 
– The interval between tests on different channels can be ignorable in one proof testing, 

and test durations are also very short; 
– The repair times follow an exponential distribution with rate of 1/MTTR. 

PFDavg is a probability without unit. If, for example, PFDavg = 0.01, this means 
that the SIS will, on the average, fail to respond adequately in 1 out of 100 demands. 
Such a measure also can be regarded as the percentage of time that the EUC is not 
protected by the SIS, e.g., when SIS is unavailable for 87.6 hour in one year, PFDavg = 
0.01 [5]. 

Several measures of reliability importance have been introduced (e.g., see  
[2, 3]). Here, we consider five of these measures. All of them are presented in detail 
and discussed in [5]. Here we introduce the five measures in the context of a SIS by 
using PFDavg as the unavailability measure. 
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2.2 Birnbaum’s Measure 

Birnbaum’s measure of reliability importance of a channel is a sensitivity measure, 
which indicates the effect a small change of the PFDavg of the channel on the PFDavg of 
the SIS. 

avg,SISB

avg( , )

PFD
( , )

PFD i j

I i j
∂

=
∂

                                 (1) 

where (i, j) denotes channel (j) that is part of subsystem (i). 
By using the chain rule for derivatives, IB(i, j) may be written as 

        avg,SIS avg,( )B

avg,( ) avg( , )

PFD PFD
( , )

PFD PFD

i

i i j

I i j
∂ ∂

= ⋅
∂ ∂

                   (2)  

The first factor in Eq. 1 is Birnbaum’s measure of reliability importance of 
subsystem (i) for the SIS and the second factor is Birnbaum’s measure of reliability 
importance of channel (i, j) for subsystem (i). 

The three subsystems of the SIS in Fig. 1 (S, LS, and FE) operate as a series 
structure, and the unavailability of the SIS is therefore (e.g., see [5]) 

avg,SIS avg,S avg,LS avg,FEPFD =PFD +PFD +PFD                    (3) 

The average availability of the SIS is 

SIS avg,S avg,LS avg,FEPFD (1- PFD PFD(1- ) )(1- )A =                        (4) 

Birnbaum’s measure of reliability importance of subsystem i (i = S, LS or FE) 
can be written as 

SIS
SIS SIS( ) (1 ) (0 , )B

i i

i

A
I i A p A p

A

∂
= = − −

∂
                           (5)  

where ASIS(1i, p) denotes the average availability of the SIS when it is known that 
subsystem i is functioning (PFDavg(i) = 0), and ASIS(0i, p) is the availability of the SIS 
when subsystem i is known to be in a failed state (PFDavg(i) = 1). Here p denotes 
the average availabilities of the other channels of the SIS. We can therefore obtain 
Birnbaum’s measure for a subsystem, such as the sensor subsystem, as: 

          avg,LS avg,FE avg,LS avg,LS(S) (1 PFD )(1 PFD ) 1 PFD PFDBI = − − ≈ − −     (6) 

The approximation is valid because the average PFDs of the subsystems of a SIS 
typically are much smaller than 0.1. 
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Furthermore, the probability of failure on demand of a channel comes from DD 
and DU failures, and we have (λi,j is the dangerous failure rate) 

, ,
avg,( , ) , , ,

(1 DC )
PFD DC MTTR

2

i j i j
i j i j i j i j

λ τ
λ

−
≈ ⋅ ⋅ +          (7) 

Such calculation is rather similar with the formula given in the standard of IEC 
61508 [4], only ignoring the repair time, since this period is very short compared with 
the testing interval. 

In this paper, we only consider the impact of channel reliability, and therefore the 
testing interval τ can be regarded as a constant for all channels. Thus, Eq. 1 can be 
expressed as 

avg ,( )
PFD

( , ) ( )
iB B

ij

I i j K I i
λ

∂
= ⋅ ⋅

∂
                                    (8) 

where 

, , ,

2

2DC MTTR (1 DC )
i j i j i j

K
τ

=
⋅ + −

 

In most cases, DU failures are the main contributors of the PFDavg of a channel [5]. 
Eq. 8 can be simplified by ignoring the DD failures as 

( ) ( ) ( ) avg ( )

, ,

PFD2
,

1 DC

iB B

i j i j

I i j I i
τ λ

∂
≈ ⋅ ⋅

− ∂
                      (9) 

Remark: The main condition for being able to ignore DD failures is that such failures 
are corrected within short time, often within a few hours. 

2.3 Improvement Potential 

The reliability importance measure improvement potential of a channel is used to 
measure the difference of the unavailability between the existing system and a system 
where the channel is replaced by a perfect channel. The improvement potential with 
respect to subsystem i is 

IP B
SIS SIS av ( )g,1 , ·P( ) ( ) D) F) ( (i iI i A p A p I i= − =                     (10) 

Further, the improvement potential of channel (i, j) is 

(
IP

)
B

avg,, , ·PFD( ) ( ) iI i j I i j=                                      (11) 
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2.4 Risk achievement Worth 

The risk achievement worth (RAW) of a channel is the ratio of the system 
unavailability if the channel is always faulty (PFDavg≡1) with the actual system 
unavailability. Thus 

avg,SIS ,RAW

avg,SIS

PFD (0 , )
( , )

PFD

i j q
I i j =                    (12) 

2.5 Risk Reduction Worth 

The reliability reduction worth (RRW) is the ratio of the actual system unavailability 
with the unavailability of a system where channel (i, j) is replaced by a perfect 
channel (PFDavg≡0). Thus 

avg,SISRRW

avg,SIS ,

PFD
( , )

PFD (1 , )i j

I i j
q

=                          (13) 

2.6 Criticality Importance 

The criticality importance of a channel expresses the probability that the channel has 
caused system failure, when we know that the system is failed. Such a measure is 
related to Birnbaum’s measure, and according to the definition, it can be calculated as 

 

B B
avg,( , ) , avg,( )CI

avg,SIS avg,SIS ,

PFD
( , )

PFD

( , ) ( , ) PFD

PFD

i j i j i

i j

I
I i j

i j I i j λ

λ
=

∂
= ⋅

∂
                (14) 

3 2 1 0
3λDU 2λDU λDU

µ1 
µ2 

µ3 
 

Fig. 2. A Markov model for the 2oo3 transmitter subsystem 

3 Analysis for Complex Structures 

3.1 Calculation of PFDavg,SIS 

The task is now to calculate the average PFD for the SIS based on the known failure 
rates of the channels. The PFDavg,SIS can be adequately approximated as the sum of 
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average PFDs of the three subsystems as Eq. 2. We therefore need to calculate the 
average PFD for each of these subsystems. 

The Markov approach is commonly used to model the behavior (e.g., failed states, 
repair actions) of a SIS subsystem and to calculate its PFD [4, 5, 6]. Fig. 2 shows the 
Markov model for the sensor subsystem voted 2oo3 in Fig. 1, and Table 1 describes 
the states of the model. 

Table 1. Descriptions of states in Fig. 2 

State Description 
0 3 DU 
1 1 functional, 2 DU 
2 2 functional, 1 DU 
3 3 functional 

The model in Fig. 2 considers three identical channels with the same DU failure 
rate, while ignoring possible DD failures and CCFs. It is straightforward to extend 
model to involve DD failures and CCFs, but this will increase the size of the model. 

The sojourn probabilities of the subsystem in different states of a Markov model 
can be calculated (The details are skipped since the page limitation). A 2oo3 subsystem 
is unavailable both in states 2 and 3, and thus PFDavg,S is therefore equal to P2 + P3. 
The repair rate µk is the inverse of the mean downtime of the channel and is dependent 
on the mean occurrence time of the last DU failure when a dangerous subsystem 
fault is revealed in a proof test. For example, when we find two DU failures, we can 
show (see [5]) that the mean downtime until the fault is revealed is τ/3. If several 
channels can be repaired together, the repair rate is 

                 
1

MTTR
1

k

k

μ
τ

=
+

+

                         (15) 

where k is the number of channels that need to fail to get a dangerous subsystem failure. 
The Markov approach can also be used to model a heterogeneous subsystem where 

the channels have different failure rates. Fig. 3 is such a model for the FE subsystem 
with shutdown valves A and B in Fig. 1, and the states are listed in Table 2. 

Table 2. Descriptions of states in Fig. 3 

State Description 
0 A and B DU 
1 A functional, B DU 
2 A DU, B functional 
3 A and B functional 
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The repair rate µ1 from state 1 or 2 to 3 in Fig. 3 is given by Eq. 14 as 1/ 
(τ /2+MTTR), while µ2 is 1/(τ /3+MTTR). Since the subsystem is voted 1oo2, PFDavg,FE  

can be calculated as P0. 
A more thorough introduction of Markov method can be found in [5, 7]. 

3

2

1

0

λDU,A

µ2 

λDU,B

λDU,A

λDU,B

µ1 

µ1 

 

Fig. 3. A Markov model for the 1oo2 final element subsystem 

3.2 Common Cause Failures 

CCFs are defined in [4] as concurrent failures of two or more channels leading to 
system failure. The standard adopts the beta-factor model to quantify CCFs in SISs, 
where the beta-factor β is the fraction of CCFs among all failures of a channel. In this 
paper we adopt the multiple beta-factor model that is implemented in the PDS 
method [8]. For the 2oo3 subsystem in Fig. 2, if we assume channel 1 is failed, β can be 
regarded as the probability that another channel (2 or 3) is also failed. 

3 2 1 0
[1-(2-β2)β]λDU

µ1 
µ2 

µ3 

β2βλDU

2[1-(2-β2)β]λDU3[1-(2-β2)β]λDU

3(1-β2)βλDU

(1-β2)βλDU

 

Fig. 4. A Markov model for the 2oo3 sensor subsystem with CCFs 

And then, we can use β2 to denote the conditional probability that the third channel 
fails. Thus, when a channel fault is revealed in a proof test, the probability that it is a 
triple fault is β2β, the probability of a double fault is 3(1 − β2)β, and the probability of 
an individual fault is 1 − (2 − β2)β. The details of the deduction can be found in 
Chapter 10 of [5]. Therefore, the model in Fig. 2 can be modified as in Fig. 4. 

It is noted that the values of repair rates µ2 and µ3 are different from those in  Fig. 2 
considering the effects of CCFs. The failure rates are determined by the expected 
unavailable time of the SIS given that it has been found faulty in a proof test. The 
unavailability of the SIS can come from two contributors: individual failures in all 
channels and CCFs, which result in different unavailable time. We use v1 to denote 
the probability of the SIS entering state 1, and v1=v1IND+v1CCF, where v1IND is the 
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probability of the system entering state 1 due to individual failures, and v1CCF is 
the probability of the system entering state 1 due to CCFs. According to the model 
in Fig. 4, we know v1IND=6[1-(2-β2)β]2λDU, and v1CCF is 3(1 − β2)βλDU. Thus, µ2 

can be given by 

1IND 1CCF
2

1

1

/ 3 MTTR / 2 MTTR

v v

v
μ

τ τ
= +

+ +
⎛ ⎞
⎜ ⎟
⎝ ⎠

                (16) 

Similarly, we use v0 to reflect the probability of the SIS entering state 0, which 
includes four probabilities: a CCF in 3 channels (v0CCF), 3 individual failures 
(v0IND), 1 CCF in 2 channel and then 1 individual failure (v0CI), as well as 1 individual 
failure and then a CCF in the other two channels (v0IC). Thus, 

0IND 0IC 0CI 0CCF
3

0

1

/ 4 MTTR / 3 MTTR / 2 MTTR

v v v v

v
μ

τ τ τ
+

= +
+ + +

⎛ ⎞+⎜ ⎟
⎝ ⎠

        (17) 

While for the 1oo2 subsystem in Fig. 3, the failure rates of the two channels are 
different. The geometric average of the two failure rates is 

1

2
DU DU,A DU,B( )λ λ λ= ⋅                             (18) 

And then β can be determined as a fraction of this average value, thus the model in 
Fig. 3 can be modified as that in Fig. 5. 

3

2

1

0

λDU,A-βλDU

µ2 βλDU

λDU,B-βλDU

λDU,B-βλDU λDU,A-βλDU

µ1 

µ1 

 

Fig. 5. A Markov model for the 1oo2 shutdown subsystem with CCFs 

In Fig. 5, µ2 is calculated in the similar way of Eq. 16. The probability of entering 
state 0 (v0) is the sum of the probability due to individual failures (v0IND = 
2(λDU,A− βλDU)(λDU,B − βλDU)) and that due to CCFs (v0CCF = βλDU). So that,  
µ2 in Fig. 5 is given by 

0IND 0CCF
2

0

1

/ 3 MTTR / 2 MTTR

v v

v
μ

τ τ
= +

+ +
⎛ ⎞
⎜ ⎟
⎝ ⎠

                  (19) 
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It should be noted that in many cases, since the individual failures contribute too little 
to the system unavailability, their effects on the value of the repair rate can be ignored, 
and so the repair rates can be approximated as 1/(τ /2+MTTR). 

4 An Illustrative Example 

4.1 Importance Measurements 

The SIS in Fig. 1 is used to illustrate the calculation of the reliability importance of the 
channels. Total channel failure rates and diagnostic coverage factors from the PDS data 
handbook [9] are listed in Table 3. 

Table 3. Failure rates of channels 

Channel Failure rate (per hour) DC

PT1 1.3×10−6 0.60

PT2 1.3×10−6 0.60

PT3 1.3×10−6 0.60

LS 1.1×10−7 0.00

SVA 2.1×10−6 0.10

SVB 0.7×10−6 0.15

Here we adopt a hardwired safety system to act as the logic solver. For the 
transmitters, the beta factor β is 0.06, and β2 is 0.5. For the different shutdown valves, 
the beta factor is 0.05. In addition, let the proof testing interval be 8760 hour (one year) 
and assume that MTTR is 8 hours. 

DD failures in transmitter and shutdown valve subsystems are ignored in the 
following calculation, since they have very little contribution on the system 
unavailability with being fixed as soon as possible while the redundant configurations 
are always functional during the repair. But for the logic solver, the DD failure also can 
result in the unavailability of the whole SIS, and so it is included in the calculation. 

PFDavg values of the subsystems can be calculated according to Eq. 2 and Fig. 4 
and 5, and then PFDavg of the whole SIS is the sum of these values as Eq. 11: 
PFDavg(S) = 0.2979 + 0.4818 + 0.2678 = 1.0475 × 10−3  per hour.  

The reliability importance of the three subsystems can be easily calculated based 
on the principle of Eq. 6 as: IB(S) = 0.99925, IB(LS) = 0.99943, and IB(FE) = 
0.99922. In order to check importance of channels with Birnbaum’s measure, we 
can build functions of PFDavg(SIS) with failure rates of channels based on the 
Markov models in Fig. 4 and 5 with regarding the failure rate of the studied 
channel as the variable, and the rates of others as constants. And then, based on 
Eq. 9, the Birnbaum’s measures of all channels can be obtained as shown in Table 4. 
With the results of Birnbaum’s measures, it is not hard to calculate the improvement 
potentials and critical importance of channels with Eq. 11 and Eq. 14. 
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Table 4. Reliability importance of channels 

Channel IB IIP(10−5) ICI 

PT1 0.1412 4.2076 0.3078

PT2 0.1412 4.2076 0.3078

PT3 0.1412 4.2076 0.3078

LS 0.9994 48.1525 0.4598

SVA 0.0180 0.4815 0.1423

SVB 0.0588 1.5751 0.1463

All of the three measures show that the logic solver is the most important channel 
in terms of performance of this SIS. 

For the RAW measure, an always failed channel in some subsystem can result in a 
different structure and so the CCFs need to be dealt in different ways. For example, a 
2oo3 subsystem will become a 2oo2 one which operates as shown in Fig. 6. 

2 1 0
[1-(2-β2)β]λDU

µ1 

µ2 

βλDU

2[1-(2-β2)β]λDU

 

Fig. 6. A Markov model for the 2003 subsystem with one channel regarded as failed 

We can understand the 2oo2 structure in Fig. 6 as a 2oo3 system while 
tolerating that the third channel stays in the faulty state due to an individual failure. If 
CCFs are regarded to be caused by some common events, and the probabilities of 
occurrences of such events are not changed when one of channels is in faulty, the rates 
of both individual and common failures in other channels should keep same with 
those for the model in Fig. 4. In Fig. 6, the unavailable states still are state 1 and 0. 

For the 1oo2 subsystem, after the downgrade, there is only one channel SVA or SVB 
in consideration, and the failure rate is λDU,A  or λDU,B. 

The RAW values of channels in the SIS are listed in Table 5. 

Table 5. RAWs and RRWs of channels 

Channel IRAW IRRW 

PT1 4.8206 1.1712

PT2 4.8206 1.1712

PT3 4.8206 1.1712

LS 954.6539 1.8517

SVA 3.2331 1.3435

SVB 8.6488 1.3435
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While for the RRW measure, a perfect channel can be introduced in the 2oo3 
structure and the common events have impact on this channel. The model in Fig 6 
also can be used to calculate PFD of the subsystem, but it should be noted that only 
the sojourn probability in state 0 is the contribution of PFD. For the other two 
subsystem, the introduction of a perfect channel will reduce PFD to 0. The results of 
RRW measures are listed in the right column of Table 5. According to all five 
measures, the logic solver obviously is the most important channel in this SIS. It is 
easy to understand since it has no redundant structure. While for channels in other two 
subsystems, rankings based on different measures are not same. With the Birnbaum’s 
measure, improvement potential and critical importance method, the channels in the 
2oo3 transmitter subsystem are more important, but with RAW and RRW method, the 
valves shows more important. 

4.2 Discussions 

We can consider to use a 1oo2 programmable logic controller (PLC) subsystem to 
replace the hardwired safety system. According to PDS data book [9], the failure rate of 
any of the two PLC channel is 1.24×10−5, diagnostic coverage is 0.7 and the β-factor is 
0.07. PFDavg of the new SIS can be calculated as 0.2979 + 0.7853+ 0.2678 = 1.3510 
×10−3 per hour, which is a little higher than that of the SIS mentioned in the last 
subsection. 

And then, the reliability importance for channels in the new system is listed in  
Table 6. 

Table 6. Reliability importance of channels in the new system 

Channel IB IIP(10−5) IRAW IRRW ICI 

PT1 0.1412 1.0736 3.9397 1.1278 0.2387

PT2 0.1412 1.0736 3.9397 1.1278 0.2387

PT3 0.1412 1.0736 3.9397 1.1278 0.2387

LS1 0.0870 6.8321 4.5050 2.3882 0.3555

LS2 0.0870 6.8321 4.5050 2.3882 0.3555

SVA 0.0180 1.3750 2.7174 1.2472 0.1103

SVB 0.0588 1.3750 6.9306 1.2472 0.1134

 
No channel has a very high criticality compared with others in such a system. In 

other words, the changes in reliability of any components has no crucial influence on 
the performance of the SIS, and therefore there is no obviously vulnerable part. In 
traditional reliability assessment of SISs, the system with lower PFDavg is regarded 
more reliable. Criticality importance measures can help decision-makers with more 
information on how to prioritize reliability enhancement efforts. 

Not all measures are same in effectiveness for the assessment of SISs. Consider the 
channels inside are usually with high reliability, the further increase in reliability maybe 
costly. In addition, since the main function of a SIS is to mitigate risks to EUC, the 
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measures considering risks of channel failures can be recommended to evaluate the 
importance of channels in designing a SIS. These measures include Birnbaum’s 
measure and RAW, which can help to locate the vital channel. 

It is better for a SIS to be independent from individual failures, and we can examine 
such independence based on the importance measures, e.g., the sum up of ܫ,RAW, A 

smaller of the value of ∑  ,RAW, the SIS is inclined to be functional when one channelܫ
inside has failures. 

It is also possible to check the “balance” in the system design, meaning that there is 
no super critical channel. We can, for example, measure the balance with the standard 
deviation of ܫ,RAW, When the deviation is small, it is more difficult to find one channel 
to attack so as to fail the whole system. 

In the operational phase of the SIS, its performance can be maintained with 
periodical proof testings. Assume the safety function can be performed by a bypass 
channel during the test of a channel, the value of PFDavg of the channel can be reduced 
with more frequent proof testings. IP and RRW measures can provide some clues to 
determine the priority of testings. For example, according to Table r̀eftab6, we can 
increase the testing frequency on the logic servers to twice per year, so the PFDavg of 
the SIS will be reduced to 0.2979+ 0.2052+0.2678 = 0.7709×10−3 per hour. While, if 
we increase the testing frequency of transmitters or final elements to twice per year, 
the PFDavg becomes to 1.1957×10−3 and 1.2087×10−3 respectively. 

5 Conclusion 

This paper has demonstrated how channel importance measures may be used to locate 
weaknesses in SISs. Five different measures have been studied for this purpose. The 
main motivation for exploring the importance measures is to direct the focus to 
improve the basis for decision-making about design and operation of SIS, beyond the 
use of PFDavg for this purpose. Based on the analysis, we find that the Birnbaum’s 
measure and RAW (Risk achievement worth) is of particular use in the design phase, 
to identify the most important channel for which focus should be directed to improve 
the reliability. Measures like IP (Improvement potential) and RRW (Risk reduction 
worth) are more useful in the operational phase, in order to help prioritizing the effort 
of testing. Finally, the CI (criticality importance) approach has also its main use in the 
operational phase, and more particularly in the following up of SIS failures, to guide 
resources to components that are most likely to fail. It may be remarked that the 
application of the importance measures will be even more relevant, in the situation 
where the complexity of SIS functions is increasing, due to e.g., lack of proper 
independence of other SIS and non-SIS functions. 

More complex structures of SIS modules, such as 2oo4, 3oo5, need to be  
studied in the future. New modeling methods should be adopted since the size of 
Markov model will increase explosively with more states of the system. Since this 
paper only considers two states of the channels, studies like [10] should be integrated 
to evaluate the importance of channels with multiple operational states. In 
addition, safe failures and safe failure fraction (SFF) also have been proved to be 
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non-negligible for safety [11], thus they are needed to be considered in future studies. 
In this article, proof testings of all channels are simply supposed to carry out in short 
time, but more testing strategies, for example, staggered testings, different testing 
intervals, should be studied in order to examine their impacts on the importance of the 
channels. 
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Abstract. In this study, fatigue damage ratios caused by different types of 
heavy vehicles operating in the southern part of Malaysian Peninsula were 
developed. More than 6 million heavy vehicles’ traffic volumes and weights 
were collected from 3 Weight-In-Motion stations located at Tangkak, Yong 
Peng, and Sedenak. Through the analysis, an average fatigue damage ratios for 
each heavy vehicles types were developed to be used in flexible pavement 
design and rehabilitation purposes.  

Keywords: Fatigue Damage Ratio, Flexible Pavement, Heavy Vehicles, 
Malaysia. 

1 Introduction 

It is well know that the economy of any country is highly influenced by the efficiency 
of its transportations system. It is not possible for any country to reach its potential 
economic growth without sufficient care and development given to its transportation 
system and its infrastructures. 

The Malaysian economy is developing rapidly, thus it is important to keep the 
transportation system in the country at its highest possible efficiency. Although, 
transportation system consists of many modes, the most important transportation 
mode in Malaysia is the road transport. 

Recently, it was observed that a large amount of premature damages were 
developed along the road network. This may be caused by overloading of heavy 
vehicles which was found to be forming a considerable percentage of heavy vehicles 
traffic volume in Malaysia [1-4]. Worth mentioning that, overloading of heavy 
vehicles is a common problem in many countries around the world [5-8]. 

                                                           
* Corresponding author. 
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Pavement deterioration is accelerated by several factors such as loading, 
environment, design consideration, material properties and quality of construction. 
However, the most important factor causing pavement deterioration is the effect of 
traffic loading especially the one of the heavy vehicle [9, 10]. It was reported that 
overloading could cause the damage of pavement to increase out of proportion and 
that an axle loaded twice the legal limits could cause the damage to increase up to 
sixty times as much damage as legally loaded axle [11]. 

There are several types of structural damages caused by loading. Fatigue damage is 
one the most common types of premature structural damages on flexible pavements 
along the road network in Malaysia. One way of describing fatigue damage is by 
using fatigue damage ratios. Fatigue damage ratios are used to represent the fatigue 
damage caused to flexible pavement by certain axle loading and configuration. It 
compares the fatigue damage caused by arbitrary axle loading and configuration to 
the fatigue damage caused by the standard axle load and configuration, which is 
single axle with four tires and 8.16 tons loading. In case of underestimation of these 
ratios due to overloading the pavements will encounter premature damages and high 
reduction of its service life. However, if these ratios were overestimated unnecessary 
expenditure will be spent due to overdesigning. 

Thus, the main aim of this study is to develop fatigue damage ratios for each heavy 
vehicles type, operating in the southern portion of Malaysian peninsula, based on their 
actual loading. 

2 Methodology 

The heavy vehicles traffic volumes and weights were collected by PLUS expressway 
Berhad from several stations spread along the North-South Expressway, which is the 
biggest expressway in Malaysia. For the purpose of this study, the data collected from 
three stations located at the southern part of the expressway were used to represent the 
southern region of the Malaysian Peninsula. 

In traffic volumes and weights data collection, Weight-In-Motion (WIM) systems 
are used. The Weight-In-Motion systems are used to measure the vehicles' gross 
weight or axle loading at normal traffic speed without the need of the vehicles to stop. 
When compared to static weighting system, this system is more effective.  

The Weight-In-Motion systems have several advantages. One of the advantages is 
high processing rate. Since the systems measure vehicle weight at normal traffic 
speed, it is possible to process a large number of vehicles compared to static 
weighting system. Another advantage of this system is, due to the high processing 
rate, the systems make it possible to process data consciously, rather than sampling 
technique which is used in static weighting system. This will eliminate bias in the 
collected data. One more advantage of the systems is that, since the systems weight 
vehicles at their normal travelling speed and the vehicles do not need to stop like 
those in static weighting system, this will eliminate the accumulation of HVs heading 
to weighting station, which increases the safety of the weighting process and 
decreases the possibility of jams caused by the weighting station. A further advantage 
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of this type of weighting systems is that the vehicles are weighted without alerting the 
driver, which results in a more trustworthy data, since the drivers will not try to avoid 
the weighting station.  

On the other hand, there are a few disadvantages of using the WIM systems. Since 
the vehicles are weighted without stopping the vehicle, several data that would have 
been easily collected in the static weighting system will not be available with this 
method. This data includes fuel type, origin, and destination, however, for this study, 
the mentioned data are not required, which make this system an ideal choice.  

The traffic volume and weight of each vehicle type were collected from three 
survey stations located along the North-South Expressway at Tangkak, Yong Peng, 
and Sedenak (Figure 1).  

 

 

Fig. 1. Weight-In-Motion Approximate Locations. S1At Tangkak,  S2 At Yong Peng,  
S3 At Sedenak. 

Ten types of HVs, which form the majority of heavy vehicles operating at the 
southern part of the Malaysian Peninsula were investigated. The HVs types that were 
investigated in this study are as follows: 

 

1- Single unit trucks with two axles 
2- Single unit trucks with three axles  
3- Single unit trucks with four axles 
4- Single trailer trucks with four axles 
5- Single trailer trucks with five axles 
6- Single trailer trucks with six axles 
7- Multi trailer trucks with five axles  
8- Multi trailer trucks with six axles 
9- Multi trailer trucks with seven axles 
10- Buses 
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After collecting the traffic volume and weight data, flexible pavement of the 
North-South Expressway was analysed to estimate the fatigue life of the pavement 
under the current loading, and to compare it with its fatigue life under standard axle 
loading. To perform this analysis, it is necessary to identify pavement layer 
thicknesses and elasticity moduli. These two types of data were collected by PLUS 
Expressway Berhad every 250 meters. The data were collected using Falling Weight 
Deflectometer (FWD), Ground Penetration Radar (GPR), and Coring and Dynamic 
Cone Penetration (DCP).   

The pavement cross-sections were analysed to determine the maximum tensile 
strain at each asphalt layer, which was used to determine the pavement fatigue life as 
shown by the following equation: 

 ܰ ൌ ଵ݂(ߝ௧)ିమ(ܧ)ିయ 
Where: ܰ : Allowable number of load repetition before fatigue failure. ߝ௧  : Maximum tensile strain at the bottom of the Hot Mix Asphalt (HMA) ܧ  : Elasticity modulus of HMA ଵ݂, ଶ݂, ଷ݂ : Constants equal to 0.0796, 3.291, 0.854 based on American Asphalt 

Institute[12] 
 
The same process was performed on pavement cross-sections using standard axle 

load. After that, fatigue damage ratio was calculated by dividing the pavement fatigue 
life under a specific HV load by the pavement fatigue life under standard axle load. 
This process was performed on more than 350km of the North-South Expressway, in 
which the WIM stations are located, then the average effect of each HV type was 
determined.  

3 Results 

3.1 Tangkak 

Figure 2 shows a comparison between the percentages of weighted heavy vehicles at 
Tangkak Weight-In-Motion Station. A total of 2,074,116 heavy vehicles were weight 
at Tangkak Weight-In-Motion Station. It could be clearly seen that the majority of 
heavy vehicles traffic volumes (89.3%) is made of merely three types: single unit 
trucks with two axles (27.0%), single trailer truck with 4 axles (31.8%) and buses 
(30.5%).  

All types of multi-trailer vehicles forms only 1.1%. The multi-trailers with five 
axles forms 1.1% and only 48 multi-trailer truck with six axles passed the weighting 
station (0.002%), also there is no records for any multi trailer vehicles with more than 
6 axles passed the weighting station. All other types of heavy vehicles form 9.5%.     
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Fig. 2. Heavy Vehicles Traffic Volume at Tangkak WIM Station 

Figure 3 compares between different fatigue damage ratios calculate for each 
vehicle class weighted by Tangkak WIM station. Based on the calculated fatigue 
damage ratio, it was found that multi-trailer trucks have the highest fatigue damage 
ratio. Multi-trailer trucks with five axles have a fatigue damage ratio of 7.93 followed 
by multi-trailer trucks with six axles (6.86). However, no multi-trailer trucks with 
seven axles were weighted in this WIM station. 

Furthermore, the single trailer trucks have a medium fatigue damage ratio ranging 
between 5.91 and 5.19. Single trailer trucks with four axles have a fatigue damage 
ratio of 5.91 followed by the single trailer trucks with five axles (5.40) and the lowest 
is the single trailer trucks with six axles (5.19). 

Moreover, the single unit trucks and busses have the lowest fatigue damage ratio 
comparing to all other heavy vehicles types. Arranged form the vehicle with highest 
to lowest fatigue damage ratio, busses (3.33), single unit trucks with two axles (3.08), 
single unit trucks with three axles (2.73), and single unit trucks with four axles (2.23). 
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Fig. 3. Calculated Fatigue Damage Ratios for Heavy Vehicles at Tangkak WIM Station 

3.2 Yong Peng 

Figure 4 shows a comparison between the percentages of weighted heavy vehicles at 
Yong Peng Weight-In-Motion Station. A total of 1,850,915 heavy vehicles were 
weight at Yong Peng Weight-In-Motion Station. It could be clearly seen that the 
majority of heavy vehicles traffic volumes (87.5%) is made of merely three types: 
single unit trucks with two axles (17.0%), single trailer truck with 4 axles (35.2%) 
and buses (35.3%).  

All types of multi-trailer vehicles forms only 1.6%. The multi-trailers with five 
axles forms 1.1% and the multi-trailer with seven axles forms only 0.5%. Also, only 
33 multi-trailer truck with six axles passed the weighting station. All other types of 
heavy vehicles form 14.6%.     
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Fig. 4. Heavy Vehicles Traffic Volume at Yong Peng WIM station 

Figure 5 compares between different fatigue damage ratios calculate for each 
vehicle class weighted by Yong Peng WIM station. Based on the calculated fatigue 
damage ratio, it was found that multi-trailer trucks have the highest fatigue damage 
ratio ranging between 6.74 for multi-trailer trucks with seven axles to 6.52 for multi-
trailer trucks with five axles. Multi-trailer trucks with six axles have a fatigue damage 
ratio of 6.56. 

 

 

Fig. 5. Calculated Fatigue Damage Ratios for Heavy Vehicles at Yong Peng WIM Station 
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Furthermore, the single trailer trucks have a medium fatigue damage ratio ranging 
between 5.11 and 4.67. Single trailer trucks with four axles have a fatigue damage 
ratio of 5.11 followed by the single trailer trucks with six axles (4.95) and the lowest 
is the single trailer trucks with five axles (4.67). 

Moreover, the single unit trucks and busses have the lowest fatigue damage ratio 
comparing to all other heavy vehicles types. Arranged form the vehicle with highest 
to lowest fatigue damage ratio, busses (3.06), single unit trucks with two axles (2.58), 
single unit trucks with three axles (2.57), and single unit trucks with four axles (2.48). 

3.3 Sedenak 

Figure 6 shows a comparison between the percentages of weighted heavy vehicles at 
Sedenak Weight-In-Motion Station. A total of 2,557,805 heavy vehicles were weight at 
Sedenak Weight-In-Motion Station. It could be clearly seen that the majority of heavy 
vehicles traffic volumes (86.6%) is made of merely three types: single unit trucks with 
two axles (20.0%), single trailer truck with 4 axles (35.5%) and buses (31.0%).  

All types of multi-trailer vehicles forms only 1.5%. The multi-trailers with five 
axles forms 1.0% and the multi-trailer with seven axles forms only 0.5%. Also, only 
36 multi-trailer truck with six axles passed the weighting station (0.001%). All other 
types of heavy vehicles form 11.9%. 

 

 

Fig. 6. Heavy Vehicles Traffic Volume at Sedenak WIM station 

Figure 7 compares between different fatigue damage ratios calculate for each 
vehicle class weighted by Sedenak WIM station. Based on the calculated fatigue 
damage ratio, it was found that multi-trailer trucks have the highest fatigue damage 
ratio ranging between 6.47 for multi-trailer trucks with six axles to 6.04 for multi-
trailer trucks with five axles. Multi-trailer trucks with seven axles have a fatigue 
damage ratio of 6.27. 
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Furthermore, the single trailer trucks have a medium fatigue damage ratio ranging 
between 4.90 and 3.67. Single trailer trucks with four axles have a fatigue damage 
ratio of 4.90 followed by the single trailer trucks with six axles (4.24) and the lowest 
is the single trailer trucks with five axles (3.67). 

Moreover, the single unit trucks and busses have the lowest fatigue damage ratio 
comparing to all other heavy vehicles types. Arranged form the vehicle with highest 
to lowest fatigue damage ratio, single unit trucks with two axles (3.91), busses (2.93), 
single unit trucks with three axles (2.88), and single unit trucks with four axles (2.52). 

 

 

Fig. 7. Calculated Fatigue Damage Ratios for Heavy Vehicles at Sedenak WIM Station 

4 Conclusion 

For the pavements' new design and overlay design at the southern region of the 
Malaysian Peninsula, the average fatigue damage ratios based on actual weights for 
each vehicle type were calculated as follows: 

 
1. Single unit trucks with two axles = 3.27 
2. Single unit trucks with three axles = 2.74  
3. Single unit trucks with four axles = 2.42 
4. Single unit trailers with four axles = 5.26 
5. Single unit trailers with five axles = 4.34 
6. Single unit trailers with six axles = 4.73 
7. Multi-trailer trucks with five axles = 6.82 
8. Multi-trailer trucks with six axles = 6.66 
9. Multi-trailer trucks with seven axles = 6.47 
10. Buses = 3.09 
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In case of inaccurate traffic data, a weighted average of 4.03 can be used to 
represent fatigue damage ratio of heavy vehicles.  
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Abstract. The analysis of the manufacturing process that formed the product 
inherent reliability and the determination of the key technological factors that 
have great influence on product inherent reliability can be the foundation of the 
process control and process improvement. And in order to improve the prediction 
accuracy and efficiency of the model, the input variables were selected firstly 
based on the analysis of input and output variables correlation. Firstly, the 
regularity of the product inherent reliability formed in manufacturing process 
was obtained through the analysis of production process. secondly, the 
estimation method of mutual information based on the copula entropy was given. 
thirdly, the steps choosing the key process factors were proposed based on the 
nonlinear correlation analysis. And finally the feasibility and practicability of the 
method were indicated by an application case. 

1 Introduction 

The product inherent reliability is decided by the design and machining process. 
Engineering practice shows that the inherent reliability of the same design standard of 
the products manufactured by different processing method will have great differences. 
Therefore, the process reliability can be reflected by evaluating the product inherent 
reliability of the same design standard. And the analysis of the manufacturing process 
that formed the product inherent reliability and the determination of the key 
technological factors that have great influence on product inherent reliability can be the 
foundation of the process control and process improvement. 

If the input variables were not effectively selected in the establishment of inherent 
reliability prediction model, the role of the important variables may be obscured by the 
redundant or less affected variables contained in the model. The complexity of 
prediction model will be increased and the accuracy of prediction results will be 
decreased. Therefore, in order to improve the prediction accuracy and efficiency of the 
model, the input variables were selected firstly based on the analysis of input and 
output variables correlation. In the methods of the variable correlation analysis, to use 
fewer variables represent the main information of the original variables, the principal 
component analysis [1] and the independent component analysis [2] and canonical 
correlation analysis [3] mainly obtain a new set of variables through some transform 
methods, however the original physically meaning of the variables will be lost; the 
qualitative analysis but not the quantitative description can only be given by the 
                                                           
* Corresponding author. 
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granger causality analysis [4,5]; the grey correlation degree[6] has great subjectivity 
because of its calculation has relation with the selection of the initial value. And many 
current processes are nonlinear and the correlation was often existed between variables, 
which makes the traditional linear correlation analysis methods are no longer 
applicable. While the mutual information [7] can effectively measure the nonlinear 
relationship of the variables, and it can reflect the amount of information shared 
between the two variables or more variables. 

Firstly, the regularity of the product inherent reliability formed in manufacturing 
process was obtained through the analysis of production process; secondly, the 
estimation method of mutual information based on the copula entropy was given; 
thirdly, the steps choosing the key process factors were proposed based on the 
nonlinear correlation analysis; and finally the feasibility and practicability of the 
method were indicated by an application case. 

2 Analysis of Production Process 

The product reliability refers to the product properties of maintaining its own ability to 
work with time change in the use process. Thus the level of the product reliability can 
be reflected by the using properties of product, such as the wear resistance, the fatigue 
strength and the corrosion resistance performance. And the using properties of product 
were decided by the output parameters of process, such as the size, the surface 
roughness and other quality characteristics. And the quality characteristics are usually 
formed in the multi-channel processes, and each process has many process factors 
influenced on the quality characteristics. The using properties that influenced on the 
product reliability, the quality characteristics that influenced on the using properties 
and process factors that influenced on the quality characteristics can be determined by 
the analysis of FMEA and the process mechanism. The regularity of the product 
inherent reliability formed in manufacturing process can be expressed as figure 1. 

 

Fig. 1. Regularity of the product inherent reliability formed in manufacturing process 
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3 Estimation Method of Mutual Information  
Based on Copula entropy    

The mutual information between the variables X and Y are defined as: 
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Where S was the definition domain of X and Y, fx,y(x,y) represented the joint probability 
density of X and Y, fx(x) and fy(y) were marginal probability density function of X and Y. 
The bigger mutual information reflect more information the variable X contains about the 
Y. The computation of mutual information was divided into three steps as the formula (1) 
show, firstly, using the data to calculate the joint distribution function; secondly, using the 
data to obtain the marginal distribution function; and then calculate the mutual information 
with using formula (1). However, the mutual information results will be affected by the 
joint probability density estimation accuracy with using this calculation method. Thus the 
accuracy of the mutual information estimation can be improved with avoiding the 
estimation of the joint probability density function. Copula entropy is an effective tool to 
measure the linear or nonlinear relationship, as it is no parametric and has no restrictions 
on the distribution of the variable function. The marginal distribution and joint distribution 
of variables were not need to be calculated with using the relationship between mutual 
information and Copula entropy.  

The concrete steps of estimation method of mutual information based on the copula 
entropy were shown as follows [5] : 

1) Normalize the data (X, Y) to [0,1], and the normalized formula was: 
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where Xmin is the minimum value of X, Xmax is the maximum value of X, Ymin is the 
minimum value of Y, Ymax is the maximum value of Y. 

2) Calculate the correlation coefficient of Kendall τ of (X ,Y ). Combined the same 

elements of X  into s small collections, Ui express the number of elements contained 

in the small collection of I, Combined the same elements of Y  into t small collections, 
Vi  express the number of elements contained in the small collection of I, and 
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Thus the calculation formula of the correlation coefficient of Kendall τ of (X ,Y ) 
can be expressed as: 
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Where C expressed the number of elements that have consistency of (X ,Y ) and D 

expressed the number of elements that have no consistency of (X ,Y ), and 
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1
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=
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N  ，                       (5) 

3) Estimate the parameters of corresponding type of Copula function according to 
the correlation coefficient of Kendall τ. 

4) Obtain the Copula density function c(u, v) according to the parameters of 
Copula function. 

5) Calculate the Copula entropy according to the following function: 

                  ∑
=

−=
N

i

iic
vuc

N
vuH

1

),(log
1

),( ，                (6) 

Where (ui, vi), i = 1, · · · , N is N sample points generated by Copula density function. 
6) Thus the mutual information was: 
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4 Selection of Key Process Factors Based on Nonlinear Analysis 

Assumed R as the product inherent reliability, and through the analysis of FMEA and 
the process mechanism, t using properties that influenced on the product reliability 
were determined and denoted as z1、z2、…、zt,. The mutual information between the 
using properties and product reliability can be obtained with using the estimation 
method of mutual information based on the copula entropy and expressed as 

tiRzI
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finally, reorganized and marked as z1、z2、…、zl. And through the analysis of FMEA 
and the process mechanism, p quality characteristics that influenced on the key using 
properties were determined and denoted as y1、y2、…、yp. The mutual information 
between the quality characteristics and using properties can be obtained with using the 
estimation method of mutual information based on the copula entropy and expressed 
as: 
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The final mutual information of various quality characteristic was: 
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Assumed )( pmm ≤ key quality characteristics were selected finally, reorganized 

and marked as y1、y2、…、ym. And through the analysis of FMEA and the process 
mechanism, q process factors that influenced on the key quality characteristics were 
determined and denoted as x1、x2、…、xq. The mutual information between the 
process factors and quality characteristics can be obtained with using the estimation 
method of mutual information based on the copula entropy and expressed as:             
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The final mutual information of various process factor was: 
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And the key process factors can be identified finally. Thus the prediction model of 
product reliability can be established on this basis, and product reliability and customer 
satisfaction can be improved through the effectively process monitoring. 

5 Application Case 

The coating process is a heat treatment increasing the reliability of the bearing. To 
establish the inherent reliability prediction model and obtain the foundation of the 
process control and process improvement, the key process factors were determined 
with using the proposed method. Firstly, the using properties that influenced on the 
inherent reliability, the quality characteristics that influenced on the using properties 
and process factors that influenced on the quality characteristics were determined by 
the analysis of FMEA and the process mechanism. The regularity of the product 
inherent reliability was expressed as figure 2. 
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Fig. 2. Regularity of the bearing inherent reliability formed in coating process 

The data of the process can be collected. And the mutual information between the 
using properties and product reliability was obtained with using the estimation method 
of mutual information based on the copula entropy as (0.8057, 0.8046, 0.8313). The 
result reflected that every using property has strong relationship with the inherent 
reliability. And then the mutual information between the quality characteristics and 
using properties can be obtained as Table 1. 

Table 1. the mutual information between the quality characteristics and using properties 

 z1 z2 z3 

y1 0.441 0.525 0.412 

y2 0.173 0.102 0.112 

y3 0.423 0.631 0.512 

y4 0.621 0.544 0.613 

 
The final mutual information of various quality characteristic was (0.459, 0.129, 

0.522, 0.593), The result reflected that every quality characteristic has strong 
relationship with the using properties except film thickness. And then the mutual 
information between process factors and the key quality characteristics can be obtained 
as Table 2.  
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Table 2. The mutual information between process factors and the key quality characteristics 

 y1 y2 y4 
x1 0.731 0.643 0.765 
x2 0.832 0.841 0.752 
x3 0.121 0.312 0.214 
x4 0.132 0.214 0.141 
x5 0.113 0.315 0.238 
x6 0.621 0.758 0.832 
x7 0.732 0.653 0.792 

 
The final mutual information of various process factor was (0.713, 0.808, 0.216, 

0.162, 0.222, 0.737, 0.726), thus the key process factors can be determined as (x1, x2, 
x6, x7), and the prediction model of product reliability can be established on this basis. 

6 Conclusion 

The analysis of the regularity of the product inherent reliability formed in 
manufacturing process and the determination of the key technological factors that have 
great influence on product inherent reliability can be the foundation of the process 
control and process improvement. The intrinsic link between products inherent 
reliability and process factors was firstly reviewed; and then the correlation between 
variables was measured with using the estimation method of mutual information based 
on the copula entropy, and the key technological factors were identified; and finally the 
feasibility and practicability of the method were indicated by an application case. 
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Abstract. This study is to identify the awareness of public towards maintenance 
in their vehicle. The maintenance discuss in this study are narrowed and fo-
cused on two type of maintenance strategy particularly preventive maintenance. 
Maintaining vehicle have been an issue in Malaysia where we can see accidents 
happening in every seasonal in transportation sector. The lack of awareness to-
wards maintenance may also lead to breakdown and malfunction. Therefore, the 
question comes whether the public has the awareness in maintaining their au-
tomobile, thus, this study will identify the public awareness in corrective and 
preventive maintenance towards personal Drivers. The study has been carried 
out at University of Tun Hussein Onn Malaysia (UTHM) and focuses on the 
Drivers age from early 20s to late 40s to identify their awareness or understand-
ing towards maintenance. The study has been conducted with quantitative  
method and analyzed using statistical tools by cross tabulation. Studies on 
awareness in maintenance of vehicle have not been carrying out on individu-
als/users. Averagely, the respondents score a mean of 0.6475 which means that 
the respondents have more Yes answered in their sets of awareness questions. 
The study also concluded that experience and education on the respondents has 
the difference in affecting their awareness. 

1 Introduction 

The awareness of public users (excluding commercial users) is yet to be known its 
level towards preventive maintenance. As the knowledge on maintenance manage-
ment is well practiced in the production sector and building maintenance sectors, we 
have yet to know the level of application of knowledge and preventive maintenance in 
each individual whom own vehicles in Malaysia. With such a large amount of ve-
hicles moving in Malaysia, maintenance practicing has been introduced to the users to 
ensure that vehicles owned are well maintained [7]. The practice of maintenance 
comes in two very basic practices in the maintenance management practices such as 
corrective maintenance and preventive maintenance [6]. Vehicle is one of the main 
elements in transportation system in the industry [6], [7]. Vehicle can be use daily and 
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the efficiency of the engines may drop gradually over time [5]. Owning a vehicle in 
Malaysia is considered as a very normal situation, whereby a report from JPJ Malay-
sia had registered a total of 628,239 vehicles from all sectors in Malaysia for the year 
2012 [3].This study is to identify the level of awareness in public towards personal 
automobile. This study aims to be a guide or reference for students in future who are 
furthering their study in maintenance management. The study focus in UTHM Drivers 
which is divide into age group to further understand towards their awareness in cor-
rective and preventive maintenance. 

1.1 Research Background 

UTHM is a public university located in Parit Raja, Batu Pahat, Johor of Malaysia 
which consists of various Drivers ranging from students, lecturers, technicians and 
administration workers. Besides, the study also aims to get different age group from 
UTHM to conclude their awareness in preventive maintenance in vehicle mainten-
ance. 

Maintenance management has been well practiced in the industry. The knowledge 
of maintenance management has contributed to the increase of efficiency/productivity 
and cost saving in the productivity line. However, this study is to identify the aware-
ness of individual towards maintenance management in maintaining their automobile. 

Through observation, most of the Drivers are practicing corrective maintenance. 
Corrective maintenance also known as reactive strategy [9] where task performed to 
identify, isolate, and rectify a fault so that the failed equipment, machine, or system 
can be restored to an operational condition within the tolerances or limits established 
for in-service operations. 

Preventive maintenance also known as proactive strategy [9] is a servicing by per-
sonnel for the purpose of maintaining equipment and facilities in satisfactory operat-
ing condition by providing for systematic inspection, detection, and correction of 
incipient failures either before they occur or before they developed into major defects. 
This maintenance may cost amore but it is good for machineries in a long run. 

Awareness is described as knowledge or perception of a situation or fact (Oxford 
Dictionary, 2013). Awareness in maintenance among public Drivers is a main factor 
that can relate to the issues of the accidents results and breakdowns. Therefore, the 
awareness of public Drivers towards preventive and corrective maintenance are yet to 
be concluded. 

1.2 Problem Statement 

The awareness towards maintenance might be narrow; most Drivers practice correc-
tive maintenance rather than preventive maintenance [5]. There are a lot of issues 
regarding awareness on maintenance that leads to malfunction, accidents and higher 
cost of living. Machineries performance may deplete over time and it may lead to 
malfunction and fatal breakdown. Performing a maintenance might cost a lot especial-
ly comparing between preventive maintenance and corrective maintenance [5].  
However, issues regarding typical Malaysian giving lack of understanding towards 
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maintenance have brought up issues such as high rates of accidents during festive 
season [7]. Therefore, this study hope to give an insight and create more awareness by 
providing data previous studies that have been conducted by researchers such as [1], 
[5], and [10] have put the maintenance management field in the production line in 
manufacturing industry to evaluate their perspective and criteria. However, this study 
is different from their scope of studies. Instead of focusing on organization, the scope 
has been changed to identify the awareness on individual. 

1.3 Research Objective 

• To identify the public awareness Preventive maintenance for personal auto-
mobile in UTHM. 

• To define the factors that associates with the public awareness in Preventive 
maintenance for personal automobile in UTHM. 

2 Literature Review 

In this section, we are going to discuss the relevant terms used in this study. There 
would be an introduction to the maintenance management field and the types of main-
tenance that are being discussed in the whole study. Besides, this section is going to 
discuss about the public awareness among the community in Malaysia. Lastly, pre-
vious studies and fact are going to be presented to support the framework of this 
study. 

2.1 Maintenance Management 

Maintenance management is a field that required certain aspects to keep a product, 
facility, and service to operate or function properly. The basic of the field is to reduce 
the operating cost and increase the efficiency in a long run. This practice has been 
executed in the manufacturing, building and service sector since the past few decades. 
The maintenance management can be divided into several categories. However in this 
study we are going to look into 2 categories which [13] are the Corrective mainten-
ance and Preventive maintenance. 

2.2 Public Awareness 

Public has a variety of meaning and usage according to oxford dictionaries. Public are 
referred to ordinary people in general or a community. Awareness is referring to 
knowledge or perception of a situation or fact in Oxford dictionary. Therefore, the 
term public awareness in this context is referring to the knowledge and perception of 
the community. In the end of this study, the awareness is going to be label base on 
good and bad, depending on the result of the questionnaire. 
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2.3 Corrective maintenance 

Corrective maintenance is known to be the oldest type and is ad hoc, under which 
maintenance is called upon only when the equipment fails. This could render poor 
yield when the equipment has been highly degraded and the repair time is also ex-
pected to be long due to a “complete non-functional” failure and “full system” over-
haul [12].  Corrective maintenance is also known as reactive strategy [9] is a practice 
where task performed to identify, isolate, and rectify a fault so that the failed equip-
ment, machine, or system can be restored to an operational condition within the toler-
ances or limits established for in-service operations. 

2.4 Preventive Maintenance 

Preventive maintenance is a comparatively more cost effective, requiring some simple 
statistical models to determine a constant optimal time interval for maintenance. 
However, a constant time-interval based maintenance schedule does not fit the actual 
maintenance requirements of the equipment as the required time to next maintenance 
will be too long when it is new or less used, and the time will be too short when it 
becomes “old” or ages. As a result, preventive maintenance can be cost-ineffective 
due to insufficient maintenance for aged equipment and/or a higher chance of main-
tenance-induced failure for new equipment as a consequence of “more than neces-
sary” initial maintenance actions [12]. 

 
This routine, among others, include: 

 
i.  Changing engine lubricant after certain recommended kilometre-age 

(e.g.5,000 km); 
ii.  Replacing the timing belt (e.g. 100,000 km); 
iii.  Performing tyre rotation (e.g. every six months or 10,000 km); and 
iv.  Changing the transmission fluid (e.g. 40,000 km). 

 
Preventive maintenance also known as proactive strategy [9] for the purpose of 

maintaining equipment and facilities in satisfactory operating condition by providing 
for systematic inspection, detection, and correction of incipient failures either before 
they occur or before they develop into major defects. This maintenance may cost 
more but it is good for machineries in a long run. 

2.5 Personal Automobile 

Personal is described by the meaning of Belonging to or affecting a particular person 
rather than anyone else in oxford dictionary. In this context Personal Automobile, 
carries the meaning by defining automobile that belongs to a person, it must not be a 
company vehicle nor belongings to an organization.  
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2.6 Drivers in Malaysia 

Every year, Malaysia has a large amount of cars registered under the Road Transport 
Department of Malaysia [3]. According to a report by the JPJ, drivers in Malaysia 
have reached a total of 13,303,843 (cumulatively) in 2012 as the latest report. The 
mass amount of drivers in Malaysia has rose up a lot of issue such as traffic conges-
tion. Particularly, during the festive season where traffics are struggling to move away 
from city. Despite that, new problem arose when there is an increase in the traffic 
accidents. The Figure 1 shows the statistic taken by the JPJ of Malaysia regarding the 
increase of drivers in Malaysia: 

 

 

Fig. 1. Cumulative of road users 

The increasing of drivers in Malaysia among the years has really gone to a point 
that maintenance should be put into consideration in each personal automobile owner 
to ensure their safety and daily life productivity. According to a research done by the 
Malaysian Institute of Road Safety (MIROS) in 2012, the total population of Malaysia 
is recorded at 29,300,000 while the total car registered was at 22,702,221 vehicles. 
This has concluded that each car in Malaysia has approximately 1.3 passengers. By 
rounding off, we can say that each Malaysian has own a car. 

Malaysia has a different automotive ecosystem for the proportion of the types of 
vehicle on the road. Majority of the vehicle in Malaysia consist of locally made car 
such as Proton, Perodua and Naza. Local automotive producers cover up to 60% of 
the domestic vehicle sales.The remaining 40% of the vehicles are consisting of for-
eign manufactured cars. This situation has result both different drivers to experience 
different type of maintenance for their automobile. The drivers may experience the 
difference in maintenance cost, spare part availability and quality. However, this 
study is not focusing on the cost, spare part availability and quality of the mainten-
ance but it is focused on how it affects their understanding/awareness of the need to 
maintain their own automobile. 

 

Cummulative of Road Users 

Years 
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2.7 Behaviour of Malaysia’s Drivers Towards Automobile Maintenance 

Previous studies conducted in the field of Maintenance Management focuses on in-
dustries such as manufacturing, building and IT system. Most of the studies related to 
manufacturing have concluded preventive maintenance is more beneficial compared 
to the corrective maintenance that is practiced conventionally. A study conducted in 
china for the manufacturing industries found out that most manufacturers in China 
that neglected the predictive maintenance and practices the corrective maintenance 
does not reduce the cost but rather have a lower machine availability that distort their 
production. While the manufacturers in china that are practicing predictive mainten-
ance has more machine availability and lower bottleneck occurrence [10]. However, 
this scenario is applicable for organization that competes for continuous improvement 
and gain benefit from it. The concept of the paper that is being discuss are regarding 
on individual practices in understanding corrective maintenance and preventive main-
tenance. The previous idea from the study conducted by Pützr [10] regarding the 
maintenance strategies being use in the manufacturing industries in China can give a 
clear view of the maintenance strategies behaviour. 

Another study conducted by [13] for the national review of maintenance issue for 
the national car in Malaysia also state that it is important to ensure a car is well- 
maintained to ensure the roadworthiness. Where roadworthiness is describe as fitting 
the vehicle to a accepted standard that it could be use on the open road. The study 
itself focuses between the relationship safety on the road with maintenance. The study 
has emphasized that maintenance management such corrective maintenance, 
preventive maintenance and predictive maintenance has play a vital part for the 
vehicle to be use on the road. However, the study didn’t study on the perception or 
awareness of the road users in Malaysia towards those maintenance strategies. 
Somehow, the study has been identified [13] some factors that influence the users of 
personal automobile in performing maintenance for their vehicles: 

1) Types of vehicles 
As mention above the ecosystem of vehicle in Malaysia comprises of 60% 
locally made cars while the remaining 40% are imported cars. Due to the 
availability of spare parts and cost. The decision made in maintaining the car 
will differ accordingly. 

2) Cost of maintenance (financial) 
Normally, car owners’ will attempt of perform preventive maintenance provided 
by the car dealer during warranty period. However, car owners’ tend to switch 
and seek for a more flexible and reasonable price maintenance practices such as 
corrective maintenance. The study also stated the cost of maintenance can be 
influence by the type of spare part that is offer in the market. 

3) Knowledge 
The study also concluded that the poor maintenance attitude can be influence 
by the lack of knowledge in the general knowledge on automobile 
maintenance. The study also highlighted the following: 

i. The inability to perform self-assessment on their cars; 
ii. Falling victim to irresponsible mechanics at service centres/workshops 

such as buying fake items, being charged unreasonably, etc; 
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iii. Failure to make the right decisions for maintenance work, especially 
in the case of a major breakdown; and 

iv. Failure to appreciate the importance of maintenance equal-
ity/professional maintenance work. 

 
Although, the study [13] have concluded that has been influencing the maintenance 

behaviour. The study did not come out with a recommendation on curbing the issue. 
The study also found out that the vehicle maintenance policy is implemented by the 
Malaysian government. It has indirectly affecting the behaviour of the automobile 
users nationally.  

3 Methodology 

3.1 Theoretical Framework 

In this study, the perception or knowledge of the public towards corrective mainten-
ance and preventive maintenance in automobile is taken as a dependent variable. It is 
expected to vary accordingly in each individual. Figure 2 is the framework of this 
study where 3 of the factors are being set to test whether it is affecting the public 
awareness. Knowledge background is the knowledge of the users in towards automo-
bile maintenance. It can be consist of the users’ education background. 

Experience is the second factor that is put into the study to identify whether the us-
ers’ experience will contribute to the level of public awareness. Experience can be 
label upon their exposure towards automobile maintenance and their encounter in car 
maintaining. Experience can be also mean by how long the users have been driving. 
As driving experience may be differ from every individual. It is expected that the 
problems encountered by the drivers may contribute to the drivers’ awareness. 

 

 

Fig. 2. Theoretical Framework 

In a study conducted by Susan [10], one would expect, for instance that the less 
educated respondents would have higher don't know rates if they actually admitted 
when they didn't know the answer. On the other hand, the literature cautions us that 
persons with less education have more of a tendency to acquiesce. Even though, the 
report was conducted in 1995 but it is still relevant for the idea of linking knowledge 
background as a factor that influences the awareness. 

Knowledge back-
ground 

Experience 

Public Aware-
ness on personal 

automobile’s 
maintenance 
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In another study [2], where the study focused on the psychiatric knowledge. Jorm 
[2] mentioned a person affected by the symptom is being seen as a primary agent in 
symptom management. This perspective is important because it leads to bigger em-
phasis on increasing public knowledge and skills about mental health and empower-
ing the experience of the people disabling the symptom. The study did mention that 
experience in a particular event may lead to better awareness in overcoming certain 
issues. 

Therefore, in this studies the two main factors which is knowledge background and 
experience. However, the main purpose of the study is still to identify their awareness 
towards corrective maintenance and preventive maintenance in automobile maintenance. 

3.2 Questionnaire 

Questionnaire will be distributed to drivers in UTHM according to their age group. 
The questionnaire will ask about the details regarding the respondent’s background 
and their understanding towards corrective maintenance and preventive maintenance. 
The questionnaire will be distributed to 80 respondents with 20 respondents in each 
age categories.  

3.3 Data Collection 

This research uses primary data collected through questionnaire. Questionnaire will 
be distributed to the sample. The content of the questionnaire will be comprises of 
sample’s background, question regarding corrective maintenance and preventive 
maintenance. The data will then be collected and divide into categories such as age 
group. 

3.4 Data Analysis 

Data analysis is one of the important elements of the research. After the data being 
collected, analysis data process will be started in order to determine and find out the 
result and proves the hypothesis being accepted or rejected. The research data will be 
analyzed using Statistical Package for Science Social (SPSS). The descriptive analysis 
and correlation analysis were used to prove the hypotheses. 

4 Data Analysis 

This chapter will be discussing on the data analysis used in the study. The analysis 
will then be concluded into results. The data are being analyzed through IBM SPSS 
Data Editor.  

This section will also discuss the reliability, normality, mean of the score and trend of 
scoring. It is important to note that each data here are taken primarily and computed 
through software. The result will then be discussed and detail later in this chapter. 
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4.1 Respondents’ Demographic and Respond Rates 

A total of 40 sets of questionnaire have been distributed through hard copies and 
Google drive. Fortunately, 40 of the respondents replied back to the questionnaire 
with full cooperation. 

Table 1. Respondents’ age and frequencies 

Table 1 shows that the age of the 
respondents involves in this study. 
There are 4 classification of age 
namely 20-30, 31-40, 41-50, and 50 
and above. Due to certain circums-
tances, it is unable for the study to be 
conducted to all the drivers available 
in UTHM.  

       During the distribution of 
the questionnaire in the targeted area, 
respondents of age 20-30 consists of 
10 respondents. While respondents 
from 31-40, 41-50 and 50 and above 

have 10 respondents each. Respondent from group age 20-30 compare to others be-
cause the population in UTHM consist more drivers with age 20-30 years old.  

Therefore, stratified sampling is used to identify the awareness from the respon-
dents to ensure that there is similar size of sample from each age category. The re-
spond rates are rather satisfied with 0% excluded rate.  

Table 2. Respondents’ gender and frequencies 

Gender Frequen-
cy 

Per-
cent 

Valid Per-
cent 

Cumulative Percent 

Male 

Female 

Total 

19 47.5 47.5 47.5 

21 52.5 52.5 100.0 

40 100.0 100.0  

 
There are 19 males and 21 females involve in the questionnaire answering as in 

Table 2. Male has a 47.5% and female has a 52.5% as total of 100%. Both of the 
groups are almost equal in account. 

In Table 3, it is almost balance between the imported and local cars. 18 respon-
dents uses imported car while 22 respondents uses local cars. Imported cars cover up 
to 45% of the respondents while local cars cover up to 55% of the respondents’  
vehicle. 

 

Age Frequen-
cy 

Cumula-
tive Percent 

20-30 10 25.0 

31-40 10 50.0 

41-50 10 75.0 

50 and 
above 

10 100.0 

Total 40  
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Table 3. Respondents’ vehicle type and frequencies 

Valid Frequency Per-
cent 

Valid Per-
cent 

Cumulative Percent 

Imported 
Local 
Total 

18 45.0 45.0 45.0 

22 55.0 55.0 100.0 
40 100.0 100.0  

Table 4. Respondents’ education and frequencies 

Education Frequency Percent 

spm or equivalent 9 22.5 

stpm or equivalent 9 22.5 

bac degree 12 30.0 

masters or PhD 10 25.0 
Total 40 100.0 

 
There are 9 respondents with SPM or equivalent and STPM or equivalent  

respectively as shown in Table 4. Bachelor degree has 12 respondents and there are 
10 respondents with masters and PhD. The study defines bachelor degree and masters 
or PhD as a higher education level compare to SPM or equivalent and STPM or 
equivalent. 

Table 5. Maintaining experience and frequencies. 

Maintaining 
experience 

Frequency Percent 

Yes 20 50.0 

No 20 50.0 

Total 40 100.0 
 

Meanwhile Table 5 shows 20 respondents with maintaining experience and 20 res-
pondents without maintaining experience. Which make an equal of both categories. 

4.2 Reliability 

Table 6 shows the reliability of all factors together which is an addition of 3 items 
namely driving experience, maintaining experience, and education background.  
The result of Cronbach alpha is at 0.714 which is a satisfactory level of reliability. 
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Table 6. Reliability Test’s Cronbach Alpha 

Cronbach’s Alpha Cronbach’s Alpha  N of Items 

 Based on Standardized Items  

.714 .775 14 

4.3 Skewness and Kurtosis  

Table 7. Skewness and kurtosis from Question 1 to Question 5 

Distributions Type of 
Maintenance 

Q2 Q3 Q4 Q5 

Skewness .777 1.200 .907 .315 1.200 
Std. Error of Skewness .374 .374 .374 .374 .374 
Kurtosis -1.473 -.592 -1.242 -2.003 -.592 
Std. Error of Kurtosis .733 .733 .733 .733 .733 

 
Table 7 shows the descriptive data of the respondents’ answers. 10 questions are 

put into the test to see whether the respondents have given a positive skewness or 
negative skewness. Bulmer, M.G., Principles of statistics stated that:- 

 
• If a skewness is less than -1 or greater than +1 the distribution is highly 

skewed 
• If the skewness is between -1 to -0.5 and +0.5 to +1 then the distribution is 

moderately skewed  
• If the skewness is between -0.5 to +0.5 the distribution is approximately 

symmetrical 

Table 8. Skewness and Kurtosis from Question 6 to Question 10 

Distributions Q6 Q7 Q8 Q9 Q10 

Skewness .907 .654 .424 .104 1.559 

Std. Error of Skewness .374 .374 .374 .374 .374 

Kurtosis -1.242 -1.658 -1.919 -2.097 .451 

Std. Error of Kurtosis .733 .733 .733 .733 .733 

 
Therefore, there are 3 questions with skewness more than +1 in the sets of test as in 

Table 8. However, due to the questions has only 2 options, it has more chances for the 
answers to skew to one side. In this study the normality of the questions are not ne-
cessary important as the study focuses to look at their mean of the answers. 
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Fig. 3. Score by respondents according to education background 

It is obviously seen in Figure 3, the bar chart that the mean score of the respon-
dents with maintaining experience have their mean skewing to the right. However, 
respondents with no maintaining experience have their mean score distributed to the 
left of the bar chart. However, this does not imply that their awareness is low. 

 

 

Fig. 4. Scored by respond according to education background 

Figure 4 shows the bar chart between driving experience (driving exp) and the fre-
quencies of their mean scores. Drivers with driving experience more than 10 years 
and above have their mean score distributed to the right. Drivers with driving expe-
rience 1-5 years have their mean score normally distributed throughout the chart.   
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Fig. 5. Scored by respondents according to education background 

Figure 5 shows the bar chart between driving experience (driving exp) and the fre-
quencies of their mean scores. Drivers with driving experience more than 10 years 
and above have their mean score distributed to the right. Drivers with driving expe-
rience 1-5 years have their mean score normally distributed throughout the chart.   

4.4 Score 

Mean score is the score of mean according to each respondent. The questionnaire 
which is presented to obtain awareness has 2 options in each question to identify their 
awareness in Table 9. In Statistical Package for Science Social (SPSS), the value of 
‘Don’t know’ is 1 while the maximum value is 2. This indicates that each of the res-
pondent with answered. Therefore, by interpreting the mean, the awareness will be 
identified through their mean at 1.6 and above will have a highest ‘Yes’. The table 
shows that most of the respondents get a mean of 1.60. The lowest mean obtain by the 
respondents is 1.30. While the highest score obtain by the respondent is 2.00 with all 
answer ‘Yes’.  

Table 9. Respondents’ average score 

Valid Frequency Percent Valid Percent Cumulative Percent 

 0.30 2 5.0 5.0 5.0 

0.40 4 10.0 10.0 15.0 

0.50 5 12.5 12.5 27.5 

0.60 11 27.5 27.5 55.0 

0.70 5 12.5 12.5 67.5 

0.80 7 17.5 17.5 85.0 

0.90 5 12.5 12.5 97.5 

1.00 1 2.5 2.5 100.0 

Total 40 100.0 100.0  
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Table 10. Descriptive statistic according to mean 

Valid 40 

Missing 0 

Mean 0.6475 

Mode 0.60 

Skewness -.057 

Std. Error of Skewness .374 

Sum 65.90 

 
Table 10 shows the mean of the mean score provided. The score of the score is at 

0.6475. This means that the overall of their answer most of the respondents will have 
more ‘Yes’ answer rather than ‘Don’t know’.  This set of data can conclude the level 
of awareness of the respondents in this study. 

4.5 Conclusion  

It is very conclusive that the data is reliable with a cronbach alpha of 0.714. It is at a 
satisfactory level for the cronbach alpha with 0.714 of internal consistency. The set 
has only 2 option as answer and the skewness of the set of questionnaire is being 
tested and it has most of the answer to be in normal. Besides, it is also found that 
respondent with higher level of education and with maintaining experience has a 
higher rate of Yes in their sets of answers. Lastly, it is conclusive that as a whole that 
the public awareness for the preventive maintenance is with a mean of 0.6475, which 
is moderately high. 

5 Discussion 

In this topic, we are going to discuss the result and relate it to our objectives. This 
study has 2 objectives: 

a. To identify the public awareness in Preventive maintenance for personal 
automobile in UTHM. 

b. To define the factors that is associates with the public awareness in Preven-
tive maintenance for personal automobile in UTHM. 
 

To make it easier for discussion, we will then discuss about the first objective 
which is to identify the public awareness in Preventive maintenance for personal au-
tomobile in UTHM. As the previous chapter accounts, the literature has support that 
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the word “Public Awareness” carries the meaning of the knowledge of the public in 
one community. 

Therefore, to identify the level of awareness the study has come out with a set of 
questions of questionnaire with ‘Yes’ and ‘Don’t know’ as option to force the respon-
dents to give out their true perceptions on the context of study. Their answer will then 
be summarized into mean to the rates of ‘Yes’ and ‘Don’t know’. In Statistical pack-
ages for Social Sciences (SPSS), the numerical value will be inserted 1- Don’t know 
and 2- Yes.  

This gives the study a value of mean with 0.5 as a median which indicates that the 
respondents with 0.5 score had actually answered the same amount of ‘Yes’ and 
‘Don’t know’ together. With the mean score above 0.5, then it is concluded that the 
respondent has answered more ‘Yes’ which means a higher level of awareness. This 
type of study is adapted from (Ciochetto& Haley, 2008) in their study ‘How Do You 
Measure “Awareness”?’ Experiences with The Lead-Based Paint Survey. 

Table 11. Agregate mean result 

N Valid 40 

Missing 0 
Mean 0.6475 

Mode 0.60 

 
The result in Table 11 has been collected from the respondents shows that the 

aggregate mean is at 0.6475. This means that by average of each respondents should 
have answer more ‘Yes’ than ‘Don’t know’. Conclusively, the awareness is averagely 
moderate. This has answer the first objective of the study. 

The second objective of the study is to identify the factors affecting the public 
awareness in Preventive awareness. There are no previous studies regarding public 
awareness to Preventive maintenance. However, Preventive maintenance is described 
as a knowledge or practice which can be practice. Therefore, by adapting studies from 
psychological which implied that experience and education has an impact on 
awareness. Jorm mentioned experience in a particular event may lead to increase in 
awareness over a certain period of time in his study “Public knowledge and beliefs 
about mental disorders”. In his study, he has concluded that people with experience in 
dealing with mental disorder patient will tend to have a higher significant of 
understanding towards the knowledge in that context.  

In this study,  the respondents with maintaining experience has the more ‘Yes’ 
answered.  
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Table 12.  

 Maintaining experience Total 

Yes No 
Score 0.30 0 2 2 

0.40 0 4 4 
0.50 1 4 5 
0.60 5 6 11 
0.70 4 1 5 
0.80 5 2 7 
0.90 4 1 5 
1.00 1 0 1 

Total 20 20 40 

 
Table 12 shows the mean score of the respondents accordingly to those with 

maintaining experience. It is obviously seen that there are 19 respondents with 
maintaining experience with higher mean score of 0.6 and above. This analysis 
doesn’t conclude the relationship but it is a study of trend to see how the respondents 
react towards a set of questions. The mean of different background has an impact 
towards their awareness. It is conclusive that the respondents with maintaining 
experience has higher mean compare to those with no maintaining experience 

Table 13. Respondent educational level 

 Educational 

Total 
spm or 
equivalent 

stpm or 
equiva-
lent 

bachelor 
degree 

masters 
or Phd 

 0.3 0 0 1 1 2 

0.4 1 1 2 0 4 

0.5 2 2 1 0 5 

0.6 3 2 4 2 11 

0.7 2 1 0 2 5 

0.8 1 1 1 4 7 

0.9 0 1 3 1 5 

1.0 0 1 0 0 1 

Total 9 9 12 10 40 
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Table 13 shows the answer given by respondents according to their educational 
level. Respondents with higher education such as Masters or PhD has the mean score 
distributed over a higher mean score. However, respondents from STPM or equivalent 
has a high score of mean. Despite that, the result cant conclude that the higher the 
educational has a higher awareness in Preventive maintenance.  

5.1 Limitation of the Study  

With all the findings discussed in previous chapter, it will be a good measure to re-
view the limitation of this study. There were several limitations occurred when con-
ducting this study. The limitations met are shown as following. 

5.2 Recommendation 

There is no studies without minor flaws and misdesign in it. The study only concluded 
the awareness in Preventive maintenance for personal automobile in UTHM and how 
the factors can give different result in the awareness. There some several 
improvements that need to be done if there are future research carried on this study. 

5.3 Increase in Sample Size 

Due to some circumstances, the total amount of drivers registered in UTHM are still 
unable to obtain. Therefore, it is quite impossible to set a  numerical value of 
respondents needed to obtain a qualified data. However, stratifying the respondents is 
a way to control variables of the respondents for maximal result.  

5.4 Identify the Relationship between Factors and Awareness 

This study only study the pattern and trend of the respondents background (factors) 
and their mean. However, chi square test can be apply  by further modifying the 
questionnaire to understand the strength and correlation between awareness and the 
factors. 

5.5 Provide Measure to Increase Awareness 

Since the awareness hasn’t been identify in the previous study, this study cant provide 
a set of solution or measure to improve the awareness. Therefore, it is better for the 
future study to provide measures and solution to improve the awareness at 0.6475. 

5.6 Conclusion 

In conclusion, the awareness for Preventive Maintenance for Personal Automobile  in 
UTHM are moderate at 0.6475. Besides, the factors experience has a proportionate 
impact on the mean score of the awareness, it is conclusive that rspondents with 
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maintaining experience have higher mean than those who have no experience. Other 
than that, we can also conclude that respondents with STPM or equivalent and above  
have a higher mean than SPM or equivalent.  
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Abstract. Cervical Cancer is one of the ubiquitous forms of cancer afflicting 
the female population worldwide. A Digital Colposcope is a self-illuminated 
powerful microscope which acquires the image of the affected cervix. The raw 
cervix image acquired by the colposcope is known as a cervigram. The raw cer-
vigram is preprocessed by removing the specular reflections and then the region 
of interest is sought. Different novel segmentation algorithms which were pro-
posed in our earlier papers are applied to the cervigram to detect the acetowhite 
tissues. In the current paper, we try to draw a correlation between Pap smear re-
sults, colposcopic findings, histopathologic biopsy results and our proposed al-
gorithmic analysis. The significance of association is assessed by chi-square 
testing and the strength of association by kappa statistic. The association be-
tween impression and histology was significant, the strength of correlation was 
also significant. The overall kappa statistic for the concordance of the algorithm 
with the human experts was 0.809, while that among raters, excluding the algo-
rithm was 0.804. The proposed algorithm had better agreement with the expert 
decision. 

Keywords: cervical cancer, segmentation algorithms, kappa statistic. 

1 Introduction 

Cervical Cancer is one of the ubiquitous forms of cancer afflicting the female popula-
tion worldwide. According to World Health Organization (WHO) [1], every year in 
India alone there are 1 lakh 30 thousand women who are affected with cervical can-
cer. According to Chittaranjan National Cancer Research Institute’s Cancer Registry 
Program [2], in the state of West Bengal alone, out of every 1000 women, aged be-
tween 30 years to 60 years old, 18 are affected by cervical cancer. To detect cervical 
cancer, the state does not possess the adequate infrastructure. Hence the real numbers 
of affected cervical cancer patients are still unknown. With lack of awareness and 
treatment, the deadly disease gets detected only in the Final Stage (i.e. CIN-3) of Cer-
vical Cancer. Due to cervical cancer alone, 80,000 women dies every year in our 
Country. However, cervical cancer incidence and mortality remain high in resource-
poor regions, where high quality Pap (Papanicolaou smear) screening programs 
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[3],[4],[5],[6], often cannot be maintained because of inherent complexity and cost. A 
Digital Colposcope is a self-illuminated powerful microscope which acquires the 
image of the affected cervix. The raw cervix image acquired by the colposcope is 
known as a cervigram. The raw cervigram is preprocessed by removing the specular 
reflections and then the region of interest is sought. Before the image is made ready 
for implementing further image processing algorithms, illumination correction  
methods and intensity normalization methods are applied. 

In our research, we have dealt with the image acquisition of the unhealthy cervix 
using a Digital Colposcope and then using various image processing techniques, we 
have tried to semi-automate the detection of cervical lesions and classify them into 
various Cervical Interepithelial Neoplasia (CIN) –I, II, III , Carcinoma-in-situ (CIS) 
stages or (LSIL and HSIL). The steps used in our techniques was removal of specular 
reflections, finding region of interest of the cervix, segmentation of AW tissues and 
further classification into mosaicism, punctuation and vasculatures. An automated 
characterization of the lesions borders along with the automated detection of the AW 
lesion is one the major goals of this work. Therefore, the understanding of the lesion 
margins and their relation to the staging of cervical cancer is a key point of such anal-
ysis and characterization. Lesion margins of the AW lesions on the cervix have a 
variety of forms and many visual interpretations. In order to categorize the AW le-
sions, the classification of Lesion margins can be grouped into two major categories, 
each one of those categories associated with low and high grades of cervical intraepi-
thelial neoplasia (CIN). Low grade is known as mild dysplasia (CIN I), while high 
grade includes moderate dysplasia (CIN II), severe dysplasia (CIN III – cancer in 
situ), and cancer. Lower indexation by Reid’s index (1-2 points) indicates low grade 
lesions (CIN I). Reid indices are cumulative for color, margins and vessel pattern. 
Reid’s indexation yields a low score for ‘indistinct borders,’ known as diffuse bor-
ders, irregular lesions or ‘satellite’ lesions. Higher indexation (3-5 points) indicates 
high grade lesions. Reid’s indexation for ‘regular’ (‘smooth’) lesions with a ‘straight’ 
outline is an indication for higher grade dysplasia and cancer (CIN II and CIN III). 
Strong demarcation lesion Margins is a well-defined characteristic of CIN III or 
sometimes as cancer in situ, while the diffusivity of the Lesion Margins indicates low 
grade lesions. The data from the colposcopic images has been graded accordingly. 

2 Methods 

In this paper, we performed a study of precancerous lesions and cervical cancer over a 
period of five years from 2008 to 2012 at SSKM Hospital, Kolkata who sought con-
sultation for various gynecological disorders. Parity was from 0 to 6 with a medium of 
3, and age was between 21 and 70 years. Colposcopy was performed with the help of 
B’orze® Colposcope on an outpatient basis. The cervigram data was later processed 
in a PC with Intel Core2 Duo processor, 2 GB Ram, 320 GB HDD using MatLab® 
software in Windows® XP operating system.  
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The patients having an unhealthy cervix were first administered Pap smear, and then 
Colposcopy images were taken. The colposcopy guided biopsy was also taken from all 
examined patients, by punch biopsy forceps from the most advanced part of lesion. The 
biopsy fragments were processed by the usual technique for inclusion in paraffin, He-
motoxylin-Eosin stained and interpreted in the Histo-pathology laboratory of SSKM 
Hospital, Kolkata which were further correlated with our algorithm findings. 
Colposcopic examinations included: 

▪ Direct examination of cervix with green filter and saline application;  
▪ Examination of the cervix after test with 5% acetic acid, observing the junction of 
squamous cell, erosion, papillary lesions, aceto-white areas and vascular design;  
▪ Examination of the cervix after Lugol test in which normal squamous epithelium, 
which contains glycogen, it turns brown.  

The colposcopic findings were classified into nonmalignant and malignant categories. 
The non-malignant category included normal findings or viral wart changes, and the 
malignant category was divided into five groups: CIN I, CIN II, CIN III, micro-
invasive carcinoma and CIS. Histological diagnosis was also classified into five 
groups: CIN I, CIN II, CIN III, micro-invasive carcinoma and CIS. 

Using the model in our previous research [4],[5],[6],[7],[8],[9],[10] , the cervix tis-
sues can be modelled as a mixture of Gaussians in 1-d feature space. The probability 
of occurrence of each Gaussian j is denoted αj. For a set of n feature vectors:  
 n, the maximum likelihood estimate of the different parameters can beݕ^.…… ,1ݕ^
found by maximizing f(^ߠ │ݕj,c) = Πif(

 j,c), using our proposed variant of EMߠ │iݕ^
algorithm [8]. 

Since we have the estimate of the parameter set, each iteration of the EM algorithm 
re-estimates the parameter set according to the following steps: 

■ Expectation step 

 

■ Maximization step of the Mixture of Gaussian parameters: 
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■ Maximization step of the illumination field parameters: 

 

      
 

              

3 Results 

From all 1050 patients examined, 555 patients (52.85%) presented non-malignant 
findings that do not require biopsy for histopathological examination, but required a 
full monitoring: bacteriological, cytological and colposcopic at different time inter-
vals, and where not included in our study. 495 patients (47.14%) presented malignant 
findings and underwent colposcopic examination to further investigate a cytological 
abnormality on their pap smears – 345 cases (69.69%) or an abnormal appearance of 
the cervix – 150 patients (30.30%). These 345 patients represent our study group. We 
noticed that lesions were diagnosed in patients aged between 21 and 70 years, most 
cases encountered in the interval 31–50 years (Tables 1 and 2). 

 
Age (years) Total % 

21-30 65 13.1 

31-40 165 33.3 

41-50 185 37.4 

51-60 47 9.5 

61-70 33 6.7 

Fig. 1. Table showing distribution of cases by age 
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Clinical and morphological parameters  No. of 
Cases 

Percentage (%) 

 
 

Colposcopic  
Findings 

CIN I 28 5.6 
CIN II 142 28.7 
CIN III 279 56.4 

Micro-invasive carcinoma 26 5.3 
CIS 20 4.0 

 
 

Histopathologic  
Findings 

Normal 8 1.6 
CIN I 26 5.3 
CIN II 146 29.5 
CIN III 275 55.6 

Micro-invasive carcinoma 24 4.8 
CIS 16 3.2 

 Total 495 100 

Fig. 2. Table showing distribution of cases by clinical and morphological parameters 

Colposcopic findings in our research were: 28 (5.6%) cases were CIN I, 142 
(28.7%) cases were CIN II, 279 (56.4%) cases were CIN III, 26 (5.3%) cases were 
micro-invasive carcinoma and 20 (4%) cases were CIS (Figure 3). 

 

  

Fig. 3. Colposcopic findings in percent in our research 

Colposcopic aspects of the selected cases showed a variety of issues that can be 
found isolated or associated:  

▪ Mosaic: areas looking like pavement, composed of rectangular fields, square or 
polygonal, separated by dotted or red lines.  

▪ Punctuation: thick acetowhite epithelium, with vascular spots on surface with varia-
ble distribution and size. Correspond to simple dysplasia, CIN I.  

▪ Leukoplakia: simple shape, hypertrophic or warty. Colposcopic appearance is given 
by pearly white appearance, irregular surface, single or multiple plates. Correspond 
to CIN I, II, or III.  

Histological results in the 495 examined cases were: 8 (1.6%) cases normal, 26 
(5.3%) cases CIN I, 146 (29.5%) cases CIN II, 275 (55.6%) cases CIN III, 24 (4.8%) 
cases micro-invasive carcinoma and sixteen (3.2%) cases CIS.  

CIN may be suspected after performing the colposcopic examination. The final  
diagnosis of CIN presence and the respective degree is made on cervical tissue speci-
men, dependent on the histological features concerned with differentiation, maturation 
and stratification of cells and nuclear abnormalities [3].  
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In CIN I, there is good maturation with minimal nuclear abnormalities and few mi-
totic figures. Undifferentiated cells are confined to the deeper layers (lower third) of 
the epithelium. Mitotic figures are present, but not very numerous [3].  

CIN II is characterized by dysplastic cellular changes mostly restricted to the lower half 
or the lower two thirds of the epithelium, with more marked nuclear abnormalities than in 
CIN I. Mitotic figures may be seen throughout the lower half of the epithelium [3].  

In CIN III, differentiation and stratification may be totally absent or present only in 
the superficial quarter of the epithelium with numerous mitotic figures. Nuclear ab-
normalities extend throughout the thickness of the epithelium. Many mitotic figures 
have abnormal forms [3]. 

Fig. 4. Histopathologic findings in percent in our research 

To determine the overall accuracy of the colposcopic impression and to compare 
our results with other published research [3], we used the cervical biopsy result as 
gold standard values because all probes were histologically analyzed. The colposcopic 
aspects of the lesions were compared with histologic results from colposcopic  
directed biopsy to asses a correlation between these two diagnostic methods.  
The correlation was calculated reporting the number of cases histologically confirmed 
to the number of cases colposcopic diagnosis for each lesion group separately.  

 
Colposcopic Diagnosis 

Histopa-
thologic Diag-
nosis 

Normal CIN I CIN II CIN III Micro-
invasive 
carcinoma 

CIS Total 

Normal - - - - - - - 

CIN I 6 22(78.5%) - - - - 28 

CIN II 2 2 136(95.7%) 2 - - 142 

CIN III - 2 7 265(94.9%) 5 - 279 

Micro-invasive 
carcinoma 

- - 3 8 13(50%) 2 26 

CIS - - - - 6 14(70%) 20 
Total 8 26 146 275 24 16 495 

Fig. 5. Table showing Correlation between Colposcopy and Histopathology 
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Table 5 shows the correlation between colposcopic findings and histological diagno-
sis. The correlation was 78.5% (22 out of 28 patients) in the CIN I category, 95.7% 
(136 out of 142 patients) in the CIN II category, 94.9% (265 out of 279 patients) in 
the CIN III category, 50% (thirteen out of 26 patients) for micro-invasive carcinoma 
and 70% (fourteen out of 20 patients) for CIS. 

4 Conclusion and Discussion 

As shown in Table 5, data obtained confirm that colposcopy performed better in diffe-
rentiation of high-grade from low-grade lesions and that the positive predictive rate of 
the colposcopic impression is better as the cervical lesion is more severe: 265 cases 
confirmed as CIN III from 136 cases CIN II and 22 cases CIN I. The 28.4% (eight out 
of 28 cases) error rate in distinguishing between normal and LSIL, confirming it is 
difficult to distinguish between normal and abnormal. The colposcopy method in-
curred fewer false negatives (eight patients), giving a general accuracy rate of 98.38% 
(487 out of 495 biopsied patients). Sensitivity of colposcopic examination was 90.9% 
(450 out of 495 cases). As with cytology, some patients were under classified from 
CIN I to normal (six from 28 cases), from CIN II to CIN I (two out of 142 patients) 
and from CIN III to CIN II (seven out of 279 patients) using colposcopic examination. 
Evaluation of the colposcopic results yielded the following prevalence percentages 
based on the histologic diagnoses: 4.4% for CIN I, 27.5% for CIN II, 53.5% for CIN 
III, 2.6% for micro-invasive carcinoma and 2.8% for CIS. 
 

 Pap smear 
Results 

Colposcopic 
findings 

Histopathologic 
Results 

Algorithmic 
analysis 

Pap Smear Re-
sults 

- K=0.710 K=0.780 K=0.802 

Colposcopic 
findings 

K=0.710 - K=0.802 K=0.809 

Histopathologic 
Results 

K=0.780 K=0.802 - K=0.882 

Algorithmic 
analysis 

K=0.802 K=0.809 K=0.882 - 

Fig. 6. Table showing Correlation among the colposcopic findings, histopathologic results,  
pap results and our Algorithmic analysis using Kappa Values (K) 

We further try to draw a correlation between Pap smear results, colposcopic find-
ings, histopathologic biopsy results and our proposed algorithmic analysis [4],[5],[6], 
[7],[8],[9],[10], as shown in Table 6. The significance of association is assessed by 
chi-square testing and the strength of association by kappa statistic. Items such as 
physical exam findings or other diagnostic tests often rely on some degree of subjec-
tive interpretation by observers. Studies that measure the agreement between two or 
more observers should include a statistic that takes into account the fact that observers 
will sometimes agree or disagree simply by chance. The kappa statistic is the most 
prevalently used statistic for this purpose. Kappa K= (po-pe)/(1-pe) where po is the 
observed agreement and pe is the expected agreement . A kappa of 1 indicates perfect 
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agreement, whereas a kappa of 0 indicates agreement equivalent to chance. The asso-
ciation between impression and histology was significant (P < 0.001), the strength of 
correlation was also significant. The overall kappa statistic for the concordance of the 
algorithm with the human experts was 0.809, while that among raters, excluding the 
algorithm was 0.804. The proposed algorithm had better agreement with the expert 
decision (kappa =0.882). Our algorithm could not be distinguished from the experts 
by this measure. 
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