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Preface

The academic world is a ‘small world’ as David Lodge entitled one of his
sharp and witty novels. It is therefore not exceptionally surprising that a
former PhD student of Ian Budge should happen to be the Series Editor
of the Routledge/ECPR Studies in European Political Science where this
volume in honour of his work is published. Having read Ken Newton’s
excellent and highly entertaining account of the Budgean modus
operandi I cannot resist the temptation to add a few details from the
perspective of someone who wrote his PhD thesis under Ian’s supervision
at the EUI.

What comes to mind when thinking back to the Florentine years? Ken
mentions the illegible handwriting, and I clearly remember that the first
serious challenge on my way to completing a PhD thesis was the task of
deciphering Ian’s comments on the margins of my outlines and first
chapter drafts. Our first meeting, however, made a far more lasting
impression on me. Roaming the corridors of the medieval Badia Fiesolana
in search for the appropriate supervisor who was to guide one’s work over
the next three (or so) years, I met Ian Budge and presented some very
preliminary ideas about how one might be able to explain the phenome-
non of the emerging of Green parties in many Western European coun-
tries. He listened patiently and then told me that he was not really
convinced by the approach I wanted to follow. ‘But if you argue your case
well, it will be alright with me’, he continued, and I think this simple sen-
tence should be the basic law of PhD supervision. We proceeded on that
basis without any problems towards the completion of my thesis and one
of the great mysteries of our times is how he could read entire chapter
drafts in sometimes little more than half an hour and always spot the weak
points that I had tried to carefully hide from his attention.

It is fitting that a volume in honour of Ian Budge’s work should be pub-
lished in the ECPR book series since he has played such an influential role
in building up the ECPR. Furthermore, Ian Budge’s work has always
embodied one of the central missions of the Consortium, that is, the
commitment to systematic comparative research. Bringing junior and
senior researchers together in Joint Sessions and Research Sessions has



provided the launch pad for many large comparative projects; and the
Comparative Manifestos Project, in which Ian Budge has played such a
central role, is certainly one of the most important endeavours in empiri-
cal political science. It starts from the simple assumption that analysts
should, in the first instance, take the programmatic statements of political
parties seriously and see whether or not they keep faith to their ideo-
logical roots and, eventually, carry out their election promises. 

Anyone who wants to answer these questions for more than very few
parties over a relatively short period of time needs to convert manifesto
prose into quantitative data, and this was the initial mission of the Com-
parative Manifestos Project. By now, the data set includes more than 50
countries and the data on some parties covers more than five decades – a
unique data base for answering the questions sketched out above and
many more. What is more, some of the findings from the Manifesto
Project can be read as an antidote to political cynicism: parties tend to
keep faith to their basic ideological commitments when writing their elec-
tion manifestos and, within the given political and economic constraints,
parties do make a difference to policy outputs.

This volume revisits some of these themes and pushes them further. As
the editors point out in their introduction, the contributions centre
around three broad themes, including the ‘empirical validity of the gener-
alisations that emerge from Ian Budge’s account of democracy’, related
methodological problems, and wider theoretical and methodological
implications. It assembles contributions from leading experts in the field,
among them many long-standing collaborators of Ian Budge. As such, it is
far more than an acknowledgement to his work. It pushes back the bound-
aries of our understanding of how party competition and democratic
government function – and it is precisely this forward-looking nature
which makes it such a appropriate tribute to Ian Budge’s achievements.

Thomas Poguntke, Series Editor

Preface xix
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Introduction

Judith Bara and Albert Weale

The modern theory of political democracy is built upon the practice of
party competition. Political parties campaign for support. Individual elec-
tors vote for parties. These votes are aggregated to produce an outcome.
Elected parties enter the legislature. If there is an outright winner among
the parties, then the winner forms the government. If there is no outright
winner, then parties normally have to bargain over the formation of a gov-
erning coalition. The prospect of future elections keeps parties in the
government and legislature accountable to the electorate, whose interests
they are supposed to be serving.

Although simple to describe in outline, political democracy through
competitive elections is complex to understand in detail. On what basis do
political parties campaign? Do they stand on an ideological orientation or
on specific policy promises? How do voters decide upon their vote choice?
To what extent do they calculate or to what extent do they choose on the
basis of habitual identifications? What are the bases and dynamics of coali-
tion negotiation? Do parties in government behave in ways that are
responsive to the expressed preferences of voters? If so, what happens
when such responsiveness is at odds with historic or principled commit-
ments? Such questions and many more besides are the staples of political
science. Moreover, the answers that are given have implications for our
evaluation of how well representative democracies perform when judged
by democratic principles and values.

Over many years, Ian Budge has written and thought about these ques-
tions extensively. The research that he has conducted, both in his own
right and in collaboration with others, constitutes an impressive intellec-
tual achievement in providing evidence and arguments by which some of
the fundamental questions of political democracy are addressed. Histori-
cally informed, comparative in method, innovative in approach and
driven by a passion for the development of democracy, the research that
Ian Budge has conducted marks a signal contribution to our collective
political science understanding. As importantly, he has not only pursued
an individual research agenda, he has contributed uniquely to the devel-
opment of political science in Europe and internationally. Among his



achievements are the Essex Summer School in Data Analysis, the director-
ship of the European Consortium of Political Research in its formative
years and the role that he has played in the Manifesto Research Group,
latterly the Comparative Manifestos Project (CMP). The Comparative
Manifestos Project is regarded as a landmark in empirical political science,
not only in its own right but because of its rich and publicly available data
set, a data set that incidentally won a prize from the Comparative Politics
section of the American Political Science Association in 2003.

In the next chapter Ken Newton narrates Ian Budge’s life in political
science, touching on all these achievements and the personal qualities on
which they have depended. In the remainder of this chapter we lay out
the central themes and issues that inform this collection of chapters,
originally presented at a conference at the University of Essex in May 2004
and now offered in honour of Ian’s work.

The elements of political democracy

Democracy is about making political choices and Ian Budge has sought to
understand the processes by which these choices are made. Although his
work has a number of dimensions, one central strand has been the way
that he has animated and drawn upon the work of the Manifesto Research
Group, latterly the Comparative Manifestos Project. By building upon a
comprehensive analysis of the contents of some 780 parties across 54
countries over a period that stretches back more than 50 years, the
research groups have provided a rich body of empirical evidence in terms
of which the workings of political democracy can be understood. Anyone
who has worked with such data will know how painstaking they are to
collect and how complex they can be in detail. It is a mark of the intellec-
tual quality that Ian Budge has brought to this work that we now under-
stand the basic dynamics in terms of which representative democracy
operates. We also understand how these basic elements are related to
some of the central values of democracy.

To say that political parties and party competition are central to demo-
cracy is to pose a challenge to a number of long-standing traditions of
political thought. For many traditional theorists within the democratic
canon have been suspicious of parties or factions presuming that they
undermine the sense of civic virtue and public interest that are central to
the political culture of a democracy. For example, Rousseau was notori-
ously critical of forms of political organisation that were, in his terms,
‘partial’, seeing only unalloyed commitment to the general will as the
basis for a free and democratic political order. Such scepticism about sec-
tional interests fed into the French republican tradition enhancing its dis-
trust of secondary associations. To take a rather different example,
although Madison was critical of those to whom he referred as ‘theoretic
politicians’ (and since he was talking about the problem of political scale,

2 J. Bara and A. Weale



it is difficult to believe that he did not have Rousseau in mind), he also
argued that, though it was not possible to eliminate factions, it was neces-
sary to tame them. Similarly, within the utilitarian tradition, Bentham and
his followers also were cautious about partial interests, to whom they
attached the epithet ‘sinister’.

How, against this background, is it possible to craft a conception of
legitimate political democracy in which political parties, a form of partial
association par excellence, play a fundamental and positive role? One
answer to this question is that we need to think about party competition as
a system, and not just about political parties as agents. It is through the
competition for votes and the processes of coalition bargaining that an
outcome may emerge that can embody some sense of the popular will. In
this regard, there is an analogy with economic theories of competition, in
which the selfish pursuit of profit by firms is central in producing an effi-
cient equilibrium. Perhaps, just as in economic markets under certain
conditions, competition may produce outcomes that are beneficial for
consumers, so political competition might produce outcomes that are
beneficial to citizens. Yet, in economics, firms may not be intending to
serve consumer interests when they compete with one another: the effi-
cient market equilibrium is a product of human action but not of human
design. Can we extend the analogy between economic and political
competition, such that we can conclude that citizen representation works
independently of the intentions of political parties?

In this connection, one central conclusion arising from the work of the
Comparative Manifestos Project is important, namely that, although polit-
ical parties are office-seekers, they are not purely office-seekers. In this
respect the analogy between political parties and firms breaks down.
Parties in general have an attachment to ideological principles in the
broad sense, and they construct their party programmes in ways that are
consistent with ideological commitments. For example, in a pure office-
seeking model, there is no reason why parties should not leapfrog one
another in ideological space, with one party sometimes to the left of its
main competitor and sometimes to the right. If chasing down a winning
share of the popular vote is all that matters to parties, then they have to go
to where the votes are. However, in practice, parties do not leapfrog in
this way. Over time they generally maintain their ideological positions rel-
ative to their main rivals, and even in the United States – often regarded
as an ideology-free zone by commentators and journalists – the Democrats
have consistently been to the left of the Republicans, although each party
has adjusted its policy position within broad ideological limits. Hence,
when we are discussing the party systems of modern representative demo-
cracies, we are not referring to a pure spoils system in which securing the
fruits of office entirely determines how parties behave. Instead we also
have to look at the role of ideological principles in shaping the competit-
ive behaviour of political parties.
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Already we have anticipated another finding of Budge’s empirical
account of democracy, namely that there is a dominant ideological cleav-
age across political systems, which can be characterised in terms of a
contest between left and right. One central argument here (see Budge
and Keman, 1990: 36) is that the scale of reforms that are implied by the
demands of socialist or progressive parties is so great that all parties need
to take up an attitude in relation to the socialist–bourgeois confrontation.
A logically distinct, but nonetheless complementary, argument is that vari-
ations in manifesto positions on different aspects of public policy are well
explained, in a statistical sense, by one principal component, which can be
interpreted as a left–right dimension. For example, although there is no
logical compulsion for the position that a party takes on defence to be
associated with its position on the running of the economy, in practice the
two sets of opinions do co-vary. Statistical inference thus reinforces the
everyday vocabulary of journalism, commentary and common sense.

This argument about the dominance of the left–right cleavage is not
incompatible with other sources of allegiance playing a significant role in
forming partisanship, including religion, region or language, as posited in
the Lipset–Rokkan model for Europe. Rather the argument is one about
the general saliency of the left–right cleavage and therefore the important
role it normally plays in democratic politics. Parties might conceivably be
divided by their attitudes to transubstantiation or the Schleswig-Holstein
question (as historically some have been). It is simply that, as a matter of
fact, they are not. In practice, ideological commitments take their colour-
ing from the attitudes that parties take up towards the large issues of man-
aging the economy and the distribution of income, wealth and property.

There are two important implications of the role of ideology in general
and the role of the left–right cleavage in particular that bear upon the
place of party competition in securing the conditions for democracy. The
first of these concerns the role of ideological connectedness in coalition
bargaining. Unlike pure office-seeking theories of coalition formation, the
Budge view emphasises the place of ideological compatibility in the forma-
tion of coalitions. Because parties are ideologically committed to their
manifestos, they will not willingly give up an element of their programme
in order to achieve office. Rather they will use bargaining over the content
of the coalition programme as an opportunity to secure the programmatic
concerns that are most important to them. Surplus coalitions, in which
the governing team is of more than minimum winning size, are not an
embarrassment for this theory. Moreover, parties in a governing coalition
will seek to occupy ministries that are particularly important to them and
to their constituents.

In respect of party competition and coalition formation, there is one
important result that Ian Budge has proposed about the relationship
between governments and the electorate. This is that viable governments
typically include representatives of the median voter in ideological space
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(McDonald et al., 2004). The median party in the coalition, when scaled
by the left–right metric, is the party that coincides with the left–right posi-
tion of the median voter. If majority rule with more than two alternatives
means that the median voter is decisive, and if the governing coalition typ-
ically includes representatives of the median voter, then there is a sense in
which in their workings elections bestow a ‘median mandate’ upon gov-
ernments. In this way party competition, in the circumstances in which
parties have ideological commitments, secures responsiveness between
popular preferences and political outcomes. Perhaps, rather intriguingly,
this result obtains both across proportional representation/multiparty
systems and across first past the post/dominant two-party systems,
although deviations from the median mandate occur more frequently in
simply plurality systems than in PR systems. Overall, however, democratic
responsiveness is not such a rare flower after all.

None of this would carry much by way of implication if governments
then did what they liked, but here again Ian Budge’s analysis offers some
strong claims. In particular, he has argued that, contrary to much journal-
istic and popular cynicism, political parties in office generally implement
their manifestos, at least in the sense that they move public expenditure in
the direction that is implied by their ideological stance (Budge and Hof-
ferbert, 1990; Hofferbert and Budge, 1992). If they are on the left, they
seek to move public expenditure upwards, whereas if they are on the
right, they seek to move it downwards. In this way, at least, party competi-
tion contributes to responsive and accountable government, central values
in the theory of democracy.

One way of bringing out the central place of political parties in a demo-
cracy is to ask what, if any, their role would be if the population at large
determined the broad content of public policy rather then representative
assemblies. Ian Budge has addressed this issue in The New Challenge of
Direct Democracy (Budge, 1996). In the projected political system described
in that work, Ian Budge imagines the electorate deciding on policy meas-
ures through referendums using electronic and information technology.
The technology means that one of the central traditional objections to
direct democracy, namely its lack of feasibility in a large-scale society, loses
its force. And Ian Budge adduces that where devices of direct democracy
have been used, they have performed as well as the institutions of
representative government. It might be thought that in such a system,
there would be no role for political parties. If they are not to occupy the
offices of legislation, what are they to do? The answer is that they play an
important role in defining the agenda, packaging measures to be put to
the populace and forwarding political programmes. In short, detach
democracy from representative government, and you would still need
political parties.

Bringing these ideas together, we can see that there are a number of
elements at work in Ian Budge’s synthesis of the modern theory of
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political democracy. They include: ideologically informed parties, elect-
oral competition, an account of the structure of ideological space over
which competition takes place and the motivation of parties in pursuing
their programmes both in relation to the electorate and in relation to
government. It is an important part of this research programme that it
rests upon claims about party behaviour that are rigorously tested against
empirical evidence. It is this combination – a clear theoretical articulation
together with a grounding in cross-national, comparative empirical evid-
ence – that marks out Ian Budge’s work.

Theories come at various levels of generality in political science. At the
lowest level, what is sometimes called a theory is little more than an empir-
ically derived generalisation about political behaviour to be found in one
political system, for example the old French adage that voters have their
hearts on the left and their pocket books on the right. Other empirical
generalisations aspire to record behaviour that is common across a
number of political systems, for example the claim that political parties
never fully converge in the ideological alternatives they present to voters.
Ian Budge’s account of democracy rests upon empirical claims that are
supposed to be true at a high level of generality, pertaining not just to
particular political systems but applicable to competitive systems as such.
Of course, the limits of application are implicit in the claim that the
propositions are empirical claims about democracy, so that party behaviour
in non-competitive systems – whether they be the Roman Senate, Floren-
tine factions or the eighteenth century House of Commons – may well
follow a different logic. Yet, these limits are broad, and examining such
claims to empirical generality provides a rich challenge to research.

The chapters in this volume look at different aspects of these claims. In
particular, they examine three sorts of questions. What evidence is there
for the empirical validity of the generalisations that emerge from Ian
Budge’s account of democracy? What are the methodological problems
associated with his account, particularly in respect of the claim that the
left–right cleavage is dominant? And what possible implications, either
theoretical or normative, might there be of the account and how far can
the approach be extended? In the rest of this introduction, we look at
these three sets of issues in turn.

Empirical generalisability

The quantity of evidence generated by the work of the Comparative Mani-
festos Project is considerable, covering as it does over 50 years and 780
political parties in 54 countries. However, even with that extensive scope,
the data are still drawn from a specific period and a limited set of places.
For most of that period, the international system associated with the Cold
War was still in place, with implications for the range and character of
political parties within different countries. Political authority was, in
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historical terms, concentrated at the level of the nation state, so that party
competition at national level was closely tied to the public policy choices
that could be made. Issues concerned with the management and control
of the economy were generally salient, so that voters could be mobilised
around different accounts of how economic policy was best conducted.
Electoral rules remained stable. Given these relatively invariable features,
there is clearly a possibility that the empirical generalisations upon which
Ian Budge’s theory of democracy rests reflects the temper of the times
rather than any more permanent characteristics of democratic party
competition.

As we have already noted, a central theoretical claim of the Budge
school of political democracy is a claim that political parties are not simply
office-seekers, but they are also organisations that take policy positions,
positions to which they have long-standing and deep commitments. In
specific terms, Ian Budge and Hans Keman worked out and tested the
implications of this view in their study of party government in 20 countries
(Budge and Keman, 1990). Yet, as Hans Keman points out in his chapter,
the empirical data in terms of which they were able to test their approach
were drawn from the period of the Cold War, and in Europe in particular
there have been substantial changes in party systems during the 1990s and
beyond. Traditionally dominant parties like the Christian Democrats in
Italy have lost their electoral hold. New parties like the Greens have
entered into governing coalitions, as in Germany. And electoral landslides
have taken place in a number of countries, including the Netherlands,
France, Italy and Scandinavia. Thus, one natural way of testing the robust-
ness of the theoretical approach is to examine whether it is still supported
from data drawn from the period 1990–2005.

The specific propositions about party government that Budge and
Keman advanced were stated in terms of a general logic of government
formation in political democracies. In particular, this logic assumes that
the government is formed by that party or combination of parties that can
win a legislative vote of confidence, and that the rules of combination fol-
lowed a hierarchical pattern. Thus, the most important goal of all demo-
cratic parties was to counter threats to the democratic system; where there
were no threats, the socialist–bourgeois cleavage predominated; and
where neither of these two conditions held, parties pursued their own
group-related preferences. In these claims, we see instantiated the core
claims that parties are more than office-seekers and that they perform a
representative function by their being linked to significant social interests.

Keman shows that, despite the many significant changes that have
taken place in European party systems over the 15 year period he studies,
the empirical evidence gives fundamental support to these propositions.
For example, it is an implication of the theory that we should expect
surplus coalitions, that is to say coalitions containing more parties than
are strictly necessary to form a government with a parliamentary majority.
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Without such surplus coalitions, governing to achieve the ends that parties
favour would become more difficult in many cases. And indeed we find
that in some 28 per cent of cases, governing coalitions are surplus and
such coalitions tend to last the longest. In the same vein, Keman finds
evidence to support the claim that parties seek to control those ministries
that are most important to themselves in ideological and policy terms, as
the original theory predicted. Finally, we should expect to see numerically
dominant parties seeking to control the overall direction of government
through their occupancy of the chief executive post of prime minister,
and this we also find, with Social Democrats and Christian Democrats
being prominent in this regard. In short, the empirical evidence is consis-
tent with and generally supportive of a theory of party government that
derives from the general model of party competition in a democracy.

We all owe Andrea Volkens a huge debt for acting as de facto grower
and guardian of the CMP data sets. In addition to this her chapter in this
volume develops the use of the material in new directions. Like Keman’s
chapter, it also focuses on a European dimension but, unlike Keman, who
compares the behaviour of parties in European party systems, Volkens
focuses directly on party groupings in the European Parliament. The
inception of the Manifesto Research Group (MRG) took place in 1979,
the same year that direct elections to the European Parliament were intro-
duced, so this is a timely review of certain forms of behaviour over the
whole period of its life as a representative institution.

This work is indeed the first scholarly examination of programmatic con-
vergence, both within and between these developing party groups –
largely, but not entirely, created along traditional party family lines – on
the basis of policy distance. Indeed, as Volkens rightly points out, parties
are the main examples of collective actors working within their national
environments and beyond, and as such face increasing pressure to cooper-
ate transnationally. The European Parliament represents an appropriate
arena to test how successfully they are adapting to such challenges.

Volkens avers that although parties within the European Parliament do
not need to operate on the basis of government or opposition, they do
need to build alliances to create majorities so that decisions can be
effected. It is unlikely that any single party grouping will dominate to be
able to ensure this on its own so we are indeed looking at a rather differ-
ent form of coalition building. Understanding how parties within group-
ings position themselves in terms of specific policies in relation to each
other gives us a basis for understanding the complexion of likely ‘coali-
tions’ between groups which are needed to arrive at majorities on specific
decisions.

Measures seeking to identify and compare party positions, saliencies
and traditional CMP left–right scores for six party groupings across each
parliamentary period from 1979 to 2004 were used to compare party
behaviour along left–right and European integration dimensions. This
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allows for a degree of triangulation so that both face validity and correla-
tional validity can be tested. Overall, these measures yielded both
expected and unexpected results.

Volkens finds that, since 1979, distances between parties and party
groupings have decreased unambiguously across both the left–right and
the European integration measures, despite a series of enlargements
which have brought in parties from very different regional and cultural
backgrounds. However, her research also finds that left–right convergence
has not necessarily taken place in a straightforward manner and is compli-
cated by contradictory moves, ‘sometimes to the right, at other times to
the left’. The only real exception here is the Party of European Socialists
(PES) which has consistently moved rightwards since 1979. On the other
hand, in terms of European integration, parties have grown more incom-
patible over time – again with the exception of the PES – suggesting
greater internal strife within groupings along this issue. Overall, Volkens
concludes that saliency of issues/policies for both individual parties is a
good indicator that it is likely that they will try and work for a ‘joint’ posi-
tion, both within and between party groupings, and the CMP data thus is a
useful indicator of such behaviour.

The left–right positioning of parties is also at the heart of Michael
McDonald’s contribution to the volume. Like Keman, he focuses on a
series of national party systems and he clearly roots his discussion of how
parties shape policy agendas within the purview of Budge’s interpretation
of how democratic theory applies to political parties in terms of both how
they influence policy agendas and how they attempt to maximise their
vote shares. The chapter also captures Budge’s energy and zeal in develop-
ing and applying his particular concepts and infusing similar enthusiasm
in others.

McDonald asserts in the chapter that an important role of parties in
democracy is indeed to set the policy agenda, but in such a way that the
electorate is presented with choices it can use to direct the policy
decisions of government. The CMP data show that party policy positions,
along a left–right continuum, need to be characterised in terms of two
prominent features. They are distinctly different and volatile. Using these
features as empirical background information, McDonald makes two
important points that we need to understand about party policy position
offerings to electors. First, it is precisely this combination of distinctiveness
and volatility that proves sufficient to create accurate representation in
party democracies. By offering varied choices at least one party will usually
be positioned in the vicinity of the median voter, and that leaves it to elec-
tors to make the choice on the basis of party policy packages on offer.
Second, he argues that distinctiveness and volatility are inherent con-
sequences of the operation of democracy inside parties. Party distinctive-
ness comes from left- and right-leaning candidates sorting themselves
according to parties’ general policy tendencies when they enter politics,
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and party volatility comes from alternation in factional control inside
parties. Indeed it is often the unpredictable and unexpected which
explain the reality of the political world in which we live and voters as well
as parties often behave in ways that we would not necessarily have fore-
seen.

The last chapter in Part I by Judith Bara picks up on this theme by
developing two areas which have developed from this project. These are
the investigation of how party policy programmes relate to public con-
cerns and whether it is possible to use computerised coding techniques as
an alternative to manual coding. The chapter develops both of these by
discussing how a new computerised dictionary, based on responses to stan-
dard ‘most important problem’ type of questions in opinion surveys, was
applied to a sample of the general election manifestos of the three major
parties in Britain. The data obtained was then mapped against general
estimates of public concerns during periods leading up to each election
concerned and validated against a reconstituted set of original MRG codes
for the relevant election programmes.

The proposition under investigation is that parties, whilst reflecting
major public opinion in general, will tend to develop policy priorities
which are closer to those of their rivals than to the main concerns of the
public. This is shown to be the case in the main and the estimates pro-
duced by the computerised coding technique are also shown to be good
reflections of the MRG estimates. The principal reasons for this are that
parties and public are concerned with different types of issue. Whilst both
could be said to favour bread and butter, domestic issues, as demonstrated
clearly by both manifesto content and responses to public opinion polling,
parties are more concerned with a medium-term policy agenda which can
help then achieve power, carry out legislative programmes and be re-
elected as a ‘responsible’ rather than ‘responsive’ government. The
public’s concerns on the other hand are with more immediate problems
or moral dilemmas, neither of which are necessarily the kind of thing that
parties consider a basis for good manifesto content.

We are far from pretending that the chapters in Part I are a compre-
hensive vindication of the approach that Ian Budge has pioneered over
the years. However, they do extend that approach outside of the political
context in which the theory was originally developed and for this reason
they offer some test of the robustness of that approach. If party competi-
tion involves ideologically informed parties seeking to form governments
to implement programmes, in which there is vigorous internal competi-
tion and with a willingness to carry over their political visions to the Euro-
pean level, we seem to have the elements of an approach to democracy
that is not only theoretically coherent but also empirically informed.
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Left and right? Some methodological issues

As we have seen, one of the central results that Ian Budge sees as coming
out of the work of the CMP is the dominance of the left–right dimension
in our understanding of democratic politics. This result is important, as
McLean and Nagel point out in their chapters, in both empirical and
normative terms. Empirically it is important because, if it is plausible, our
explanations of party competition become straightforward. We can under-
stand the movement of parties towards the centre ground as a simple con-
sequence of their search for office informed by their understanding of the
underlying disposition to vote given by the ideological preferences of
voters understood in one-dimensional left–right terms. Conversely,
significant departures from this convergence towards the median will be
explained as departures from pure office-seeking, whether that is inade-
quate information, the internal balance of forces in the party as discussed
by McDonald or some other factor. To be sure, the CMP analysis implies
that parties will not completely converge, but the pressure of centrism is
such in a one-dimensional world of party competition that it characterises
the basic logic of party competition parsimoniously and straightforwardly.
Moreover, if this is the pattern of behaviour empirically, it offers the basis
for an understanding of democratic government in normative terms. If we
are majoritarians, then correspondence of governing party position and
policy preference of the median elector suggests that party competition is
sufficient to achieve majority rule.

The contrary view depends upon a series of results in formal social
choice theory, together with an understanding of real-world political
competition. It states that all politics is irreducibly multidimensional. This
is the view taken by William Riker in his later works, even though at one
stage in his career he favoured the view that politics was intrinsically
bipolar and one-dimensional (compare McLean, 2002 and Weale, 1984).
The social choice results establish that while, under a certain set of
assumptions there will be an equilibrium in one dimension of party
competition in which parties will converge upon the median voter, there
is typically no such equilibrium in a multidimensional policy space, even if
all the other conditions of median convergence are in place. If, in prac-
tice, there is a multiplicity of issues upon which voters can be mobilised,
then it should always be possible, according to Riker, for losing parties to
find a combination of policy positions that will defeat current winners or
incumbents. There is no winning position in multidimensional policy
space that can be guaranteed to be secure against some other position.
Democratic politics is not the steady convergence to something like a
stable equilibrium but contains the potential for constant chaos, as losing
parties seek to raise the salience of issues with which they think they can
win. If this is so, concludes Riker, the idea of majoritarian democracy
becomes strictly meaningless and the moral case for majority rule is . The
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moral imperative depends on the existence of a popular will discovered by
voting. As Riker once put it, ‘If the people speak in meaningless tongues,
they cannot utter the law that makes them free.’ (Riker, 1982: 239).

In the context of this debate about the feasibility of majoritarian demo-
cracy, the CMP results are significant. If they can be sustained, they
provide the basis for a critique of the Rikerian chaos view of democracy.
How plausible is it to think that the approach adopted by the CMP is right
and that we can understand party in terms of one dominant ideological
dimension? Can we use party manifestos as the basis for inferring the char-
acter of party competition? Iain McLean suggests that there are two pos-
sible sceptical responses to these questions. The first is an extremely
strong claim; the second rather more modest. The strong form of scepti-
cism is to deny the value of content analysis as a way of determining party
positions and ideological stances. The trouble with this position, as
McLean forcefully and correctly points out, is that it posits an unsatisfac-
tory alternative, namely the unsystematic and therefore unrepresentative
selection of texts by researchers. The virtue of the CMP approach is to
take a mass of data, the content of which no one person could possibly
understand, and to distil these data into a manageable form. If there is a
problem in the CMP approach, it is not with the ambition of constructing
dimensional scales inferred from manifesto statements, but in the specific
way in which the task is undertaken.

The particular problem on which McLean focuses is the procedure by
which political positions are inferred from salient terms. The coding
frame for the CMP assigns positions depending upon the occurrence of
key terms. For example, within the CMP approach, to stress militarism,
freedom, human rights, constitutionalism and free trade is to take a posi-
tion on the right. To stress nationalisation, protectionism, economic plan-
ning and a positive mention of labour groups is to take a position on the
left. Yet, there are classical liberals who would wish to dispute the associ-
ation with social control and militarism (Brittan, 1988, is a particularly
clear example) and libertarian socialists who would want to dissociate
themselves from a centralised political control of the economy. The
particular policy example that McLean has in mind is that of free trade,
which though often thought of as being a right-wing position has both a
history and a rationale in terms of left-wing values.

These methodological doubts are supplemented by analytical consider-
ations advanced by Nagel, who argues that there are severe problems of
explanation in inferring too much from the fact that a single principal
component explains a great deal of the variance in policy positions across
different sectors of public policy. Even if we take correspondence with the
median voter as a normative standard for evaluating the performance of
democracies, there are considerable problems in supposing that explana-
tions of party competition can be premised on the assumption that the
issue space is one-dimensional. If we do so, we risk missing much of what
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is crucial about political behaviour. Voters may resort to more than one
dimension when competition is close; voters who care about non-domin-
ant dimensions may turn out to be pivotal in some circumstances; analysts
will miss the way in which the saliency of different issues will move some
voters on some occasions; the dynamics of party support will be misunder-
stood; and large changes in the bases of party competition will be missed.

In part, the issues that Nagel raises touch upon one of the central ana-
lytical debates of political science, namely the choice between a generalis-
ing approach to the understanding of behaviour and an idiographic
approach. Another way of putting the same contrast is to say that there are
two competing accounts of how explanations in political science are best
couched. On the one side are those who think that to explain is to bring
particular instances under a general law, whilst on the other side are those
who look at the particularities of cases as constituting the bases of under-
standing. The temptation, which should not always be resisted, is to say
that both sides have some portion of the truth, and that judgement is
needed as to when general and specific explanantia are cited.

Robertson, however, suggests that the resolution is not purely an empir-
ical matter but involves conceptual clarification of the notion of a dimen-
sion. He also seeks to offer reasons connected with the logic of institutions
why we should in general expect political and legal stances to be one-
dimensional. One important fact is that decisions taken in one domain of
public policy have implications for other domains. This is true, for
example, in any political system in which there is a constraint on the
overall volume of public expenditure, since increasing the money spent
on one item will mean less money for other items. Moreover, institutional
procedures may make choices sequential in a lexicographic way, as in
Robertson’s example of the South African Constitutional Court, where the
judges first have to decide whether they have jurisdiction before they
decide upon the merits of any particular case. The two sets of decisions
involved quite distinct considerations, but their distinctiveness does not
cause problems because they are invoked at different stages of the process.

Robertson also wishes to argue that, in addition to these institutional
constraints, there are constraints of what we can call political culture.
Only a pure office-seeking Downsian party could operate in a world in
which all aspects of public policy were treated as equally salient, a point
that echoes Nagel’s criticism of the CMP approach in its treatment of
saliency theory. Moreover, according to Robertson, taking a position on
what matters carries implications for the position one adopts on other
issues. There is a logic of reflection limiting the freedom to take positions.
And even where it may seem that political competition is two dimensional,
with actors performing heresthetical manoeuvres to take advantage of
potential disequilibrium, the dimensionality may be being wrongly identi-
fied, since dimensionality is necessarily a scaling concept not just the 
need to answer a question posed by a situation. In short, whatever the
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methodological difficulties associated with the CMP conclusion that polit-
ical competition is characteristically one-dimensional, there are general
reasons for thinking that this is a productive way of thinking.

Within the CMP approach the operational definition of an ideology is a
summary of the policy positions offered by political parties. Thus, when
voters vote for parties, they are implicitly identifying those parties with
their overall policy positions and their choices are to be explained in
terms of the relative closeness of parties to voters in the ideological/policy
summary space. This is a version of the classic Downsian position. Voters
vote for those parties that are closest to them in ideological space.
Suppose, however, that policy positions of the left–right variety are poor
predictors of how voters vote. Then the democratic credentials of the
electoral system are called into question. What exactly is the electoral con-
nection if it does not connect the ideological preferences of citizens to the
parties for whom they vote? Can there be another basis for the electoral
connection?

It is this possibility that Michael Laver explores. Using a unique data set
from the Irish general election of 2002, in which for one constituency elec-
tronic voting records were published on the preference orderings of voters,
he is able to examine the relationship between policy preferences and party
preferences. He finds that policy preferences are a poor predictor of the
electorate’s choice. However, he takes up an idea originally pioneered by
Budge and Farlie (1977) of party-defined spaces. The key insight here is
that we can measure voters’ attachments to parties by their propensity to
vote for those parties. For example, in the choice between party A and party
B, a firm adherent to party A is 100 per cent likely to vote for that party, a
undecided voter is as likely to vote for A as for B, and a voter inclined
towards B may be twice as likely to vote for B as to vote for A.

Laver is able to show that using this approach it is possible to define the
character of the electoral contest in terms of the relative attachment of
voters to different parties. In particular, in the Irish context, he is able to
show that the primary division is between pro and anti Fianna Fáil voters,
thus confirming a widely held view about the form of divisions in the Irish
electorate. Among those voters who oppose Fianna Fáil there is a further
division over the nationalist question. Yet the main point is that the conflicts
are defined in terms of voters’ attachments to parties rather than to policy
positions, where these have been aggregated into some left–right metric.

As Laver notes, the discussion by Budge and Farlie was framed in terms
of the Michigan voting theory, according to which voters are assumed to
have a partisan identification formed through early socialisation, rein-
forced or reduced in the light of subsequent changes in the life course.
The key point is that a preference for party comes first, and the rationali-
sation that is offered for parties in terms of their policy positions are not
part of the explanatory scheme. This model is usually offered as the stan-
dard alternative to conventional spatial theory, though interestingly
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Downs himself sought to reconcile the two approaches by seeking to show
that partisan attachment would be a rational strategy by voters who wished
to economise on the search for information in a situation of uncertainty.

Putting these points together, what conclusions should we come to
about the role of ideological dimensions in party competition? The
account that we gain from Budge and the CMP is a more stable and con-
strained view than is offered by Riker. In Riker’s account parties are
opportunistic free agents who seek to disrupt existing winning coalitions
by trying out new dimensions of political difference. In the CMP world,
parties do compete by ideological movement, but they do so in a world
more constrained by institutional procedures, ideological traditions and
the attachments that social groups historically have to political parties. In
the Riker world, the material of political competition is virtually wholly
endogenous to the competitive process itself, revealed in the heresthetical
and rhetorical skills of leading actors. In the Budge world, there is less
autonomy of political competition. But the competition that does take
place, by that very fact, allows for a meaningful sense in which popular
preferences are translated into public policies. However one evaluates
these competing research programmes, one cannot deny that Ian Budge’s
framework emerges as progressive in the sense that it is capable of gener-
ating fruitful and empirically significant findings and results.

Implications and extensions

The modern practice of democracy is a complex interplay between actions
and decisions at the individual level, as citizens decide whether or not to
turn out and how to cast their votes, and aggregate procedures and
process, as representative parties are elected and governments emerge. In
normative terms, a fundamental element in the justification of democracy
is that the aggregate processes provide the best outcome possible for indi-
vidual voters, each of whom has his or her own concerns, attitudes and
point of view. The CMP account of representative democracy is essentially
a view that focuses on the aggregate picture. It looks at how systems of
party competition fare in producing democratically justifiable outcomes.
Yet, such an account will carry implications for how individuals relate to
the democratic process, and this is one question that pervades the chap-
ters in the final part of this collection.

In developing the use of the CMP data to new areas of enquiry, John
Bartle acknowledges the context of the relation between the individual
and the aggregate. He points out that there are two contrasting traditions
of voting behaviour, each corresponding to a focus either on the indi-
vidual or the collective. Both traditions acknowledge the interplay of parti-
san attachment and ideological predisposition, but do so in different ways.
On the one hand, those who study voters at the individual level have
found it difficult empirically to find much room for the role of ideology in
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explaining vote choice. Just as Laver showed that position in policy space
was a poor predictor of vote choice in the Irish electorate, so John Bartle
reminds us that, though accounts of politics in terms of ideology are intu-
itively appealing, most researchers at the individual level have struggled to
find a role for strong ideological effects. To some extent, as he shows, the
difficulties here reflect the frame of theoretical reference that analysts
have brought to the problem, with researchers in the Michigan tradition
stressing the role of socialised habit rather than reflective political choice.
When those working in this tradition have seen a role for ideology, its
place is set in the context of partisanship.

Aggregate level models, by contrast, have given a prominent place to
party ideology in explaining election results and Bartle points to the role
that summary ideological positions may have in simplifying the way in
which complex issues are presented. It is, of course, in this tradition that
the CMP analysis operates. But this is not to say that the CMP data sup-
ports any particular aggregate level interpretation. As Bartle points out,
the story of how Labour improved its vote share by moving closer to the
centre between 1987 and 1992 – a typical piece of aggregate level folk
wisdom – runs up against the awkward problem that the CMP data show
Labour to be moving slightly leftwards at this time. Yet, if policy mood is
also important, so that Labour’s leftwards shift coincides with public
opinion moving to the left at this time, then we have a more complete
explanation.

In an analysis conducted at both the individual and the aggregate
levels, Bartle shows that for the 2001 UK election the relationships
between party positions, ideology and partisanship are complex. At both
levels it is difficult to identify ideological influences in the absence of par-
tisanship, although the exact interrelationships cannot be unpacked with
the available data. Perhaps, although this is not a conclusion that Bartle
himself draws, it is partisanship that helps to translate the noise of voters’
unstable preferences into a relatively clear aggregate signal.

Another problem in relating the individual and the aggregate in the
theory of democracy is raised by the issue of turnout, a theme that Paul
Whiteley takes up in his chapter. Theories of democracy like those advoc-
ated by the CMP give a central role to the tendency of parliaments and
governments to reflect the preferences of the median voter. Yet a conver-
gence by parties to the median voter has one potentially detrimental
effect, namely that of reducing the incentive for voters to turn out to vote.
Since the practice and institutions of democracy require citizens to
participate in elections if they are to retain their legitimacy, an inbuilt
tendency of party competition to reduce turnout would amount to an
internal contradiction of political democracy. Whiteley shows that this
internal contradiction exists in theory. How far is it a problem in practice?

Like Bartle, Whiteley examines data at both the individual level,
drawing upon data from the British Election Study, and at the aggregate
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level, using the data generated by the CMP. At the aggregate cross-
national level Whiteley finds prima facie evidence, using the CMP data,
that dispersion in party positions is associated with turnout. The closer
parties are in their left–right positions, the lower the level of turnout and
vice versa. But do these results reflect the aggregated effects of motives
that operate at the individual level? By drawing upon the British Election
Study for 2001, a year in which the strong likelihood that Labour would be
re-elected could be expected to reduce the incentive to turn out, Whiteley
sees how much explanatory power considerations of party distance from
voters add to existing, well-validated models of turnout. He finds some
evidence that the proximity of voters to the position of parties, as meas-
ured by attitudes to the balance between spending and taxation, does
affect turnout, although there is no effect from left–right self-placement
(a result that reflects a finding of Bartle’s). However, as Whiteley also
points out, it is important to place these effects in the context of more
general incentives for voting, including sense of efficacy, political know-
ledge and social norms. In short, the disposition to vote is not simply
determined politically, but takes its impetus from social context.

So far, we have only considered accounts of party competition in polit-
ical democracies in which parties respond to the preferences of the elec-
torate. This is in line with the dominant tradition of thinking about
democracy that defines a democracy as a political system in which parties
and governments are responsive to the preferences of citizens. However,
although a dominant tradition of thinking, this cannot be the sole way in
which democracies operate, as Hugh Ward reminds us. The power that
political parties have at their disposal means that they will want to shape
the preferences of citizens as well as respond to those preferences, and
there is prima facie evidence that these processes are at work. Yet,
although this possibility has been adopted by commentators and political
actors – indeed Mrs Thatcher’s attempt to end what she saw as the hege-
mony of socialism in the UK is a paradigm instance – the possibility has
not been extensively explored by political scientists, despite the innovative
treatment of the subject by Dunleavy and Ward (1981) some 25 years ago.

Suppose then that we augment the standard assumption that, in a
democracy, political parties are responsive to the preferences of the elec-
torate with the assumption that voters may respond to the announced
positions of political parties. Is it possible to test whether there is empiri-
cal support for holding to both of these claims? In particular, as Ward puts
it, can we find evidence that the position of the median voter is made
more favourable to a party as a result of its adopting a political pro-
gramme? Part of the problem is that empirical testing of the relevant
propositions is demanding of data, but Ward employs the CMP data
together with monthly Gallup data from 1979 in the UK to investigate
these possibilities. He finds that there is some evidence that the Conservat-
ive party during this period was able to shift public opinion in its favour,
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whereas the Labour party was more responsive. He supplements this
empirical analysis with a formal model showing that it is possible to state a
consistent set of assumptions in which there is an advantage in preference
shaping given to the more powerful political party. It is an implication of
this model that influential parties may well choose, quite rationally, to
adopt relatively extreme positions, in order to shift the balance of public
opinion in their direction. The non-convergence of policy positions that
the CMP data reveal may thus after all be consistent with forms of
sophisticated, long-term office-seeking.

Another implication of Ward’s paper is that democracy in practice
should not be conceived simply as a mechanism of response to the prefer-
ences of citizens. There are reciprocal patterns of interaction between
parties and the public. There is a natural tendency to think that the possi-
bility of parties influencing public opinion must be malign, because
democracies should be systems of popular government. However, it may
be that mutual influence is part of the essence of democracy, if we think
that democracy is not just a process of preference aggregation but also a
process in which preference formation is a matter of discussion and delib-
eration between parties and the body of citizens at large. It is this possibil-
ity that Weale explores, asking how far democracy through party
competition corresponds to the norms of deliberative democracy.

It is possible to see the norms of deliberative democracy as simply
imposing a requirement that preferences be reflected upon and debated
before being voted upon. However, Weale argues that deliberation taken
seriously implies a distinct notion of decision making from that of voting,
namely decision by discussion on merits. If this is so, then median corre-
spondence will not be sufficient to define a democracy, and there will be
an argument in favour of super-majoritarian conceptions of democracy.
Similarly, although party competition will simplify political choices for
voters, lowering the burdens of judgement, it will also sometimes over-sim-
plify issues, thus avoiding the engagement with reasons and evidence that
deliberative democracy advocates. Finally, the CMP analysis of party
competition, according to which parties do not engage with the concerns
of one another, but rather seek to own certain issues, is at odds with the
aspiration of deliberative democrats to see the public forum as one of
quality, not cheap, talk. There is no easy reconciliation between the prac-
tices of aggregative democracy and the norms of deliberative democracy.

These wider issues of political culture and party competition are
explored by Searing, Crewe and Conover in their chapter. In the analysis
offered by Budge and Keman of party competition and government
formation, it is assumed that defending the democratic system is the
prime objective of political actors. This presupposes that the normal prac-
tices of democracy are bounded by a concern to maintain the integrity of
the rules of the democratic game. However, the conditions that need to
be in place in order for this maintenance to occur are not clear. In
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particular, serious issues arise about the toleration of extreme groups, who
are not prepared to abide by these rules. In what processes then is such
toleration rooted?

In a careful empirical analysis of respondents from the US and Britain,
Searing, Crewe and Conover show that differences of response are partly
located in patterns of community, and partly located in differences of
national political culture. In particular, the political culture of the US
favours an interpretation of toleration, in which reference is commonly
made to the requirements of the constitution with the implication that
extreme or undemocratic parties should be entitled to certain civil and
political freedoms. Such freedoms cannot be justified as serving the role
of contributing to the intelligent formation of preferences, as deliberative
democrats suppose, but express some culture of respect that underlies any
notion of democracy. And yet democracy also asserts that the preferences
of the community should prevail, and it is this aspect of a democratic
political culture that is picked up by the British citizens to whom Searing
and his colleagues talked. As with the tension between aggregative and
deliberative components of democracy, there is no reason to believe that
these two elements of democratic political culture are easily reconciled
with one another.

Conclusions

We began by noting that, although the workings of political democracy
were simple in basic conception, they were also complex in practice.
Exactly how competitive party elections enable democracy to flourish
involves detailed assessments of these complex processes. The approach
that Ian Budge has favoured is not uncontroversial, no research paradigm
in political science could be. However, it does rest upon the weight not
only of coherent argument in the realm of theory building but also
serious empirical investigation upon a comparative basis. Compared to
many other current approaches to democracy, therefore, it is methodolog-
ically far superior. Moreover, if it can be vindicated, it carries substantial
implications for normative theory, implications that are supportive of an
extension and deeper democratisation of public life. All the contributors
to this volume have drawn inspiration from the support, contributions
and achievements of Ian Budge, a friend of democracy as well as a col-
league and friend of those involved in this project. For that reason, we
hope that he will find in these chapters an acknowledgement of the deep
respect in which he is held.
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1 Ian Budge
A life of writing and organising,
walking and talking

Ken Newton

Introduction

How can we best celebrate the professional life and times of the man who
has been (almost) everywhere and done (almost) everything? In one way,
his career is a dead straight line from school and first degree in Edin-
burgh to a stretch of no less than 40 years in the Government Department
at the University of Essex. In that time he only ever lived in two houses in
Colchester. Simple and boring, you might say. Seen another way, his
career takes in many of the most illustrious centres of political science in
the north, south, east and west, covers the founding years of some of the
most important professional organisations in European political science, a
clutch of path-breaking research projects, and no less than 19 books, plus
seventy articles and chapters in prestigious books and journals on both
sides of the Atlantic.

It is difficult to know how to do justice to such prodigious energy and
achievement in the space of a few thousand words. But since the man
himself would have done it – no doubt by knocking off a delightful little
essay one Saturday morning when it was too wet to work in the garden in
Colchester – I must do my best.

On writing

Ian Budge was born in 1936 in Leeds, but spent his youth from the age
of five in Edinburgh, going on to take an MA in history (first class, of
course) at its university in 1959. This was followed by a Masters in Polit-
ical Science (with distinction, of course) at Yale. The first trip to Yale was
in the best traditions of young intellectuals who travel and study abroad
to avoid conscription into the army, and because universities are pre-
pared to pay the best and brightest to hang around libraries and coffee
shops reading, writing and arguing. This they rightly call ‘education’.
Yale paid the most, so he went there. The British army’s loss (Ian would
surely have risen to the rank of Private – first class, of course) is political
science’s gain.



He intended to stay in New Haven for only a year, but it had the best poli-
tics department in the USA (the world?) at the time, and the young, ex-histo-
rian was hooked by Harold Lasswell and Robert Dahl. He had given up on
history because, he says, it failed to complete explanations and left things
hanging in the air. Yale did the real science of politics, so he returned to do a
PhD with Robert Dahl, interviewing Members of Parliament and electors in
London to test Dahl’s theory that democratic stability rests on a consensus
among competing elites about the rules of the democratic game.

Here is what Robert Dahl has to say about his graduate student at Yale:

You were an ideal student: ready, even eager, to discuss the subject
with a thoughtfulness, originality, and firmness tempered by a ready
wit and a capacity to learn from the views of others.

From a student you moved on to become a colleague in political
science, one whose extraordinary scholarly contributions allowed your
previous teachers like me to take pride, in the largely unwarranted
fashion as we all do, in having in some small way contributed to your
development as a scholar.

Perhaps it would have been the end of his lifelong interest in democracy
and democratic stability if Ian had found that Dahl’s theory fitted the
facts. But it did not do so particularly well, as we can see in the book of his
PhD, Agreement and the Stability of Democracy, 1970. So he persisted with his
attempt to uncover the origins of democratic stability with a comparison
of Glasgow and Belfast (Political Stratification and Democracy, 1972 and
Belfast: Approach to Crisis, 1973). The two cities were similar in many ways,
except in respect of democratic stability. Once again general theory did
not fare too well. There were no more cross-cutting cleavages in Glasgow
than Belfast, and politics in Glasgow happened to owe a lot to the particu-
lar circumstances of how the Progressive Party responded to the destabilis-
ing influence of the Protestant Action party back in the 1930s.

With three books published (in three years) on democratic theory and
stability, but all of them leaving some important things ‘hanging in the
air’, he turned to voting and elections, which are, as he puts it, ‘a more
satisfactory field for general explanation’. This yielded another three
volumes (Party Identification and Beyond, 1976, Voting and Party Competition,
1977 and Explaining and Predicting Elections, 1983). Anybody else would
have been well satisfied with this output, not least because Voting and Party
Competition was one of the most important books in its field. But Ian was
still dissatisfied. He complains that he and his mathematician co-author,
Dennis Fairlie had to run simulations rather than completely determinate
theories, and that they were still dependent upon judgements about what
were the main campaign issues. Hence he abandoned (for the time
being) voting and elections and moved on to the next phase of his
research in the form of the Manifestos Project.
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This is not the place to go into the Manifestos Project, which is covered
in other chapters in this book, but it should be said that it involved a huge
amount of data gathering and coding, a great deal of coordination, and
some serious international collaboration with many political scientists
around the world. It was Ian’s idea and creation, and he organised and
drove it on from its inception in 1979, until 1996, by which time it was no
longer a research project but a global social movement that had created a
whole sub-field of political science and produced a whole literature to go
with it. It is an extraordinary intellectual and organisational achievement,
and was awarded a prize by the Comparative Politics group of the Amer-
ican Political Science Association in 2003.

In terms of Ian’s intellectual career built around his interest in demo-
cratic processes and stability, the manifesto books produced a positive
result for the saliency theory of party behaviour, which must have been
very satisfying indeed, but less positive results for testing general coalition
theories (Parties and Democracy: Coalition Formation and Government Function-
ing in 22 Democracies, 1990 and Party Policy and Government Coalitions, 1992.
The measly 22 countries became 48 in Party Governments in 48 Democracies,
2000).

The Manifestos Project continues unabated (see Mapping Policy Prefer-
ences. Estimates for Parties, Governments and Electors 1945–1998, 2001), but
with Ian as its godfather not its director after 1996. By then he had moved
onto a new phase of work. The concern was still with the subject that fascin-
ated the young research student at Yale 45 years ago, but it now took a
more elaborate and comprehensive shape, involving a synthesis of much
that has gone before and revolving around median mandate theory, voting,
elections, parties and democracy. Such a comprehensive project produces
a more complete explanation and leaves less hanging in the air. The first
books in this latest phase of his work are Elections, Parties, Democracy: Confer-
ring the Median Mandate (2005, with Michael McDonald) and Organising
Democratic Choice: Theoretical Synthesis and Comparative Simulations (2006).

In between writing monographs, and editing research volumes, there
have been occasional distractions in the way of general volumes and text-
books, but only half a dozen or so of these have appeared in print. The
early textbook on British politics, The New British Political System (1983)
transformed itself into The Changing British Political System (1987) and then
into The Developing British Political System (1993). It took on a completely
different all-singing, all-dancing, technicolour existence with The New
British Politics in 1998, and is now going into its fourth edition. For good
measure there was a textbook on European politics (The Politics of the New
Europe, 1997) and a few other books on Scottish Politics, Democratic
Government, Ideologies and Party Strategies, Direct Democracy, and an
edited Festschrift for Jean Blondel.

Looking through Ian’s CV makes one thing clear: here is a man per-
fectly happy to write books and articles on his own, and perfectly happy to
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write books and articles with others. In fact he has written a lot with many
others – Derek Urwin, Cornelius O’Leary, Dennis Fairlie, David McKay,
David Robertson, Hans Keman, Jaap Woldendorp, Hans-Dieter Klinge-
mann, Rick Hofferbert, Ivor Crewe, Andrea Volkens, Judith Bara and even
Ken Newton. All of them, without a doubt, are struck by how metronomic
he is about producing high quality material to deadlines. One of his Essex
colleagues once observed ‘Isn’t it strange – X is always late to a meeting by
varying amounts, but Ian is always late by two minutes and 14 seconds.’
Well, I can tell you, he might have been late for meetings, but he was
never yet late for a deadline that I know of. No wonder we are all more
than happy to collaborate with him.

Before we leave the subject of Ian Budge’s writing, I cannot resist a per-
sonal note. In 1977 he published an article with Dennis Fairlie in the
British Journal of Political Science on my own modest contribution to our
understanding of the world. It was titled ‘Newtonian mechanics and pre-
dictive election theory: a point by point comparison’.

On organising

Ian Budge’s first full-time job was at the University of Strathclyde
(1963–66) where he took part in the development of the new Politics
Department. He soon moved to Essex (1966) where he played an even
bigger role in developing the fledgling Government Department, along-
side Jean Blondel and Tony King. At Essex he also served as the Founder
and Director of the Summer Schools in Quantitative Social Science Data
Analysis (1968–73), as Chair of the Department, 1974–77 and Executive
Director of the ECPR, 1979–83. Not surprisingly he rose from the lowly
rank of Assistant Lecturer in 1963 to full Professor in 1976.

His time as Executive Director of the ECPR was crucial. Not only did he
follow in the footsteps of Jean Blondel, no enviable task in itself, but he
ensured that the rapid growth of the Consortium continued in terms of
numbers and activities. He managed the Central Services with a sure
hand, and the oligarchs of the Executive Committee with calm assurance.
More than 25 years later, it is tempting to assume that the ECPR was set
on its pre-ordained, path-dependent way to become the enormously suc-
cessful and enterprising institution it now is, but that would be wrong.
Though growing fast and building up its wide repertoire of innovative
activities, the ECPR was still an infant organisation in 1979. It had 90
members, it is true, compared with 310 today, but its finances were still
shaky, and it could easily have succumbed to some disabling disease of
youth. Ian helped to nurture it and turn it into a stable and permanent
institution, as he did the Summer School and Government Department.

I remember turning up at the ECPR’s Joint Sessions in Florence, which
were taking place in a specially designed conference centre. With only a
couple of hours or so to the opening event of the Sessions, the moveable
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interior walls of the high-tech building were still organised around the
needs of the departing shoe exhibition. The electricians and scene shifters
were hanging around in their blue overalls, talking, laughing and
smoking, but there was not a seminar room in sight, nor anything that
looked even vaguely like ever becoming one. There sat Ian calmly drink-
ing coffee next to a frantic Valerie Stewart who was sick with worry. ‘Don’t
worry, Valerie’, he said. ‘It’ll be fine.’ And it was, of course.

Some years later I, too, was worried sick about the impending disaster
of a Joint Sessions whose local organisers did not seem to have anything
under control. I turned to Ian for advice. ‘Don’t worry, Ken’, he said. ‘It’ll
be fine.’ And it was, of course. I have learned many things from Ian, but
perhaps the most important is the lesson ‘Don’t worry. It’ll be fine.’ I tried
to practise this calm assurance myself in the ECPR, and tried to pass it off
as part of my own unflappable personality but, in truth, it was Ian’s
example.

That experience of ‘just in time’ organisation at the Florence Joint Ses-
sions may well have stood him in good stead because he returned to the
city and to the European University Institute in 1982 as an ordinary spear-
carrying professor, if there is such a thing. Perhaps he was trying to escape
the heavy administrative load at Essex – a ‘greedy institution’ if ever there
was one – but in Florence he was quickly drawn into the major administra-
tive role of running the politics group and sorting out a few messy organi-
sational, financial and personality tangles. He did so, and returned to
Essex in 1985. Florence was lucky to have him.

Between 1968, when he propelled the Essex Summer School into exist-
ence, and 1985, when he finished at Florence, he carried one crushing
organisational burden after the other, pretty much without pause for the
entire 19 year period – the Summer School, the Department of Govern-
ment, the ECPR and the EUI politics department. In the same years he
was involved in the writing of eight books – one of which (the early British
politics textbooks) went through three major revisions – plus 23 articles
and chapters.

For those who don’t know the inside story, the Executive Director of
the ECPR had a contract with the Essex Government Department in those
days that divided his time into two equal parts. One involved teaching and
administration in the Department and University, the other running the
Central Services for the ECPR – a full-time job all on its own. It was
assumed that the third half was to be given to research and publications of
a quantity and quality expected of any professor at Essex.

This would keep any ordinary mortal busy for 18 hours a day, but in his
spare time in these years Ian also served on the Executive Committee of
the Political Studies Association of the UK and as Academic Director of its
1978 Annual Conference, as founder and Director of the Manifestos
Research Group, as Graduate Director of the Essex Department, as Direc-
tor of the EUI Summer School on Parties, as Director of three ECPR
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workshops and participant in many others, and in various capacities on
committees and boards of the British Social Science Research
Council/Economic and Social Research Council (SSRC/ESRC). Rarely
can any single person have delivered as many public goods for the polit-
ical science profession.

All these jobs were (still are) important, time consuming, onerous and
largely thankless chores that only people with initiative, diplomatic skill,
energy, enthusiasm and too many other things to do, are asked to shoul-
der. The motto of the Executive Director of the ECPR is ‘If you want
something done, ask a busy person’, so naturally Ian was one of those in
the early years at Essex who was asked to do the most important things.
Here is what Jean Blondel writes about his role as the Founder and Direc-
tor of the Essex Summer School.

You were the creator of the Summer School. It began in 1968 thanks
to you, on the basis of the Unesco grant which Allen Potter succeeded
in attracting to us: you got Michigan to help – I have to mention Lutz
Erbring and his dedication in this respect – and you ran the opera-
tion. Yet the crunch was to be the following year. We then had no
grant: everyone else would have given up. You did not. You had the
courage and vision to agree to run the school on a shoestring and this
was critical. That decision established the fact that the school was to
be a permanent fixture

Jean fails to mention the attraction of the fabled Essex towers and the
blinding beauty of the University’s neo-brutalist architecture as the main
foundation of the Summer School’s success, but it is certainly true that
Ian’s courage, vision, organising skills and sheer indomitable spirit helped
as well. The Summer School is one of the truly important institutions of
European political science, and if European political scientists in their
hundreds look back on it with a strong mixture of pleasure and apprecia-
tion (as they do), it is thanks to Ian Budge. So also do a not much smaller
number of Essex graduate students (there are about 70 MA and 80 PhD
students registered in any one year), who owe a lot to Ian when he was
three times Director of the Graduate School (1972–76, 1985–88, and
1992–94). So also do the approximately 20 PhD students he has super-
vised at Essex and Florence – enough to populate a decent sized depart-
ment of politics with well trained and highly motivated professors. Like
Robert Dahl, Ian can take largely warranted pride in having contributed
in some crucial way to their development as scholars.

On walking and talking

PhD students, (and their supervisors) can learn a few lessons from Ian
about how to turn out printed words to deadlines. Here’s how it’s done –
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Budge fashion. First avoid all machines. Not just computers and word
processors, but things as advanced and complicated as typewriters, includ-
ing the most primitive manual ones. If you are a proper scientist, who has
relied all his life on computers to analyse large data sets covering voting,
elections, manifestos, parties and government formation, and if you have
written a book about electronic democracy into the bargain, then you
have no need of writing machines or electronic gadgets. For productive
efficiency take several large, lined writing pads and a quiet room in your
house overlooking the garden. That way you’ll get through the work in
double quick time, so that you can get down to the real business of gar-
dening or walking later in the day.

Then, with laser-intense concentration, start to scrawl words on the
pad, filling page after page with large and completely illegible handwrit-
ing. After a few hours of scribbling you will have a good part of a chapter
or an article drafted, which can then be typed by one of the two people in
the world who can read your writing. Of course, there will be a liberal
sprinkling of typing errors in the transcript (Armenia appeared as
America in one of our joint books, recondite as Aroldite and Parti Com-
munista as Party Carouser) but this is of little account. But don’t worry.
It’ll be fine. You can correct later – if you’ve a mind to.

One of my colleagues rightly says that you can judge a person by what sec-
retaries say about them. You would have thought that secretaries would hate
Ian for his endless supply of manuscripts in illegible scrawl. But none of it –
they love him. He talks to them, treats them generously, tells them about the
play he saw last night and brings them cuttings of plants from his garden.
And they, for their part, convert the scrawl into orderly typescripts as magi-
cians shape smoke into black cats. The moral of the story is: do not turn your-
self into a secretary; concentrate on the writing. Don’t worry. It’ll be fine.

But this is not the whole story of how to write more than 19 books and
70 articles. Your aversion to typewriters and word processors must extend
to all other machines. Do not even trust the phone – speak into them so
loudly that the person listening at the other end puts their phone down,
goes to the window, and listens to you directly. Above all leave the black
arts of driving the family motor car to your wife and when she is not there
to chauffeur, walk or take the bus.

Walk, especially, but not in any old fashion. First, you must develop a
bustling and slightly idiosyncratic gait, slightly lopsided but energetic and
very fast. Second, you must know every single footpath for a radius of 50
miles around your home, and be sure to cover them all at least once a year
to check that some wicked farmer has not ploughed them under. In that
case, you must set out across the field reclaiming your right of way, irre-
spective of the shotguns pointing at you and the murderous farm dogs
charging you down. Third, you must take friends and colleagues, whether
or not they actually like walking, on rambles of ten, 15 or 20 miles around
the most beautiful bits of countryside in Essex and Suffolk. If your
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colleagues protest that they actually hate walking, you say firmly, ‘Don’t
worry. It’ll be fine.’, and then take them on one of the most arduous, foot-
slogging treks of the year.

So, you see, writing and walking are inextricably linked in the Budgean
universe. At this point I must confess that I played a crucial part in the life
of the Budge family for some time. When we were colleagues I was under
Judy Budge’s strict orders to go walking with Ian to keep him out of the
house for not less than ten hours, come what may. My reward, when we
returned, was the most truly delicious dinner cooked by Judy. The orders
were so strict, and my devotion to the dinners so great, that on one occa-
sion I kept Ian out for the full ten hours, not come what may, but come
hell and high water. Our riverside path (just outside Manningtree, it was)
was flooded by at least two and a half feet of freezing water but, undis-
mayed, Ian announced firmly, ‘Don’t worry. It’ll be fine.’, and set off
wading. I followed, thinking of the reward to come.

Once I put it to Ian that we might take a bus to some distant village,
spend the day in the pub, and then ring for Judy to collect us in the car.
He rejected the suggestion with contempt, and took me on the longest,
hardest and most muddy walk in the world to teach me the lesson of the
inextricable link between walking and writing.

Writing and walking is not the whole story. There is talking as well. To
write you must walk, and to walk you must talk. I’m not sure about the
exact causal sequence here, but I do know that to talk well in the Budge
style, you must have a few crucial qualities: an astonishing memory for
names, facts and figures; an insatiable curiosity about the world; a huge
experience of living in foreign parts; a few languages; a great liking for
your fellow human beings; and a knowledge of many things. Put them
together and you have the basic ingredients of the Budge Walking and
Talking Experience.

Take the languages first. A well educated Edinburgh lad o’parts has
Latin and French, of course, and a bit of Gaelic and German, and quite
possibly enough English English to show willing. Add conversational
Italian, and some Spanish and Dutch, all in an Edinburgh accent, and you
are well set. Dutch? Once on a walk one lovely summer’s day by the River
Colne, I bet him our lunchtime beer that he could not tell me the Dutch
for ‘My key is in my overcoat pocket’, and he came back with something
sounding rather like the Dutch (in an Edinburgh accent) for ‘Mein
Schlussel in meine Manteltasche ist’, which I know is roughly the equival-
ent in German. I had to concede that he knew a bit of Dutch, and paid for
drinks in the pub.

Trying to get my own back some time later I told him I knew the
German for porcupine. This time he challenged me, rejecting my claim
that it was ‘Stachelschwein’, and saying it was ‘Igel’, which is actually the
German for hedgehog. Now, hedgehogs and porcupines are not to be
confused, least of all in German, and I am still surprised that Ian did not
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have total mastery of this essential conceptual equipment of modern polit-
ical scientists. I was delighted to win the bet. It is the only time I ever did.
He paid for the drinks that day.

The languages are simply a way to get you around the world talking to
people whether they are Italian, Dutch, French, Spanish, American,
German, Latin or even English. That way if you live in Madison (at the
University of Wisconsin, 1969–70), Florence (the European University
Institute, 1982–85), California (Irvine, 1989, 2000), Berlin (WZB, 1990),
Barcelona (the Autonoma, 1991), the Netherlands (NIASS, 1995–96) and
Canberra (ANU, 2001) you can get about freely, talk to the locals, do busi-
ness, and learn first-hand about local history, culture, food, politics, topog-
raphy, art and, of course, the best local walks. This hand-gathered
knowledge is then shared with your walking companions back in Essex. It
makes for fascinating conversation about anything and everything from
Strauss opera and Gaelic folklore, to Italian politics and building coracles.
If you do not believe the bit about building coracles, then ask Ian to show
you his. He built it himself. But resist the kind and generous invitation to
try it out for yourself on the River Colne.

So there you have it. All you need is the walking and talking, the lan-
guages, the unfailing memory, prodigious energy, huge enthusiasm, a dis-
taste for computers and cars, an insatiable curiosity about the world, the
experience of living and working in half a dozen or so other countries, the
illegible handwriting and the affection of secretaries, the garden, a delight
in the company of your fellow human beings, a capacity to cooperate
extremely effectively with others or to do it all on your own, high intelli-
gence, an uncanny knack for designing the architecture of your next
chapter or article, and an ability to focus with singular attention on the
writing pad in front of you for hours at a time.

Oh, and yes, perhaps you should also ask the Good Lord to make 36
hours a day available to you, because with a mere 24 you do not have a
significant probability (one tailed test, significant at 0.001) of making the
grade. Last of all – and this is absolutely essential – you must get yourself a
Judy Budge. Without one you cannot possibly succeed. With nothing more
than these you too can write large amounts of path-breaking research and
build institutions that will be a great boon to generations of political scien-
tists to come. No wonder I have failed to achieve even half as much as he.
But then precious few have.
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Part I

Empirical developments
and applications





2 Party government formation and
policy preferences
An encompassing approach?1

Hans Keman

Introduction

Up to the 1990s it appears (with hindsight) that party politics and party
government in Western Europe were characterised by stable patterns. Bar-
tolini and Mair (1990), for instance, demonstrated that patterns of electoral
competition were more or less established, whereas Budge and Keman
(1990) developed a ‘general’ theory of party government that reflected
structural tendencies regarding party cooperation. Together with the
ending of the Cold War, the accomplishment of the welfare state and,
generally, a relatively high level of prosperity, all seemed well for everybody.

Yet, this picture seems wrong and is falsified by political developments
in many of the European democracies: since the early nineties one can
observe electoral ‘turmoil’ and governmental ‘turnover’ that is more dra-
matic than before. Recall the institutional changes in Belgium completed
in the early 1990s, or the complete overhaul of the Italian party system,
also in the early nineties. These examples appear perhaps as ‘exceptions
to the rule’. But they are not: electoral landslides occurred in the Nether-
lands (1994 and 2003), France (1993), Italy (1994) and Scandinavia
(throughout the 1990s) and new parties emerged almost everywhere – in
particular Greens and far right ones (Mair, 2002). These changes are doc-
umented in Table 2.1.

Even at first glance, one can observe that voters turn out less – the
cross-national average between 1985 and 2000 is 8 per cent and electoral
volatility is around 12.4 per cent, which is 5 per cent more than between
1960 and 1980 (Mair, 2002: 131). At the same time the growth of success-
ful ‘new’ parties is remarkable. Except for Ireland, and Spain, these
parties not only emerged, but also gained a substantial share of the vote –
on average 14.1 per cent, twice as much as compared with the early
eighties. At the same time the established parties were in jeopardy. Both
Christian Democrats and Social Democrats lost not only electoral support
– on average their share of the vote was down by 7.0 per cent (Keman and
Pennings, 2004), but also their position as ‘pivot parties’ directing, in fact,
governmental composition and policy direction (see Keman, 1997).
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Peter Mair has suggested that governmental composition can be pat-
terned on the basis of ‘alternation’ and ‘innovation’. The former is the
extent to which the party composition changes more or less completely.
The latter measure indicates the entrance of a new partner (not to be con-
fused with new parties per se!). Both indicators of a change in party com-
position are considerable. Table 2.1 shows that the actual rate of
innovation is 31.5 per cent. This means that during the nineties, in three
out of ten of all governments there have been new partners participating.
Conversely, in some countries the established parties were ousted for the
very first time. In Belgium, Italy and the Netherlands this concerned the
Christian Democrats (for the first time since the Second World War!).
And in Scandinavia the Social Democratic parties gradually lost their
dominant position as party of government. This development can also be
seen from the rate of alternation: apart from Switzerland – where the
‘magic formula’ allows for no change – most countries show frequent
changes in government composition. Except for Germany and Portugal,
the other European democracies have experienced quite some alterna-
tions and concomitant entrance of ‘new’ parties in government (see also:
Mair, 2005) during the last decade of the twentieth century.

These observations of change between 1985 and 2002 imply in my view
that the existing parameters of government composition have changed
too. Second, that this is – at least in part – an effect of new patterns of
party competition. Third, that apparently policy considerations appear to
play a less, or different, role in the process of government formation.
These observations obviously lead to the question of whether or not exist-
ing and accepted theories of government formation and composition are
still valid. For, if electoral competition has changed, and the dynamics of
party systems are in flux, one may well wonder whether or not party gov-
ernments are still formed by the same institutional ‘logic’ as before and
whether the ‘old’ parties are still in control or not. Therefore, this chapter
aims at replicating the Budge and Keman approach, on the one hand,
and at an examination of recent data (covering the period 1985–2000) in
order to explore possible new patterns of government formation, on the
other hand. This problematic is the issue that I wish to investigate in this
chapter.

As a benchmark for exploring this question I shall make use of the
‘General Theory of Party Government’ developed and tested by Ian Budge
and Hans Keman (1990). This theory was empirically developed during
the 1980s and, of course, based on a number of exogenous factors that
reflected post-war parliamentary democracy. In addition, this approach
not only combined office-seeking elements with policy-seeking assumptions,
but also integrated party government in the overall process of policy
making and related performance (see also Keman, 2002; Budge et al.,
2002). In this chapter I shall focus explicitly on two crucial elements
embedded in this approach:
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1 policy preferences as reflected in the composition of party govern-
ment, and

2 distribution of ministries between party families within coalition gov-
ernments.

The first element is directly relevant for examining whether or not the
‘power’ distribution of parties within governments has changed in the
1990s as a function of changing electoral competition and increasing rates
of innovation (see Table 2.2) and that indirectly may well affect the policy
control of parties in government. The second element is considered as
crucial for the ‘policy making’ capacities of party government. For it refers
to the directions of policy as represented by the parties relative to their
positioning in terms of various programmatic dimensions (like left versus
right, but also regarding international politics, economics and welfare).

This analysis is thus intended to understand to what extent and in what
way the original theory of Party Government is still valid and robust, on
the one hand. On the other hand, the analysis will demonstrate whether
or not policy considerations are (still) vital for the understanding of party
government composition. Before presenting the data analysis, a short
résumé of the general theory of party government will be given.

The general theory of party government

This approach departs from a series of assumptions that reflect the institu-
tional devices of parliamentary democracy. These assumptions can be
found in Table 2.2 and have a logical and hierarchical ordering.

Although the rule of majority is in general adhered to, it is not con-
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Table 2.2 General assumptions of an integrated theory of democratic party govern-
ment

1 In parliamentary democracies the party or combination of parties that can
win a legislative vote of confidence forms the government.

2 Parties seek to form that government capable of surviving legislative votes of
confidence, which will most effectively carry through their declared policy
preferences under existing conditions.

3.1 The chief preference of all democratic parties is to counter threats to the
democratic system.

3.2 Where no such threats exist, but socialist–bourgeois (or left versus right)
differences are important, the preference of all parties is to carry through
policies related to these differences.

3.2 Where neither of the preceding conditions holds, parties pursue their own
group (or constituency) related preferences.

Source: Taken from Budge and Keman, 1990: 34 (Table 2.1).

Note
Assumption 4 included in the original table will not be analysed in this chapter.



sidered as a condition sine qua non (but a preferred situation). Hence,
contrary to the ideas within the strict rational choice theory that employs
office-seeking behaviour, it is considered important to develop a theory
that seeks to answer the question of how different parties do form a viable
government. These parties are considered to be more or less coalescent in
terms of left and right preferences. Parties which are seen as non-
congruent are therefore not suitable for stable government. Rule 3.1 may
seem strange at present, but it is not. Although originally this rule applied
mostly to Communist parties and the like – and thus is hardly relevant
after 1989 – it is relevant again with the rise of populism and right-wing
extremist parties during the 1990s (Mény and Surel, 2002; Capoccia,
2002). Some of these have sometimes entered party government: the LPF
in the Netherlands, the KrF in Denmark, and the FPÖ in Austria for
example (see also Pennings and Keman, 2003). Hence, Rule 3.2 is cer-
tainly still an important feature of the process of forming a coalition
government. In my view the left versus right distinction remains a central
dimension of the relationship between office-seeking and policy-seeking
behaviour of most parties with respect to the formation and the function-
ing of party government. This contention spills over into Rule 3.3: policy
preferences of parties are pursued according to their own programme
and are related to their constituencies (or electorate see: Schmidt, 1996;
Keman, 2002).

The process of government formation and related consequences of
composition in terms of distributing ministries, on the one hand, and
thereby defining the policy direction of party government, on the other
hand, was elaborated in Table 2.4 in Budge and Keman (1990: 50–52).
The approach consisted of the whole process of government formation –
policy pursuit – turnover of personnel – durability and termination of governments
– continuity. In this chapter I shall confine the analysis to the first part,
which is adapted in Table 2.3.

The specifications presented here as a part of an encompassing approach
are meant to generalise existing practices as can be found across
contemporary European parliamentary systems. Although some of the
assumptions mentioned in Table 2.3 may well appear as almost self-
evident, it should be noted that most literature on coalition governments
is more often than not characterised by stressing idiosyncrasies and case-
specific features (see for instance Dodd, 1976; Pridham, 1986; Laver and
Shepsle, 1996; Müller and Strøm, 1999). As such these studies are not
wrong, but they do not help much to develop empirically-based theories
that transcend case-based analyses. Such an ambition, however, underlies
the Budge and Keman approach. Hence, in this theory of Party Govern-
ment it is assumed that:

• There is a reward for the major party in government as well as for
another party that is necessary to form a coalition (I); in addition, all
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participating parties get a fair (i.e. proportional) share of ministries
(II and V).

• All parties seek office that corresponds with their policy preferences
(II and III) or at least as close as possible depending on a party’s size
(V).

• Given the rates of Innovation and Alternation (see Table 2.1) the
parameters of party system organisation will have an impact on coali-
tion formation and concomitant distribution of ministries among
parties (III and IV).

These points of departure appear still valid and relate directly to the
general assumptions as mentioned in Table 2.2. However, the caveat here
is twofold: (i) I expect that the emergence and entrance of new parties
and concomitant change of a party system may well lead to new patterns
of policy preferences. Hence, if correct it implies that distributional pat-
terns found before the 1990s may have changed. (ii) the decline of
dominant parties (like Social Democratic and Christian Democratic
parties; see Keman and Pennings, 2004) has been conducive to program-
matic convergence between these contenders for governmental office. If
this is indeed the case then this will change the process of government
formation.

For instance, the participation of Green parties has had an impact on
the distribution of ministries due to the overall change of policy prefer-
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Table 2.3 Major implications of the general assumptions of the integrated theory
of democratic party government

Distribution of government ministries between parties in a coalition:
I The largest party in a coalition will take the Premiership. Subsequently the

second largest party will take the Deputy Premiership.
II Subject to overall proportionality, each party will seek control of ministries

in their own areas of policy concern: for instance, Labour parties will tend to
seek Ministries of Social Affairs, Health, and Labour Relations etc. (i.e. focus
on the ‘Welfare State’); Conservative and Liberal parties will be inclined to
seek Ministries of Internal and External Security, Justice, Foreign Affairs etc.
(i.e. the ‘traditional’ core of the state apparatus).

III Where a particular type of party does not exist, the most ideologically similar
of the existing parties will seek ministries in the area of policy concern that is
close to their programme and electoral constituency.

IV These tendencies are least evident when governments are formed to counter
anti-democratic threats and less evident when governments are formed in a
situation of socialist–bourgeois hostility (i.e. if and when party systems are
highly polarised then this feature dominates the composition of a coalition).

V A small party in a government, which could be formed by a large party on its
own, will not necessarily get a proportionate share of ministries (this
assumption can go into different directions: more or less than
proportionate).

Source: Taken from Budge and Keman, 1990: 50 (Table 2.4).



ences. The German coalition since 1997 may serve as an example here. In
addition high levels of electoral volatility have been conducive to new pat-
terns of party composition and distributing ministries. This has been the
case in the Netherlands since 2002. Finally, due to electoral losses, ‘pivot
parties’ have been redirecting their programmatic profile. This has
resulted in new priorities in terms of policy pursuit – the Third Way devel-
opment of Labour highlights this process (Merkel, 2001).

If the above argument is correct, then it may well be that the assump-
tion under II in Table 2.3 ought to be relaxed. Both the general assump-
tions with regard to socio-economic differences (II and III) and regarding
specific priorities in relation to a party’s constituency (IV) may well have
changed or is considered as less prominent. Yet, although the circum-
stances have changed during the nineties, and some of the assumptions
may be less self-evident than before, I still contend that the original theory
is: ‘more plausible than office-seeking theories. […] The policy-
commitment fits existing evidence better than earlier formulation, since it
is compatible with all types of government which actually form’ (Budge
and Keman, 1990: 61, italics added).

This claim will be empirically examined in the remainder of this
chapter for the period 1985–2000. To this end I shall present data on
parties and governments formed in 15 parliamentary democracies (see
Table 2.1). Second, recent data derived from the MRG-data set (Budge et
al., 2001) will be used to underpin the policy-seeking behaviour of parties.
This type of data – not available in this format in the late 1980s – will
enable me to perform a directional analysis of the relationship between
policy positions of parties seeking office. In other words, the analysis per-
formed here allows for examining the structural quality of our original
theory.

Variations in party government

In this chapter the West European countries will figure that are listed in
Table 2.1. They have not only in common that they are parliamentary
democracies, but also that most are characterised by multiparty systems
with (more often than not) three or more competitive party families.
Hence, this selection is ideally suited for examining the robustness and
plausiblity of the general theory of party government. To this end the
information on governments formed after 1985 (the last year included in
the Budge and Keman data collection) have been employed (n = 86).
Table 2.4 presents the main features of the party systems and the coalition
governments formed.

First of all it can be noted that on average the complexion of party gov-
ernments tends toward the ‘centre of gravity’ – 2.6 indicates the median
position on a scale of five. The left versus right distribution of the policy-
seeking indicator used reinforces this observation. Governments are on
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average only two points away from the arithmetic middle-point of the scale
(that runs from –100 to +100; see Budge et al., 2001: 228). For party
systems as whole this is slightly more (to the left). This apparent ‘centre of
gravity’ is also visible in most coalition governments formed. They tend to
be of a ‘surplus’ nature (i.e. three on the scale of one to five) with an
average cross-national majority around 63.0 %. Hence many governments
formed have a parliamentary support that is not only sufficient but also
indicates a tendency towards oversized or ‘surplus’ coalitions. Hence, in
office-seeking behaviour coalition governments are not only more often a
majority government, but also look for stability by including more parties
than would be expected by using the MWC criterion. As is well known, this
contradicts the office-seeking type of coalition theory (see also Lijphart,
1999). In fact Table 2.5 makes this clear by reporting the distribution of
types of government between 1985 and 2000.

Obviously ‘minimal winning’ coalitions (MWCs) are often occurring
but only for approximately one-third of all governments under review
here. Almost 28 per cent of the coalition governments formed are of a
‘surplus’ nature, whereas – perhaps surprising – minority governments
concern 27 per cent of all the cases (see Figure 2.1). From this distribu-
tion of types of government one can draw the conclusion that the policy
commitment of parties in governments seems still quite tenable for the
1990s; for the combination of a strong parliamentary backing and includ-
ing more partners than strictly necessary not only contradicts the ‘minimal
winning’ claim of office-seeking approaches, but also supports the idea
that a viable government is one that is capable of policy making (see also
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Table 2.4 Party system and party government (1986–2000)

Variable Mean S.D. Range n

Type of government 3.02 1.22 5.0 86
Duration of government 638.3 441.55 1241.0 85
Size of government 18.14 6.27 26.0 85
Complexion of government 2.60 0.89 4.0 84
Parliamentary Support (%) 63.12 11.00 31.5 86
Left v. Right Party System –4.91 22.67 111.3 470
Left v. Right Parties in Gov. –1.74 20.28 96.6 232
Effective N. of Parties 5.05 1.71 7.29 86

Sources: All taken or derived from Woldendorp et al., 2000: 16–19; Budge et al., 2001.

Notes
Type of government=scale from One-PG-MWC-Surplus-Minority [one-PG and multi-PG]:
1–5; Duration=Days; Complexion of Government=scale of ideological dominance: from
right-dominant-balanced-left-dominant (1–3–5). Parliamentary support=of government by
parties in parliament; Left v. right= scale developed by Pennings and Keman (2003) meas-
ured for all parties and parties in government only; Effective number of parties, see Armin-
geon et al., 2002.
S.D.=Standard Deviation: N=number of valid cases (86 for governments; 232 and 470 for
parties).



Table 2.2 – assumptions 1 and 2). This contention is further enhanced if
one correlates the sus-type and minority governments with their duration.
Excluding the two caretaker governments, it appears that almost 80 per
cent of these governments last at least one year or longer (whereas the
average across all types is just under two years!). It appears that indeed
most governments in European parliamentary democracies are formed
with the intention to make policy and this idea is reinforced by the dura-
tion of government; for policy formation and implementation is –
amongst many other things – predominantly a matter of time (Keman,
2002; Budge et al., 2002).

This conclusion brings us to one of the major assumptions of the
General Theory of Party Government: if there is no major or direct threat
to the democratic order then the partisan approach (i.e. party differences
do matter) is an important variable for understanding the formation of
government in relation to the policies pursued (see Assumption 1). In
Table 2.4 two indicators of the socialist–bourgeois divide, or the left versus
right distribution across party systems and government parties has been
presented. In addition I have used a measure that is meant to indicate the
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Table 2.5 Types of party government

Distribution % n

Single party governance 5.8 5
Minimal Winning Coalition 36.1 31
Surplus coalition government 27.9 24
Single party minority government 16.2 14
Multi party minority government 11.6 10
Caretaker government 2.4 2

Total 100.0 85

MIN-mpg SPG

MIN-spg

MWC

SURPLUS

Figure 2.1 Distribution of type of government.



‘complexion of party government’ (Woldendorp et al., 2000: 19). This
measure denotes the relationship between the different party families in
government and their relative strength in parliament. Together with the
left versus right measure based on the MRG-data set this will highlight
how the policy-making dimension is distributed across the universe of dis-
course as well as the distance between parties in government and the party
system as a whole.

The complexion of government reflects the basic tendencies of govern-
mental design in relation to parliament. In five countries (Austria,
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Table 2.6 Left versus right across parties in government and the party system

Country Complexion Left v. right Difference 
of government 
government Government Party System and party

system

Austria (n=4) 3.3 3.8 3.3 0.5
(15.2) (21.7)

Belgium (n=5) 2.4 –1.1 –0.4 –0.7
(21.2) (6.1)

Denmark (n=5) 2.8 –0.9 –7.3 6.4
(33.4) (9.3)

Finland (n=6) 2.6 –22.6 –22.5 –0.1
(28) (17.4)

France (n=7) 2.1 2.4 –4.7 7.1
(52.8) (15.8)

Germany (n=4) 1.9 9.9 –7.5 17.5
(18.7) (10.8)

Greece (n=2) 2.9 –6.2 –8.0 1.8
(0) (3.5)

Ireland (n=5) 1.5 –7.6 –16.8 9.2
(20.9) (14.3)

Italy (n=7) 1.6 19.2 10.4 8.8
(14.2) (5)

Netherlands (n=4) 2.0 –2.9 –8.0 5.1
(17.9) (9.9)

Norway (n=3) 3.3 –14.1 –11.4 –2.7
(5.7) (6.5)

Sweden (n=2) 3.7 –11.8 –4.8 –7.0
(18.0) (15.3)

Switzerland (n=4) 1.9 –3.4 –3.0 –0.4
(5.9) (2.4)

Averages (n=58) 2.4 –0.7 –5.6 4.9
(2.2) (58.8) (46.2)

Sources: Budge et al., 2001; Woldendorp et al., 2000.

Notes
One party governments are excluded. Figures in parentheses are ranges. Left–Right scores
are calculated according to Pennings and Keman 2003; see also Appendix 2.a.1. Negative
outcomes indicate a more leftist policy position and vice versa more rightist. Differences are
absolute.



Denmark, Greece, Norway, Sweden) it is tilted to the left. In France,
Germany, Ireland, Italy and Switzerland the opposite design is apparent.
This division, however, cannot directly be derived from the policy posi-
tions of the government of the day and party systems. On average the posi-
tions taken by parties in both parliament and government are towards the
left. Only in Austria and Italy both government and parliament are right-
wing oriented, whereas in France and Germany there is a situation of
‘divided governance’. Looking at the gap between government and parlia-
ment it is obvious that about half of the government/party system rela-
tionship is more or less close (i.e. less than half of the cross-national
average) and the other cases – in particular Germany, Ireland, Italy and
Sweden – show a difference. What does this mean? It signifies by and large
that ‘policy’ seems to matter and that the differences between party
government and the direction of party systems can be observed. Hence,
party differences in terms of policy-seeking are important parameters for
understanding the formation and design of party government in Europe.
From this I conclude that party government:

• tends to be formed by means of policy-seeking behaviour;
• tends to rely often on a majority in parliament, but not necessarily so;
• tends to be equally characterised by ‘surplus’ and ‘minority’ types, on the

one hand, as by minimal-winning coalition government, on the other;
• is in general quite enduring, regardless of the type of government;
• tends to be tilted towards a centre-left policy direction;
• varies as to their positions on left versus right in Government vis-à-vis

parliament.

In summary, therefore, by and large the analysis confirms for the recent
period what Budge and Keman (1990: 23) proposed as a ‘core’ theory of
government coalitions (see Table 2.2). In addition, and more precisely,
the results of this section invites an examination of the Assumptions put
forward in Table 2.3 specifying the General Theory of Party Government.

Forming a coalition: distributing ministries across different
parties

Although the policy-seeking approach is plausible and viable, it involves
office-seeking behaviour by necessity. If a party wishes to pursue its policy
preferences in a parliamentary democracy where coalitions are the pre-
dominant type of government, then a party ought to:

1 gain access to party government,
2 strive for obtaining the office of Prime Minister or Deputy Prime

Minister and
3 secure at least as many ministries as proportionally is justified.
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All these (strategic) rules are in fact part of an office-seeking game when
forming a coalition. At the same time they are also pursued within a
policy-seeking context. Pure and simple: without representation in govern-
ment a party is deemed to remain in opposition and pursue politics from
parliament. Yet, without controlling the policy sectors that matter the
policy pursuit is still absent. Hence, a party in a multiparty environment
must therefore seek power through office and if feasible take overall
control (i.e. premiership) and certain ministries in the preferred policy
sectors. First I shall examine to what extent office-seeking behaviour can
indeed be observed.

Evidently office-seeking behaviour is important as regards the forma-
tion of coalition governments (n = 68). In fact the rule of proportionality
(as suggested by Budge and Keman, 1990: 130) appears to work quite well
as demonstrated by the correlations between seats in parliament and
government. All participants appear to get a ‘pay-off’ that is indeed pro-
portional to their parliamentary size. Only if the largest party is very size-
able is this effect diminishing. In effect, Table 2.7 demonstrates that the
smaller partners in a coalition are proportionally well off. Table 2.7 also
confirms the (almost) self-evident assumption that, as a rule, the largest
party takes the premiership. The role of deputy PM is not available in all
countries (only in 58 per cent of all governments), but if it is for the
taking, the second largest party almost always gets it.

Although the range within each party category is high, it is safe to
contend that the policy-making capacity of each party below the second
largest is decreasing. On average they control roughly 35 per cent of a
coalition, whereas the largest party secures – in addition to taking the pre-
miership – more than half. Hence, one can conclude from this analysis
that although ‘power-sharing’ is the name of the coalition formation game,
the principal players see to it that they get the ministries they wish. The
question is then: is this also true for their assumed policy-seeking motives?

Party government formation and shaping policy
preferences

An often overlooked element in the literature on party government
remains the relationship between the overall complexion of party govern-
ment and the qualitative distribution of ministries (but see Blondel and
Thiébault, 1991; Laver and Shepsle, 1996; Müller and Strøm, 1999;
Keman, 2003). This relationship is important because it enables us to
inspect whether or not parties are capable of directing policy making by
means of controlling certain policy sectors. In general, before the elec-
tions, a party has made public what type of policies it prefers, and endeav-
ours to communicate them by means of an electoral manifesto. Hence, it
follows that such a party is assumed to play a ‘nested’ game: its strategy
involves office-seeking as a means to further its programmatic preferences
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by gaining control of certain ministries within a coalition. In other words,
a party will attempt to get not only as many ministers as possible in govern-
ment, but also to strive for an optimal distribution in terms of policy
sectors. This idea can be found in the General Theory of Party Govern-
ment (Tables 2.2 and 2.3).

The Dutch government formation game may serve here as an illustra-
tion (Keman, 2003). On several occasions parties first draw up a ‘policy
agreement’, that is, basically a translation of the party platforms into one
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Table 2.7 Office-seeking behaviour: distribution of seats in parliament and min-
istries in government

Parties in Coalition Government Mean Max. Min.

Largest: (n=68)
% seats in parliament 33.7 49.3 11.5
% seats in government 52.0 93.3 14.3
% having the PM-ship 84.0
Correlation: seats/ministers = 0.71*

Second largest: (n=68)
% seats in parliament 16.9 42.7 1.6
% Seats in government 28.3 53.3 6.1
% having the Deputy PM 66.0
Correlations: seats/ministers = 0.82*
with largest size party 1 = 0.58

Third largest: (n=46)
% Seats in parliament 8.8 22.5 1.6
% Seats in government 16.6 33.3 3.7
Correlations: seats/ministers = 0.66*
with largest size party = 0.30

Fourth largest: (n=24)
% Seats in seats in parliament 8.5 27.0 1.2
% Seats in government 14.6 28.6 3.9
Correlations: seats/ministers = 0.89*
with largest size party = –0.14

Fifth largest: (n=9)
% parliament 3.4 7.6 1.8
% government 5.4 10.0 3.3
Correlations: seats/ministers = 0.45
with largest size party = 0.17

Source: Woldendorp et al., 2000.

Notes
Parties are ordered by size in parliament. Correlations are Pearson
Product-Moment Coefficients (* significant at 0.01). Single party governments are
excluded. All figures are percentages of total seats in parliament and government.



government agreement (Andeweg and Timmerman, 2005). Only then do
parties start to negotiate who gets what ministry. Quite often this leads to a
stalemate (e.g. in 1977, 1981, 1994). More recently, in 2003, the PvdA
(Labour) and the CDA (Christian Democracy) had reached a policy
agreement, but at the end of the day (or rather, night) they could not
agree on which policy sectors were to be dominated by what party (i.e.
which party got the ministry or not). The final result has been that, by
including Democrats 66, CDA and VVD could instead develop a distribu-
tion of ministries that satisfied all.2

This story tells us that indeed office- and policy-seeking behaviour is a
nested game. It also tells us that the relative strength of the first and second
party (see Table 2.7) is an important feature of how the game will
develop. Third, although party differences do matter, so I argue, it equally
matters to what extent policy sectors are contested during the formation
game in view of policy preferences of all parties involved. This line of
argument is reflected in the Assumptions listed in Table 2.3. In this
section I shall therefore analyse to what extent these ideas can be empiri-
cally substantiated. This analysis will be done differently, however, from
the original exercise as reported in Budge and Keman (1990: Chapter 4).

Central to the argument has been the given distribution of party famil-
ies within each country under review (Budge and Keman, 1990: 92–97). In
addition each party family was assigned a ranking of ministries they would
prefer most. In fact, this has been a hazardous procedure: first, although
‘party family’ is a comparative concept that can ‘travel’ it is a quite heroic
assumption that policy preferences also travel likewise (they are not the
same as ideological principles); second, an ordering as given in the ori-
ginal study is essentially static and does not take into account circumstances
(socio-economic developments and socio-cultural issues, unique events,
international pressures etc.). Nevertheless, these ‘exogenous’ factors do
play a role with regard to the shaping of policy preferences. Third, recent
research has shown that policy positions tend to converge over time in
many multiparty systems (Keman and Pennings, 2004) implying that
parties either compete more vigorously over the distribution of ministries
(as was highlighted in the Dutch case) or consider this rather as a quid-
pro-quo process. Finally, as put forward in the introductory section, times
are changing, and so has party politics during the 1990s. New parties have
emerged, and some of these have entered government (like the Greens in
Finland, Germany and Belgium; Populists in Austria and the Netherlands;
new Christian parties in Scandinavia; and the ‘new Right’ in Italy). In
summary, although ideological differences may well remain to define
party families per se, it does not signify a static set of policy preferences.
On the contrary (see Klingemann and Volkens 2002).

Table 2.6 demonstrated where programmatic saliency has been pre-
sented in terms of left versus right for each country. These differences
have been expressed on the level of the party system and party govern-
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ment. In addition I have pointed to the relationship between parliament
and government by means of the variable ‘complexion of government’.
Both variables can be seen as indicators of government viability as regards
its policy-seeking capacities: the more coherent a coalition is, the more
one can expect that policy positions have converged. In order to analyse
this I have developed four clusters that reflect this.

Cluster 1 concerns those polities where cabinets are dominant and the
ideological complexion is tilted to the right: France, Germany and
Ireland. Furthermore these systems are characterised by ‘divided govern-
ment’ (see also: Müller and Strøm, 1999: 145–146). Cluster 2 are polities
where cabinet governments are not very different from the party system in
terms of policy positions, nor are these considered to be dominant (see:
Woldendorp et al., 2000: 56–57). Cluster 3 is conversely characterised by a
dominant government and a clear left-wing orientation of government
(exceeding the party system). Finally, Cluster 4 consists of Finland and
Italy. Both polities are characterized by high scores on policy (respectively
left wing and right wing) without a dominant government. Each of the
clusters represents an own dynamic as regards translating policy prefer-
ences into the agreement between parties in government (see also
Keman, 1997; Siaroff, 2000).

This relationship has been reported in Table 2.8. In addition to the left
versus right distinction (see also Table 2.6) three policy domains have
been analysed:

1 regulation of the economy,
2 provision of welfare and
3 internal and external security.

I consider these policy domains as central concerns of every political party
and of any government. They represent the type of policy preferences as
referred to in Table 2.3. I expect that the variation across the clusters will
reflect the interdependent relationship between party system and party
government.

First of all it can be noted that indeed the party composition of govern-
ment by and large reflects the policy preferences of the party system.
Hence, there is a relationship between office-seeking and policy-seeking
behaviour across all coalition governments. Second, it is obvious that one
policy domain does vary across the four clusters: the provision of welfare.
Clusters 1 and 4 show a difference between government and parliament of
two points. This difference is negative for government in Cluster 1 and
positive in Cluster 4. This is according to the underlying rationale for the
clustering as such: 1 is right-wing and dominating parliament whereas 4 is
left-wing oriented but more dependent on parliament.

In Clusters 2 and 3 government and parliament (reflecting the party
system) are closely linked as regards the preferred policy course (the dif-
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ferences are 0.4 at most). This is an important finding: in parliamentary
systems with coalition governance office-seeking and policy-seeking
behaviour is strongly interrelated. Only if the executive–legislative rela-
tions are tilted towards government (Cluster 1) or where the party system
is highly polarised (Cluster 4) is the relationship weaker.

Finally, as regards the variation across clusters and policy domains it
can be surmised that Clusters 1 and 4 have higher scores on economic
regulation implying stronger preferences in this policy domain. Con-
versely, Cluster 3 has the lowest scores in this respect, but is among the
highest on welfare.

In summary, Table 2.8 has demonstrated a strong link between office-
seeking and policy-seeking behaviour. Second, the relationship between
parliament and government makes a difference in how this relationship is
shaped. Third, it is striking how small the differences between parliament
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Table 2.8 Policy preference of all parties and parties in government by clusters
(1986–98)

Preferences Cluster 1 Cluster 2 Cluster 3 Cluster 4 Total

Right–left –8.7 –1.9 –9.2 –3.3 –5.6
(party system) (21) (16) (6) (12) (55)
Right–left 0.7 –0.8 –12.1 1.8 –0.7
(government) (21) (16) (5) (12) (54)
Difference 9.4 1.1 2.9 5.1 4.9

Economic regulation 3.3 2.3 1.8 5.4 3.3
(party system) (21) (16) (6) (12) (55)
Economic regulation 3.0 2.3 1.6 5.9 3.3
(government) (21) (16) (5) (12) (54)
Difference 0.3 0.0 0.2 0.4 0.0

Welfare state 11.6 9.5 11.2 10.6 10.7
(party system) (21) (16) (6) (12) (55)
Welfare state 9.5 9.8 11.6 12.6 10.5
(government) (21) (16) (5) (12) (54)
Difference 2.1 0.3 0.4 2.0 0.3

Security policies 2.3 1.4 1.4 1.9 1.9
(party system) (21) (16) (6) (12) (55)
Security policies 1.4 1.2 1.5 0.9 1.3
(government) (21) (16) (5) (12) (54)
Difference 0.8 0.2 0.1 1.0 0.6

Source: Data taken from Budge et al., 2001: 233–243.

Notes
Reported scores are arithmetic means. Party system = all parties in party system; government
= parties in government. Number in parentheses. Clusters mentioned in text.



and coalition governments is, if the left versus right distinction is disaggre-
gated into policy domains (see also Klingemann et al., 1994; Budge et al.,
2002). Hence, our theory of party government seems to be still plausible
in view of the robustness of the empirical results with respect to policy-
seeking behaviour. If this conclusion really holds, then it would also imply
that office-seeking motives prevail to serve the policy-seeking behaviour.

Seeking office to control policy making

Table 2.3 states clearly that the distribution of ministries is crucial for
understanding how coalition government is formed. Equally important is
to have a strong role in coordinating government as a whole. In this
section I therefore shall examine the relationship between party families
and ministerial control over policy domains (see for this also Laver and
Shepsle, 1996; Blondel and Thiébault, 1991; Müller and Strøm, 1999).
Central here is how parties interact with each other with regard to trans-
forming policy preferences into control over policy domains. I expect that
in party systems where the ‘centre of gravity’ is more or less crowded and
the range of party differences is small the distribution of ministries will be
according to the relative strength in parliament. Conversely, where there
is no genuine pivot party (i.e. one party that is dominant and central; see
Keman, 1997) that the policy preferences are guiding the distributional
struggle. Therefore I have divided the countries under review into three
categories:

• Cluster 1 are polities, those where there are pivot parties (family) and
the policy distances are small: Austria, Belgium, Finland, Greece,
Switzerland (and Portugal).

• Cluster 2 are the cases in between Clusters 1 and 3 (see below).
• Cluster 3 are, finally, party systems without a pivot party and with a

more polarised division of parties: Germany, Ireland, Norway.

Table 2.9 reports the outcomes of the distribution of ministries across
party families and policy domains. First of all, it is obvious that both the
dominance and centrality of a party family matters. This is not only the
overwhelming case with the acquisition of the premiership, but also as
regards the control of policy domains. The scores for the Social Demo-
crats demonstrate this: this is the only electorally strong party that is
prevalent in every country under review here (Liberal parties also, but
these are hardly ever in a strong parliamentary position). This explains
why the Social Democratic parties dominate in all policy sectors (over 40
per cent except for the security sector). The role of the other party famil-
ies seems to be dependent on whether or not they are the second or third
largest party (see also Table 2.7) and, of course, as is the number of
parties within a government coalition. In most instances the Conservatives
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Table 2.9 Allocation of ministries by policy domain to party families

Policy domain Party families

SD CD Lib Cons Other New

1 Overall coordination (PM) 42.3 28.2 1.4 23.9 0.0 0.0
Cluster 1 43.3 23.3 3.3 23.3 6.7 0.0
Cluster 2 52.2 30.4 0.0 13.0 4.3 0.0
Cluster 3 27.8 33.3 0.0 38.9 0.0 0.0
NB: in 83.1% of all cases the largest party takes PM-ship

2. Economic regulation
Finance 49.2 16.9 5.1 28.8 0.0 0.0
Cluster 1 56.5 4.3 4.3 34.8 0.0 0.0
Cluster 2 55.6 27.8 11.1 5.6 0.0 0.0
Cluster 3 33.3 22.2 0.0 44.4 0.0 0.0
Economic affairs 19.4 22.2 41.7 13.9 0.0 2.8
Cluster 1 22.2 27.8 22.2 27.8 0.0 0.0
Cluster 2 18.2 27.3 54.5 0.0 0.0 0.0
Cluster 3 14.3 0.0 71.4 0.0 0.0 14.3
Labour 46.9 23.4 1.6 25.0 2.6 0.0
Cluster 1 41.7 20.0 0.0 37.5 0.0 0.0
Cluster 2 60.0 20.0 0.0 12.0 8.0 0.0
Cluster 3 33.3 33.3 6.7 22.2 0.0 0.0

3 Welfare state
Social affairs 52.8 15.1 2.6 14.3 3.9 1.3
Cluster 1 52.9 0.0 0.0 35.3 11.8 0.0
Cluster 2 61.9 19.0 9.5 0.0 4.8 4.8
Cluster 3 40.0 26.7 0.0 33.3 0.0 0.0
Health care 43.6 21.8 9.1 20.0 5.5 0.0
Cluster 1 66.7 0.0 0.0 20.0 13.3 0.0
Cluster 2 40.0 28.0 20.0 8.0 4.0 0.0
Cluster 3 26.7 33.3 0.0 40.0 0.0 0.0
Education 48.9 19.1 6.4 21.3 0.0 4.3
Cluster 1 60.0 0.0 0.0 40.0 0.0 0.0
Cluster 2 47.1 29.4 17.6 0.0 0.0 5.9
Cluster 3 40.0 26.7 0.0 26.7 0.0 6.7

4. Internal and external security
Foreign affairs 38.9 27.8 13.9 13.9 4.2 1.4
Cluster 1 44.8 31.0 0.0 17.2 6.9 0.0
Cluster 2 36.0 26.0 24.0 0.0 4.0 0.0
Cluster 3 33.3 11.1 22.2 27.8 0.0 5.6
– Defense 30.1 21.9 17.8 20.5 8.2 1.4
Cluster 1 20.0 23.3 16.7 23.3 16.7 0.0
Cluster 2 46.2 11.5 30.8 3.8 3.8 3.8
Cluster 3 23.5 35.3 0.0 41.2 0.0 0.0
– Interior 46.6 24.1 8.6 10.3 10.3 0.0
Cluster 1 68.8 12.5 0.0 0.0 18.8 0.0
Cluster 2 41.7 37.5 16.7 0.0 4.2 0.0
Cluster 3 33.3 16.7 5.6 33.3 11.1 0.0

Source: derived from Woldendorp et al., 2000. 

Notes
Party Family: SD = Social Democracy; CD = Christian Democracy; Lib = Liberal; Cons =
Conservative; Other = Not mentioned in Budge et al., 2001; New = Not in Government
before 1986. n = 1026. See Text for contents of Clusters 1 – 2 – 3. Bold = largest proportion;
Italics = second largest proportion.



and Christian Democratic party family come second in the distribution.
Again, this is in part explained by the presence or not of these parties in a
country. The Liberal party is only represented in the economic sector and
the security sector. The ‘other’ and ‘new’ members are only marginally
involved and almost always as a ‘smaller’ participant. All in all, these
results are not surprising and demonstrate the viability of the original
approach as developed by Budge and Keman (see Table 2.3). Yet, the
policy-seeking dimension, which seems not to be prolific on the general
level, becomes more important if the results are analysed on the level of
the three clusters. Recall that these clusters were formed on the basis of
party distances within countries and the existence of ‘pivotal’ parties.

The first cluster represents the party systems with small(er) policy dis-
tances and a pivot party contains 23 governments. Here the distribution
tends to oscillate between the centre-left and centre-right, where the
Christian Democratic parties are literally in between: they do not domi-
nate, but they are almost always ‘around’ (but second). However, it is
obvious that Social Democratic parties claim most ministries and do so
more often than others. Hence, a coalescent party system clearly pays off
(see also Kitschelt, 1997; Pennings and Keman, 2003). Only economic reg-
ulation and defence are less accessible for Social Democratic party control
(which support Budge and Keman, 1990: 97).

The second cluster, with competing pivot parties within a moderately
organised party system, it appears that Social Democracy is benefiting
from the medium distances between the main parties as well as of the pos-
sibility to form minority governments (in this cluster are also Denmark
and Italy). Hence, the type of government appears here to be a ‘window
of opportunity’ for Social Democracy. This is particularly visible in the
control over the economy as well as the welfare state.

The third cluster is characterised by open competition and no stable
direction in terms of left and right. This is confirmed but the results:
although Social Democracy often prevails, it appears that Christian Demo-
cracy and other right-wing (or Conservative) parties do participate often
and are represented in all domains. This is not the case for ‘other’ parties
(more often than not ‘new’ Liberals or ‘Greens’) and ‘new’ parties. These
are obviously minor partners in coalitions and apparently act as supposed
in Rule V in Table 2.3. Yet it should be noted that their main domain of
control is Security.

All in all it can be concluded that all the main parties do get much of
what they wish in terms of ministries. However, this process is much less
distinctive than is often put forward in the literature. In all cases the left
versus right dimension seems to play a role, but not an overriding one.
Second, in most cases, power must be ‘shared’ within a policy domain and
this seems not to lead to fixed patterns of allocation of ministries. Obvi-
ously Social Democracy is strongly represented (since it is strong and
prevalent everywhere). However, nowhere it is really dominating any of

Party government formation 51



the policy domains. In fact no party seems to dominate any policy domain.
Hence I conclude that although policy preferences do influence the distri-
bution of ministries across policy sectors the golden rule of forming and
maintaining a multiparty government is to give and take rather than to
dominate other parties unnecessary. This is one of the lessons various
parties had to learn the hard way when their electoral fortunes dwindled
during the last decade (see Müller and Strøm, 1999).

Conclusions

In this chapter I have set out to examine to what extent the relationship
between parties and government under conditions of multiparty system
dynamics has changed. I used as a frame of reference the theory of Party
Government developed by Ian Budge and Hans Keman (1990). The main
conclusion must be that, although electoral politics is in flux and other
(often ‘new’) parties have emerged after 1990, that ‘our’ theory still stands
up and is capable of explaining government composition. This conclusion
is justified in view of the following findings reported in this chapter:

• Electoral change, the emergence of new parties and new directions
within party systems during the nineties have not been translated in dras-
tically different patterns of government formation and composition.

• This does not mean there is no change, but if it comes to forming a
government, the grip of the established parties – in particular if they are
central and dominant – on the proceeding and outcome is still quite
firm. This is certainly true for Social Democracy and Christian Demo-
cracy.

• Contrary to the emphasis in the original General Theory of Party
Government the differences within party systems – operationalised as
between party families – are less directive and decisive than was assumed.
Only if disaggregated into clusters, party differences and policy posi-
tions seem to matter.

• It can be concluded that although electoral competition is changing, the
competition for governmental office remains consensus orientated
towards the parliamentary arena and concomitant party system.

• This conclusion appears tenable in view of the distribution of types of
governments as well as that policy domains are allocated across all
party families (flexibility).

• There seems to be a tendency of the ‘established’ parties, in particular
under the present challenge of other ‘innovative’ parties, towards
‘colonising’ policy domains (see Keman, 1991; but also Katz and Mair,
2002).

• Office-seeking and policy-seeking remain strongly interdependent fea-
tures for party behaviour and our understanding thereof with respect
to participation in coalition government.
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Hence, I would like to conclude that the approach of Budge and Keman
still stands and has indeed withstood the test of time! As far as amend-
ments to this approach are concerned, I would suggest that the institu-
tional context needs more attention (see also Laver and Budge, 1992). In
addition, the role of policy preferences can be refined further and sub-
stantiated by investigating the policy performance (Keman, 2002). Finally,
one aspect of electoral change is, in my view, that party competition is more
and more differently structured as regards social and economic con-
stituencies. Policy concerns and related preferences are becoming differ-
ent from the ‘old days’ and ‘innovative’ if not ‘alternative’ coalitions of
parties in parliament will emerge. This will no doubt affect the patterned
composition of party government. Yet, despite all of this I think that the
process of government formation and related policy pursuit will, by and
large, remain to follow the ideas set out in the general theory of party
government.

Appendix
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Table 2.A.1 Operationalisation of left versus right scale

Anti-imperialism = 103 Military: positive = 104
Peace = 106 Individual rights = 201
Internationalism: positive = 107 Constitutionalism: positive = 203
Democracy = 202 Governmental and Adm. efficiency = 303
Protectionism: positive = 408 Free enterprise = 401
Controlled economy = 412 Protectionism: negative = 407
Anti-growth economy = 416 Economic orthodoxy = 414
Welfare state: expansion = 504 Welfare state limitation = 505
Social justice = 503 Law and order = 605
Pro-labour = 701 Social harmony = 606

Notes
Sum of the left minus the right scores is the actual outcome for each party. The values (pro-
portions of programme emphases) indicate, if negative, inclination to the left and, if positive, a
tendency towards the right. The numbers regarding the issues mentioned correspond with
the variable numbers in Budge et al., 2001: 220–228 (see also: Pennings and Keman, 2002).

Notes
1 The author is grateful for the assistance of Onno Bosch, Sabine Luursema and

Arjan Schakel.
2 And, ironically, based on a government agreement which resembled almost per-

fectly the one already struck between PvdA and CDA!
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3 Policy changes of parties in
European Parliament party
groups

Andrea Volkens

Introduction

During the 25 years of their existence, the focus of the Manifesto Research
Group (MRG) and its successor, the Comparative Manifesto Project
(CMP) was on parties. Initiated by Ian Budge in 1979 with the aim of esti-
mating policy positions of parties on the basis of programmes issued for
national elections, the MRG/CMP analysed programmatic convergences
and divergences of parties across countries for party families, often focus-
ing on the left–right dimension (Budge, 2002).

Today, globalization compels national parties to cooperate internation-
ally. The European Parliament (EP) is a special case where representatives
of national parties join party groups created along the lines of party famil-
ies. National parties are the major actors in EP party groups that in turn
dominate the EP. This chapter provides a first attempt at estimating pro-
grammatic convergences and divergences between and within EP party
groups along left–right and European integration dimensions for the six
legislative terms of the EP since 1979. Based on the MRG/CMP data, it
tests hypotheses on party competition in the European context.

Policy distances between EP party groups are relevant because majori-
ties across party groups have to be built to take binding decisions. As with
national government coalitions, decreasing policy distances between EP
party groups can contribute to cooperation between them. Distances
between national member parties within EP party groups are important
because ideological homogeneity of EP party groups is assumed to be a
prerequisite for group unity. The more compatible the programmes of
national parties in EP party groups are, the easier it is for them to agree
on joint policy positions.

The following section of the chapter develops hypotheses on changes
in programmatic stances of parties and their influence on EP party
groups. Methodological assumptions and procedures for measuring policy
stances of national parties and EP party groups by means of content analy-
ses of election programmes are discussed, policy distances within EP party
groups are estimated by examining variations of member parties’ positions



around EP party group means and policy distances between EP party
groups are estimated by comparing EP party group means. The chapter
concludes with a discussion of the implications of these results for the
functioning of EP party groups.

Theories of party policy change and the functioning of EP
party groups

Many theories assume that policy positions of parties are converging. In the
1960s, Kirchheimer (1966) diagnosed a transformation of cleavage-based
mass parties into catch-all parties at the same time that Bell (1962) declared
an ‘end of ideology’. Today, Katz and Mair (1995) talk about cartel parties,
and rational choice theory predicts parties to adjust to the position of voters
in the centre of the policy spectrum for vote-seeking reasons (Downs, 1957).
These approaches imply that parties in national party systems are becoming
more similar with respect to their policy positions so that parties no longer
offer distinct policy packages for voters to choose between as is suggested in
normative theories of representative party democracy.

In opposition to these dominant theories of convergence, modifica-
tions to spatial theory assumptions for party competition can explain why
parties may still offer distinct policy packages. The assumption of com-
plete information, on the part of the voters as well as on the part of the
parties, that underlies many convergence theories is often criticized.
Enelow and Hinich (1984) suggest that leeway for party policy changes is
restricted; at most, parties can change their policy positions only gradually
in the long run. Budge (1994) argues that parties may be well informed
about voters’ preferences through public opinion polls, but cannot be
certain about how preferences will affect voting decisions, so in the face of
such uncertainty, parties rely on ideologies. By doing so, they keep up
their separate identities and, at the same time, serve the interests of party
activists who are more strident proponents of ideology than voters.

The mobilization theory (Iversen, 1994a, b) expands rational choice
considerations into a model of representational policy leadership in which
‘voters are attracted to parties presenting relatively “intense” policy posi-
tions, and some party elites appear to be actively engaged in public
opinion formation’ (Iversen, 1994b: 155). According to the directional
theory of voting, ‘centrist parties will generally have a shaky and unstable
support base in multiparty systems’ (Rabinowitz and Macdonald, 1989:
110). This line of argument was further extended by incorporating
motivations for voting decisions beyond policy preferences. Adams (2001)
and Adams and Merrill (1999) include retrospective economic evalua-
tions, partisanship and socio-demographic characteristics in their models.
All these modifications of rational choice theories can claim empirical
evidence: cleavages and social–psychological attachments to class, religion
and ethnicity seem to be retained although some core groups of parties
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fade; lingering differences between social groups to which parties attend
seem to limit convergent tendencies.

The saliency theory of party competition (Robertson, 1976; Budge and
Farlie, 1977, 1983) offers additional arguments as to why parties may still
differ. In contrast to theories that assume parties compete by taking
opposite stands, saliency theory argues that ‘the key difference between
parties is the varying extent to which they mention one-position issues’
(Budge, 2001: 52). This proposition develops the general distinction
between position and valence issues of spatial theories (Stokes, 1963).
While parties can take opposing positions on some issues, such as being
favourable or opposed to European integration, there are many valence
issues such as environmental protection to which no direct counter-posi-
tion is feasible. Because valence issues are to some degree favoured by all
voters, it would be electoral suicide to argue against these goals. In addi-
tion, parties ‘own’ certain positions on which they are judged as being
competent so that they ‘gloss over areas which might favour their rivals
while emphasizing those on which they feel they have an advantage’
(Budge, 1987: 24). Therefore, the MRG/CMP approach to measuring
left–right positions of parties has always been a combination of position
and saliency, defined as the ‘relative intensities with which issues are
addressed’ (Janda et al., 1995: 178), although others argue that ‘position
and salience are two distinct components of the policy of a given actor’
(Laver, 2001: 66). Saliency theory assumes that parties will take action if
they can agree on a joint position and if this position is of some import-
ance to the party. In coalition governments, unimportant positions can
easily be traded for more important goals.

Empirical studies on left–right policy changes based on MRG/CMP
measures (Budge et al., 1987) indicate that parties avoid a certain lower
threshold of convergence with political competitors; as a rule they stick to a
certain space (Budge, 1993) and keep a distance between them (Volkens,
2004). The left–right dimension places parties on a spatial continuum
between specifically defined left and right poles. Left–right positions of
parties, as estimated by content-analyses of election programmes, have
been shown to capture the basic cleavages of industrialized societies
(Budge et al., 2001). A recent study on left–right changes of parties in the
15 European Union member states between 1945 and 1998 detected a
cyclical pattern with decreasing distances between the 1940s and the 1960s,
increasing distances between the 1970s and the 1980s, and again decreas-
ing distances between the 1980s and the 1990s (Volkens and Klingemann,
2002). Parties moved along the left–right continuum quite frequently so
that periods of convergence are followed by periods of divergence.
Although they hardly ever ‘leapfrog’, many parties alternate priorities in
different directions within their own ideological space (Budge, 1994).

At a European level, the left–right dimension seems to be growing in
importance. Empirical tests of the dimensionality of the manifestos of party

58 Andrea Volkens



federations written prior to European elections between 1979 and 1999
indicate that EU political space is increasingly one-dimensional and similar
to the national left–right dimension (Gabel and Hix, 2002). Roll-call analy-
sis and surveys of members of the EP (MEPs) have also confirmed that the
behaviour of party groups as well as the preferences of MEPs are ordered
according to the left–right dimension (Hix and Lord, 1997). Since EP party
groups are created along the lines of party families and since parties often
change their priorities from one election to the next, left–right policy dis-
tances between EP party groups can be expected to fluctuate between legis-
lative periods. When the first EP legislative period is compared with the
sixth, however, programmatic left–right positions of EP party groups may
have become more similar because left–right distances were decreasing
between party families during the 1980s and 1990s.

There are four rival models of EU policy space (Marks and Steenber-
gen, 2002) based on different assumptions about the importance of policy
dimensions and their relationships (Gabel and Hix, 2002). These four
models are combinations of the left–right dimension and the European
integration dimension. Based on content analyses of policy positions of
the Socialist, Christian Democrat, Liberal and Green party leaders
between 1976 and 1994, Hix concludes that ‘the EU political space is
essentially two-dimensional: an Integration–Independence dimension,
arising from different identities and interests of national and territorial
groups; and a (summary) Left–Right dimension, arising from the different
interests of (trans-national) socio-economic groups (i.e. classes)’ (1999:
92). This two-dimensional result is consistent with a study of citizen atti-
tudes on EU issues (Gabel and Anderson, 2002).

Experts do not only judge that European integration issues are becom-
ing more important for European parties, they also see that parties are
increasingly favourable towards European integration (Ray, 1999).

One of the striking features of national party responses to the Euro-
pean Union is the manner in which most parties of EU member states
are or else have become pro-European Union. [. . .] By the 1990s, only
a handful of communist and extreme right-wing parties remained
uncompromisingly anti-EU.

(Gaffney, 1996: 19) 

Hix explained convergence towards a pro-European position as a function
of Socialists moving from a moderately anti-integration position at the end
of the 1970s to a pro-European position at the end of the 1980s (Hix,
1999: 87). Therefore, EP party groups’ programmatic positions could also
be expected to become more similar.

Because of institutional shifts in EU power relations which favour the
EP, its formal structures now provide significant scope for EP party group
influence if members can act as a united group (Bowler and Farrell, 1999).
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Up to now, the capacity of party groups to act in concert has been studied
by measuring voting cohesion and MEP attitudes. Almost all of these studies
reveal a high degree of intra-group cohesion, defined as the ability of party
groups to achieve internal unity (Hix and Lord, 1997). In these studies,
ideological homogeneity of the members of party groups is usually con-
sidered to be decisive for EP party group unity. Bardi (1994) argues that in
the middle of the 1990s most EP party groups had reached a high level of
ideological homogeneity with only a few deviating parties. The impact of
party families is amply shown in a recent study by Hooghe et al. (2002).
Almost two-thirds of the variance in issue positions of national parties can
be explained by party families. In the party family approach, parties are pri-
marily seen as differing in terms of ideologies based upon the same major
and enduring conflicts in national societies. Nonetheless, there are reasons
to expect differences between parties with the same party family origin.
Brzinski notes that ‘though political parties in different nations may share
similar names [. . .] unique historical and national experiences have made
these parties distinct from one another’ (1995: 144).

However, convergent tendencies are also detected at the societal, eco-
nomic and political levels of nations. Wilensky (2002) argued that moder-
nity is equivalent to nine major structural and demographic shifts leading
to convergences between nations whereby parties across nations may con-
verge to almost identical positions. Even if party families still differ in their
blueprints for solving societal, economic and political problems, parties of
the same party family would behave responsibly when they reacted to the
increasingly similar real world cues. Following this normative perspective,
we would expect policy positions of parties belonging to the same party
family to become more similar subject to cultural constraints. For EU
member countries, convergent tendencies should be prominent because
ever more policies are regulated centrally and regional differences are
being mitigated by regional and structural funds. Moreover, parties deviat-
ing from party family lines change groups or establish new ones. Conver-
gent tendencies within EP party groups may be further intensified by
intra-group cooperation facilitating policy learning/transfer, as well as by
transnational European party federations contributing to cooperation
across nations. Therefore, the programmatic compatibility of parties in EP
party groups on left–right as well as on European integration issues can be
expected to rise between the first and the sixth legislative period.

Empirical evidence from party manifestos

There are good reasons for analysing policy distances between and within
EP party groups using content analyses of national parties’ election pro-
grammes. National parties are the main collective actors in EP party
groups. All existing studies on EP party group cohesion agree that the
core role of national parties in the EP party groups is a function of formal
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rules and procedures (Bardi, 1994; Brzinski, 1995; Gaffney, 1996; Peder-
sen, 1996; Raunio, 1997, 1999, 2000a, b; Corbett et al., 2000). Most import-
antly, national parties can control their EP representatives through
candidate selection procedures. A study testing whether MEPs vote
according to personal policy preferences, to national parties’ positions or
according to EP party group positions, concludes that national parties’
positions are by far the most influential (Hix, 2002). Although election
programmes are often criticized for being mere ‘shopping lists’ to attract
voters and without relevance for the political behaviour of parties, a
number of studies have shown that programmatic positions are translated
into legislation (Pomper, 1968; Ginsberg, 1982; Rallings, 1987; Thomson,
2001) and into budgets (Klingemann et al., 1994). In addition, distances
between parties in EP party groups cannot be studied on the basis of elec-
tion programmes issued for the European elections, because some parties
compete EP elections with joint programmes produced by transnational
European party federations, whereas national election programmes are
issued for each election by every party contesting elections in all member
states, so that changes over time can be analysed.

Measuring programmatic distances between and within EP party groups

Because the MRG/CMP collects and content analyses only election pro-
grammes from relevant parties in national parliaments, data is not available
for some small parties in EP party groups (see Appendix 3.a.1 for details).
Election programmes at the time of or prior to the EP elections of 1979,
1984, 1989, 1994, 1999 and 2004 have been used to estimate the positions
of all parties listed as members in EP party groups during the six legislative
terms.1 This procedure yields 471 cases of parties in 40 EP party groups in
the six legislative terms excluding seven groups that are not created along
the lines of party families.2 The method of the Manifesto Research Group
is easily applicable and is described elsewhere in detail (Budge et al., 1987).
The MRG-CMP data set gives each position of a party as a percentage of
the total program. The more space devoted to a position, the more import-
ant it is for a party. The measure thus combines position and saliency. With
this combined measure, all positions are related as is the case with budgets:
the more money spent on one goal, the less is left for another. A statement
by a member of the EP party group secretariat also reveals that the salience
of a position is important for MEPs: ‘On issues on which members would
not feel very strongly, they will vote with the majority’ (Brzinski, 1995: 149).

Although the MRG/CMP data are combined measures, one can easily
create separate measures for positions and saliencies from the percentages
of given categories. The ‘pure’ position of a party can be derived by (1)
adding up the percentages of all right pole categories, (2) adding up the
percentages of all left pole categories, (3) subtracting the sums of the left
pole from the sums of the right pole and (4) dividing this value by the sum
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of all left and right pole percentages (Laver and Garry, 2000). By separating
positions from their saliencies, all policy positions are treated as being
independent from one another. ‘Pure’ saliencies are equal to thematic con-
cerns in media analysis and give the importance of a topic such as European
integration without taking into account whether parties are opposed to or
in favour of a specific issue. The ‘pure’ saliency measures can be created by
adding up the percentages of all categories assigned to the two poles.

For the two policy dimensions under consideration (the left–right and
the European integration dimension) all three measures – positions,
saliencies, and the MRG/CMP combinations of positions and saliencies –
were calculated. The left–right measure employed by Laver and Budge
(1993), has been shown to have the greatest face validity as well as correla-
tional validity (McDonald and Mendes, 2001a, b). This measure includes
13 categories that define the right pole such as free market economy,
welfare state reduction, law and order, and military strength, and 13 cat-
egories that define the left pole such as market interventions, economic
planning, welfare state expansions, peace and internationalism. For central
and east European party programmes extra subcategories were added.3

Two standard categories – ‘in favour of European integration’ and
‘opposed to European integration’ – directly tackle positions of parties on
European integration. But in the European multi-level arena, as Bell
(1996: 229) notes: ‘If taken at face value, however, the reinforcement of
the EP is clearly at odds with state sovereignty: any reinforcement of supra-
national institutions can only be to the detriment of the state powers’. The
same is true for decentralization. A party opting for national sovereignty
or for decentralization will by definition oppose binding decisions to be
taken at the European level. Therefore, the anti-European pole is derived
by (1) adding up all percentages of sentences opposed to European
integration, in favour of national sovereignty, and in favour of decentral-
ization, whereas (2) the pro-European pole consists of all statements in
favour of European integration. Saliencies, ‘pure,’ and combined measure
positions of parties on this European-integration dimension, can be com-
puted, as given above for the left–right dimension. The more negative the
resulting values for the ‘pure’ positions and the MRG/CMP combined
measure positions, the more anti-European a party is likely to be.4

EP party group means were computed by (1) weighting the six index
values (two policy dimensions with three measures each) of each party
with their relative strength in EP party groups, i.e. the number of repre-
sentatives in relation to the number of all representatives in the party
group for which programmes are available5 and (2) summing the result-
ing values for all parties in each party group. Standard deviations were
computed as a measure for distances within EP party groups.6 Distances
between all EP party groups were then estimated by standard deviations of
EP party group means in which the means are derived from weighted posi-
tions of member parties.
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Left–right and European integration distances between EP party groups

In Table 3.1, left–right as well as European integration measures for dis-
tances between groups show a clear-cut picture. From the first to the third
legislative period, when the number of party groups grew from six to nine,
distances between groups increased. In 1984, the group of European right
parties was established. In 1989 Green parties which were previously
represented mainly in the technical Rainbow Group created their own
group and the Communists split into two groups. Growing distances in
these legislative periods point to a strong relationship between the
number of EP party groups and the policy distances between them. This
relationship is equivalent to the relationship between the number of
parties and polarization in national party systems.

In the mid-1990s, the two conservative groups, the European Demo-
cratic Group (EDG) and the European Democratic Alliance (EDA) dis-
solved and many of their member parties joined the European People’s
Party (EPP) that up to then represented Christian Democratic parties. In
addition, the two communist camps recombined. This reduction from
nine to six groups was accompanied by a significant drop in position and
combined measure distances although saliency distances remained the
same (Corbett et al., 2000; Raunio, 2000b). Despite changes in group
names, six different groups based on national cleavage lines can be distin-
guished from 1994 onwards.7 But distances between the six groups
declined further. This decrease was less than the reduction in distances
due to the decline in group numbers although the pattern concurs with
expectations derived from party families, namely that programmatic dis-
tances between EP party groups show a decreasing tendency.
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Table 3.1 Policy distances between European Parliament party groups

Number of groups1

1979–84
■

1984–89
■

1989–94
■

1994–99
■

1999–2004
■

2004–09

6 7 9 6 6 62

1. Left–right:
1.1 Saliency 2.52 7.07 5.29 5.29 5.15 3.74
1.2 Position 0.10 0.11 0.15 0.04 0.03 0.03
1.3 Combined 4.95 5.83 8.69 1.90 1.23 1.11

2. European integration:
2.1 Saliency 0.37 1.18 1.38 0.22 0.41 0.17
2.2 Position 0.11 0.21 0.24 0.04 0.08 0.03
2.3 Combined 0.37 0.99 1.34 0.20 0.53 0.12

Notes
1 Excluding technical groups (see Appendix 3.A.1) and non-attached parties.
2 No programme data are available for the new group European Democracy and Diversities

(EDD).



On the whole, position and saliency, as well as combined measures,
display similar patterns. The difference between the ‘pure’ position and
the combined measures in particular are marginal as far as distances
between groups are concerned. When distances in positions grow, com-
bined measure distances also grow and vice versa. The ‘pure’ saliency
measure, though, differs from ‘pure’ position and combined measures. In
contrast to the latter two, the distance in left–right saliencies peaks in the
second legislative period and stayed the same in the fourth period
although the number of groups dwindled. Therefore, the number of
groups seems to have a bigger impact on distances in position than on dis-
tances in saliency.

However, these figures may overestimate convergent tendencies on the
left–right as well as on the European integration dimension for two
reasons. First, many of the extreme right-wing parties either entered tech-
nical groups that are not set up along the lines of party families (Corbett
et al., 2000: 66) or else they stayed completely unattached. Therefore,
polarization measures between all parties represented in the European
Parliament would show a higher degree of left–right dissent. Second,
European integration distances grew a bit from the fourth to the fifth
legislative period. But even more importantly, the group, Europe of
Democracy and Diversities (EDD), was set up in the sixth legislative
period. This group includes four parties, among them the United
Kingdom Independence Party (UKIP) which is well known for its anti-
European stances, as well as three other small parties. Unfortunately, no
data are available for these parties. The inclusion of this group would
probably have led to a growing distance between groups with regard to
European integration because numbers of groups seem to impact on
policy distances between groups. Furthermore, this new group is the first
based neither upon national lines of conflict nor set up as a technical
group in order to get resources that are accorded to groups, but built on
anti-European stances of the member parties. Therefore, the creation of
this group is itself an indication of growing tensions with regard to Euro-
pean integration.

Left–right stances of EP party groups

How do these changes in distances between groups relate to policy
changes of party groups? Dominant theories of party competition predict
parties will converge, i.e. left-wing parties should move rightward and
right-wing parties should move leftwards, whereas modifications of spatial
theory assumptions predict parties will change left–right positions quite
frequently within their own ideological space. Tables 3.2 to 3.4 present the
left–right stances of EP party groups for the three measures.

Even a quick glance at the tables reveals that none of the party groups
shows a constant movement in the directions predicted by dominant
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theories of party change. Left–right saliencies do not differ much at all.
Almost all groups devoted half of their programmes to left–right issues
with only minor variations over time. Today, the left–right dimension is as
important for parties as it was 25 years ago. The only group that pays less
attention – on average 42 per cent – to left–right matters are the Greens
since this group is more concerned with issues beyond the scope of the
dimension.

Again, the ‘pure’ position and the combined measure show similar pat-
terns. Most party groups move along the left–right dimension quite fre-
quently with changes to the left often being followed by changes to the
right. When the first and last legislative periods are compared, three of
the four centre-left groups – Communists, Party of European Socialists
(PES), and European Liberal, Democrat and Reform Party (ELDR) –
moved to the right, but the Green group moved to the left. In addition,
the combined measure lists the rightward movement of the Communists
to be marginal and although the ELDR jumped to the right in 1989, it
could still count because of its later leftward moves.

The group that best exhibits expectations of dominant convergence
theories is the PES. With growing emphasis on free market principles and
less on welfare state expansion, these parties moved strongly to the right
from 1979 to 1999, reflecting a ‘Third Way’ approach. However, even the
Socialists seem to return to their traditional ideological space in 2004 with
a noticeable move to the left between the fifth and sixth legislative
periods. Since positions of parties were weighted by their strength within
groups, this cannot be attributed wholly to the smaller Central and East
European parties entering the group, but also to leftward changes by
parties from larger, established member states.

Of the four right-wing party groups, only the European Right moved to
the left as predicted by dominant theories of party competition. This result
may be influenced by the fact that most of the extreme-right parties did
not join this group. Contrary to expectations, the EPP moved to the right.
Although this exploratory analysis cannot systematically control for the
strength of shifts relating to changes in group membership or in positions
of long-term members, some of these EPP rightward changes can be attri-
buted to new group members. In 1994, the conservative groups disbanded
and many conservative parties joined the EPP, which thus grew from 15 to
31. With the accession of ten new member countries in 2004, the EPP
increased from 31 to 41 parties, although it moved decisively to the left.

Overall trends of changes in left–right distances between party groups,
thus, can mainly be attributed to changing numbers of groups; some
changes can also be explained by major change in group memberships,
others are due to changing positions of long-term group members.
However, convergences between party groups are contrary to assumptions
of decreasing distances being due to leftward parties moving to the right
and rightward parties moving to the left. Left–right distances decreased
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because of complex movements sometimes rightward, at others leftward,
by almost all groups.

Tables 3.2 to 3.4 also display the left–right distances between parties
within party groups. On average, the heterogeneity of parties in terms of
saliencies reached a height in the second legislative period and a low in
the fourth period, but grew again from this time onwards. However, a look
at the single party groups shows that heterogeneity in saliency peaked at
quite different points in time. Apart from these peaks, almost all groups
became more similar in terms of left–right saliency, despite the number of
parties within groups increasing in many legislative periods due to the
accession of new member countries. As a rule, differences in left–right
saliencies were much bigger in 1979 than they are today, apart from the
Communist group. In 1989, the group split into the Euro-communist
European United Left (EUL) and the orthodox Left Unity Group (LU)
which were reunited in 1994. After enlargement in 1995, the group
gained Swedish and Finnish members. At the insistence of the new
members, the group added the reference ‘Nordic Green Left’ (NGL) to
the name of the group (Corbett et al., 2000). Because of all these transfor-
mations of the Communist and Allies Group, the Confederal Group of the
European United Left – Nordic Green Left (GUE-NGL) of 1999 is usually
considered to be a completely new group (Bardi, 1996). The same general
pattern of growing programmatic compatibility is also visible in the
left–right positions of parties. As was the case with saliency distances, the
differences in left–right positions peaked in some, though different,
periods, but decreased over time. With respect to ‘pure’ positions, two
exceptions from this rule occur. First and foremost, the European Right
group of 2004 is much more dissimilar than in 1979 although the bulk of
the extreme right-wing parties were not included in 2004. Today, it is the
most heterogeneous of all groups. The left–right dissent of the EPP was
greatest in 1994 when Conservative parties combined with Christian
Democrats. Today the group is as heterogeneous as it was in 1979,
although Christian Democrats and Conservative parties became noticeably
more compatible in left–right terms from 1994 onwards.

Again, the combined measure for left–right distances does not differ
much from the tendencies displayed by the ‘pure’ position. The distances
between parties generally peak at the same time points and exhibit more
programmatic compatibility over time. The only obvious difference
between the two measures concerns the Green group which, since 1999,
comprises member parties of the European Federation of Green Parties
besides parties from the European Free Alliance, a federation of regional-
ist parties. The regional parties seemed to fit quite well into the group and
their inclusion did not lead to growing programmatic heterogeneity. After
a drop in 1994, the ‘pure’ position measure shows the homogeneity to be
constant, whereas the combined measure attests to rising heterogeneity
from the fifth to the sixth period although no new members joined as a
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result of enlargement. Overall, though, the three measures of left–right
heterogeneity of party groups do not differ much. All three display the
same general pattern of growing left–right compatibility over time for
most party groups.

European integration stances of EP party groups

With respect to European integration saliency, groups were predicted to
converge because European issues were judged to be getting more import-
ant for all parties. Table 3.5 presents (weighted) group means and distances
between parties within party groups for European integration saliencies. In
all party groups, European issues became much more important from the
first to the fifth legislative period as was predicted. In the sixth period,
however, this trend is reversed as four of the six groups, (PES, ELDR and, in
particular, EPP and European Right) paid less attention to European
integration issues. The time point of this reversal certainly comes as a sur-
prise. Despite of the accession of ten new countries and discussions about
the European constitution, four of the six groups put less emphasis on
European integration than they did in the preceding period.

Table 3.5 clearly shows that the programmatic heterogeneity of party
groups with respect to European integration saliency did not decrease as
predicted. Parties in all groups became more dissimilar in terms of
emphasis on European integration from the first legislative period to the
fifth. Although many parties in all groups paid more attention to Europe,
some did not mention Europe much in their election programmes so that
saliency distances grew. With less emphasis on Europe in the sixth legis-
lative period, dissent between parties dropped. This is particularly true for
the EPP and European Right, which mentioned Europe less.

According to expert judgements, all parties are expected to become
more pro-European over time apart from far-left and far-right parties.
Therefore, centre-right and centre-left party groups should be getting
more homogeneous, but distances within Communist and European
Right groups may increase when some of the member parties remain
Euro-sceptic whereas others grow more Europe-friendly. Tables 3.6 and
3.7 present the (weighted) means of party groups and standard deviations
between parties in EP party groups on European integration for the ‘pure’
position and the combined measure.

Contrary to both expectations and left–right positions, most groups
were growing more heterogeneous over time on European integration
matters. Both measures display the same pattern of increasing program-
matic differences within groups with one exception. The Communist
group is shown to be getting less heterogeneous by the ‘pure’ position
measure, but more so by the combined measure. The reason for this dif-
ference is that the French and the German Communist parties changed
position as well as saliency on European integration.
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Both parties became pro-European over time and today devote consid-
erable proportions of their programmes to statements in favour of more
integration whereas the Euro-sceptic Communists do not mention Europe
much. Apart from this deviation, both the ‘pure’ position measure and
the combined measure point to wider European integration distances
between parties. Only one group, the PES, became more compatible on
European integration issues.

An unexpected result occurred with regard to European integration, in
that whilst distances between groups decreased, distances within most
increased. The mean positions of groups shown in Tables 3.6 and 3.7
demonstrate a marked difference between the groups. Left-wing groups as
well as the European Right, which were traditionally anti-European, grew
less sceptical over time, whereas traditionally pro-European centre-right
groups became more critical, so that the groups converged. As this is true
for many parties in the groups, the mean position of groups changed, but
the resistance of some parties to the general group trends led to consider-
ably wider distances between parties in most party groups.

Conclusions

In normative terms, globalization processes pose particular challenges to
parties as collective actors: ever more problems are beyond the reach of
nation states and delegates need to further responsible parties’ policy
positions in ever more international settings. The European Parliament is
a specific case of a multilevel system in which representatives of national
parties have to cooperate across countries to produce joint policy outputs.
This analysis has yielded unambiguous patterns of change over time. Both
left–right and European integration distances between groups decreased
when the first legislative period is compared to the sixth, suggesting that
cooperation between most groups should be easier today than it was 25
years ago. But this does not mean that voters no longer have choices. In
the first place, policy distances between EP party groups are heavily influ-
enced by the number of groups, and polarization between party groups
increased between the first and third legislative periods when the number
of groups grew, and declined in the fourth period when groups merged.

Assumptions of dominant theories of left–right party convergence are
not substantiated. Instead, patterns of policy change concur with expecta-
tions derived from modifications of spatial theories: shifts in program-
matic left–right distances between groups derived from complex
movements of groups, sometimes to the right, at other times to the left,
without any obvious patterns for left- or right-wing parties. The PES is the
only group with strong and continual changes to the right from the first to
the fifth legislative term. But even the PES seems to be returning to its
traditional ideological space because it moved leftwards between the fifth
and sixth terms.
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European integration distances between party groups also decreased,
but there is a marked difference between expert judgements on party
position developments and programmatic statements of parties in offering
explanations for this convergence. Experts judged the left-wing parties to
be anti-European and centre-right parties to be pro-European in 1979 and
detected convergent tendencies because almost all parties were seen as
growing more pro-European. However, programmatic differences on
European integration between party groups diminished as left-wing party
groups grew more pro-European over time, whereas centre-right parties
grew more Euro-sceptic. In addition, a new group – Europe of Democracy
and Diversities (EDD) – was created in 2004, which is built on the anti-
European stances of its member parties and is an indication of growing
tensions with regard to integration.

As predicted, the left–right positions of member parties in EP party
groups became more compatible over time, so that the groups today are
better able to unite on left–right matters than 25 years ago although the
number of member countries, and hence the number of parties within
most groups, has grown considerably. Contrary to expectations and
despite decreasing tendencies in left–right distances, European integra-
tion positions of parties within groups grew less compatible over time. The
only exception to this rule is the PES which became more homogeneous
and is, on the whole, the most compatible of all groups in terms of pro-
grammatic statements on left–right, as well as on European integration
issues. In all other groups, European integration distances between
member parties have grown. Most put increasingly more emphasis on
European issues so that, on average, European integration matters
became more important for all groups, although some parties do not pay
much attention to Europe. These overall trends were, however, resisted by
some parties with the result that programmatic dissent on EU positions
within groups has increased. This pattern of growing programmatic
dissent indicates that all party groups except the Socialists are increasingly
faced with internal conflicts whenever basic questions arise over which of
three levels (the European, the national or the regional) binding
decisions are to be taken.

Throughout the analysis, ‘pure’ position and the combined measure
results display similar patterns of change. The group means on left–right
saliency do not change much over time; parties almost always devote the
same amount of their national election programmes to left–right issues
which indicates continuing importance of left–right cleavages. But even
with growing emphasis on European issues, differences between the
‘pure’ position and the MRG/CMP combined measure were shown to be
marginal. Up to now, the predictive capacity of the three measures has
never been systematically checked and it remains to be seen whether small
differences in values lead to important differences in predictions. Until
then, there is good reason to suggest that a party as well as a party group
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will take action if it can come up with a joint position and if this position is
of some importance to the party or the party group as is assumed by the
saliency theory of party competition.

Appendix

76 Andrea Volkens

Table 3.A.1 Number of parties and seats in European Parliament party groups,
number of available manifestos and seats covered by manifestos

EP party groups Legislative Number of parties Number of seats
periods

Actual Available Actual Available

Communist
COM 1979–84 5 4 48 47
COM 1984–89 9 6 48 45
EUL 1989–94 4 3 28 24
LU 1989–94 4 4 14 14
GUE 1994–99 8 8 33 33
GUE-NGL 1999–2004 14 121 42 351

GUE-NGL 2004–09 16 14 39 37

PES
1979–84 14 12 122 120
1984–89 15 14 165 164
1989–94 17 16 180 179
1994–99 20 18 214 212
1999–2004 18 16 180 177
2004–09 25 24 199 196

GRE
1989–94 12 9 30 26
1994–99 11 10 28 27
1999–2004 18 14 48 41
2004–09 18 13 43 36

ELDR 1979–84 10 82 40 222

1984–89 14 10 44 37
1989–94 12 12 49 48
1994–99 17 17 43 42
1999–2004 17 163 51 443

2004–09 31 30 93 91

EPP
1979–84 10 8 116 106
1984–89 14 12 115 112
1989–94 15 124 121 1134

1994–99 23 20 181 176
1999–2004 31 26 233 228
2004–09 41 37 261 257

EDG
1979–84 4 3 64 63
1984–89 3 3 66 66
1989–94 2 2 34 34
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Table 3.A.1 continued

EP party groups Legislative Number of parties Number of seats
periods

Actual Available Actual Available

EDA
1979–84 4 25 22 65

1984–89 7 2 29 23
1989–94 4 2 20 17

European Right
ER 1984–89 4 2 17 15
ER 1989–94 3 2 17 11
EN 1994–99 5 0 18 0
EDU 1999–2004 5 0 16 0
UPE 1994–99 9 8 57 55
UEN 1999–2004 5 46 30 186

UEN 2004–09 6 6 27 27
Legend:
Party Groups
10 COM Communist and Allies Group
11 EUL European United Left
12 LU Left Unity Group
13 GUE-NGL European United Left-Nordic Green Left
20 PES Party of European Socialists
30 GRE Green Group, EG/EFA European Greens/European Free

Alliance
40 ELDR European Liberal, Democrat and Reform Party; ELDR-EDP

European Democratic Party
50 EPP European People’s Party; EPP-ED European Democrats
60 EDG European Democratic Group
70 EDA European Democratic Alliance
80 ER European Right
81 EN Europe of Nations
82 EDU Europe of Democracies and Differences
83 UPE Union for Europe
84 UEN Union for a Europe of Nations

Comments to Legislative Periods
1979–1984: Including Greece
1984–1989: Including Portugal and Spain
1994–1999: Including Austria, Finland, and Sweden

Sources:
Elections around the world (2004) http://www.electionworld.org/europeanuinion.htm;
Mackie,1990 Statistisches Bundesamt, 1985, 2000.

Notes
1 Major missing: France: U.F.E. Union pour la France en Europe
2 Major missing: Italy: I Democratici
3 Major missing: France: CDS Democratic Social Centre
4 Major missing: France: D.I.F.E. Centre National des independents et paysans
5 Major missing: France: RPFIE Rassemblement pour la France et l’Independance
6 Major missing: Denmark: Folksbehægelsen mod EF



Notes
1 Between 1979 and 1999, the parties covered split and joined two or even three dif-

ferent EP party groups 18 times. In five of these cases, parties divided up equally
between two groups. In eight cases a considerable number (between one-third
and one-seventh) of MEPs joined for another group than the majority of the
party. In five cases, one dissident MEP defected to another group. Such splits pre-
vailed after the 1994 EP election in French, Italian and Spanish parties. The Euro-
pean Liberal, Democrat and Reform Party (ELDR) was the party group from
which MEPs defected most frequently. Even the five dissidents have been taken
into account because many cohesive party delegations do not hold more MEPs.

2 Data for this analysis will be published on a CD-ROM appended to Klingemann
et al. (forthcoming 2006).

3 See Volkens (2002) for precise definitions of subcategories.
4 European integration as defined in this chapter is not mentioned in 20 of the 471

programmes so that the number of available cases is reduced to 451 although the
number of representatives in EP party groups is only marginally reduced.

5 The strength of parties in EP party groups can differ a lot from the strength of
parties in parliaments because numbers of MEPs for each country are roughly
accorded to the number of citizens.

6 Other distance measures such as the range between furthest left and furthest right
party of a party system or party group or absolute distances between pairs of parties
correlate strongly (about 0.85) with standard deviations used here. Although a large
distance between two strong parties certainly contributes more to the conflict
potential within a group than a large distance between two small parties, no weight-
ing procedure is used for standard deviations to keep the EP party groups’ distances
comparable to party families. As a rule, polarization measures between parties in
national party systems are not weighted according to the strength of parties.

7 Many changes have taken place during legislative terms when party groups
divided or joined together and parties from new member countries entered the
EP. See Appendix 3.A.1 for details.
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4 Parties in democracy, democracy
in parties
Lessons from Ian Budge and the
CMP data

Michael D. McDonald

Introduction

The Manifesto Research Group and its offspring, the Comparative Mani-
festo Project (CMP), have produced important benefits. Its benefits are
too many to enumerate, but its importance is easy to appreciate by consid-
ering the role of party position, taking in democratic theory and practice.
An essential promise of democracy for polities operating on the scale of a
nation state is to translate multifaceted popular preferences into a mean-
ingful electoral statement that, in turn, has foreseeable policy con-
sequences. Political parties first organize the packages of policies on offer
to electors and later have the responsibility of seeing to it that they trans-
late into policy. Each party does this by stating publicly what, in its view,
are the desirable policy emphases, and, in exchange for a promise to
make good on the emphases, it asks citizens for vote support.

Knowing whether, how and how well this promise of democracy is ful-
filled depends fundamentally on knowing what policies parties have
emphasized. This is what the CMP tells us. It has created and released a
record of party policy emphasis over the post-war period for 25 nations
(Budge et al., 2001). And, at the time of this writing, it is preparing to
release records of party policy position emphasis in Central and Eastern
Europe (Klingemann et al., 2006).

My purpose here is not to celebrate the CMP as such. That has been
done by the Comparative Politics Section of the American Political
Science Association when, in 2003, it recognized the outstanding contri-
bution to scholarship made by the project. Instead, I intend to consider
the implications of a feature of the CMP that some scholars and comment-
ators, myself included at one time, find disorienting. The feature is the
positional volatility that the CMP data tell us is a prominent feature of
every party’s policy position taking. Most other measurements of party
policy positions – e.g. expert surveys – leave the impression that parties by
and large take fixed positions, say, along the left–right dimension
(McDonald and Mendes, 2001). Many analyses, too – those that use party
dummy variables to estimate whether different parties advocate and



pursue different policies – implicitly assume parties stand in more or less
fixed policy positions (e.g. Stimson et al., 1995). The CMP data tell us
these stability findings and assumptions are unfounded. Party positions
are volatile. One wonders, therefore, is the volatility fact or artifact; is it
real or measurement error?1

The short version of my answer can be stated in two conclusions and
one hypothesis. Conclusion 1: the volatility of party position taking revealed
by the CMP data should not be taken as nuisance measurement error to
be identified and smoothed over so as to reveal the true essence of each
party’s policy position. Conclusion 2: positional volatility may be the spice
of life in party democracy that animates party competition so as to
produce accurate representation in the long run. Hypothesis: parties do not
‘develop’ positions as a strategic means to their office-seeking ends nor do
they ‘have’ policy positions formed from their principled policy desires;
rather, parties take positions reflective of the faction that has gained tem-
porary control within the party.

The long version of my answer takes the remainder of this chapter. It
starts in the middle, with a re-report of just how accurate the representa-
tion in party democracies is. One plausible reaction to the accuracy
finding is disbelief, thinking it must be nothing more than a consequence
of merging errors in the measurement of party positions into derivative
measurements of median voter and government positions. In section
three, I recount where my own skepticism took my thoughts and how, in
the end, I came to see that the volatility of party positions could just as
well be attributable to truly erratic party behavior as to faults in the mea-
suring instrument. Section four asks, as Ian Budge several times has asked
me, what if we ignore the so-called measurement error. I show theoretic-
ally that one should expect positionally volatile parties to carry a demo-
cratic political system a long way toward producing accurate
representation. This ‘long way’ is further than parties in fixed positions
can carry accurate representation and, in absolute terms, is very close to
what empirical analysis of accurate representation looks like using the
CMP data. Finally, because all that I will have said begs the question of
why parties would be positionally volatile in the first place, section five
circles back and develops a hypothesis to suggest that we should stop theo-
rizing about parties as either strategic or principled actors, seeking office
or policy and, instead, look at them as organizational conveniences of
ambitious politicians.

What are the lessons to be learned? The CMP data tell us party posi-
tions need to be characterized in terms of their two prominent features:
(1) they are distinctly different, seldom leapfrogging one another, and (2)
they are volatile. Try as one might to look through the volatility and find
the essence of party position taking in distinct party differences, it turns
out that an important contribution of parties in democracy could come
from their positional volatility. And, try as one might to find party strategy
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in the volatility and to find party principles in the essential differences, it
turns out that an important contribution of within-party democratic
leadership selection may be to sustain the essential differences and,
through time, supply the volatility. The consequences, if all this is so, are
democratic parties wandering hither and yon around their ideologically
home neighborhood with boundaries set by their ideologically distinct
memberships, thereby creating enough distinctiveness and volatility in
their policy positions to produce accurate representation of median voters
for a nation at large, in the long run.

Accurate representation: how can it be?

Ian Budge, Silvia Mendes and I have reported that governments of
Western parliamentary democracies provide accurate representation of
the median voters in their respective countries, when considered over the
long run (McDonald et al., 2004). This is an amazing revelation, perhaps
so amazing as not to be believed. For one thing, it appears to conflict with
the theoretical proposition that democratically decided outcomes can end
up anywhere in a policy space (McKelvey, 1976; Schofield, 1978). It also
appears to be at odds with the empirical findings that representational dis-
tortions exist in all Western democracies and, relatively speaking, exist to
an especially large extent in nations that elect their parliaments through
single-member districts (Huber and Powell, 1994; Powell, 2000; Powell
and Vanberg, 2000).

One feature of the analysis does much to resolve the seeming conflicts.
The CMP data permit a long-run view. Seen from that perspective it is pos-
sible to understand that no one electoral outcome is easily predicted, just
as theory tells us to expect and just as one-off empirical analysis shows us is
true. Moreover, even if one were to aggregate the congruence/incongru-
ence over a few elections in order to record average distortion, the
average represents a mean level of absolute values over a series of one-off
distortions. Since each single election produces distortion, the average
absolute value itself has to record distortion. But, as we see immediately
below, despite these short-run shortcomings, the mis-predictions and dis-
tortions balance out in the long run.

Table 4.1 reports the average distortion between median voters and
governments, by nation and electoral system type, for 20 parliamentary
democracies. Distortion is the absolute difference between the left–right
position of the median voter and the left–right position of governments
(Powell, 2000), as measured using the CMP data (see McDonald et al.,
2004). Every nation shows sizable distortion, and the average distortion is
about twice as large under SMD systems compared to PR systems.

Fortunately, with a long enough sweep of time the analysis of
representation can go two steps further. First, it can reveal whether the
one-off distortions compensate one another by canceling a leftward distor-
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Table 4.1 Representational distortion, bias, and responsiveness between left–right
positions of governments, weighted by party size, and left–right position
of median voters, 20 democracies 1950s to 1995

System Distortiona Long-term Biasb Responsivenessc

Country Mean Mean Intercept Slope
(std dev) (std dev) (sa) (sb) R2 se N

SMD Australia 17.4 5.6 7.3 0.69* 0.13 19.1 24
(8.8) (19.0) (4.4) (.38)

Canada 5.5 3.9 3.2 0.75* 0.18 8.8 17
(7.8) (8.7) (2.4) (0.41)

France 18.5 10.9 9.2 0.68 0.08 17.4 25
(8.0) (17.2) (4.4) (0.48)

New Zealand 12.3 2.5 1.8 0.90* 0.21 14.6 22
(7.2) (14.3) (4.4) (0.39)

United Kingdom 15.6 8.7 13.7** 1.56** 0.58 17.1 18
(12.1) (18.0) (5.0) (0.33)

SMD Summary 14.4 6.5 6.5** 0.98** 0.28 16.2 106
(9.7) (16.2) (1.8) (0.15)

PR Austria 6.6 0.8 1.1 1.07** 0.71 8.2 18
(4.3) (8.0) (2.1) (0.17)

Belgium 6.7 –0.8 –2.1 0.70** 0.25 9.0 27
(6.0) (9.1) (2.0) (0.25)

Denmark 16.3 3.1 3.5 1.09* 0.17 20.3 27
(11.5) (19.9) (4.5) (0.48)

Finland 11.7 4.9 1.2 0.73** 0.33 14.8 32
(10.6) (15.1) (3.7) (0.19)

Germany 11.2 3.4 3.6 1.28** 0.50 14.7 21
(9.8) (14.6) (3.2) (0.30)

Iceland 8.8 7.4 6.7* 0.85** 0.43 11.7 18
(10.5) (11.5) (3.0) (0.25)

Ireland 11.0 0.9 2.6 0.64** 0.36 14.5 19
(10.5) (15.4) (3.5) (0.21)

Italy 2.2 1.3 2.1 1.14** 0.91 2.6 43
(2.1) (2.8) (0.5) (0.06)

continued



tion at one time with a rightward distortion at a later time, or vice versa.
Second, it can reveal whether the positions of governments tend to
respond to the positions of median voters so as to produce a one-to-one
correspondence.

Consideration of compensatory distortions shows that representation is
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Table 4.1 continued

System Distortiona Long-term Biasb Responsivenessc

Country Mean Mean Intercept Slope
(std dev) (std dev) (sa) (sb) R2 se N

Luxembourg 5.0 0.7 3.1 1.15** 0.70 6.6 14
(4.0) (6.5) (3.8) (0.22)

Netherlands 7.5 1.4 –0.2 0.75** 0.57 8.5 14
(4.3) (8.7) (2.6) (0.19)

Norway 10.1 0.4 –12.9 0.45 0.07 12.2 21
(6.9) (12.4) (10.0) (0.40)

Portugal 4.1 1.5 3.6 1.25** 0.80 4.7 10
(2.5) (4.8) (2.4) (0.22)

Spain 3.1 –0.1 1.8 1.15** 0.84 4.3 7
(2.3) (4.1) (3.1) (0.22)

Sweden 9.4 –3.6 2.4 1.33** 0.73 12.0 21
(9.0) (12.7) (4.3) (0.19)

Switzerland 4.5 0.6 0.6 1.00** 0.68 5.6 45
(3.1) (5.5) (1.0) (0.10)

PR Summary 7.9 1.5 1.4 0.97** 0.56 11.3 337
(8.3) (11.3) (0.7) (0.05)

Notes
*p<0.05; ** p<0.01; two-tail critical values for intercepts and one-tail critical values for
slopes.
a Distortion is the absolute value of the difference between the weighted-mean left–right

position of governments (with weights proportional to the number of seats held by each
party in government) and the left–right position of median voters. N is the number of gov-
ernments. Totally undistorted (congruent) systems have a mean equal to zero.

b Bias is the average difference between the weighted-mean left–right position of govern-
ments (with weights proportional to the number of seats held by each party in govern-
ment) and the left–right position of median voters. N is the number of elections the
weighted-mean left–right position of governments (with weights as above) and the
left–right position of median voters. A mean of zero indicates accurate (i.e., unbiased)
long-term representativeness.

c Responsiveness is evaluated by the linear relationship between the weighted-mean
left–right position of government (Y) and the left–right position of the median voter (X).
Left positions are negative, centre equals zero; right positions are positive



far less biased than the distortions alone might be taken to imply –
compare the magnitude of numbers under ‘distortion’ to those under
‘long-term bias.’ As for responsiveness, the analysis shows that in 18 of 20
countries government positions systematically respond to median voter
positions. Moreover, there is no nation for which one can reject the
hypothesis that the responsiveness is one-to-one.

Arguably, such accurate representation may be too good to be true,
even in the long run and maybe most especially because it can only be
seen in the long run. The measurements of median voter positions are
created using Kim and Fording’s (1998) idea of overlaying the voter distri-
bution party percentages on the party positions as measured by the CMP.
Similarly, government positions are measured by averaging the CMP party
positions of parties in government, weighted by each government party’s
number of seats in parliament. Imagine a situation in which the voter dis-
tribution remains exactly the same between two elections and the same
parties entered government with the same number of seats. Under that set
of facts, so far as one could tell, nothing changed. However, if party posi-
tions as measured by the CMP change, the recorded positions of median
voters and governments would move in tandem as a mere reflection of the
measured party positions. In that sense, the measurement of party posi-
tions might be the source of the long-run correspondence between voters
and governments. Worse, if much of the party position movements
reflects nothing more than noise in the CMP measurements, it could be
mis-measurement that produces the correspondence.

Looking for the essence and thinking about the noise

That the CMP data are available for Western-democratic party systems
over more than a 50-year period makes them the one and only currently
available data source for analyzing party dynamics. But the claim that the
CMP data are all that we have cannot justify an argumentum ad ignoran-
tiam that since we cannot tell whether they are bad measurements they
must be good.

Figure 4.1 provides an overview of party positions as scored, on average,
by the CMP. Each party is located according to its mean position on the
CMP left–right score calculated over all elections of the post-war period.
This is a way of using the CMP data that assumes party left–right positions
are static. The figure also provides a perspective on the distinctiveness of
party positions within each party system. Shaded and boxed parties have
positions that, while numerically distinguishable in their mean values, are
not reliably distinguishable given their over-time variation. As a summary
statement of distinctiveness within national party systems, the R2 values in
the right-most column indicate how much of a party system’s total
left–right variation is between-party as opposed to within-party variation
across time. From top to bottom, the nations are ordered according to the
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number of distinct party clusters (Denmark has five, Sweden and Norway
four, . . . Italy two) and secondarily by their R2s.

The first issue is whether such a static representation as portrayed by
the mean values, in the face of the over-time variation of each party’s
position, is a reliable characterization. It is not. Regressing the observed
positions onto the party mean values reveals a slope of 1.0, as required
by definition. The R2, however, is only 0.649. That means that slightly
less than two-thirds of the systematic variance in the data is coming from
differences in means across parties. The remaining one-third is either
noise or real movements in party positions. If the movements are all or
mostly noise, then the CMP is not an especially reliable statement of
static party position taking. If it reflects all or mostly real party dynamics,
then static portrayals of party positions – e.g. as would result from classi-
fying parties by their families or scoring them by expert surveys – are not
valid statements of where parties stand across time on the left–right
dimension.

To investigate the extent to which party movements around the party
means reflect systematic change versus noise I employ Hausman’s
approach to measurement error. Hausman reasons that predicted values
(Y-hats) from regression analysis provide a statement of an outcome
without measurement noise, because the noise of the measurements is rel-
egated to the error term of the equation (Hausman, 1978; see also
Pindyck and Rubinfeld, 1991: 160–162; Johnston and DiNardo, 1997:
153–156). In the context of the CMP data, I have first estimated the
dynamics of party positions by estimating a separate autoregressive equa-
tion for each of 81 parties. I then use the predicted positions, Hausman Y-
hats, as my set of smoothed estimates and relate them to the actual CMP
party left–right positions.

Considered over all 81 parties throughout the post-war period, the
association between the predicted values generated by applying the esti-
mated dynamics and the observed CMP data has an R2 of 0.806. This is a
reliability estimate for the data. A total of 80 to 81 percent of the observed
variance is reliable; the balance, 19 to 20 percent, is error variance. We
can go one step further. Over all 81 parties, there is an estimated R2 of
0.649 for association between the mean and the observed data. Therefore
64.9 percent of the variance in the CMP data records stable differences
across party positions, 15.7 percent records change and 19.4 percent
records error. By implication, 19.5 percent of the reliable variation
throughout the post-war period is reliable dynamic variation (i.e.
[0.157/0.806] � 100). This might seem a convenient place to stop think-
ing about measurement error and move back to the substantive considera-
tion of accurate representation, but it is not. There remains an important
question as to the sources of the estimated measurement error. The label
‘measurement error’ tends to make one think first of a faulty instrument,
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but that is not necessarily the inference one should draw. When Philip
Converse originally estimated and later elaborated his thesis of non-atti-
tudes among the American mass public, he did so by estimating the
degrees of measurement error in mass attitudes (Converse, 1964, 1970;
Converse and Markus, 1979). Having found a good deal of error, Con-
verse indicted the public’s unstable attitudes as its source. It was not until
a decade later that Chris Achen pointed a finger at the survey instruments
as a source of the error (Achen 1975; see also Pierce and Rose, 1974; for a
discussion of this issue and a third interpretation see Erikson, 1979: espe-
cially 90–91 and 110).

An inferential difficulty arises when trying to decide between noise
attributable to a faulty instrument versus noise attributable to erratic
behavior, because measurement models are constructed on the back of
behavioral models. A model used to uncover measurement error requires
one to have in mind a model of ‘true behavioral change.’ That is what
permits one to separate noise in the measurements from change in the
behavior (Heise, 1969). In effect, the assumption says that when behavior
truly changes it does so systematically (i.e. in predictable ways, usually via a
Markovian process). It then adds by implication that to the extent behav-
ior is not predictable the remaining portion of the measured signal is
noise.

Taking account of these dual possibilities, it is interesting to ask which
is a more plausible interpretation of the CMP record of party left–right
positions. Few party scholars doubt that noise comes into the CMP scores
from the loose way in which words are used, misinterpretations by a coder
of a manifesto, the exclusive reliance on 26 left–right CMP categories and
exclusion of the 30 others, coding transcription errors, and input errors
(see Volkens, 2001). But, also, few party scholars doubt that party posi-
tions sometimes change in erratic ways. Seldom does one find characteri-
zations of parties as totally solid, dependable and (if one will) reliable
political actors. More typical are characterizations such as these. A party
‘cannot be defined in terms of its principles’ (Schumpeter, 1942: 283).
Parties are ‘ever hungry for new members’ (Michels, 1949: 374). Parties
are motivated by a specific goal of maximizing votes (Downs, 1957: 30).
Parties engage in a political strategy that ‘appears to center on finding out
what the public wants to hear and marketing the product accordingly’
(Farrell and Webb, 2000: 122).

Given that there is as much, perhaps more, reason to credit the obser-
vations of party scholars who see erratic party positions as erratic behavior
than to credit my own, one-time suspicions of noise in the CMP data, it
proves to be an interesting exercise to allow the erratic behavior into
serious theoretical consideration.
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Representational consequences of positional volatility

Let us move away from purely methodological concerns by going directly
to theoretical considerations in a way that provides full control over mea-
surements and behavior. This is accomplished by simulating the represen-
tational process. Simulations allow one to specify the dynamics of party
position taking with complete knowledge (no error) and to assign voters a
simple deterministic policy voting decision rule – i.e. each voter supports
the closest party along the left–right dimension. The results, perhaps as
surprising as the empirically based results using the CMP data, show that
in the context of volatile parties the crucial mechanism in the representa-
tional process is voter choice. By offering varied choices, at least one party
will usually be positioned in the vicinity of the median voter. That leaves it
to electors to make the choice on the basis of policy packages on offer.
When they choose the closest party, the theoretically expected electoral
consequences are responsive, unbiased and, mostly, congruent representa-
tion. In much the same way that models of under-informed parties indi-
cate party policy offerings are drawn toward the median voter as a
by-product of random searches for a winning position (McKelvey and
Ordeshook, 1985: 492–495), positionally volatile parties can create accur-
ate representation with electors as the centripetal force.

For the sake of brevity I report simulations of 1,000 elections for only
two-party systems2 – the most difficult circumstance to find accurate
representation – and evaluate the accuracy of collective representation for
positionally fixed versus volatile parties. The highest quality representa-
tion exists when (1) the left–right positions of policies are directly respon-
sive to the left–right position of median voters – i.e. a slope of 1.0 (2)
there is no bias – a zero intercept – and (3) congruence is exact – the
average distance between policy and median voter positions is zero.

The simulations place a Left Party at –13 and a Right Party at +13.
Parties are assumed to take (1) fixed positions marked by their own
central tendency and (2) to move around that central tendency with stan-
dard deviations of 13. As for electorates, they are assumed in the long run
to have a mean and median position of zero. The median voter move-
ments involve both a more volatile electorate, with a standard deviation of
five, and a less volatile electorate, with a standard deviation of two.

The representational consequences for parties at fixed positions and a
more volatile electorate are shown in Figure 4.2. A median voter to the
left of zero elects the Left Party at policy position –13. Likewise, anytime
the median voter is to the right of zero, the electorate elects the Right
Party at +13. Considered in detail the consequences for representation
have a totally unresponsive outcome to any elector movement except that
which goes from negative to positive or vice versa. At the transition point
of zero, the movement is an overly responsive 26 points. Generalizing
about the details across all elections by summarizing the movements, the
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linear equation at the top of the scatterplot indicates that a one-unit
movement by the median voter, on average, translates into more than a
two-unit movement in the policy position of the elected party (b = 2.08).3

In other words, responsiveness is 2.08 to 1.0 and, given the small and sta-
tistically insignificant intercept, there is no bias.

Congruence results are shown in the histogram. They average 9.0,
meaning that for any given election the policy position of a median party
in parliament and electorate’s median voter have an expected difference
of nine units. Median incongruence is 9.6; half the outcomes are above
9.6 and half are below. Furthermore the probability that the two actors are
within six units of one another is only 0.160. Briefly stated, one sees an
overly responsive relationship, no bias, a typical mismatch between nine
and ten units, and a low probability that the match is within six units.

Figure 4.3 shows the relationship and congruence results for a situation
when party positions vary. The relationship is certainly less orderly than
when parties stand at fixed positions. Disorder, notwithstanding, the
quality of representations is mostly enhanced when party positions vary.
The associated equation shows responsiveness is now close to one-to-one,
b = 1.07, and there is no statistically significant bias.

Average incongruence is nearly the same as when parties are at fixed
positions, but median incongruence is 7.6. One of two important differ-
ences in the congruence results is that the probability of close congruence
is considerably higher when parties vary. The probability that the policy
and median voters are within six units of one another is 0.401 (compared
to 0.160 for fixed parties). The downside is that varying party positions
hold an almost one-in-four chance that incongruence will exceed 13,
which never happens in our simulations using fixed party positions.4

Therefore, while there is a risk of high incongruence when party positions
vary, varying versus fixed party positions create more direct responsive-
ness, leave bias at essentially zero and increase the probability of good
congruence.

Does the accuracy of representation change in a less volatile electorate?
Some details are different, but relative comparisons stay much the same.
For parties at fixed positions competing in a less volatile electorate, the
relationship is

MPPi = 0.05 + 5.20 MVi + ei

(0.25) (0.12)

Bias is unaffected compared to the more volatile electorate; it has the
same numerical value, 0.05, which is statistically insignificant. Responsive-
ness more than doubles, however, which makes more than doubly respon-
sive something that was overly responsive to begin with.5 Congruence is
worse; average incongruence grows to 11.4, and its median value is 11.6.
The probability of being less than six units apart falls to one in 1,000.
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In short, with fixed party locations, decreasing electoral volatility increases
responsiveness, leaves bias unaffected, and reduces congruence.

In the case of varying party positions, low electorate volatility also
makes responsiveness overly responsive, but the increase is only to a value
of 1.32. The relationship involving varying parties is

MPPi = –0.54 + 1.32 MVi + ei

(0.37) (0.18)

Relatively speaking, parties with varying positions are still more directly
responsive than were parties at fixed positions. Furthermore, average con-
gruence is better with varying as compared to fixed parties. Mean incon-
gruence for varying parties is 9.2 versus an average of 11.4 for fixed
parties, and median incongruence is 8.0 compared to 11.6. Also, the
probability of the median party in parliament being within six units of the
MV is 0.395 for varying parties, compared to only 0.001 for fixed parties.

To summarize, the quality of representation in two-party systems is
expected to be reasonably close to directly responsive and unbiased when
parties have distinct central tendencies around which their left–right
offerings to voters vary. At any given election, however, one can expect a
mismatch between the policy position offered by the winning party and
the location of the median voter. And, under the circumstances specified,
one has to expect that in one of four elections the mismatch will be espe-
cially large.

Is it plausible to characterize electors as purely deterministic policy
voters? Probably not: for one thing that would require them to know the
left–right location of parties while the parties are moving around; for
another, it means that electors are not from time to time attracted to one
party or another on the basis of the leader’s appeal. We can ask (1) what
are the consequences when electors have no information about party posi-
tions other than their central tendencies and (2) what happens when elec-
tors base their decisions on leadership appeals rather than pure policy
considerations?

The effect of low information on responsiveness recreates the situation
seen for fixed party positions (see the slope value in Figures 4.2). Any
movement of the median voter to the left leads to selection of the Left
Party and likewise for selecting the Right Party after any movement of the
median voter to the right. Voters therefore forego selecting a party closer
to the median about half the time in favor of one that is typically on their
side of the zero-divide, regardless of how extreme a party is. From that
half-of-the-time extreme selection, the voter choice tends towards extrem-
ism, creating an overly responsive selection that is less congruent than it
needs to be. Responsiveness almost doubles for the more volatile elec-
torate, and it nearly quadruples for the less volatile electorate. In addition,
average incongruence is 13 or higher for both more and less volatile
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electorates, and the probabilities of selecting a party more than 13 units
away are greater than 0.4. The short version of the outcome is that a little
information harms accurate representation. If the only information voters
have is about the central tendency of party positions, more accurate
representation would come from the parties offering fixed positions.
Responsiveness and bias would be the same, but standing still would
improve congruence.

What are the effects on accurate representation when an electorate
selects solely on the basis of personal appeals of party leaders? To find an
approximate answer, assume such appeals have no policy bent. Attractive
leaders are as likely to come from the Left Party as the Right Party.
Further, assume leadership appeals are the sole basis of electoral decisions
up to half the time. As a result, electors will make a policy mistake a
quarter of the time – i.e. half of their mistaken choices, in terms of the
non-policy basis of their choice, will reach the correct policy choice by
inadvertence.

Not surprisingly, the consequence of focusing on leadership qualities
and not policy is to make the choice less responsive to policy. For both
more and less volatile electorates, leadership-only choices half the time
reduce responsiveness to just about half of direct responsiveness. In order
for the choices to be in the vicinity of direct responsiveness, electors
would have to base their decision on non-policy leadership appeals no
more than one in four or five elections. With reduced responsiveness in
this situation comes less congruence as well. Average and median incon-
gruence are two to three points higher when electors base their choice on
non-policy leadership appeals half the time. As with having too little
information, using non-policy information as the basis of choice is
harmful to accurate representation.

Of course, as one’s intuition would suggest, were one to combine
having too little information all the time and using non-policy informa-
tion half the time, the result would be something close to direct respon-
siveness and congruence close to that for the baseline case with
deterministic policy voters.

In a world with no measurement error and positionally volatile parties,
the type of accurate representation can be expected to be quite similar to
that found by using the CMP data. Furthermore, the results stand robust
in the face of a combination of low information and sometime-leadership
appeals. This is no proof-positive that the analysis using the CMP-based
measures of voter, parliament and government positions are leading us to
the truth. It is proof-positive, however, that throwing away the measured
volatility of party positions due to suspicions that they might contain error
is theoretically wrongheaded. Positional volatility could be the missing
theoretical link that allows voters the opportunity, over the long run, to
keep their governments on track with the expressed preferences of elec-
torates.
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Speculation on sources of positional distinctiveness and
volatility

I suppose many would find the idea of gaining accurate representation
through positionally volatile parties interesting but unconvincing unless
there is a plausible reason to think party positions move around their indi-
vidual mean value as if by some sort of random process. One possibility
comes from a model developed by James Snyder and Michael Ting, based
on an informational rationale for parties (Snyder and Ting, 2002). In
their model the value of a party to a candidate depends on where the
party’s policy program is located along something like a left–right dimen-
sion. For voters, the value of a party comes from the policy information
conveyed by its label – a brand name. At the time of entry, candidates sort
themselves according to parties’ general policy tendencies, thereby
helping to establish and maintain each party’s policy-related reputation as
a central tendency. Diverse candidate positions around a party’s central
tendency hold the potential to be the source of within party faction. As
candidates-turned-elected-representatives vie for party leadership posi-
tions, as long as platforms are selected democratically rather than dictato-
rially, the policy character of a party is likely to shift to reflect the views of
the current winning faction (Snyder and Ting, 2002: 102–103).

How plausible is this way of thinking about parties? I submit that
among the three pre-eminent frameworks used to analyze party activities –
an electoral competition model, a responsible party model and a diverse
coalition model (see Aldrich, 1995: 7–14) – the diverse coalition model, of
which Snyder and Ting’s thesis is one version, is the most plausible. To
substantiate this claim let us examine the three in detail.

An idea that sets the first two frameworks apart from one another and
from the diverse coalition framework is the different assumption each
makes about party goals. According to the electoral competition model, in
order to understand how parties operate one assumes they want to win
elections. With that in mind, theory develops by reasoning through to how
a party can most effectively compete for votes. Figuring out a party’s most
effective strategy leads to hypotheses about how a party behaves before an
electorate, in parliament and in government. A party offers policies to
electors (e.g. Downs, 1957) and promotes policies for adoption (Austen-
Smith and Banks, 1990) that best secure its chances of winning votes and
holding office. Anthony Downs puts the point succinctly: ‘The major force
shaping a party’s policies is competition with other parties for votes’
(Downs, 1957: 102).

The responsible party model is organized around the issue of how
parties should operate (Schattschneider, 1942; APSA, 1950). The model’s
useful analytical function comes from taking its prescriptive requirements
and using them as standards to help figure out what makes the ‘ideal type’
more or less realizable. It assumes the goal of parties should be to create
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policy offerings in accordance with their different images of what is
needed to bring about an improved human condition. One type of empir-
ical analysis that follows concerns itself with the choices parties offer
(Ginsberg, 1972, 1976; Robertson, 1976; Budge et al., 1987; Budge et al.,
2001; Laver et al., 2004). Others ask what the choices mean for accurate
representation (Huber and Powell, 1994; Powell, 2000; Powell and
Vanberg, 2000), for government formation (e.g. Laver and Shepsle, 1996;
Müller and Strøm, 2000), and for actual policies (Budge and Hofferbert,
1990; Erikson et al., 2002). At some times and in some places, parties
appear to live up to the model’s requirements; at other times and in other
places they do not. The evaluations are, at best, conditional.

As I have said, the diverse coalition model, too, is set apart from the
preceding models by the assumption it makes about party goals. It looks at
parties as organizations and finds it dubious to assume they have goals.
Rather, parties exist because they serve the interests of ambitious politi-
cians, who presumably want to win their own elections and promote pol-
icies in line with their own preferences (Katz, 1980; Aldrich, 1995).

Born as legislative factions or organizations sympathetic to the policy
aspirations of newly enfranchised segments of society, parties locate them-
selves on different sides of the dominant cleavage lines in a society (Lipset
and Rokkan, 1967). This makes make it possible for close observers to
look across a variety of issues and see policy distinctions between and
among the parties (Laver and Hunt, 1992). On most issues party leaders
and party adherents among the public line up in much the same way
(Dalton, 1985; Table 3, 282; Iversen, 1994: Figures 2 and 3, 168–169).
Probably for these reasons it is easy for ‘expert’ observers and the general
citizenry to characterize party positions along a left–right continuum
(Castles and Mair, 1984; Huber and Inglehart 1995; Inglehart and Klinge-
mann ,1976). There, too, leaders and adherents align similarly (Dalton,
1985: Table 3, 282).

Why do parties line up on different sides? The answer, I propose,
follows from how ambitious politicians sort themselves into parties in the
first place. It seems entirely plausible to think that ambitious politicians
want to affiliate with a party that serves their interests. If one assumes, as is
usual, that a politician wants first and foremost to hold elective office, she
or he will join a party that best serves that particular goal. In some circum-
stances, such as American South from 1880 through 1970, only one party
provides a realistic opportunity for electoral victory. However, most
developed democracies have competitive party systems; in them two or
more parties offer reasonable electoral prospects for an aspiring politi-
cian. Under competitive circumstances an ambitious politician is expected
to join a local party organization providing the best opportunity.

Which party that is depends on which side of a line of cleavage predom-
inates in a locale. Assuming politicians have policy ideas that, other things
equal, they prefer not to sacrifice to their ambition for office, the choice
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they face is not a mere either/or proposition. They can move or be
assigned to a constituency that offers a good opportunity for election
given their policy views, or they can have district lines drawn that match
their views to a constituency. Also, where two or more parties offer reason-
able opportunities, a simple tie-breaking rule is for a politician to join the
party with a program he or she most agrees. By sorting along policy lines
at the time of entry, the particular politicians affiliated with a party help to
maintain its policy-related reputation and thereby create divergent central
tendencies.

Difficult as it is to distance oneself from the notion that parties have
goals, theoretically there is not much to commend the idea. The main
theoretical problem is the collective nature of a party, meaning goal-based
theory requires a unitary actor assumption to keep it afloat. What indi-
viduals within a group may want is as difficult to read as is what the group
as a unit wants. A composite of elements needed by each individual to
achieve his or her goal does not amalgamate to some fixed value for each
composite element as it might apply to each person in a group. Thus,
when the issue is to find an ideal policy position, the diverse coalition
model implies that the ideal position is a candidate characteristic not a
party characteristic. Each candidate has an ideal policy position to offer
his or her constituency; a party does not.

We expect two competing candidates facing a policy-interested con-
stituency with partisan predispositions to take positions close to their
particular constituency median though separated slightly, perhaps as a
reflection of their uncertainty (Downs, 1957: 100–102) or to accommo-
date electors’ partisanships (Erikson and Romero, 1990). The most thor-
ough evidence on candidate locations across multiple constituencies
comes in relation to House elections in the United States. It corroborates
the expectation for candidates. Within a single constituency, Democratic
and Republican candidates for the House almost always stand apart (Sulli-
van and O’Connor, 1972). And, in accordance with the ideological lean-
ings of one’s constituency, each set of partisan candidates takes positions
different from their co-partisans who have to face different constituencies.

As good as the correspondence between theory and evidence of candi-
date position taking is, attempts to extend its logic to party position taking
have led to predictions not much supported by evidence. Comparative
investigations report little tendency for party policy programs to respond
to problems of the day, such as unemployment and inflation (McDonald
et al., 2004), or to public opinion and recent election results (Adams et al.,
2004). In US presidential elections, it is difficult to explain party liberal–
conservative positions with other variables, showing a ‘hint’ of an effect
from macropartisanship and little evidence of platform response to public
mood (Erikson et al., 2002: 261, note 17).

By refusing to assume parties have vote and office goals, because they
do not have any goals as such, is it not also necessary to refuse to assume
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parties have ideologies as such? Yes, but that is not to say that parties do
not espouse policy programs. They do. Announcing a policy program is
among the initial steps taken by virtually all parties preceding virtually all
elections. Why are their announced positions volatile, when set along a
left–right dimension? This answer, too, has to do with the sorting process.
Because politicians with diverse views sort themselves according to party
policy central tendencies, a party is expected to host politicians with a
range of views. Within-party differences over policy become a source of
party faction. As individuals in each faction vie for party leadership posi-
tions, sometimes winning and other times losing, the policy character of a
party is likely to shift to reflect the views of the current winning faction.
Through such individually based rational choices, a party tends to offer
policy programs with identifiable mean tendencies and substantial posi-
tional volatility over time.

Conclusion

Party theorists search for predictable party positions because they assume
they exist. Empiricists assume stable positions exist and implicitly rely on
that assumption to draw inferences about the representational role of
parties. One has to suspect the assumption has important consequences
for what one sees and infers. For instance, when it comes to reasoning
about the representational consequences of stable positions, one can be
led to the following type of conjecture about how parties affect policy in
the Westminster Model. ‘Alternation of parties in office may . . . make
policy trajectories shift dramatically back and forth’ (Aldrich, 1995: 11).
Analyses of representation relying on a stability assumption appear to cor-
roborate that conjecture. Relying on expert survey data of what are effect-
ively measured as stable party positions, G. Bingham Powell reaches this
conclusion: ‘[T]he persistent superiority of the proportional influence
designs in linking the citizen median and the policymakers should give
pause to those attracted by the idea of the decisive election as a direct tool
for citizen control’ (Powell, 2000: 252).

All of these hypotheses and findings amount to very little, however, if
the party position taking is what the CMP data tell us it is – volatile. On
what basis, theory or fact, should one choose to ignore that the most thor-
ough record of party positions, the Comparative Manifesto Project, indic-
ates substantial party movements? Should the stability results of expert
surveys trump the CMP record? Why not suppose that the stability
reported in the results of expert surveys is the consequence of experts
reporting what they see as the central tendencies of party positions? When
asked about party movements other, and perhaps sometimes the same,
highly informed case-specific experts report volatility (see, e.g. country-
specific commentaries in Müller and Strøm, 2000).

An important lesson I have learned from working with Ian Budge and
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the CMP data, which I have attempted to pass on here, is that evidence of
unpredictable party position volatility does not have to be assigned to the
rubbish bin labeled ‘noisy error.’ Letting go of the unfounded stability
assumption draws back the curtains to see how party systems, as observed
in fact, can contribute to policy representation that democratic theory so
dearly values.

Notes
1 The ideas put forth here owe large debts to collaborative efforts with Ian Budge,

most especially, and Robin Best, Rachel Cremona, Richard I. Hofferbert, Hans
Keman, Silvia M. Mendes, Aida Paskeviciute and Paul Pennings. I am also
pleased to acknowledge my heretofore unacknowledged debts to Michael Laver
and Olga Shvetsova, for prodding me into reconsidering what I thought, until
they wrote, were good ideas.

2 Elsewhere, with others, I report simulated results for three-party systems (see
McDonald et al., 2004).

3 Intuitively one might be inclined to think that the slope would be 3.25. The
mean MPP policy values (Y) are –13 and +13, and these are obtained for a mean
MV position (X) of –4 when MV is less than zero and +4 when MV is greater
than zero. Drawing a line through the mean Ys and Xs would produce a slope of
(26/8) or 3.25. However, the general linear tendency takes account of the non-
responsiveness from 0 → + 18 by treating the within-segment MV variation as if
it were measurement error. Since 36 per cent of the MV variation is in the
ranges 0 to –18 or 0 to +18, the proportion of as-if error is 0.36. Therefore the
estimated slope is [3.25 * (1 – 0.36)] or [3.25 *0.64] or 2.08.

4 It could happen, but that would require the electorate to move more than five
standard deviations. Such an outcome has about a three in five million chance.

5 The more than doubling of responsiveness follows from the facts that the mean
values of MPP are + 13 while the mean values of MV are now + 1.6 instead of +
4.0 when MV is above or below zero. Therefore, the relationship runs generally
from (�1.6, �13) to (+1.6, +13), which has a slope of 8.125. But, as before (see
note 2), the as-if error in MV amounts to 0.36 of the total variance, and 0.64 *
8.125 = 5.20.

Bibliography

Achen, C. (1975) ‘Mass Political Attitudes and the Survey Response’ American Polit-
ical Science Review 69: 1218–1231.

Adams, J., M. Clark, L. Ezrow and G. Glasgow (2004) ‘Understanding Change and
Stability in Party Ideologies: Do Parties Respond to Public Opinion or to Past
Election Results?’ British Journal of Political Science 34, 589–610.

Aldrich, J. (1995) Why Parties? The Origin and Transformation of Party Politics in
America (Chicago: University of Chicago Press).

American Political Science Association (APSA) Committee on Political Parties
(1950) ‘Toward a More Responsible Two-Party System’, American Political Science
Review 44:3 (supplement), pp. 1–99.

Austen-Smith, D. and J. Banks (1990) ‘Stable Governments and the Allocation of
Portfolios’, American Political Science Review 84:3, 891–906.

Budge, I. (1994) ‘A New Theory of Party Competition: Uncertainty, Ideology, and

Parties in democracies 101



Policy Equilibria Viewed Comparatively and Temporally’, British Journal of Polit-
ical Science 24:. 443–467.

Budge, I. and R.I. Hofferbert (1990) ‘Mandates and Policy Outputs: U.S. Party
Platforms and Federal Expenditures’, American Political Science Review 84:1,
111–131.

Budge, I. and H.-D. Klingemann (2001) ‘Finally! Comparative Over-time Mapping
of Party Policy Movement’ in I. Budge, H.-D. Klingemann, A. Volkens, E. Tanen-
baum and J. Bara Mapping Policy Preferences: Estimates for Parties, Electors, and Gov-
ernments 1945–1998 (Oxford: Oxford University Press).

Budge, I. and M.J. Laver (1992) ‘The Relationship between Party and Coalition
Policy in Europe: An Empirical Synthesis’, In M.J. Laver and I. Budge (eds) Party
Policy and Government Coalitions (London: St. Martin’s).

Budge, I., D. Robertson and D.J. Hearl (1987) Ideology, Strategy and Party Change:
Spatial Analyses of Post-War Election Programmes in 19 Democracies (Cambridge:
Cambridge University Press).

Budge, I., H.-D. Klingemann, A. Volkens, E. Tanenbaum and J. Bara (2001)
Mapping Policy Preferences: Estimates for Parties, Electors, and Governments 1945–1998
(Oxford: Oxford University Press).

Castles, F. and P. Mair (1984) ‘Left-Right Political Scales: Some “Expert” Judge-
ments’, European Journal of Political Science 12:1, 73–88.

Converse, P.E. (1964) ‘The Nature of Mass Belief Systems in Mass Publics’ in David
Apter (ed.) Ideology and Discontent (Glencoe, IL: Free Press).

Converse, P.E (1970) ‘Attitudes and Non-Attitudes: Continuation of a Dialogue’ in
Edward R. Tufte The Quantitative Analysis of Social Problems (Reading, MA:
Addison-Wesley).

Converse, P.E. and G.B. Markus (1979) ‘Plus ça change . . .: The New CPS Election
Study Panel’, American Political Science Review 73: 32–49.

Dalton, R.J. (1985) ‘Political Parties and Political Representation: Party Supporters
and Party Elites in Nine Nations’, Comparative Political Studies 18:3, 267–299.

Downs, Anthony (1957) An Economic Theory of Democracy (New York: Harper & Row).
Erikson, Robert S. (1979) ‘The SRC Panel Data and Mass Political Attitudes’,

British Journal of Political Science 9: 16–49.
Erikson, R.S. and D.W. Romero (1990) ‘Candidate Equilibrium and the Behav-

ioral Model of the Vote’, American Political Science Review 84:4, 1103–1126.
Erikson, R.S., M.B. MacKuen and J.A. Stimson (2002) The Macro Polity (New York

Cambridge University Press).
Farrell, D.M. and P. Webb (2000) ‘Political Parties as Campaign Organizations’ 

in Russell J. Dalton and Martin P. Wattenberg (eds) Parties without Partisans:
Political Change in Advanced Industrial Democracies (Oxford: Oxford University
Press).

Ginsberg, B. (1972) ‘Critical Elections and the Substance of Party Conflict: 1844 to
1968’, Midwest Journal of Political Science 16:4, 603–625.

Ginsberg, B. (1976) ‘Elections and Public Policy’, American Political Science Review
70:1, 41–49.

Hausman, J.A. (1978) ‘Specification Tests in Econometrics’, Econometrica 46, pp.
1251–1271.

Heise, D.R. (1969) ‘Separating Reliability and Stability in Test–-Retest Correla-
tion’, American Sociological Review 34: 93–101.

102 Michael D. McDonald



Huber, J.D. and G. Bingham Powell (1994) ‘Congruence between Citizens and
Policymakers in Two Visions of Liberal democracy’ World Politics 46:1, 291–326.

Huber, J.D. and R. Inglehart (1995) ‘Expert Interpretations of Party Space and
Party Locations in 42 Societies’, Party Politics 1:1, 73–111.

Iversen T. (1994) ‘The Logics of Electoral Politics: Spatial, Directional, and Mobil-
ization Effects’, Comparative Political Studies 27:1, 155–189.

Inglehart, R. and H.-D. Klingemann (1976) ‘Party Identification, Ideological Pref-
erence and the Left–right Dimension among Western Mass Publics’ in Ian
Budge, Ivor Crewe and Denis Farlie (eds) Party Identification and Beyond
(London: Wiley).

Johnston, J. and J. DiNardo (1997) Econometric Methods, 4th edn (New York:
McGraw-Hill).

Katz, R. (1980) A Theory of Parties and Electoral Systems (Baltimore: Johns Hopkins
University Press).

Kim, H.M. and R. Fording (1998) ‘Voter Ideology in Western Democracies’, Euro-
pean Journal of Political Research 33:1, 73–97.

Klingemann, H.-D., A. Volkens, J. Bara, M. McDonald and I. Budge (2006)
Mapping Policy Preferences II. Estimates for Parties, Electors and Governments: Eastern
Europe, EU and OECD, 1990–2003. (Oxford: Oxford University Press).

Knutsen, O. (1998) ‘Expert Judgements of the Left-Right Location of Political
Parties: A Comparative Longitudinal Study’, West European Politics 21:2, 63–94.

Laver, M.J. and I. Budge (1992) Party Policy and Government Coalitions (London: St.
Martin’s).

Laver, M. and W.B. Hunt (1992) Policy and Party Competition (New York: Rout-
ledge).

Laver, Michael and Kenneth Shepsle (1996) Making and Breaking Governments
(Cambridge: Cambridge University Press).

Laver, M., K. Benoit and J. Garry (2004) ‘Extracting Policy Positions from Political
Texts Using Words as Data’, American Political Science Review 98:2, 311–331.

Lipset, S.M. and S. Rokkan (eds) (1967) ‘Cleavages Structures, Party Systems and
Voter Alignments: An Introduction’, in S.M. Lipset and S. Rokkan (eds) Party
Systems and Voter Alignments (New York: Free Press).

McDonald, M.D. and I. Budge (n.d.) ‘From Preferences to Policy: The Median
Mandate Theory of Elections’, unpublished manuscript Binghamton University
and University of Essex.

McDonald, M.D. and S.M. Mendes (2001) ‘The Policy Space of Party Manifestos’,
in Michael Laver (ed.) Estimating the Policy Position of Political Actors (London:
Routledge).

McDonald, M.D., I. Budge and P. Pennings (2004) ‘Choice versus Sensitivity: Party
Reactions to Public Concerns’, European Journal of Political Research 43: 845–868.

McDonald, M.D., S.M. Mendes and I. Budge (2004) ‘What Are Elections For? Con-
ferring the Median Mandate’, British Journal of Political Science 34:1, 1–26.

McDonald, M.D., A. Paskiviciute, R. Best and R. Cremona (2004) ‘Out of Equilib-
rium: A Positive Theory of Parties and Representation’ Paper presented at the
2004 meeting of the Public Choice Society, Baltimore, MD.

McKelvey R.D. (1976) ‘Intransitivities in Multidimensional Voting Models and Some
Implications for Agenda Control’, Journal of Economic Theory 12: 472–482.

McKelvey R.D. and P.C. Ordeshook (1985) ‘Sequential Elections with Limited
Information’, American Journal of Political Science 29:3, 480–512.

Parties in democracies 103



Michels, Roberto (1949) Political Parties, Glencoe (Free Press).
Müller, W.C. and K. Strøm (eds) (2000) Coalition Governments in Western Europe

(Oxford: Oxford University Press).
Pierce, J.C and D.P. Rose (1974) ‘Nonattitudes and American Public Opinion’,

American Political Science Review 68: 626–49.
Pindyck, R.S. and D.L. Rubinfeld (1991) Econometric Models and Econometric

Forecasts, 3rd edn (New York: McGraw-Hill).
Powell, G. Bingham (2000) Elections as Instruments for Democracy: Majoritarian and

Proportional Visions (New Haven, CT: Yale University Press).
Powell, G.B. and G. Vanberg (2000) ‘Election Laws, Disproportionality and

Median Correspondence: Implications for Two Visions of Democracy’, British
Journal of Political Science 30:3, 383–411.

Robertson, D. (1976) A Theory of Party Competition (London and New York: Wiley).
Schatteschneider, E.E. (1942) Party Government (New York: Holt, Rinehart,

Winston).
Schofield, N. (1978) ‘The Instability of Simple Dynamic Games’, Review of Economic

Studies 45: 575–594.
Schumpeter, J.A. (1942) Capitalism, Socialism and Democracy (New York: Harper &

Row).
Snyder, J.M. Jr. and M.M. Ting (2002) ‘An Informational Rationale for Political

Parties’, American Journal of Political Science 46:1, 90–110.
Stimson, J.A., M.B. MacKuen and R.S. Erikson. (1995) ‘Dynamic Representation’,

American Political Science Review 89: 543–565.
Sullivan, J.L. and R.E. O’Connor (1972) ‘Electoral Choice and Popular Control of

Public Policy’, American Political Science Review 66:4, 1256–1268.
Volkens, A. (2001) ‘Manifesto Research Since 1979: From Reliability to Validity’,

in Michael Laver (ed.) Estimating the Policy Positions of Political Actors (London:
Routledge).

104 Michael D. McDonald



5 Do parties reflect public
concerns?

Judith Bara

Introduction

The Manifesto Research Group (MRG) project is regarded as a landmark
in empirical political science, not only in its own right, nor simply because
of its rich, publicly available data set, but also because it provides a well-
validated standard for parallel types of study. The project has shown that it
is possible to create reliable time series estimates of party preferences
across a broad range of strategic policy areas by content analysing election
manifestos. This has allowed us, inter alia, to map changes and trends in
what parties see as important over time. (Budge et al., 2001) In recent
years, computerisation of content analysis has also been employed not
only to speed up the actual process of coding but also to enhance reliabil-
ity. Examples of different approaches attesting to greater or lesser degrees
of success now abound. (See; inter alia, Bara, 2001a; Bara 2001b; Laver,
2001; Laver and Garry, 2000; Laver et al., 2003). Much of this is related to
developing accurate measures, not only of issue salience, but also of direc-
tion/ideological positioning, using ‘leftist’ or ‘rightist’ language and dis-
course.

It is long been argued that such research into party ‘preferences’ is at
the heart of rational choice theories of democracy (Downs, 1957). This
taps into the core of what parties are really all about, not only in terms of
their ideological ‘space’ but also in relation to their representative nature.
Who or what do parties represent in a democratic polity? Is it a series of
philosophically informed ideas about how society ‘ought to be’? Is it a
group (or groups) of people who are bound together by cultural ties? Or
is it to try to solve problems that the public believe to be important and
bring about truly popular government? This discussion will suggest how
we might investigate part of this last suggestion by offering some thoughts
on a revised analysis of the content of political party manifestos in relation
to public opinion data.

Of course this is not the first time such an approach has been
embarked upon. It is a contested area of study both within and outside 
the political science community, and is also grounded in a much more



fundamental debate at the root of liberal democratic theory. V.O. Key Jr
(1961) indeed hypothesised that a successful democracy has to engage the
public in the policy process. Downs (1957) had already created the possi-
bility for the median voter theorem in the sense that the electorate’s pref-
erences coalesce with those of the winning party – thus inferring shared
outlook, beliefs, concerns between a majority of the voting public and the
agenda of the winning party. Dahl (1989) suggested that a ‘reasonable jus-
tification’ for democracy might be reflected by the fact that governments
can be persuaded to do what the majority of the public really want them
to do in policy terms. Riker (1993) edited a series of essays on the specifi-
cation, origin and manipulation of issues, although much of this was spec-
ulative since data was lacking for a systematic comparison of party and
public concerns.

Although much of the research associated with late twentieth century
efforts to link public, party and government concerns has related to
‘median voter’ studies, there is another focus which deals with the link
between public opinion and party policy preferences, using manifestos as
a major data source. Among the more notable examples of this approach
are Budge and Farlie (1983), Budge et al. (1996a), Huber and Powell
(1994), Monroe (1998), McCombs and Zhu (1995), McDonald et al.
(1998) and Budge et al. (1999). These focus on a variety of concerns and
tend to concentrate on ‘left–right’ comparisons. Most prioritise the inter-
face between public policy preferences and government policy outcome,
rather than public and party preferences. Budge et al. (1996a, b) are
exceptions in that they do use a party focus, but they also use standard
Manifesto Research Group (MRG) estimates to effect comparisons. The
majority of these studies have used responses to the most important
problem (MIP) question: ‘What is the most important problem facing the
country today?’ as a source for public opinion data.

In order to examine how far parties reflect concerns nominated by the
public as ‘important’, Bara (2001a) focused on a different content analysis
of party manifestos and platforms based on the public’s perception of
issue or policy importance as expressed in responses to the MIP question.
This was done partly for methodological purposes to test the ‘goodness of
fit’ between computerised coding and manual coding by validating a data
set based on fully computerised estimates. The results of this analysis not
only demonstrated good face validity, but also produced interesting and
substantive information about trends in policy priorities favoured by the
major political parties in Great Britain and the United States from 1945 to
1997. The current study builds on the more successful elements of this
analysis in order to engage in a preliminary assessment of how far parties
actually do reflect public concerns.
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Using party election programmes as a vehicle for analysing
the party – public opinion interface

It is not the intention here to reiterate the development of content analy-
sis of party manifestos, which can be found in succinct form elsewhere
(Budge and Bara, 2001). What is necessary, however, is to show whether
or not party programmes reflect patterns of issue/policy/problem/con-
cerns reported by the public. In other words, we need to code party pro-
grammes into categories constructed in the terms indicated by the
electorate’s responses to the MIP question. Such an undertaking is, need-
less to say, not without its problems.

The MIP question itself has come under significant scrutiny in recent
years, mainly in relation to work on American data. Contributions by
McCombs (1999), Burstein (2003), Wlezien and Franklin (1997) and
Wlezien (2004) to this debate are good illustrations. Indeed, these authors
question what precisely the MIP question seeks to measure – saliency or
importance? issues or problems? – to say nothing of the possibility that
responses to the question might be both ‘a function of importance and
the degree to which it is a problem’ (Wlezien, 2004: 23). There are also
problems relating to the fact that the wording of ‘MIP’ questions has
altered over time.

Whilst noting such concerns, this discussion will not engage with ques-
tions such as these. It reports what is primarily an exploratory venture and
will take the view that the issue areas cited by respondents to the MIP
question signify that these are things that ‘matter’ to them and might
reflect a variety of different concerns which the issue encapsulates for
such respondents. It also recognises that sometimes answers to MIP ques-
tions may have little to do with considered and informed responses or
rational judgement. Rather, many answers might well reflect short-term,
often non-political, frustrations or general patterns of attitudes and values.
For example, giving ‘transport’ as the MIP because the respondent had
missed a bus and was late for work, or ‘immigration’ because s/he had
seen an inflated figure relating to the volume of ‘bogus’ asylum seekers
entering the country in the newspapers.

Riker (1993) took a robustly straightforward approach to such matters.
He conceptualised issues as being ‘whatever some people think are issues’.
In other words, there does not necessarily need to be a tight, universally
accepted definition. What is important is that such matters or concerns
are able to be politicised and, as such, are worthy of investigation. Prob-
lems of definition and measurement notwithstanding, answers to such a
direct and simple question as the MIP can tap into popular concerns and
facilitate the construction of a relatively straightforward computerised
coding scheme – such as that constructed for this exercise.

The purpose of this study is therefore to investigate how far major
British political parties reflect public concerns by creating a new
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manifesto data set derived from a coding scheme (dictionary) based on
MIP responses. This will then be compared with MIP responses them-
selves. The proposition under investigation is that manifestos for each
party will reflect these concerns but that this relationship will be less reflec-
tive of the public’s concerns than of the concerns of the other parties. After all,
parties which are serious contenders for office all monitor MIP responses
quite closely and indeed may well also try to ‘guide’ public opinion to
their own way of thinking in this respect often with the help of the media.

Data

The particular data used for such a purpose in this study are derived from the
responses of Gallup MIP questions carried out regularly intervals in Great
Britain between 1964 and 2000 and published in a single volume. (King,
2001) For 2001, this is supplemented with data derived from the British Elec-
tion Study (2001) and compared with the data published in the Gallup Polit-
ical and Economic Index.1 However, as we are aware, even over time data
derived from a single source is not always without its problems and the case
here is no exception. Indeed there are at least four problems relevant to this
exercise, besides the well-known difficulties associated with coding!

First, the ‘MIP’ question may not always be as it seems, since the
wording varies among the separate surveys. Up to 1964, the question was
‘which of these [areas or issues] is the most important problem facing the
country today?’ From 1966 this was changed to ‘What would you say is the
most urgent problem facing the country at the present time?’ (King,
2001). Despite this – and bearing in mind that most discussion will relate
to the post-1970 period – the term ‘MIP’ will be retained for purposes of
this exercise as a convenient shorthand. In any case, we are examining
estimates and inferences rather than precise measures of causality. That
said, we should nonetheless be aware that there is a difference in terms of
what we understand by ‘urgency’ as compared with ‘important’, discussion
of which forms part of the debate presented by Wlezien (2004) inter alia.

Second, the question itself may not have been asked in every politically
oriented survey carried out by Gallup. Hence, there are uneven numbers
of results able to be tracked throughout the period. For example, for the
1966 and 1970 elections, only one set of figures was easily available in stan-
dardised form.

Additionally, there are instances where respondents might insist that
there is more than one concern of urgency or importance and refuse to be
drawn on making a choice between these. Some surveys do contain supple-
mentary questions of ‘and what is the next most important/ urgent?’ type.
Finally, prior to 1968, respondents were shown lists of issues to choose from,
rather than be allowed to present their own choice in answering a com-
pletely open-ended question, which for our purposes would certainly have
been preferable and more directly comparative over time.
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These problems notwithstanding, this material is still a good source to
draw on. The actual data compiled for this exercise represents (apart
from 1966 and 1970) mean percentage mentions of problems/concerns
in surveys reported during the 12 months prior to the election, excluding
the month of the election itself. Percentages are calculated on the basis of
the total number of responses to the MIP question. The choice of 12
months is in many ways arbitrary. The logic behind it is that in previous
studies, averages or annualised figures for the election year have been
used (see for example, Budge et al., 1996a, b; Bara, 2001a). However,
these are less than satisfactory for a number of reasons. The task of pro-
ducing a manifesto is not something that is done immediately prior to the
election. It takes place over several months and has become a much more
institutionalised process. Indeed, one might be tempted to suggest that
this starts the day following the previous election! Using the data for elec-
tion years is also problematic as the election may take place early in the
year and much of the material contained in poll responses after this will
be of dubious relevance. By using an estimate of public concerns covering
a period of several months leading up to the election, it is possible to tap
more relevant material.2 We should also bear in mind that the public are
much more fickle, volatile, and reactive and focused on shorter time spans
than parties. Parties tend to think further ahead in terms of what they can
do in the future to progress policy – and of course to win electoral support
– rather than wishing to dwell on mistakes of the past.

With regard to the MIP responses, all reported Gallup categories were
taken as the basis for the coding scheme for the party manifestos as well as
for reporting public concerns. Some of these are very minor and are
either discounted or collapsed into a relevant, larger category, for
example ‘Petrol Prices’ became part of the ‘Other/General economic’
category. In the event, 19 categories were taken as indicative of both
public and policy concerns over the period. Seventeen of these were then
collapsed to form four substantive domains which focused on the areas of
Economic, Social, Foreign and Environmental policy. The precise configu-
ration of these categories is shown in Table 5.1.

The party programmatic data were derived from computerised content
analysis of the full manifestos of the British Conservative, Labour and
Liberal/Liberal Democrat parties3 for eight general elections 1964–70 and
1979–97. These were generated from electronic sources and prepared in
appropriate format for computer analysis. As far as possible, the original
MRG units of analysis (quasi-sentences) were replicated.

Producing reliable and valid estimates

One of the greatest strengths of computerised coding is indeed its poten-
tial for providing reliable estimates derived from content analysis. We can
be certain that when we apply the same coding procedure to the same
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document by means of a computer this will always be applied in exactly
the same manner so, assuming the dictionary is appropriate, there are vir-
tually no reliability problems. Application of the computerised dictionary
based on MIP responses to the manifesto texts thus gives us a general indi-
cation of how far manifestos reflect public concerns.

There are however problems relating to validity which become espe-
cially relevant when assessing the results of computerised coding. Validity
issues are not a new problem for textual analysis of political material
(Budge, 2001) but are especially relevant to computerised analysis. Once
we go beyond the simple procedure of building frequencies based on
word-counts we need to infer context, specific meaning and possibly direc-
tion of ideological tendency, for example in terms of policy reflecting
ideological positions on the ‘left’ or ‘right’ (Bara, 2001b). Earlier attempts
to create a computerised dictionary which used MIP responses as a guide
were thus validated against a parallel set of manual codings, as well as
assessing face validity using mapping techniques and statistical testing.
Given the high correlation across more than three-quarters of the results
(Bara, 2001a), the present study is based entirely on computerised coding
using the 19 category dictionary. Each category comprises a series of
words, word strings (e.g. Common Agricultural Policy), word stems (e.g.
‘migra’, ‘milit’) and relevant abbreviations (e.g. BSE). Categories may tap
both direct mention and associations, surrogates or euphemisms used in
the manifesto.

The dictionary was applied using TEXTPACK 7 software4 as this pro-
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Table 5.1 Coding categories and domains

Category number Category name Domain

1 Cost of living Economy
2 Unemployment Economy
3 Other/General economic Economy
4 Education Social
5 Health Social
6 Housing Social
7 Immigration Social
8 Strikes Economic
9 Pensions Social

10 Law and order Social
11 Poll tax/rates –
12 Fuel shortages Economic
13 Benefits Social
14 Defence Foreign
15 International Foreign
16 Europe Foreign
17 Ireland –
18 Environment Environment
19 Farming Environment



vides for the creation of dedicated dictionaries, a ‘keyword in context’
facility to check instances where words might have two meanings (e.g.
‘drugs’ in terms of health and/or law and order issues) and interfaces
fairly easily with other software packages. It was also possible to apply the
dictionary to analytic units which replicated those of the manual scheme
as far as possible.

Reporting the results

Results of the analysis are reported in terms of three sets of indicators,
each of which will assess whether there is evidence of party policy esti-
mates reflecting public concerns, and will address the proposition sug-
gested earlier – that manifestos for each party will reflect these concerns
but that the distribution will be less reflective of the public’s concerns
than of those of the other parties.

• Rankings of ‘Top Ten’ concerns for the two ‘critical’ elections of 1979
and 1997 (as examples) will be reported for the public opinion data
and the party manifestos.

• Maps for public opinion and party manifesto concerns along the
policy domains.

• Basic statistical analysis: means and correlations.

The second and third of these will encompass comparisons between the
computerised estimates and original MRG data – a well-accepted ‘stan-
dard’ for validation purposes. In order to provide for a ‘level playing field’
it is necessary to recompute the original economic, social and foreign
domains, and to create a new environmental domain. This is created by
grouping together variables as set out in Table 5.2.

Rankings of ‘Top Ten’ concerns

It is inevitable that economic matters are of considerable importance for
all parties and for the public. In the case of public opinion, the margin
between concern for economic matters and all others is very great. Like-
wise, although of lesser magnitude, economic matters predominate for
the parties across a large section of the post-war period. When considering
rank ordering we thus have to be clear that there are considerable differ-
ences of emphasis with regard to the positions. Some of the lower ranks
are indeed often occupied by concerns that certainly represent less than 5
per cent of total estimates. ‘Other’ or ‘general’ economic matters are con-
sistently ranked first for all parties across the eight elections considered
here, whereas for the public, this category averaged fourth – although
other categories reflecting economic concerns, unemployment and, often,
cost of living, ranked first and second.
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Rankings for 1979 and 1997 are examined as these are the two most
‘critical’ elections since 1945 in terms of bringing about not only change
of government but also significant changes in policy emphasis. This
notwithstanding we can see that despite a few idiosyncrasies there is still a
generally high level of ‘agreement’ among parties about what are seen as
significant issues than there is between any of the parties and the public. If

112 Judith Bara

Table 5.2 Manifesto categories and domains

Category number Category name Domain

401 Free enterprise Economic
402 Incentives Economic
403 Market regulation Economic
404 Economic planning Economic
405 Corporatism Economic
406 Protectionism positive Economic
407 Protectionism negative Economic
408 Economic goals Economic
409 Keynesian demand management Economic
410 Productivity Economic
411 Technology and infrastructure Economic
412 Controlled economy Economic
413 Nationalisation Economic
414 Economic orthodoxy Economic
701 Labour groups positive Economic
702 Labour groups negative Economic
504 Welfare state expansion Social
505 Welfare state limitation Social
506 Education expansion Social
507 Education limitation Social
601 National way of Life positive Social
602 National way of Life negative Social
603 Traditional morality positive Social
604 Traditional morality negative Social
605 Law and order Social
607 Multiculturalism positive Social
608 Multiculturalism positive Social
101 Foreign special relations positive Foreign
102 Foreign special relations negative Foreign
103 Anti-imperialism Foreign
104 Military positive Foreign
105 Military negative Foreign
106 Peace Foreign
107 Internationalism positive Foreign
108 European community positive Foreign
109 Internationalism negative Foreign
110 European community negative Foreign
416 Anti-growth Environment
501` Environmental protection Environment
703 Agriculture and farmers Environment



we take a fairly arbitrary indication based on how many concerns voiced
by the public fall within two ranks for the parties, we can see that this is
fairly low for both elections. Nor is there any discernible relationship
between winning parties being closer to public concerns in terms of rank-
ings. What emerge as interesting, however, are changing trends in terms
of the political agenda, with social matters overtaking the economy as sub-
jects of concern. This is seen even more clearly in the party maps.
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Table 5.3a Ranking of ‘top ten’ issues, 1979

Issue POP Conservative Labour Lib Democrat

Unemployment 1 8
Cost of living 1 9
Strikes 3 6
Economy 4 1 1 1
Law and order 5 2 3 2
Immigration 6
Housing 7 9 7 7
Health 8 5 4 9
Benefits 9 8 9 10
Education 10 5
International 3 2 3
Environment 4
Defence 4 5 5
Europe 7
Farming 6 6 9
Pensions 9

% within two places of POP position 20% 30% 30%

Table 5.3b Ranking of ‘top ten’ issues, 1997

Issue POP Conservative Labour Lib Democrat

Unemployment 1
Health 2 5 5 2
Education 3 4 3 5
Law and order 4 2 2 3
Europe 5 6 9 8
Cost of Living 6
Farming 7
Economy 8 1 1 1
Housing 9
Pensions 10 10 10
Environment 9 7 4
International 3 4 7
Benefits 8 8 9
% within two places of POP position 40% 30% 30%



Mapping trends in domain importance

We can appreciate the ebbs and flows in the importance of different
policy domains if we look at maps of their contribution to party manifesto
content and proportion of overall MIP responses in the case of public
opinion. The prevailing wisdom of recent years is that ‘it is the economy,
stupid’. But is this borne out by the evidence available here?

With regard to the public opinion picture (Figure 5.1), economic con-
cerns clearly predominate through the sixties to 1992. However, we can
also see that these reached a high in the mid-eighties and subsequently
began to diminish, gradually being overtaken by social concerns. Notable
here are concerns over law and order and health. Indeed, from the mid-
seventies, an inverse relationship between economic and social matters
seems to be developing. By 2001 social concerns overtake economic con-
cerns for the public – as indeed an MRG-based analysis also shows in the
case of the parties (Bara and Budge, 2001).

As expected, foreign policy concerns are clearly of much less interest to
the public than to the parties from the mid-sixties. The slight surge in
1983 undoubtedly reflects worries related to the Falklands crisis, just as a
similar move in 1997 is probably due to slightly greater concern over
European matters. Environmental matters show a remarkable steadiness
in terms of lack of interest until 1997, where the rise is surely related to
the BSE crisis. How do these patterns compare with party policy estimates?

The Conservative picture is reflective of public opinion patterns despite
differences in degree of importance afforded to the domains. The
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domestic agenda is clearly dominant with between 25 and 50 per cent of
manifesto content taken up by economic and social matters. Whilst these
have an essentially inverse relationship, this is less marked than that per-
ceived in the public opinion data. The foreign policy domain, however, is
almost the opposite of the public opinion result, while environmental con-
cerns show a similar pattern for both party and public.

For Labour like the Conservatives, the relationship between economic
and social concerns is much closer than is the case for the public, and
both occupy similar proportions of space across the manifestos. Unlike
the public opinion and Conservative patterns, Labour does not show a
significant rise in concern for social matters – indeed there is a decrease
after 1992. Foreign policy also shows declining importance and the
environment is slightly more important (and volatile) than in the public
or Conservative maps – but less erratic than in the case of the Liberal
Democrats.

The Liberal Democrats show a much more volatile picture across all
four domains than either of the other parties or public opinion. Indeed, it
is striking that concern over social matters emerges much earlier in their
case, although until the nineties, its movement is parallel to that of the
economic domain. Foreign policy also appears somewhat higher on the
agenda – no doubt reflective of the party’s longstanding concerns with
internationalism and Europe. The environment is also more prominent.

But of course public opinion estimates are not the only material with
which this new data can be compared. The original MRG data also had a
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great deal to say about much of this and can act as a benchmark for vali-
dating this new computerised analysis of the documents. This will be
shown by reference to the economic domain.

In the case of the economic domain we can see immediately that the
new computerised estimates are closer in terms of degree of emphasis
shown by the MRG estimates than to public opinion patterns, despite
broad similarities in patterns of movement. Overall, the party positions are
closer to each other than to the public opinion estimates. However, even
though this is clear at face value, correlations between the different posi-
tions are not significant – possibly in part a function of low numbers of
cases (see Table 5.5).

The results concerning the social domain present a similar picture,
although here the Conservatives also manifest a much greater degree of
closeness than was the case with economic matters. It is also interesting
that there is a closer relationship with the public opinion trend than in
the case of the economic domain. The positions of the parties are also
quite close as are differences between the computerised estimates and the
MRG ones. Indeed in the case of the environment domain, correspon-
dence in terms of closeness of fit between the MRG and computerised esti-
mates is more decisive. However patterns relating to foreign policy are less
clear. The Conservatives show the greatest degree of similarity between
MRG and the computerised coding. From 1979, the public opinion esti-
mates also show a similar pattern. Labour and the Liberal Democrats fail
to provide such a clear pattern.
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Means and correlations

If we compare means, there is little difference between the computerised
and MRG estimates for Labour and Liberal Democrat in the case of the
economic domain and for the social domain; differences in means are
quite low for all parties – between 1.9 and 2.2.

In relation to foreign policy the mean difference for the two sets of
Conservative estimates is quite high at 6 per cent. Labour and the Liberal
Democrats show lower average differences – especially in the case of the
Liberal Democrats at 0.9. The environment domain, however, suggest a
good fit with mean differences of between only 0.1 and 1.0 across all three
parties.

We now come to the overall correlations across the domains for all
party and public opinion estimates. These are encouraging in that all the
relationships are shown as significant and there are some interesting
trends within these results (see Table 5.5).

The lowest sets of figures that emerge are for the relationship between
the public opinion estimates and the party policy estimates. There is no
material difference between the magnitude of the coefficients for the
MRG and computerised estimates in relation to public opinion. Indeed,
the only discernible difference is in the case of the Conservatives, and
even here it is only 0.121. The correlation results for computerised party
estimates set against the MRG standard are somewhat higher, especially
for Conservative and Labour, which is a convincing endorsement of the
estimates based on computerised coding.

Finally, when the correlations for different pairs of party estimates are
examined, the results suggest that the proposition that parties will tend to
reflect each other’s concerns to a greater degree than those of the public
is clearly corroborated. The set of inter-party correlations with the highest
coefficients is that based on computerised coding.

These results suggest that the parties are not simply responding to
public considerations in terms of setting their policy agendas. Rather,
whilst all parties clearly pay some attention to public concerns, they con-
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Table 5.4 Means

Party Economic Social Foreign Environment
domain domain domain domain

Comp MRG Comp MRG Comp MRG Comp MRG

Conservative 22.5 29.3 25.5 22.8 13.2 8.1 4.3 5.1

Labour 22.7 22.8 26.4 28.3 16.3 10.3 4.4 4.5

Lib. Democrat 20.4 18.1 25.9 23.7 12.6 11.7 6.7 7.7
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tinue to set their own agenda in terms of their own priorities and ideo-
logical base. However, there is a suggestion that parties also pay attention
to what their rivals are saying. Manifestos are no longer conceived in
secret and their general content is discussed publicly for some time prior
to an election. The major parties in Britain are concerned neither to be
outflanked on policy initiatives by their rivals, nor to ignore the priorities
of their own membership. Manifestos are not yet simply the products of
focus group research.

Conclusion

The results of this investigation of correspondence between public and
party priorities in terms of policy areas suggest that indeed there are dif-
ferences in terms of both ranking of specific concerns and degree to
which these – and indeed broader policy domains – are viewed as import-
ant. In general, the parties and the public are interested in matters con-
cerning economic well-being and social stability, but these concerns do
not always manifest themselves in the same manner, or to the same degree
of concern.

It is also the case that most of the time the public are not very inter-
ested in foreign and defence matters – especially since the end of the Cold
War. Certainly specific events, such as the Falklands or Iraq crises, or even
a development concerning the European Union may trigger an interest.
Most of the time, however, the domestic agenda, and especially day-to-day
concerns over the economy, crime, education, health etc. are seen as con-
siderably more important or urgent. Parties likewise manifest a declining
prioritisation for foreign and defence matters, but by no means to such a
low level as the public. There is also evidence that economic concerns
have declined in importance in favour of social matters.

The environmental domain shows a similar pattern, with particular
crises such as BSE triggering greater degree of concern, and the parties
overall showing somewhat more interest. Whilst prioritising economic and
social matters over the past 40 or so years, the parties nevertheless mani-
fest a more balanced approach. The public tend to throw their weight
behind a single area and sometimes a single element within it, such as
unemployment in the case of the economy.

With regard to the parties themselves, the results also back up the initial
proposition that they are more likely to show affinity with each other in
terms of policy areas or discrete aspects of these, than with the public.

However, we must always bear in mind the pitfalls of investigations such
as this. Not only are the public notoriously subjective, fickle and prone to
volatile behaviour in terms of what they regard as politically important –
often as a function of media coverage – but the data reflecting public
opinion is itself less than completely reliable. This does not preclude us
from using it as a guide but we should be aware of its shortcomings.
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Parties are more concerned with medium-term issues, relating to the
span of one, or sometimes two parliament(s). They take a more measured
view of what should be prioritised in terms of policy. They not only need
to have policies for the whole gamut of government activity, as opposed to
the ‘concern of the moment’, but they also have to produce the basis for
feasible policy outcomes. In order to be able to achieve all this they need
to get themselves elected, so they will need to keep a weather eye on what
their opponents are planning and try to find something which will give
them an edge. This is where paying some attention to what the public is
concerned about may well produce results. Hence, party policy prefer-
ences are bound to differ, at least in degree, when compared to those of
the public, and this is reflected in the results discussed above.

There are also a further series of investigations which could indeed
provide additional insight into how far parties are leading or responding
to public concerns, and whether the time lags involved produce effects
which are indeed ‘delayed’ reactions. This might be identified more
clearly by focusing on a monthly MIP cycle rather than simply looking at
annual estimates based on means or other calculations. Additional
content analysis might also locate when instances of concerns being satis-
fied by government, or at least dispelled, could be triggers for new issues
of concern to emerge between elections.

One thing clearly demonstrated by this study is that the computerised
coding shows a close degree of correspondence with the MRG estimates.
This could indeed be related to the fact that the dictionary used in the
study is simple, relatively unambiguous and based on plain language and
easy to apply. However this may be a doubled-edged situation as these
benefits might also signify limitations. Before we decide to go along a
fully-fledged computerised route in the future, let us be clear that prob-
lems still remain, despite improvements in coding techniques in recent
years. We may indeed not be tapping into sufficient variables and thus
might not be exposing a full picture or set of relationships between
parties, public and government. So, as far as the computerised coding is
concerned, we should remain cautious about applying the dictionary used
here as a fully-fledged investigative aid. The fact that not all policy
domains yielded significant comparisons between manual and computer
coding suggests that more work remains to be done.

On the other hand, this investigation does demonstrate that, at least for
a range of the election programmes of the major parties in Great Britain,
computerised content analysis can produce estimates that appear to be as
valid as those produced by manual coding. The present results, provide
further evidence to suggest that there is cause for optimism that comput-
erised coding can become a valid alternative, certainly in order to engage
in future investigation into the degree of correspondence between per-
ceptions of policy areas held by the public and by political parties.
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Notes
1 I am very grateful to Anthony King for providing relevant 2001 Gallup Poll

material. I also appreciate comment on an earlier presentation of the material
discussed in this chapter from Hugh Ward, John Bartle, Ian McLean and Paul
Whiteley.

2 The number of surveys concerned varied as follows. 1964 and 2001=10; 1966
and 1970=1; 1979, 1983 and 1987=12; 1992 and 1997=14.

3 The term Liberal Democrat will be used throughout the discussion to denote
‘Liberal’ prior to 1983 and Liberal-Social Democrat Alliance, 1983–87.

4 Investigation into the suitability of TEXTPACK 7 and initial training in its appli-
cation was conducted at the ZA-EUROLAB, Zentralarchiv für Empirische Sozial-
forschung at the Universität zu Köln. I should like to thank especially Ekkehart
Mochmann, Ingvill C. Mochmann and Bruno Hopp for their advice and
support during my time spent there on study visits, 1997–99 and afterwards. I
am also grateful to the European Union’s TMR-LSF initiative for funding these
visits.
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Part II

Methodological
directions and challenges





6 The dimensionality of party
ideologies

Iain McLean

Introduction: garbage in, gold out?

The Manifesto Group data series has only one equivalent of equal weight
in the whole of political science, namely the time-series of national election
surveys in most democracies. The world needs both series if it is to test
even the most commonplace generalisations about the interaction between
voters and politicians. However, many observers are sceptical of the value
of Manifesto Group data, unlike that of the national election studies. This
section considers the criticism that content analysis, however sophisticated,
offers only garbage in, garbage out. It defends the method by reference not
only to the MRG/CMP project but also to the other most important
content analysis in political science, namely W.H. Riker’s analysis of argu-
ments for and against ratifying the Constitution of the United States. The
second section compares the Budgean analysts of the CMP with other work
in neighbouring fields of political science. The final section considers how
many political dimensions there truly are in a large democracy.

Budge and Bara (2001: 4–5) show that measuring media coverage by
the column inch predates the Second World War. Harold Lasswell found
out that in the summer of 1939 negative references to the Soviet Union in
German papers tailed off ahead of the Nazi–Soviet Pact, which neverthe-
less came as a total surprise to the governments of the UK and the USA
(not to mention Poland). Meanwhile, in a different sector of political
science, the then-ignored Lewis Richardson was engaged on his huge cate-
gorisation of dyads and moods in international relations. Richardson’s
idea was both to collect data and to derive equations for the mathematical
physics of war (Sutherland, 1993; Nicholson, 1999). The Richardson cate-
gorisation of dyads and moods is formally similar to the MRG/CMP’s pro-
cedure of classifying all sentences in party manifestos. Perhaps a group of
international relations scholars with money and devotion might bring the
two together. They could compare CMP statements in the party mani-
festos of dyads of countries about one another – as part of the Democratic
Peace research project (e.g. Russett 1994), of which Richardson would
have thoroughly approved?



Nevertheless, content analysis has always aroused some suspicion. Is it
not garbage in, garbage out? Most of what politicians say and the papers
write is garbage: so how can one justify analysing it, by howsoever
sophisticated a method? The MRG are not the only group to have been
exposed to this criticism. So was Richardson, whose recognition was
limited to the USA and whose reception by UK international relations
scholars was frosty until as late as Nicholson (1999). The pioneer study of
Commons Early Day Motions by Berrington et al. (Finer et al., 1961;
Berrington, 1973; McLean, 1995) met with similar scorn in some circles.
The tough question is this. Are party manifestos (and political speeches
about foreign relations, and Early Day Motions) such cheap talk that they
are not even worth analysing?

I think that the MRG/CMP team are entitled to give a weak and a
strong answer. The weak answer runs: The data are what they are. Content
analysis of them is better than anecdotal discussion, unsystematic sampling, or
ignoring them altogether, which are the only three alternatives. The strong answer
runs: The data yield real, reliable and valid results, which are consistent with
results from other methods and which combine to form the counterpart to data on
electoral opinion.

Even the weak answer says something to historians and to those who
typically use historians’ methods of archival study. Anybody who has
worked in political history has to get gold from dross: must process a great
deal of ore, some of much higher quality than other, in order to derive a
few ounces of precious metal. Historians do not spend long enough think-
ing about sampling and representativeness. For some documents, it is
appropriate to take a 100 per cent sample. The records of the central
policy departments of a government may be a case in point. But even
there, the serious historian will become weighted down in departmental
archives before she has gone very far. How can she assure her readers that
what she quotes is representative of what was said and done? For other
documents, such as newspapers, social scientists are primarily interested in
the generalisable; historians primarily in the unique. But even historians
cannot always operate on a 100 per cent sample. Life is too short, and
research grants are even shorter. The problems of appropriate sampling
from historical records are real, serious and far too little discussed.

The MRG/CMP begins with an unassimilable amount of primary data –
all party manifestos since 1945 in its set of countries (with the exceptions
candidly listed in Budge et al., 2001, Appendix IV). This unassimilable can
be assimilated in three ways: by unsystematic sampling, by systematic sam-
pling, or by reduction of the 100 per cent sample to an interpretable body
of data. All historians and many political scientists follow the first route.
The second route would be better than the first, but the third – the
MRG/CMP route – is better than the second.

The Manifesto group report their reliability and validity testing in
Volkens (2001). Reliability includes inter-coding reliability and inter-
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language reliability. Garry (1999, 2001) reports that, without knowing any
Norwegian, he computer-coded Norwegian party manifestos at a number
of elections and the resulting policy positions replicated those derived
from the MRG/CMP coding of the same manifestos. This establishes the
MRG/CMP hand-coding as the bedrock on which future electronic
coding could be built.

The MRG method assumes that party manifestos do not argue with one
another. They talk past one another. The Conservatory Party says “We will
preserve Ruritania’s military greatness”. The Laboratory Party says “We will
free the wretched people of Ruritania’s oppressed colonies”. Using this
insight, the MRG/CMP has generated 56 coding categories for manifesto
sentences, such as “Foreign Special Relationships: Positive” and “Keynesian
Demand Management”. It has also, perhaps more controversially, generated
a unidimensional left–right positioning for the parties in its set. A party
gains “left” points for sentences classed into the left-hand column of Table
6.1, and “right” points for sentences classed into the right-hand column.

Budge et al. (2001: 22–23) make two points about Table 6.1. First, that
factor analysis confirms that these sentences are associated. A manifesto
which contains one of the left-column sentences tends to contain others,
and the same for the right-column sentences. Second, that the MRG
scoring scheme scores the “leftness” of a manifesto not by the simple ratio
of left to right sentences, but by the net leftness of its left–right sentences
as a proportion of all sentences in the manifesto. The following explanation is
thoroughly Richardsonian:

[A] party that makes 200 statements with 100 (or 50%) of them about
Left items and 40 (or 20%) about Right items receives a score of –30
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Table 6.1 Sentences that give rise to “left” and “right” scores in the MRG coding
scheme

Left-wing sentences Right-wing sentences

Decolonisation Military: positive
Military: negative Freedom, human rights
Peace Constitutionalism: positive
Internationalism: positive Effective authority
Democracy Free enterprise
Regulate capitalism Economic incentives
Economic planning Protectionism: negative
Protectionism: positive Economic orthodoxy
Controlled economy Social services limitation
Nationalisation National way of life: positive
Social Services: expansion Traditional morality: positive
Education: expansion Law and order
Labour groups: positive Social harmony

Source: Budge et al., 2001, Table 1.1.



(i.e., 20–50). . .. Imagine that at the next election this party says
exactly the same things it had said last time but adds 200 new state-
ments about an issue that is not of concern to the Left-Right scale
(e.g., favourable statements about protecting the environment). Now
the party is making 400 total statements, and relative to that total they
are making only half as many Left statements (25%) and half as many
Right statements (10%) as they did for the first election. The party’s
Left-Right position is recorded as moving from �30 to �15.

(Budge et al., 2001: 23)

Thus the MRG scaling procedure is not quite a unidimensional scheme.
Other dimensions enter it in a shadowy way (see also McDonald and
Mendes, 2001). This becomes important when we compare it with other
schemes, and attempt to comment on the true dimensionality of politics
in an industrial democracy, below.

In his last completed book, The Strategy of Rhetoric, W.H. Riker indepen-
dently used the same technique as the Manifesto Group (Riker, 1996).
This book concludes Riker’s lifelong study of the 1787 Philadelphia Con-
vention, which drafted the US Constitution. Riker analysed the motives
and tactics of the Federalist Framers and their Anti-Federalist opponents,
before, during and after the convention. The records of the Federal Con-
vention, and the newspaper controversies over whether or not to ratify it,
are very high-grade ore. They are also in part ready-smelted. A peerless
record of the secret discussions of the Convention itself was kept by its
most assiduous and cleverest delegate, James Madison, and published
after his death. And American historians have proudly and reverently pub-
lished all the surviving paper they can find, on both the Federalist and the
Anti-Federalist sides, in multi-volume sets.

In The Strategy of Rhetoric Riker asks: how on earth was a Constitution rat-
ified? It required nine out of 13 states to ratify. Anti-Federalists were
strong in most states and dominant in at least four, including two of the
biggest (Massachusetts and Virginia). A further two (North Carolina and
New Hampshire) probably had Anti-Federalist majorities in the state, even
though they sent Federalist delegates to Philadelphia.

Americans revere their Constitution, but rarely notice how simply
improbable it is. The Americans wrote a constitution, and had it popularly
ratified, in 1787–88. The French, in the heartland of the Enlightenment,
failed to produce a popularly ratified constitution in 1789, again in 1791,
again in 1793 and again in 1830. The Constitution of 1848 lasted only
until 1851. The Canadians never submitted their founding 1867 constitu-
tion for popular ratification. On electoral evidence, it would have lost if
they had. Their struggles through the 1980s to amend the constitution
suggest that nothing has changed. The UK has never had a written consti-
tutional text, and therefore has never had a ratification debate. The
British–Irish Treaty of 1921 was debated in the Irish Parliament, but rati-
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fied only as a result of the pro-treaty party winning the ensuing civil war.
At this writing, the Giscard constitution of the European Union seems
likely to fail ratification. Only the Australians followed the US pattern,
with their ratification process of 1892–1901 – over a century after the
pioneer of popular ratification.

Riker asks why the rhetoric of the Federalists was more effective than
that of their opponents. By content analysis of the huge volume of texts
on both sides he derives what he calls the Dominance Principle and the
Dispersion Principle. The former states that “when one side dominates in
the volume of rhetorical appeals on a particular theme, the other side
abandons appeals on that theme” and the latter that “when neither side
dominates in volume, both sides abandon it” (Riker, 1996:6).

If both of these principles applied fully, then in equilibrium the two
sides would totally talk past one another. They would reach this equilib-
rium – where no actor has a rational incentive to change strategy – once
they had found out on which issues they could dominate in the volume of
electoral appeals. After that, every possible issue would be raised either by
precisely one side or by precisely zero sides. Riker’s data (especially Riker,
1996: Table 8.4) show that the Dominance and Dispersion Principles,
although suggestive, do not totally explain the rhetorical strategies of the
two sides. One hostile reviewer of this “in some respects unfortunate
book” concluded that “those interested in the substance of the debate . . .
would do better to examine the primary sources for themselves”. That
would be the four volumes of Max Farrand’s Records and the 18 of Jensen,
Kaminski and Saladino’s Documentary History of the Ratification of the Consti-
tution, then? (Wall, 1998; Jensen et al., 1976; Farrand et al., 1966). This
review so magnificently misunderstood Riker’s whole point that it makes
mine. A historian cannot possibly make a fair précis of 22 huge volumes of
priceless primary records without either unsystematic or systematic sam-
pling. Systematic sampling is better than unsystematic sampling. Riker’s
central insight is the same as the MRG’s: that politicians largely talk past
one another rather than debate with one another.

Budgeans and other sects

The Holy Grail is a reliable and valid measurement of party ideology. The
Budgeans (as I shall call the MRG/CMP) are one of the leading groups of
questers for it. As with any other object of religious reverence, though, many
sects are engaged in the quest. There are Budgeans, Macdonaldites, Down-
sians, Laverites, Aydelottians, Pooleans, Rikerians, and doubtless more. Also
as with any other religion, the sects sometimes fight among themselves with a
passion that outsiders cannot always understand. To this outsider the sects
appear much closer than they sometimes say to each other that they are.

The Budgean approach is that parties try to “own” issues. It is rational
for a party to speak much on an issue where public opinion is on its side
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and little where it is not. It is very predictable that the UK Conservative
manifesto for the 2005 General Election will contain more sentences on
asylum, and fewer sentences on the NHS, than the Labour manifesto. In
its stress on direction and saliency the MRG/CMP is closer to the direc-
tional theory of Macdonald and Rabinowitz (e.g. Macdonald and Rabi-
nowitz, 1998) than to classic Downsian stress on parties’ position in
Euclidean space. Nevertheless, probably because of the sheer dominance
of the Downsian model in empirical political science, most of the intellec-
tual engagement of the MRG/CMP has been with Downsian political
science. Indeed the attempt, reported above, to produce a summary statis-
tic of the “leftness” of all parties in all countries in the MRG/CMP set
seems driven by the wish to provide empirical data for Downsian analysis.
That is certainly how other political scientists tend to approach
MRG/CMP data.

Here, the main rivals to the MRG/CMP are the Laverites and the Ayde-
lottians. The Laver expert survey approach is in one sense an offshoot
from the MRG/CMP. Laver and associates contact academic specialists in
the politics of a country and ask them to position the country’s political
parties in issue space (see e.g. Laver and Hunt, 1992; Laver, 2001). The
spatial measures of parties’ position produced by each method act as a
reliability and validity check on the other method. As far as I am aware,
there has been no case in which the Laver and MRG/CMP estimates of a
party’s location have been seriously at odds. Several chapters of Laver
(2001) report impressive intercorrelations between different methods of
coding the spatial location of parties across many democracies. As men-
tioned above, Garry (1999, 2001) compared expert survey generated
policy positions to word frequency based computer coding generated posi-
tions and to MRG/CMP generated positions, with reassuring results.

The Budge method locates parties by the statements in their mani-
festos; the Laver method by whatever signals the country specialists hear
when they respond to one of Laver’s expert surveys. A third method,
which I label the Aydelotte method in honour of its originator, estimates
party positions in a legislature by examining roll-call votes there. The
method has become an industry standard in the USA, but is only now
spreading to other jurisdictions. In particular, nobody attempted to repli-
cate Aydelotte’s own work on the UK Parliament for 40 years after he
started.

With co-authors I have analysed the Aydelotte programme elsewhere
(especially McLean and Bustani 1999; McGillivray et al., 2001). Beginning
in the 1950s when computers barely existed, Aydelotte collected data on a
heroic Richardsonian scale on the UK Parliament of 1841–47. A total of
815 MPs sat in that Parliament. Aydelotte collected up to 300 pieces of
information about each member, including his vote on each of 114 (later
expanded to 186) divisions. It was an ideal case for examining the dimen-
sionality of legislative voting, because in 1846 the Tory Prime Minister, Sir
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Robert Peel, proposed the Repeal of the Corn Laws, an action that flew in
the face of the vested interest and ideology of his own party. Repeal was
enacted on the votes of most of the opposition and a minority of the gov-
erning party, with two-thirds of Peel’s own MPs opposing him.

Like the MRG/CMP, Aydelotte constructed a unidimensional measure
of opinion, which he called the Big Scale. All of Aydelotte’s 24 scales were
derived by Guttman scaling. The Big Scale linked votes on the Corn Laws,
Ireland, the relief of working-class distress and income tax, among other
things. If Tory MPs are regarded as the “right” and their Whig and Liberal
opponents as “left”, then the right-wing cluster is opposition to working-
class relief combined with support for the Corn Laws; for coercion in
Ireland, and for the reintroduction of income tax in 1842. (The last of
these might surprise Gordon Brown). The left-wing cluster is the opposite
position on each of these. The formal similarity with the MRG/CMP
method of left–right scaling is evident.

American political scientists in the 1960s, unlike those in Britain, were
not scared of numbers. Therefore, the Iowa school founded by Aydelotte
rapidly spread its wings into the US Congress. Because of weak party
discipline, Congress was in any case a more suitable forum for roll-call
analysis than the House of Commons (no subsequent Parliament having
been as fluid as that of 1841). The culmination of the Iowa programme is
therefore the work of Poole and Rosenthal (1997). Poole and Rosenthal’s
programme NOMINATE and its derivatives enable them to estimate the
dimensionality of House voting in every Congress since the First
(1789–91). NOMINATE is in turn a descendant of Aydelotte’s Guttman
scales.

According to Poole and Rosenthal, the dimensionality of voting in the
House of Representatives is low. Except in the 1820s and the 1850s, most
votes in the House scaled into a single dimension, from whatever might be
labelled “left” in the context of the time to whatever might be labelled
“right”. The biggest exception was a chaotic period in the 1850s, in which
the old party alignment was destroyed by the irruption of slavery – an issue
which politicians had consciously tried to suppress in the interest of
national harmony since the writing of the Constitution in 1787.

How many dimensions?

But how many issue dimensions are there really in the national politics of
a typical democracy? The question is vital because if politics is unidimen-
sional, a powerful existence theorem predicts that it will be stable. If poli-
tics is pluridimensional, an equally powerful impossibility theorem
predicts chaos. The existence theorem is Duncan Black’s Median Voter
Theorem (MVT); the impossibility theorem is Kenneth Arrow’s.

According to the MVT, the ideal platform of the median voter is a
strongly stable, Condorcet-winning position: that is, it would defeat any
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other in a straight binary vote. Therefore, Downsian (which should really
be called Blackian) political science predicts powerful convergence on the
median voter. As the MVT is a valid piece of reasoning, any observed
failure to converge must be due to some pathology. This may be:

• A defective electoral system. Example: plurality rule in the UK sup-
pressed the median when Conservative and Labour ideology diverged
symmetrically to right and to left in the 1980s.

• Imperfect information. Example: politicians who falsely believe that
their issue position coincides with the electoral median, such as
Joseph Chamberlain (1903); Barry Goldwater (1964); George McGov-
ern (1972); Tony Benn (1982); Howard Dean (2004).

• Future-oriented campaigns. Perhaps some of the politicians just men-
tioned were trying to bring the electorate round to their position,
rather than adapting their position to the electorate’s. Tony Benn
hailed the eight million Labour votes cast in the UK 1983 General
Election as votes for socialism.

• Multidimensionality. Here we are in contested terrain. Most Down-
sians deny it exists. Rikerians insist that it does.

The MVT fails to generalise to more than one issue dimension. When
Duncan Black discovered the failure of the MVT in two dimensions, he
reports that it made him feel sick (Black et al., 1991). Arrow (1951) proved
that no ranking system could simultaneously satisfy transitivity, universal
domain, the weak Pareto principle, independence of irrelevant alternat-
ives and non-dictatorship. Black’s condition of single-peakedness imposes
a domain restriction. If single-peakedness holds, then so does the MVT
(the converse is not necessarily true).

Arrow’s theorem is powerful in itself, but it generates a set of striking
corollaries known as the chaos theorems most associated with McKelvey
(1976) and Schofield (1978). There are many technical discussions of the
domain and range of these theorems and subsequent refinements, and
this is not the place for them (cf. McLean, 2002 and references cited
there). The theorems state that chaos is always possible. Chaos here means
the property that majority-rule outcomes could wander anywhere in issue
space – that there may be a global cycle among all possible outcomes.

Riker was the high priest of chaos. Having felt that political science
lacked a deductive basis, he leapt on the work of McKelvey and Schofield,
which he first saw in preprint in the mid-1970s, because he felt that it sup-
plied that basis. If economics was the study of general equilibrium, then
let political science be the study of general disequilibrium. Accordingly,
Riker developed the new art, or science, of heresthetic(s) (McLean,
2002). Heresthetics is the art of political manipulation. In a series of
stories that rapidly spread around the discipline, Riker celebrated the
wiles of those who could manipulate the dimensionality of US politics to
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bring about unexpected outcomes such as the ratification of the Constitu-
tion in 1787 or Abraham Lincoln’s victory (on less than 40 per cent of the
vote) in the 1860 presidential election.

Riker therefore celebrates disequilibrium. All other schools, whether
Downsian, Budgean or Aydelottian, prefer to examine low-dimensional
equilibria. What do the schools have to teach one another?

Riker’s more extreme claims of universal chaos are not sustainable.
Chaos is always possible – the chaos theorems are valid pieces of reasoning
– but rarely observed. This may be because institutions suppress chaos, so
that voting in any one institution (say a Congressional committee) is one-
dimensional, and the rules of aggregation prevent an issue settled in com-
mittee from being raised again on the floor of the whole House. Or it may
be because opinion in mass democracies really can be validly fitted into a
single issue dimension. Or, most controversially, it may be that opinion is
truly multidimensional, but that the measuring instruments available to us
give a false reading, showing it to be of lower dimensionality than it truly
is. The rest of this chapter explores the last two alternatives.

As Converse (1964) canonically argued, nothing logically constrains
mass opinions on one subject, given opinions on another. Budge et al.’s
(2001) list of constituents of left-wing and right-wing issue space (Table
6.1) would disappoint both Robert Nozick and Gordon Brown. Nozick
(1974) argued that economic liberalism implied social liberalism. He
would have been disappointed to see “Free enterprise” and “Economic
incentives” in the same column as “Traditional morality: positive” and
“Social harmony”. Brown (2003) makes “Protectionism: negative” defini-
tive of his version of social democracy, while abandoning “Economic plan-
ning” and “Controlled economy”. He argues that:

A progressive government seeking a strong economy and fair society
should not only support but positively enhance markets in the public
interest….[I]t is not only unwise but impossible to shelter our goods
and services markets by subsidies or by other forms of protectionism
without incurring long-term damage.

(Brown 2003: pp. 270–1)

As to “Peace”, Benjamin Disraeli boasted at the end of the Congress of Berlin
in 1878 that “Lord Salisbury and myself have brought you back peace – but a
peace I hope with honour”. Neville Chamberlain echoed Disraeli when he
brought home the Munich Agreement of 1938: “I believe it is peace for our
time . . . peace with honour”. Do these examples mean that while “Peace” is
left-wing, “Peace with honour” is right-wing: or that Salisbury, Disraeli and
Chamberlain were closet leftists? Would Labour under Brown become a
more right-wing party? Is Anarchy, State and Utopia a left-wing manifesto?

These are all rhetorical questions, not to be taken very seriously. Even
as ruthlessly logical figures as Nozick and Brown do not insist that only
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one combination of attitudes to market and to state is logically consistent.
Converse was right. Factor analysis of both popular opinion and party
manifestos shows that there is usually a single principal dimension, and
that attitudes (of people or parties) on one subject predict their attitudes
on another. Politicians want low dimensionality to sell their package.
Voters want low dimensionality for information saving. Similarly,
Guttman’s analysis of roll-calls, as in the Aydelotte and Poole–Rosenthal
schools, also shows parliamentary voting to be of low dimensionality. The
1846 Repeal votes shattered the UK party system for a generation and
hover like some distant echo of the Big Bang over every successive
Conservative leader who “will not be another Peel” as numbers of them
from Balfour to Howard have proclaimed. However, McLean and Bustani
(1999), and Schonhardt-Bailey (1994) have found that they were not
orthogonal to votes on other matters in the 1841–47 parliament.

And yet, and yet. Some methods suppress dimensionality. The pioneer
expert survey by Mair and Castles (see Mair and Castles, 1997) invited
respondents to classify parties on a left–right scale, even parties that did
not define themselves by their leftness or rightness but by something else
entirely. Laver and associates do not do this, but summarise their
responses so as to give left–right spatial locations to all the UK parties
including the nationalists in Wales, Scotland and Northern Ireland. A
critic might argue that to evaluate Plaid Cymru, the SNP and Sinn Fein by
their degree of leftness is to miss the essential point about each of them
(Budge, 1999). As to roll-call analysis, McLean and Spirling (2003) found
an interesting quirk when we applied Optimal Classification (OC), a
cousin of Poole and Rosenthal’s NOMINATE suite, to voting in the House
of Commons.

The rank ordering for the parliamentary session between the general
elections of 1997 and 2001 did not accord to common understandings
and anecdotal knowledge of which MPs should be properly con-
sidered of the left and those that should be properly considered of
the right. Particularly, several left-wing Labour MPs are given scores
placing them to the right (i.e. more conservative than) the bulk of the
Labour party . . .

[T]he Labour party MPs count in from the ‘left’ to position 428. The last
30 scaled positions include MPs such as Tam Dalyell (position 404),
Robert Marshall-Andrews (405), Dennis Skinner (411), Jeremy Corbyn
(416), Diane Abbott (420), Tony Benn (421), Ken Livingstone (422)
and Bernie Grant (427). To be clear, OC classifies these MPs as some of
the most right-wing of the Labour party. Ideologically then, they are the
closest to the Conservatives. This seems odd. Commentators have not
been slow to cite some or all of these individuals as Labour rebels, but
not for the reason suggested by the attendant analysis. Rather, these
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members are widely accepted as ideologically left-wing – disagreeing
with the government on foundation-hospital NHS reform, the Iraq war
and social-security/disability benefits to name but three policy areas. Yet
here we observe them being placed right of their Prime Minister and, in
fact, the entire Cabinet.

Who then were the most left wing members of the Commons
(1997–2001) if it is not these individuals? Apparently, MPs Galbraith
and Radice, with members Morris, Stevenson, Maxton and Ashton not
far to their right.
(McLean and Spirling, 2003: 2, 4; data from Firth and Spirling, 2003)

McLean and Spirling go on to argue that OC (and therefore any
Guttmanoid technique, because the whole family descends from Guttman
scaling, as used by Aydelotte) gives misleading signals and spurious validity
statistics. Almost every division in the Commons of 1997–2001 is perfectly
consistent with the ranking of MPs listed above. The reliability of the scale
is tremendous. Its validity is zero. The anomaly arises because sophistic-
ated voting exists. In a party-controlled legislature, the governing party
sets the agenda. Those who dislike its proposals can only vote against
them or abstain. Typically, rebels on the Government side and members
of the Opposition dislike the government’s proposals for opposite
reasons, but they vote in the same lobby. At least one of the groups casts a
sophisticated vote. Even if the underlying dimensionality is low, the observed
dimensionality, if correctly measured, would be higher. It is the measuring
instrument that has failed, not reality. Where sophisticated voting exists,
so does the scope for cycles. Therefore the Riker approach is not invali-
dated for legislatures. When Poole and Rosenthal report that the dimen-
sionality of Congressional voting is low throughout the entire history of
the USA, their measure may be under-recording the true dimensionality
of voting. It certainly cannot pick up, and correctly assign, instance of
sophisticated voting. And yet these instances are the mainspring of Riker’s
stories.

Analogously, it may be that the MRG/CMP is closer to capturing true
underlying multidimensionality than is conventional Downsian spatial
analysis, and yet that the willingness of the MRG/CMP to generate and
discuss a left–right scale for their parties may have obscured this. I take as
a starting point the Mannheim Manifesto, as I shall label Budge’s (2001)
typically feisty defence of the MRG/CMP coding procedure. Here Budge
counter-attacks those who had expressed “doubts about the extent to
which the one-position saliency codes typically used by the MRG/CMP
really measure the kind of policy spaces assumed by classical theories of
party competition and coalition formation” (Budge, 2001: 53). He quotes
Stokes, (1966) on the primacy of “valence” over “position” issues, an
approach which informed the US and UK election studies in the waves
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with which Stokes was concerned (e.g. Butler and Stokes, 1974), but has
progressively given way to the now standard Downsian spatial view. Stokes
was a pungent critic of the Downsian approach. Budge further quotes
Robertson’s (1976) analysis as showing that “parties do not directly
oppose each other on an issue by issue basis” (p. 57). This discovery of
Robertson’s determined the MRG/CMP coding scheme, described above,
to which it has stuck ever since.

Nevertheless, the Budgeans compromise with the Downsians to the
extent of deriving a left–right scale from an underlying dataset that has
Stokes’ characteristics of saliency and valency. Parties make statements
about things that are salient to them, and/or to the voters to whom they
hope to appeal. Most of those statements are univalent. Few party mani-
festos promise lawlessness and disorder, social disharmony, war or the
contraction of social services. Actually, this finding is perfectly consistent
with Downsianism. The median voter in all democracies is almost certainly
at the univalent position: in favour of law, order, social harmony, peace
and the expansion of social services (well, some of them).

The left–right scale derived from the univalent sentences of Table 6.1 is
displayed country by country by Budge and Klingemann (2001). They
argue that it shows some real facts, consistent with results from other tradi-
tions. As an observer would expect, the US Republican position moves
sharply to the right in 1964 and from 1980 to 1988; the Democratic posi-
tion moves sharply left in 1972 and sharply right in 1992. (The US mani-
festos analysed are those for the presidential, not the congressional,
campaign.) But the results for the two most interesting Westminster
regimes are more mixed. For the UK, Budge and Klingemann show
Labour as moving to the right of the Liberal Democrats for 1997. For New
Zealand their graph actually has Labour moving left in 1984 and 1987, the
two elections which hailed a rightward transformation of New Zealand
politics more extreme than anything that has happened in any other West-
minster regime since the Repeal of the Corn Laws (Nagel, 1998). In the
British case their graph captures a partial truth but in a perhaps mislead-
ing way. In the New Zealand case it obscures more than it clarifies.

Undoubtedly, the British Labour Party stopped talking in 1997 about
many of the things in the left-hand column of Table 6.1, and talked for
the first time in its history about some of the things in the right-hand
column. Meanwhile, I assume that the British Liberals’ relative use of those
sentences did not change (and recall that it is relative use that matters
most). Furthermore the two intellectual leaders of “New” Labour, Tony
Blair and Gordon Brown, were consciously developing a more market-
friendly, less producer-group oriented, ideology. But it is hard to say that
Gordon Brown (in particular) is more right-wing than Hugh Gaitskell or
Jim Callaghan. In Brown (2003) and other writings, he is developing a
new ideology of state and market: essentially that the two roles of the state
are to redistribute to the poor and to intervene in market failure, such as
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collusion among capitalists or patients’ ignorance of their medical con-
dition. In contrast to vacuities about the Third Way that have emanated
from some Blairite advisors, this is gritty and novel policy making. Yet
much of it is too subtle to be caught in manifesto coding. For instance, the
Brownite redistribution to the poor has been a remarkable achievement
of the 1997 and 2001 Labour administrations, yet it is one about which
they have been almost totally silent. The reason is probably that the lowest
two deciles of the income distribution include people who are socially
excluded; liable to be stigmatised (Welfare Scroungers!! Bogus Asylum
Seekers!!! Slovakian Gipsies!!!! Vandals!!!!! Teenage Mothers!!!!!!), and
not particularly likely to vote, for Labour or any other party. They are not
median voters. Budgean principles explain why Labour makes no mention
of its generosity to the bottom deciles in its manifestos. But therefore they
fail to capture how left-wing the party is, in this dimension.

And then there is free trade. To be mischievous, one might say that the
most left-wing Labour Chancellor before Brown was Philip Snowden (Chan-
cellor in 1924 and from 1929 until his break with Labour in 1931). Brown
and Snowden shared the view, which too many of the Labour Chancellors
in between have failed to share, that free trade is better for the British
working class than protectionism. The overwhelming weight of economic
theory and evidence since Ricardo is with them. Brown adds, what is cer-
tainly correct, that free trade is the best thing for the poor of the Third
World. The best thing, in at least the following sense: that the best thing
that governments of the rich world can do for them is to remove the outra-
geous protection of farm produce, steel and other commodities where the
comparative advantage lies with the South but the political clout with the
North. Brown may not be the most left-wing Chancellor since Lloyd George,
but he is the most effective left-wing Chancellor since Lloyd George.

The New Zealand case maybe shows up a more direct problem with the
MRG/CMP method. Nagel (1998) explains the transformation there by
arguing that the Labour leaders David Lange and Roger Douglas opened
up a new issue dimension. In the dimension of social liberalism, they took
a distinctively “left” or “liberal” position on nuclear weapons, the environ-
ment and Maori land rights. This package appealed to post-materialist
Labour activists, horrified by the diagonally opposite policy platform
(economically welfarist and socially conservative) of the National Party’s
dominant incumbent Robert Muldoon. Hence they did not notice, or
even (ahead of Labour’s coming to power) did not care about Labour’s
New Right economic policies. The MRG methodology obscures this heres-
thetical shift. It reports New Zealand Labour as having shifted in a minor
way in one dimension, where it actually shifted tectonically in two.

Although there are thus good reasons for caution about the dimension-
ality of politics in a democracy, I end this chapter as I started by honour-
ing the achievements of the Comparative Manifesto Project. Political
science would be much the poorer without it.
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7 Occam no, Archimedes yes

Jack H. Nagel

Introduction

In the debate over the dimensionality of political issue spaces, two great
motives impel most scholars toward a unidimensional conception. One is
Occamite; the other, Archimedean.

The Occamite motive is empirical. As political scientists, we have
absorbed – practically along with our mothers’ milk – the conviction that
parsimony ranks high among virtues. If one can explain most of the vari-
ance in terms of just one dimension – the conventional left–right spec-
trum – why complicate one’s model with lesser issues?

The Archimedean motive is normative. As would-be constitutional engi-
neers, we need an evaluative standpoint that enables us to judge the
performance of institutions – and perhaps even to move the world by
designing new constitutions or recommending reforms in old ones. Unidi-
mensional models furnish that criterion. When preferences are arrayed
along one dimension, the outcome most preferred by the median voter is
the Condorcet winner – the option that can defeat all others in pairwise
voting. The median-voter standard therefore provides a widely accepted
test of whether majority rule has been achieved.

Among its many advantages as a method for locating political parties
ideologically, the content analysis of manifestos developed by Ian Budge
and his collaborators imposes no built-in bias toward the detection of just
one issue dimension. In that respect, as in several others, it compares
favourably with the two main alternatives, surveys eliciting experts’ judge-
ments and analyses of roll-call votes.1 Nevertheless, the trajectory of
Budge’s thought follows the familiar Occamite and Archimedean pulls
toward a one-dimensional destination.

In Mapping Policy Preferences, the invaluable definitive book on the
MRG/CMP programme, Budge and Bara (2001: 58–62) note that early
factor analyses of manifesto data produced solutions with two, three, five
and even 20 dimensions (e.g. Budge et al., 1987). However, when spaces of
higher and lower dimensionality were systematically compared (Laver and
Budge, 1992), the only ones generalizable across ten countries were the



unidimensional left–right representation and an exceedingly complex 20-
dimensional space. In tests of ‘a whole range of theories’, the single
dimension performed equally as well as the 20-dimensional version.2

Following the lead of Budge and Bara (2001: 59), who ‘on grounds of par-
simony prefer the simpler representation’, over the past decade CMP
research and publications have increasingly focused on the left–right
scale, which Budge and Klingemann (2001: 19) hail as the ‘crowning
achievement of the Manifesto Research Project’.

Whether or not parsimony was the only empirical reason for adopting a
unidimensional vision (it would be unparsimonious to claim otherwise),
Budge has recently exploited the normative value of a one-dimensional
conception (McDonald et al., 2004). By positing conformity to the wishes
of the median voter as the test for majority rule, he and his co-authors
redefine mandate theory so that it can be extended from the Westminster
systems that Arend Lijphart (1984, 1999) (mis)names ‘majoritarian’ to all
parliamentary democracies. If the left–right position of the pivotal median
party in parliament corresponds to the left–right position of the median
voter in the electorate, then elections have presumably empowered the
median voter, and the legislature can be said to satisfy the median
mandate. Using manifesto data to apply that test to the performance of
democracies in 1949–95, McDonald et al. find that legislatures elected by
proportional representation satisfy the median mandate more consistently
than do those elected by plurality from single-member districts (first-past-
the-post).3 This is a devastating result, because, along with similar findings
by Powell (2000), it hoists single-member plurality with its own petard, the
majoritarian justification.

For many scholars, the Occamite and Archimedean motives became
fused and intensfied because of a challenge that the late William Riker
(1982) hurled at democratic theory more than two decades ago. He built
on the ‘chaos theorems’ of the 1970s, which showed that when political
competition occurs in a space of two or more dimensions, there usually is
no majority-rule equilibrium – in pairwise voting, any outcome can be
defeated by some other combination of positions across the multiple dimen-
sions. Extrapolating provocatively from those mathematical results, Riker
made two claims, one empirical and the other normative: empirically, he
contended that politics typically is multi-dimensional, because losing politi-
cians have an incentive to activate and exploit cross-cutting issues in order
to break up previously winning majorities. Combined with the chaos theo-
rems, Riker argued, that generalization fatally undermines the version of
democratic theory that he labelled ‘populism’ – the belief that major pol-
icies in a democracy should, and under the right institutions, can reflect the
will of the majority of the people. If all majorities are fundamentally arbi-
trary and temporary, there can be no substantive content or moral force to
notions of majority rule and popular will. ‘Populism fails, not because it is
morally wrong, but merely because it is empty’ (Riker, 1982: 239).
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Obviously, Budge’s theory of the median mandate is an example of
populism in Riker’s sense. Because they are well aware of the Rikerian
argument, Budge and his collaborators take pains to justify their assump-
tion that politicians and voters are oriented to a shared, unidimensional
policy space. Unlike Riker’s, Budge’s texts are never dogmatic, but they
vary in the strength of their claims. While denying any ‘need to debate the
“true” dimensionality of the space’, Budge and Bara (2001: 59, 62) never-
theless conclude, ‘The compelling reasons for representing policy space
as a unidimensional Left-Right continuum should be accepted until the
latter can be conclusively shown to be untenable.’ McDonald et al. (2004:
13), on the other hand, adopt a more ‘relaxed tone on unidimensional-
ity’, requiring only that ‘the basic ordering of preferences . . . be charac-
terized reasonably well as spread along the well-known left–right
continuum’.

As the last part of this chapter will show, I am close to agreement with
the McDonald et al. statement. Believing, however, that readers always take
away the most extreme lines, I intend to take up the cudgels against the
mindset reflected in the quotation from Budge and Bara. I shall begin
with a stark statement of my own thesis: elsewhere (Nagel 2001a), I have
contended that Riker was empirically right, but normatively wrong. If so,
then Budge is empirically wrong, but normatively right.

The remainder of the chapter will consist of two sections, one devoted
to each part of that thesis. The argument is preliminary and far from sys-
tematic. It will take the form of a series of claims, together with enough
support to establish, so I hope, their plausibility – but that is for others to
judge.

Why one dimension is insufficient to explain politics

As the title of this section signals, I don’t actually want to insist on the
stark version of my indictment. ‘Insufficient’ is not the same thing as
‘wrong’ tout court. Budge and his colleagues show persuasively that schol-
ars, as well as popular pundits, can interpret most party competition in
most democracies most of the time using the left–right spectrum. I also
concede with admiration that their left–right scale postdicts historical
judgements about party movements remarkably well (though not per-
fectly). These data are better than anything else we have, and they provide
an invaluable resource for anyone who wants to see how far one get with a
one-dimensional explanation.4 There’s a lot of mileage in them, but not
enough! I differ from Budge and his associates in believing that explana-
tions that stop with the left–right scale are often, perhaps even usually,
insufficient.

This disagreement may result from the criteria we apply. Budge’s tests
are statistical, whether to develop cross-national comparisons or general-
izations about single countries (Laver and Budge, 1992). My goal is to
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achieve insightful understanding of party strategies, election outcomes
and public policies within individual countries for single elections or, even
better, for a series of elections in a country’s political history. Although
such insight may require thick idiographic research and detailed
narratives, it should not be atheoretical. I shall argue that the theory pro-
vided by multidimensional issue analysis is especially helpful and needed
for five reasons, beginning with those that are most nearly compatible
with the unidimensional view, and then moving to more fundamental
challenges.

Even if voters are predisposed to choose within a unidimensional space,
they may find it necessary to resort to other dimensions

Assume that voters wish to choose between two parties according to the
basic Downsian model – preferring the party that takes a position closest
to their ideal points on a unidimensional line, and assume also that the
MRG/CMP left–right scale represents that space.

1 If the parties converge fully, their left–right ideologies are indistin-
guishable, so all voters must resort to some other test in order to make
a choice. That criterion may be a valence attribute not directly tied to
policy positions, such as the candidates’ competence, personal moral-
ity or likability. It may, however, be some other issue, independent of
the Left–Right spectrum, that can be characterized in positional terms
as a ‘dimension’.

2 Similarly, if the parties do not converge completely, but take positions
some distance apart, then some voters – those half-way between the two
parties – must decide according to some other test, which again may
be an orthogonal issue. In both cases, the new dimension influences
voters’ choices lexicographically, coming into play only when they are
unable to decide using left–right positions.

Cross-cutting issues that are small statistically may be crucial politically

Suppose that in an electorate of 101 voters, 100 decide according to
parties’ left–right positions, 50 opting for each party, while just one
person votes on the basis of some other issue. To explain the outcome, it
is essential to include the second issue, because it determined a crucial
vote. We must not equate political importance with statistical significance.

In the 1996 US presidential election, Bill Clinton and his consigliere
Dick Morris (Morris, 1999) developed into an art form the identification
and espousal of such small issues – framed in a non-ideological way,
appealing across party lines and to independents, each influencing relat-
ively few voters but with the potential in the aggregate to swing a close
election. One of those issues that helped Clinton – the question of
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research using human embryonic stem cells – also played a prominent
role in the 2004 election. Reversing Clinton’s policy, President George W.
Bush imposed restrictions on the use of federal funds for stem-cell
research. His stance was risky for Republicans because the diseases that
such research might help cure – including diabetes, Parkinson’s and
Alzheimer’s – strike families without regard to ideology or partisanship. In
May 2004, Nancy Reagan spoke out publicly in opposition to the Presid-
ent’s position. She pleaded for lifting the ban so that others might be
spared the Alzheimer’s disease that had taken her husband ‘to a distant
place where I can no longer reach him’.5 Subsequently, at the Democratic
National Convention, the former President’s son, Ron Reagan, gave a fea-
tured address emphasizing the stem-cell issue. Nevertheless, the stem-cell
debate did not swing the 2004 election to Democrat John Kerry. Instead,
the outcome hinged on ‘values’ positions identified with the political
right, such as a ban on gay marriage. Despite the conventional assimila-
tion of such issues into the left–right spectrum, I contend that it is too sim-
plistic to understand them in purely undimensional terms, for the reason
to be developed next.

Unidimensional explanations of voters’ choices do not take saliency
theory seriously enough

Saliency theory was the key that enabled the Manifesto Research Group to
convert simple counts into scalar positions. Thanks to the work of Budge
and his co-authors, it is now widely recognized that parties compete mostly
by ‘talking past each other’, selectively emphasizing issues on which they
think they have the advantage. But if parties present themselves in that
way, how do voters choose between (or among) them? Voters do not actu-
ally decide in the way that literal-minded application of the MRG/CMP
scale to their choices might seem to imply – by summing across dozens of
‘left’ and ‘right’ statements, distilling them into a single score, and then
comparing that score to one’s ‘own’ position on the same left–right scale.
Perhaps there are voters who do something like that – but I am sure they
are a minority even within the chattering classes.

Instead, saliency is a two-way street, depending not only on the strat-
egies of the parties but also on the prominence of issues in voters’ minds.
Consistent with Budge and Farlie (1983), I suggest that voters typically
attend to only a few issues, the saliency of which can vary over time, and
then choose the candidate or party that more successfully emphasizes the
issue(s) most salient in the voter’s own mind – whether because of the
party’s propaganda, exogenous events or the voter’s personal predilec-
tions. Often, such issues will be components of the left–right scale. If so, it
might be said that the party has moved toward the voter along that scale,
or vice versa; but such an interpretation explains too little and hides too
much. To take a commonplace example, suppose that many voters favour
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the party of the right when their country is menaced by foreign enemies.
Should we infer that those voters have moved to the right (as opposed to
choosing the party of the right)? Their preferred position on other com-
ponents of the scale, such as economic policy, may not have changed at all
– a possibility that is important to remember, both to avoid inferring too
much (empirically and normatively) from shifts in votes and to under-
stand how opposite flows might occur as a result of fluctuations in
salience, without any mass ideological conversion.

In the preceding example, politicians are not the prime movers. Instead,
their fortunes depend on salience in the minds of voters, who in turn
respond to external events. However, seeing the Budge left–right spectrum
as fundamentally multidimensional also enables us to appreciate opportun-
ities for heresthetic manoeuvre of the kind that Riker emphasized. For
decades now, many analysts of US politics have distinguished two dimen-
sions of liberalism-conservatism – economic and cultural (or social).6 The
two are collapsed in the MRG left–right scale, and they do indeed correlate,
but the constraint is far from absolute, especially at the mass level. Bill
Clinton exploited the resulting room for manoeuvre by extolling ‘people
who work hard and play by the rules’ and accepting welfare reform (thus
embracing traditional social values), while also dramatically expanding the
Earned Income Tax Credit (a repackaged version of the negative income
tax, a policy that helped place George McGovern far to the left in 1972).
The two stands would neutralize each other in the MRG method, putting
Clinton in the centre, which agrees with a widespread perception; but we
get more insight by recognizing that conservatism of one sort made possible
liberalism of another. Moreover, along with his more widely-remarked per-
sonal rapport with blacks, policies like the Earned Income Tax Credit help
explain – in a way that a simple ‘centrist’ characterization cannot – why
Clinton enjoyed such enthusiastic and near-unanimous support from
African-Americans despite ending ‘welfare as we know it’.

Both of Clinton’s moves probably accorded with majority values, but of
two different majorities that only partly overlap. In other situations,
exploiting variations in the salience of different policies across groups can
result in rule by a combination of minorities. I have argued elsewhere
(Nagel, 1998) that a good example of this phenomenon is provided by
New Zealand during its period of radical economic liberalization in the
1980s. Besides leftist policies on non-economic social and foreign-policy
issues (noted by Iain McLean elsewhere in this volume), the Labour
government of 1984–90 enacted an economic programme combining
wide-ranging radical free-market reforms, policies favoured by trade
unions (restoration of compulsory unionism, continuation of the national
wage-setting system, substantial wage hikes), and maintenance of generous
welfare-state benefits for the poor. The free-market reforms enabled the
party to attract a pivotal bloc of business and professional people who
were rebelling against the interventionist economic policies of the other-
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wise rightist National Party. Meanwhile, the two ‘left’ economic policies
enabled the party to cling to support from its traditional base among trade
unions and the poor. Those two old Labour groups were deeply unhappy
about most of the free-market reforms, while the party’s trade union and
welfare-state policies were on the hit list of the liberalizers if they could
have had their way entirely (as they soon did). Over the electorate as a
whole, a majority would surely have rejected key policies enacted for each
part of the triad if given a chance to vote on them one at a time.

Unidimensionality hides too much about the dynamics of party support

In the New Zealand example, the MRG characterization of the Labour
Party’s programme as moderately centre-left and the convergence toward
it of the National Party in 1990 (Budge and Klingemann, 2001: 27) would
suggest a period of basic political tranquillity and moderate policy
change.7 In contrast, multidimensional social-choice theory better
explains the instability that actually characterized this period, including
open warfare within the Labour cabinet during its second term, desertion
of the party by many voters from all three economic groups (as well as
from the non-economic left) and victory in 1990 for the National Party,
which – having recaptured its free-market defectors – proceeded to com-
plete their right-wing economic revolution with harsh cutbacks in benefits
and a draconian anti-union policy.

On the larger stage of the United States, the watershed election of 1964
similarly shows how a unidimensional conception obscures political
dynamics. Promising to offer ‘a choice, not an echo’, Barry Goldwater, the
Republican candidate, moved his party sharply to the right, as the MRG
scaling duly records (Budge and Klingemann, 2001: 25). Goldwater’s
landslide loss to Lyndon Johnson is usually taken as a classic confirmation
of Downsian theory. As a first approximation, that is correct, but stopping
the analysis there gives no clue about subsequent developments. Goldwa-
ter’s bundle of conservative policies included one element, his policy on
racial integration, that reversed his party’s historic position. Ever since its
founding, the party of Lincoln had been positioned as more sympathetic
to African-Americans than the Democrats (which, admittedly, wasn’t
saying much from 1876 until the mid-twentieth century). Goldwater
leapfrogged over the Democrats on race by endorsing states’ rights at a
time when Southern states were engaged in all-out resistance to integra-
tionist policies imposed by Federal courts and Congress. As a result,
besides his own Arizona, Goldwater carried only the Deep South states of
Alabama, Georgia, Louisiana, Mississippi and South Carolina. Their defec-
tion from the Democrats encouraged the Republicans’ subsequent South-
ern Strategy. As racial politics lost the moral clarity of the mid-1960s, the
Republicans staked out popular positions consistently to the right of the
Democrats on race-linked issues such as law and order, school bussing,
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affirmative action and welfare dependence. Aided by the shift of popu-
lation to the Sunbelt (including the migration of the Bush clan from Con-
necticut to Texas and Florida), the strategy paid off handsomely over the
next 40 years, with victories in seven of ten presidential elections and
House majorities from 1994 onwards. As a result, the electoral map of the
US became nearly the reverse of what it had once been. Comparing the
two close elections of 1916 and 2004, 41 of 48 states voted for different
parties; and the previously Democratic Solid South is now nearly as solid
for the Republicans. These changes cannot be understood solely in terms
of movements on an aggregate left–right dimension. The distinguishable
role of race must be part of the story.

Unidimensionality misses most of the really big stories

Both of the preceding cases exemplify major political changes. In general,
dramatic shifts in power and policy are likely to involve multiple issue
dimensions for either or both of two reasons: first, as in the New Zealand
example, the recombination of policies across relatively independent
dimensions can enable a minority that espouses radical policies to domi-
nate an issue even though it has not done (and might never be able to do)
the hard, patient work of persuasion needed to shift the political centre to
its own position. Second, the most severe political convulsions often result
from emergence onto the agenda of previously suppressed dimensions of
conflict. Race has played that role twice in American history, during the
1960s and a century earlier, when the struggle over extension of slavery
precipitated the Civil War and ushered in a 72-year era of Republican
dominance, ending a 60-year period when Democrats had been similarly
ascendant.

In arguing for a multidimensional conception of politics, Riker
developed as his primary example Abraham Lincoln’s use of the free-soil
issue to destroy the antebellum Democratic majority. In a recent, exhaus-
tively researched book, Gerry Mackie (2003) challenges two elements of
the Riker thesis – that Lincoln and the Republicans heresthetically manip-
ulated the slavery issue, and that Lincoln won because of a voting cycle in
the election of 1860. Rather than a cycle in two dimensions, Mackie con-
tends, politics had become organized by a new unidimensional alignment
along sectional lines. On that dimension, Lincoln’s Democratic opponent,
Stephen Douglas, was the Condorcet winner (median choice), but the
four-candidate contest gave the Electoral College victory to Lincoln, who
won only 39.8 per cent of the popular vote. However, Mackie’s account
does not challenge the central point of the Riker thesis – that the Republi-
can victory followed emergence to the fore of a distinct dimension of con-
flict, one that previously had been secondary because political leaders,
helped by institutions designed for the purpose, succeeded in keeping it
off the agenda most of the time before 1860.
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In one-dimensional competition, a party that changes its programme radic-
ally is likely to lose unless a corresponding shift in the median has already
occurred or occurs simultaneously. The two most likely causes of such a large
movement in preferences are (a) dramatic changes in the demographic com-
position of the electorate or (b) exogenous shocks that strongly affect public
opinion. Historical developments that would seem to fit those patterns are,
respectively, the enfranchisement of the working class, accounting for the rise
of socialist and labour parties, and the Great Depression, explaining the
adoption of welfare-state policies. On closer examination, however, cross-
cutting issues played a crucial role in celebrated instances of each.

1 In a well-known passage, Downs (1957: 128–129) explains how the
Labour Party supplanted the Liberals in Britain:

Before 1900, there were two major British parties, the Liberals
. . . and the Tories. . . . They were under the usual two-party pres-
sure to converge. However, the enfranchisement of the working
class in the late nineteenth century had shifted the center of the
voter distribution far to the left of its old position. And the
Liberal Party, even after it moved to the left, was to the right of
the new center of gravity, although it was the more left of the two
parties. The founders of the Labour Party correctly guessed that
they could out-flank the Liberals by forming a new party . . . to
the left of the latter, which they did. This trapped the Liberals
between the two modes of the electorate, and their support
rapidly diminished to insignificant size.

Downs’ stylized account ignores that fact that the Liberals had
adapted very well to the expanded electorate, controlling government
through three elections in 1906 and 1910, and keeping Labour in a
subordinate position. The proximate cause of their downfall was the
First World War, which divided the party over orthogonal issues such
as conscription, provided the occasion for a fatal power struggle
between Asquith and Lloyd George, and made the latter a prime
minister dependent on Tory support (Searle, 1992; Sykes, 1997). If
the First World War and the Asquith–Lloyd George split had never
occurred, would the Liberals have remained a major party, as did
their Canadian and Australian namesakes? No one knows, but Downs’
simplified history is clearly much too one-dimensional.

2 In Sweden, the Depression brought to power the Social Democratic
Party, which built the world’s model welfare state. The Social Democrats
led in the 1932 election, but did not win a majority of seats. They formed
a minority government, but required help from members of the non-
socialist majority to pass their ‘crisis policy’, which would implement the
party’s new economic theories. They won the necessary votes not by
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moving back to the centre, but instead by striking a deal on another
dimension with the Agrarian Party, who were ‘persuaded to support
Social Democratic unemployment policy, and in exchange the Social
Democrats abandoned their traditional free-trade stance and adopted a
protectionist position on the farm issue’ (Lewin, 1988: 140).8 That classic
logroll opened the way to an economic programme that proved to be
both successful and popular, securing for the Social Democrats a hege-
monic position that has lasted more than 70 years.9

Why the median test is nevertheless a good standard for
political evaluation

If there are so many reasons for rejecting the Occamite motive for adopt-
ing a unidimensional conception of politics, how can one defend its
normative use in providing an Archimedean standpoint for judgement,
the median test? Doesn’t that run afoul of Riker’s objection that multidi-
mensionality entails cycles, the absence of a Condorcet winner and the
meaninglessness of majority rule? I don’t agree, for reasons that I’ll now
propose and briefly discuss.

The left–right median remains a valid test if other dimensions enter
lexicographically

If voters resort to other issues only because parties’ positions leave them
unable to decide on left–right grounds – either because parties have con-
verged or because they are equidistant from centrist voters – then majority
rule unequivocally demands an outcome at the left–right median. (Out-
comes on any other issue considered separately may or may not be majori-
tarian.) Because the left–right dimension enters voters’ decision processes
before all others, any party position that differs from the median can be
defeated by it. Thus outcomes that depart from the left–right median
must be due to defects in the electoral or party system, which the median
mandate test will properly detect and condemn. For example, the fre-
quent failure of Westminster systems to satisfy the median test (Powell,
2000; McDonald et al., 2004) can be explained by the combination of plu-
rality rule and multiparty electoral politics.

The median remains a valid test in some instances where the main use
of multidimensionality is to develop dynamic insights

In the example of the 1964 US election, I do not doubt that Goldwater’s
position generally was far from the left–right median (and also that his
specific stand on civil rights did not accord with majority preferences at
that time). Thus I see no problem in applying the median mandate test to
judge that the system worked properly in electing Lyndon Johnson
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(setting aside the fact that he soon betrayed the foreign policy component
of his programme by going to war in Vietnam). The value of pointing to
the race dimension is to highlight Goldwater’s departure from the historic
position of his party and the process of voter alignment his stand set in
motion, as well as to foreshadow the subsequent success of the Southern
strategy, as the race issue evolved and Republicans developed subtler ways
to exploit it. In the same vein, it may be that the two-dimensional Swedish
logroll of 1933 enabled the government to enact an economic programme
that did not yet accord with median preferences. However, experience
with that policy in practice soon shifted preferences, as is indicated by the
Social Democrats’ later successes. In 1936, unlike 1932, they occupied the
median position by winning, in combination with parties to their left, an
absolute majority of votes and seats; and in 1940, they won an absolute
majority unaided (Mackie and Rose, 1991).

A median test (albeit it on a different scale) remains valid when another
dimension supplants the conventional left–right spectrum

If, like Lincoln’s Republicans, a party succeeds in the ultimate heresthetic
manoeuvre – replacing a dominant dimension on which it loses with a
new dominant dimension on which it wins – then a median test can be
applied, provided that one uses the the new unidimensional spectrum,
rather than the old one. That is essentially Mackie’s argument about
1860 (although, if he is right, Lincoln’s plurality victory in that year
failed to satisfy the median mandate). Such rotations of the policy
space will be rare events, but analysts using the MRG left–right scale
should be alert to the possibility. A polity that departs from the con-
ventional left–right median may have decided to march to a different
drummer.

When politics is fully multidimensional, the median on each dimension
remains a plausible, if not irrefutable, standard

Finally, suppose that a large proportion of voters make their choices within
a multidimensional space, in either of two senses – most people evaluate
more than one dimension before deciding how to vote, or most people con-
sider only one dimension but collectively divide into groups that respond to
distinctly different issues. In some of these cases, MRG analysis of party pro-
grammes will conceal the existence of multiple dimensions, because issues
that I contend are, or can be, independent are forced into the left–right
scale – for example, economic versus cultural liberalism/conservatism, or
the three distinct elements of economic policy in 1980s New Zealand. In
other cases, when a second dimension involves policies not coded into the
left–right dimension, manifesto analysis will readily identify it – for example,
the language dimension in Belgium or Canada.
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If there are multiple dimensions (whether or not manifesto analysis
recognizes them), the possibility arises that minorities rule on one or
more, perhaps all, dimensions in a pattern of implicit or explicit vote
trades. From the viewpoint of democratic theory, are such outcomes
always undesirable, because they are non-majoritarian (taking one issue at
a time); or might they be desirable, because they solve the intensity
problem and produce more efficient outcomes? Riker and Brams (1973)
tackled this question with respect to legislative decisions in an essay pub-
lished more than three decades ago, before Riker became enamoured of
chaos. Applying cardinal and ordinal analyses, they showed that both
judgements are possible – vote trades sometimes increase overall welfare,
but can also decrease it. When decisions are by majority rule, trades always
impose external costs on those who are not involved in the logroll. The
question is whether the accumulation of such external costs outweighs the
benefit each group gets when it is part of a winning exchange. Riker and
Brams conclude that the more pervasive the pattern of minorities rule, the
greater the aggregate losses, whereas a single vote trade necessarily pro-
duces more gainers than losers.10 Therefore, except for such isolated
exchanges, vote trades ought to be discouraged.

The alternative to vote trading is one-issue-at-a-time decision making,
which produces majority rule on every issue, a median on all dimensions
(Feld and Grofman, 1988). After his conversion, Riker (1982: 189, 192)
contended that such an outcome has no normative significance, because it
can be defeated by a new majority comprised of frustrated minorities.
However, as I have pointed out elsewhere (Nagel, 1993: 170–171), there is
a strong majority-rule argument for one-issue-at-a-time decisions. Riker’s
potential ‘majorities’ whom that pattern frustrates are mere coalitions of
minorities. If victorious, they are likely to impose extreme positions with
substantial external costs. In contrast, one-issue-at-a-time decisions do not
frustrate but instead satisfy the majority on each issue. Indeed, we cannot
define majority rule with respect to a particular dimension except by
examining the distribution of preferences on that dimension alone – the
test intended by the median mandate as applied to the left–right scale.

Conclusion

Is it possible to have it both ways? Can we appreciate the rich complexity
of politics while also enjoying the bracing simplicity of a clear standard for
evaluating political performance? As the preceding arguments indicate, I
believe we can and should – most of the time. Nevertheless, I conclude
with cautions about two situations in which applying the median mandate
can lead one astray. One occurs when the test yields a false positive, the
other when it produces a false negative.
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False positives

Normally, a finding that the legislative and electoral medians correspond
on the left–right scale will be prima facie satisfactory, because any of
several acceptable situations can bring about such correspondence – polit-
ical competition may in fact be essentially one-dimensional; other dimen-
sions may be active, but only in a secondary, lexicographic fashion; or
decisions across multiple dimensions may be made one at a time, satisfy-
ing the median voter on each. There is, however, one possibility where the
methods of Budge and his colleagues lead us astray. Because their
left–right scale incorporates logically distinct issues that may in fact attract
relatively independent groups of voters, it may show a median outcome
when closer examination suggests a pattern of minorities rule, as in the
case of New Zealand’s economic liberalization.

False negatives

Findings that legislative and electoral medians do not correspond should
also be probed to protect against accepting false negatives. Many of the
cases of incongruence detected by McDonald, Mendes, and Budge can be
readily explained in one-dimensional terms. In single-member-district
electoral systems, intra-party politics may pull the two major competitors
towards the extremes, while the bias of the system against third parties
leaves voters no option at the median position. Alternatively, if a centrist
third party survives in defiance of Duverger’s Law, its occupation of the
electoral centre may help keep the major parties apart, while the lack of
proportional representation keeps it from playing a pivotal role in the
legislature (Nagel, 2001b). Nevertheless, two other possibilities should be
considered. Rarely, outcomes may depart from the left–right median
because a new dimension of conflict has superseded the conventional
one, as in Mackie’s account of the US in 1860. Less infrequently, depar-
ture from the median may occur because minorities rule in a truly multi-
dimensional pattern. If those minorities are sufficiently few,
encompassing, and intense, then we might judge the non-median
outcome welfare-enhancing for that polity.

It is a tribute to the remarkable methods developed by Budge and his
collaborators that they offer tools to detect failures of Budge’s own
median mandate test. If a false positive is suspected, the elements that
comprise the MRG left–right scale are numerous and explicit, so
researchers can unpack them to check whether some are influencing
voters independently, producing a functional (or perhaps dysfunctional)
equivalent of multidimensionality beneath the left–right umbrella. If it is
thought that a departure from the median is ‘false’ because another
dimension is at work, then by expansion of policy categories and relax-
ation of statistical screens, the method is flexible enough to reveal its
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presence. By keeping in mind these caveats about possible indigestion, we
can usually eat our cake and have it too.

Notes
1 In the earliest expert survey, Castles and Mair (1984) required respondents to

locate parties only on a left–right scale. In a modest improvement, Huber and
Inglehart (1995) asked respondents if there are ‘some other policy dimen-
sions’ that are also very important, but only after beginning with the expecta-
tion that ‘the most important differences’ between parties can be distilled into
locations on a unidimensional left–right scale and then inviting respondents to
assimilate other ‘key issues’ to that division. Their questionnaire is thus analo-
gous to stepwise regression. The first explanatory variable (the left–right
dimension) is allowed to explain all the variance it can; then subsequent vari-
ables are entered to see if anything is left for them to do. As Koford (1989)
points out, the dimensional analysis of roll-votes pioneered by Poole and
Rosenthal (1997) operates the same way.

2 However, in four of the ten countries – Belgium, the Netherlands, France and
Israel – multidimensional models performed better (Laver and Budge, 1992: 413).

3 As do many other analysts, McDonald, Mendes and Budge lump single-
member-district systems together, whether they use plurality rule, as in Britain,
Canada, and pre-reform New Zealand, or majority rule, as in Australia (the
alternative vote) and France (a two-round system). It is not clear from their
article how they estimate electoral preferences in the two majoritarian coun-
tries. If it is only by first preferences in Australia and first-round votes in
France, the results are misleading, because voters also influence outcomes by
second-preference votes in Australia and second-round votes in France.

4 As I have learned in research that uses the left–right scale to investigate the
vote for centre parties in Britain (Nagel, 2001b)

5 Juvenile Diabetes Research Foundation, press release, 12 May 2004
(http://www.jdrf.org/index.cfm?fuseaction=home.viewPage&page_id=79C7022
1-2A5E-7B6E-1976DDFA1B71E539).

6 For example Scammon and Wattenberg (1970), Shafer and Claggett (1995),
Miller and Schofield (2003), Barone et al. (2003).

7 As Budge and Klingemann (p. 29) correctly suggest, plans for market liberal-
ization were not adequately presented in manifestos. In fact, due to internal
conflicts, Labour did not issue its 1987 manifesto until two weeks after the elec-
tion (Nagel, 1998: 251).

8 Note that the MRG coding would score the adoption of a pro-protection policy
as a move to the left. Coding protectionism on the left–right scale seems to me
highly dubious. Who supports free trade – labour or capitalists, agriculture or
industry – varies from country to country and time to time, depending on the
vagaries of comparative advantage, as well as the influence of ideas.

9 A similar alliance between workers and farmers (though intra-party and not
involving agricultural protection) formed the basis of the model welfare state
of a generation earlier, built in New Zealand by the Liberal government of
1890–1912 (Hamer, 1988; Nagel, 1993)

10 Olson (1982) reached a similar conclusion, showing that ‘encompassing’ inter-
est groups impose less economic harm than narrow ‘distributional coalitions’.
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8 On the dimensionality of political
space and on its inhabitants

David Robertson

Introduction

The idea that political life can usefully be described in terms of spatial
dimensions seems to stem from an improbable juxtaposition of French
Revolutionary legislature seating plans and the geography of American
small towns. The terms ‘left’ and ‘right’ are usually thought to have come
from the relative seating of the commoners and the aristocrats during the
meetings of the Estates General in France in 1789, though had this
directly led to a spatial model it would be unlike the ones we are used to.
For one thing, the seating was in a semicircle, and for another the clergy,
forming one of the three estates, were in the centre. Yet the idea that the
clerical position was in any useful sense half way between the commoners
and the aristos is unclear. In fact 1789 would have lead directly to a multi-
dimensional model – something not to trouble political science until
much later. Left and right, useful or otherwise, is a simple dichotomy
which does not necessarily entail any dimensional model at all. Dimen-
sionality probably made its real impact on political science when Anthony
Downs adapted Harold Hotelling’s model of spatial competition between
retailers in linear American urban environments. There were many other
influences on social science thinking in the early and mid-1950s which
helped spread the idea of dimensional analysis. Hans Eysenck produced a
study of political psychology which made extensive use of multidimen-
sional depictions, following his general dimensional approach which had
been first published in 1947 and much read by those seeking a new, more
‘scientific’ way of studying politics.1 The original Michigan school of elect-
oral studies was deeply influenced by social psychology, and whilst this did
not predispose them to the rational choice approach, it did lead to them
seeing spatial descriptions of politics as natural. And, of course, there was
factor analysis. Again, using factor analysis does not require one to think
dimensionally. At its most innocent it is just a technique for extracting a
measure of an assumed underlying variable from repeated measures. But
because the mathematical model which underlies it, principal com-
ponents (also, revealingly, known as principal axes), is inherently spatial it



was a short leap to taking this ‘behind the scenes’ spatial model seriously
in giving intuitive accounts of politics. For these and other reasons it
rapidly became normal to describe differences between political actors as
at least akin to distances in a space, and to conjure with the dimensionality
of this space. Little thought was – or is now – given to whether such
approaches are metaphors or analogies, and whether, either way, they are
useful. Perhaps there was no particular need to worry, but it would be
wrong to dismiss discussion about the number of dimensions underlying
political space as useless ‘Angels on Pin Heads’ discourse. (Not that the
medieval debates thus referenced were in fact useless.) Some, at least, wish
to claim a reality to their preferred dimensional models which profoundly
affects how we go about theorising about politics. Some caution does seem
to be required, some thought needs to be undertaken before we describe
politics, anywhere, as dimensional, or before we assert the primacy of one,
or the necessity of N, dimensions. As in any academic discourse, it is dan-
gerous to play fast and loose with terminology.

Consider the following example. Since about the time I am talking
about it has been automatic to claim that the politics of the Fourth
Republic in France required two dimensions if it was fully to be under-
stood. This became even more fully accepted after the publication of
one of the earlier works actually to use dimensional models in empirical
political science, MacRae’s classic Parliament, Parties, and Society in
France.2 One was, of course, a left–right dimension. The second dimen-
sion posited as necessary to grasp the realities of French politics was an
anti-clerical dimension, a claim similarly made for much of Europe at
the time and even later for Italy. I have no doubt at all that anti-clerical-
ism was crucial – the whole history of the French Radicals shows this. I
do not doubt that coalitions between the MRP and other parties able to
find a socio-economic consensus programme were inherently unstable
because of the clerical/anti-clerical tension. But in what useful sense
does the fact that there existed an issue on which views could be held by
people of varying socio-economic beliefs, that is, the legitimacy of
Catholicism in public life, require us to believe that it constituted a
dimension in any way similar to the left/right socio-economic policy
dimension? A more famous interpreter of French politics of the period,
Philip Williams, nowhere characterises anti-clericalism as a dimension,
though he fully uses the left–right idea.3 How could it be a dimension?
What, for example, would constitute a position half way between the
MRP and the Radicals? There is no metric, not even a theoretical but
unmeasurable one. Would a Huguenot party, had one sprung up, have
fitted somewhere on that ‘dimension’? What would have constituted the
MRP ‘moderating’ or ‘moving to the centre’ on an anti-clerical/clerical
dimension? Some minimal conditions must apply before we can intelligi-
bly talk about a political ‘difference’ being a dimension. (And rather
more criteria have to be satisfied before we can ‘intelligently’ so do.) Let
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us look at an example of a dimensional analysis from a quite different
area of political science to demonstrate this.

Almost as long as people have been subjecting parties to dimensional
analysis, they have been doing the same thing to constitutional courts, an
approach fully developed by the judicial behaviour school around
Glendon Schubert.4 Nearly always a simple liberal/conservative axis has
been used in such work, where the axis is just the result of trying to extract
a scale from data about judicial voting. Very few pieces of jurimetric
research have gone beyond this, in large part because they have not been
based on actually reading and thinking about the cases and judicial opin-
ions. Yet nothing as intellectually complex as constitutional review is very
likely to be summarised in such naive terms. Figure 8.1 gives a very basic
dimensional model of judicial differentiation from the Constitutional
Court of South Africa.

The spatial portrayal is based on agreement/disagreement scores in
terms of judicial voting, treated as similarity scores in a multidimensional
analysis. So far, so much like Schubert et al. My addition is to interpret
those dimensions by extensive reading of the opinions. As a consequence
I can offer an understanding which would almost certainly make sense to
the judges themselves, and will not surprise any court watcher in South
Africa. (I am not claiming very much by this – I use the example only for
illustrative purposes here, and not to announce some wonderful insight of
mine.) There are two dimensions in this modelling of the South African
court because the very nature of the judicial decision making requires it.
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When presented with the question of whether some legislative or adminis-
trative act is outwith the constitution the court first has to answer that
precise question – has a protected right been trampled on, has a central
(or local) government body exceeded its authority? Answering such a
question throws up differences in the readiness of judges to give an expan-
sive or narrow interpretation of the constitution, to reign in the state or to
hold it to tight boundaries. Chaskalson (Chk) has been the chief justice
since inception, and has been committed to winning legitimacy for his
court against often hostile politicians. He has tended towards a restricted
interpretation. Ackner (Ack) has most of his experience as a senior lawyer
in the UK, and lacks, as do most English judges, great enthusiasm for judi-
cial review. Sachs (Sch), O’Regan (Org) and Kriegel (Krg) are clear
enthusiasts for a court-led remaking of South African social values, and it
is natural that they would be at the opposite end of such a narrow/
extensive reading dimension. However judicial interpretation in South
Africa (as in Canada, but not the USA) is, by the actual terms of the consti-
tution, two-dimensional. If the court finds that there has been a breach of a
right, it has to go on and decide separately whether such a breach is,
nonetheless, justified, that the aims of the legislation are sufficiently
important that, in a modern democracy, this breach should be ignored. So
judges are differentiated by this second, orthogonal dimension. As it
happens, Sachs very frequently does find the breach he acknowledges to
have been made, nonetheless justified. O’Regan, in contrast, seldom
applies this test of proportionality in a way that gives the state victory.
Mohamed (Mhd), though restrictive as an interpreter and not likely to see
the state as acting unconstitutionally in the first place, is nonetheless hard
to satisfy when it comes to assessing the proportionality of breeches he
does recognise. And so on. Fully to prove my interpretation would take too
long for my heuristic purposes here, though I believe it correct5. My point
here is to show at least one way in which one might need, and benefit from,
a dimensional, and in this case a multidimensional, model. The South
African court can usefully be characterised by these dimensions because:

1 They are derived from objective data relating to public acts. Thus it is
possible in outline to answer questions like, ‘what would X have to do
to move closer to Y’.

2 They generate a metric – albeit in any particular analysis one deter-
mined in detail by the choice of data analytic technique. This allows
for statements about X being ‘nearer to’ Y and so forth.

3 Either the dimensionality is directly perceived by the actors described
or – generally more likely – it arises from ‘facts’ about the action
context the actors would recognise.

More generally, the dimensionality in my example arises because the
action-world described has a structure which enforces it, and is, at least
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indirectly, consciously grasped by the actors. This leads to the first general
point I wish to insist on, which is that questions about how many dimen-
sions exist, or are needed for analysis, are secondary to two other, poten-
tially but not necessarily related, questions. First, where do these
dimensions exist – in the minds of which set of actors? Second, what is it
that structures the world to produce these dimensions? To revert to
Eysenck for a moment – he thought that the dimensionality of his political
space was in the minds of voters, and was shaped by the more fundamen-
tal personality factors in all of us. Political dimensions were projections
into the political world of basic truths about human personality – conserv-
atives were superstitious, for example. In my South African example the
preferences which give rise to spatial positioning are consciously in the
minds of the judges, and are shaped by the external constraints imposed
by the constitution. To develop that example slightly further, the Cana-
dian constitution is less directive about how the courts must with constitu-
tional challenges, and the US Constitution hardly directive at all. Thus
Canadian judges have themselves set the shape of the tests they apply –
judges could refuse to deal with issues by the thought processes that yield
this model, and sometimes do. American Supreme Court justices almost
never use a similar analysis. Were the two dimensions nonetheless to
appear in a jurimetric analysis of either of these jurisdictions, one would
probably end up talking about some more deeply rooted structuring
inherent in constitutional argument of any type. More probably the essen-
tially ‘voluntary’ nature of the two stage test in America, and its less
binding nature in Canada would lead us to doubt the reality of the dimen-
sions.

There is, of course, another tack one might take. This is to be highly
positivist, to say that the dimensionality of political space exists only in the
mind of the analyst and takes all the justification it needs from its utility in
generating predictions. My reason for ignoring this orientation is twofold.
First, I prefer a Weberian approach – explanation ought to be cast in
terms that could in principle make sense to the actors involved. Second,
unless dimensions do exist in the minds of the actors, it is in fact
extremely unlikely that the researcher will achieve even positivist success.
Certainly rational choice frameworks require the possibility of translation
into something which makes sense to actors.

The minds of the actors

We need to explore this idea of where exactly the dimensions exist more
fully, and in so doing it will turn out that the question usually involves the
question of what structures the dimensionality as well. In fact the question
of where a political space exists, although always important, is particularly
pertinent to theories of party competition. I shall use an example drawn
for purely expository purposes from the 1987 British General Election
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survey. One battery of questions was specifically designed to allow mea-
surements both of where a respondent stood on an issue and where he
thought each of the three main parties stood. Conveniently for my pur-
poses this battery of six questions, if treated as an attempt to uncover an
underlying ideology space, produces two factors from a standard factor
analytic approach. One factor is a typical ‘left–right’ factor in as much as it
is primarily about socio-economic distributive politics. The second is
about security – it is characterised by two questions, one on defence
policy, one on law and order. (Brief details of the factor analysis and so
forth are given in footnote 6 to this chapter.) Figure 8.2 plots the average
position of the voters for the three parties in this two-dimensional space. It
looks perfectly predicable.

But how do we get the parties onto this map, in order to consider the
dynamics of party competition, either from a Downsian or any other
perspective? If political space inheres in voters’ minds, the position of
each party must be a question of the voters’ perceptions. But which
voters? An ‘average perception’of all the voters? A separate space for each
voter? The next three figures, Figures 8.3–8.5, show the party positions as
perceived differently by each of the three blocs of voters.6

Not surprisingly the patterns vary considerably. The differences in per-
ception can even be shown to matter. Table 8.1a/b gives the results of a
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Table 8.1 Predicting vote in 1987 by distance between party and voter

a) using distances to overall sample estimate of party positions.

Party predicted
Nearest Party Cons Lab Alliance Total

Cons 78.1 13.3 8.5 100%
Labour 16.1 69.2 14.7 100%
Alliance 44.9 36.3 18.8 100%

Percentage of grouped cases correctly classified: 61.0%

b) Using distances to estimate of party positions, separately for each voting block

Party predicted
Nearest Party Cons Lab Alliance Total

Cons 81.7 3.2 15.1 100%
Labour 3.2 72.8 24.2 100%
Alliance 13.4 34.6 52.0 100%

Percentage of grouped cases correctly classified: 71.7%
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multiple discriminant analysis predicting vote by perceived distance from
each party. If one calculates for each respondent his ‘nearest party’, more
than 40 per cent would be predicted to vote other than the way they did.
If, instead, party positions attributed to each party are derived from the
different spaces for each parties supporters, the per cent correctly pre-
dicted rises to 71.7 per cent. Perhaps more important is the differential
effect. The correct prediction rate only varies for the Conservative voters
by about 3 per cent. But where Alliance voters are allowed their own esti-
mates of relative party positions they move from being correctly predicted
less than 20 per cent of the time to be over 50 per cent.

Everything we have known for years about cognitive dissonance would
predict this, and one might argue it does not matter, because it has always
been recognised that voter ignorance was high, or that imperfect informa-
tion reduces the detailed accuracy of a party competition model. This
argument will not quite work, because it is predicted on voters having an
inaccurate (but probably roughly adequate) perception of the parties’
‘true’ positions. If there is a true position, however, it must mean that the
dimensions do not exist primarily in the voters’ minds, but somewhere
else. Where? There would seem to be two possible sorts of answers. One
answer would be that the dimensions inhere in the minds of the parties,
which must mean some combination of leaders and activists. The altern-
ative would be that the dimensionality exists independently of its
perceivers, voters or politicians. Which is why the ‘where are the dimen-
sions?’ and the ‘how do they come about?’ questions led into each other,
and are together prior to the ‘how many are there?’ question.

Why are there (any) dimensions?

This is, in fact, a curiously difficult question to answer, especially if one
hopes to avoid a deeply metaphysical, Locke style reference to political
essences, to an underlying ‘something I know not what’. It is easiest to
approach it via examples. A simple version of the answer is the reason the
1987 BES study produces two factors from that battery of questions. (And,
being generous, why very similar solutions arise from many batteries of
policy preference questions in many surveys.)7 It is just that the pattern of
correlations between the survey questions treated as variables can be
‘decomposed’ into a smaller number of factors, are axes which represent
the commonality in the answers. Back at the dawn of time, Phil Converse
indeed used the absence of such correlations to claim that the mass elec-
torate had no ideologies. But the fact that we take party positions in space
seriously must mean we have rejected this claim. The variables correlate,
we are forced to believe because people do have something amounting to
an ideology, even if this is little more than an organising principle to help
us make rational utility decisions faced with political complexity. The cor-
relations represent, therefore, an ordered patterning of our preferences,
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views and desires. Where these ideologies (I will call them that for conve-
nience) are multidimensional, something else must be true. It must be
true that a voter’s preferences on some issues cannot be predicted from
knowledge of his position on some others. In fact, as a dimension to be
meaningful must relate to more than one issue, one could make a
minimum definition of two-dimensional political space as follows: the
voter must have preferences on at least two pairs of issues such that each
item in a pair is predictable by the other, and neither is predictable from
either issue in the other pair. Lest this seem unduly formulaic, it is merely
an effort to spell out the minimal content of the idea of a space of two
orthogonal dimensions. (Non-orthogonal, intercorrelated dimensions
make little sense for our purposes.)

What sociological or psychological factors lead to this structuring is
beyond discussion here, except for one thing – it is unlikely that the multi-
dimensionality, or indeed the correlation pattern that leads to even one
dimension, has a quality I want to call being ‘compulsory’. People really
can want incompatible things and can bundle together issues an analyst
would think unconnected in such a way as to lead to high correlations.
Converse’s mistake, amongst others, was to dismiss correlations he did not
think made sense, and to treat as ideological and cognitive failure the
absence of correlations he thought ought to be present. Put like this it
would seem very unlikely that politics anywhere at any time would be one-
dimensional to the extent that the dimensions inhere in mass consciousness. What
is much more likely is that multidimensional mass ideologies are reduced
to effective unidimensionality for one of two reasons. It may be that a
strong lexicographic ordering arises because of the intense salience of
issues making up one of the dimensions. It used to be argued, for
example, that an explanation for Macarthyism in the USA in the early
1950s went along these lines. The orthogonal dimension of patriotism/
American identity anxiety which cross-cut the socio-economic dimension
was thought to be smothered by the salience of the latter in normal times.
When the post-war economic boom reduced the pressure on ‘bread and
butter issues’ the second dimension could come to influence some voters.
They were not thought to have changed positions from earlier ones, but
to be free to express political preferences marked on that dimension.8

Perhaps the more recent ‘post-materialism’ thesis might be cast in these
terms, rather than as a replacement of one ‘old’ dimension by a newer
one. That certainly seems to be the implication of the common assump-
tion that post-materialism, if it exists at all, is subject to the vagaries of the
Western economies.9 These examples link to the second reason that an
actual multidimensional world might appear unidimensional.

It may also be that the dimensionality of the space in the minds of the
parties only maps partially onto mass space, essentially making one or
more of the mass dimensions redundant. One needs here to make a
careful distinction between two similar seeming situations. One is where
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the mass culture already contains a second dimension along which the
parties normally refuse to compete, or at least neglect. The second situ-
ation is where political actors invent and educate the mass into a cross-
cutting dimension. This latter is the sort of case much discussed by writers
like McLean and Nagel, following Riker’s lead, on which more later.10 In
either case the crucial role played by political parties in creating or inten-
sifying dimensions, originally pointed out most forcefully by Dunleavy and
Ward must be taken very seriously, and rather suggests that the answer to
the question ‘How many dimensions?’ must vary with the other quite
separate aspects of party competition.11

When we turn to thinking about political parties, the range of answers
to the general question ‘why are there any dimensions?’, as opposed just
to bundles of issues, becomes more theoretically interesting. I have
already mentioned the idea that some dimensions may be ‘compulsory’.
This is actually a double duty concept. The political context may make it
unavoidable for all parties, or at least all serious players, to have a position
on each of a series of issues. Not to speak out on issues X, Y and Z would
make a party electorally highly vulnerable. The actual position taken on
any one or more of these issues may be highly restricted by preferred posi-
tions on other issues. These constraints may be logical/technical – it is just
not possible both to end conscription, remain a leader in NATO and
refuse to develop nuclear weapons, perhaps. They may be electoral – if
one does not advocate taking away professional monopolies at the same
time one advocates the end of the union’s closed shop, the accusations of
class bias will be too dangerous. They may be ideological – the vision of
the good society requires both nationalisation of industry and worker par-
ticipation in it. (Or the priority for economic efficiency in the nationalised
economy requires state planning and precludes worker participation . . .)
For these and other sorts of reasons, positions on issues are interlinked;
they form a dimension because movement on any policy requires changes
in others. In practice dimensions come into existence for a mixture of all
of these reasons, so that some policies have to change for technical
reasons and others change with them because of political vulnerability,
and still others because of the incremental shift the first set of changes
produce in the articulation of the vision of the good society and so on.
The policies are involuntarily bundled into a dimension in a way that I
shall call, for convenience, a logical compulsion.

How many such dimensions there are depends on whether or not there
are two or more such bundles which have the additional character of not
wielding any logical compulsion on each other. The example I gave from
South African constitutional jurisprudence is apt here. The judge does
not have a choice about developing a position on each of the dimensions,
but neither exerts any compulsion on the other. Inside each dimension
though there are distinct logical compulsions on sub-issues, on precise
questions of legal doctrine.12 The great temptation here is to take
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something like the ‘domestic and international security’ dimension I
sketched earlier and treat it as not having any compulsory link to the
socio-economic dimension and thereby constituting a genuine second
dimension of politics. Though it is true that the internal connections
between issues in a domain like this are rather weak – they would stem
from the overall idea of the good society rather more than from technical
incompatibilities between, let us say, a preference both to reduce police
arrest powers and to have a nuclear based defence policy.

This is where the second sense of compulsion comes in. The judges do
have to operate in a two-dimensional space. But do the parties? There
would seem to be two conditions that both have to be satisfied before the
fact that issues bundled into two dimensions will produce two-dimensional
party politics. And it has to be stressed that it is this sense of multidimen-
sionality that concerns us – the actuality of two-dimensional party competi-
tion, rather than the sociological possibility of such. The dimensions
would have to have roughly equal salience. If this is not the case, then
party positions on the ‘second’ dimension would be important only as
tiebreakers for voters unable to discriminate on the main dimension. An
alternative scenario, harder to think through, is where one dimension has
salience to one section of the electorate and the other to another section.
In other words one finds two, opposed, lexicographic orderings. If one
leaves aside the cultural identity politics of religion or language, it is actu-
ally rather hard to come up with a plausible example of such a polity, but
it is certainly a possibility. The number of effective dimensions would be
dependent to a very great degree on the relative sizes of the groups. But it
would equally depend on the second factor that determines the compul-
sory nature of a second dimension. This is the question of whether one or
more parties of sufficient weight themselves have this dimension as
primary in their ordering and will capitalise on their position. Again,
leaving aside identity politics, examples do not spring to mind. If the two
dimensions are genuinely orthogonal in policy-making terms as well as in
ideological or psychological terms, there is no reason for parties not to
compete on both of two equally salient dimensions, except, perhaps,
because of campaigning resource limitations. The most important
resource constraint might well be the need to simplify the battlefield both
to aid voter decision making, and to maximise control of the image the
party projects. However the fact that there seem to be very few known
examples of genuinely two-dimensional competition may speak then to
the primacy, for the as yet unstated reason, of single dimensional politics.

Somehow or other it does not seem quite right to talk about a dimen-
sion, of political importance, where either voters or parties can have pref-
erences quite unconnected to their preferences on another important
dimension. It is important to remind ourselves here about the stipulative
definition I gave of a dimension, because there are plenty of examples of
what at first glance might seem important cross-cutting dimensions. A
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prime example would be the opposition to Britain’s EEC membership (as
it then was) in the 1970s. Notoriously this united the right of the
Conservative party with the left of the Labour party – surely then, it was
possible for people of whatever position on the left–right dimension to
take up any position on the European dimension? But this would be to
conflate policy and dimension. For very different reasons it was possible
for the right and left to agree that Britain should leave the EEC – the one
because it regarded Europe as a capitalist plot, the other because it feared
loss of sovereignty. But in no way did this mean that the two extremist sup-
porting groups agreed on a position on an underlying long-term political
dimension. Indeed the positions on the two dimensions were not gen-
uinely uncorrelated, given that the moderates in both parties agreed on
Europe. What we had was a rather strong, but non-linear correlation
between a dimension and a specific issue.

Why there might (effectively) be only one dimension?

The main reason we have few true examples of multidimensional politics
is probably this: in a fundamental sense it is impossible to conceive of gov-
ernments going about their business in a world they conceive of as having
two or more independent spaces for policy development. For one thing, a
second dimension cannot really be independent of the first if it relates to
public expenditure, or more broadly to the nature of the state. For all but
the most highly symbolic of policies the question of resource constraint
arises. This need not merely be a financial constraint which makes even
apparently disconnected policies have mutually retraining consequences,
though that is the most obvious commonality. States run on other
resources, both technical, like administrative capacity, and less measurable
but crucial resources like legitimacy and authority.

The point about financial constraint is too obvious to need much
spelling. Put simply, a cost cutting low tax Conservative party may operate
primarily on a dimension of economic laissez-faire and minimal welfarism
which appear to have no ideological connection to defence and criminal
law policies which, following my data example earlier, constitute a second
dimension. It does not follow that the party is free to advocate any policies
it likes or might find electorally advantageous there. Defence equipment
and prisons are both very expensive; the mere fact that governments are
forced to optimise returns, including electoral returns over a huge range
of policy areas for rare financial reasons; resources suggests that they must
all be considered in some single metric, and what is a dimension but a
metric common to a series? Depending on a party’s overall vision, its polit-
ical ‘tone’ almost, other factors may constitute a resource restriction with
a similar effect. One good candidate for this is the idea of authority,
particularly the authority of central government. Highly liberal policies in
terms of the private sphere have, amongst other consequences, the
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tendency to diminish the public’s sense of the state’s right to control. Can
a party simultaneously support authority dependent policies like mass
nationalisation and highly privatised individual lifestyle policies? In a
more general sense, there are what one might best call ‘governing
methodologies’ which constrain across otherwise arguably separate
dimensions. If anything at all is meant by ‘New Labour’, we know by now
that it involves detailed management by target setting towards the aim of
reducing any form of social or economic exclusion. No policies based on
government entirely abandoning some field to the market or to free and
perhaps selfish individual choice is likely to recommend itself. There is
something, an idea, a methodology, a prime value, which tends towards
organising a party’s policy offerings across all of what it does. Consider
again the ‘fact’ I started with about the French Fourth Republic’s putative
clerical/anti-clerical second dimension. Had this really been a dimension
orthogonal to a socio-economic left/right dimension it would be suggest-
ing something rather odd. The precise question, the legitimacy of church
involvement in the state or society via, usually, education, might just about
be seen as genuinely one on which one’s position was unconnected to
what one thought about welfare and economic planning. But from the
viewpoint of the MRP itself this would amount to saying that, though
Catholicism was so important they would risk losing office rather than
abandoning a pro-clerical stance, this same religious credo had no effect
on what they thought was just or acceptable in terms of welfare or the
rights of private property.

What all this amounts to is saying that there is only one image of a polit-
ical party which is capable of making sense of multidimensional policy
space. This is the pure Downsian party committed, in its inner councils, to
nothing but winning an election. Such a party, especially if it had little
long-term ambition, might be able to adopt policies as though they were
living in a space of orthogonal dimensionality. At most, financial con-
straint issues could operate as a restriction – as long as there was no press-
ing desire to repeated re-election, such matters as maintaining state
authority or not overburdening administrative capacity, would not restrict
policy choice. For any other type of party there has to be some source of
policy selection, some fons et origo of the party’s positioning which makes
the idea of multidimensionality exceptionally improbable. I am hardly
insisting here on a full-blooded idea of ideology in some quasi-Marxian
sense. Yes it is surely part of any definition of ideology that it contains an
image of the good society, as well as something like a sociology which
explains to its adherents how the world works. How easily can such an
ideology produce an image of politics in which there is any great degree
of freedom in choice of policy preferences in one set of issues not con-
tained by policy choice in any other set of issues? It will always be a mistake
to see similarity of party positions on one suggested dimension between
parties vastly apart on another as evidence of true multi dimensionality. To
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take another French example – throughout both the Fourth and much of
the Fifth Republic the PCF and the Gaullistes were united on at least three
issues – distrust of NATO, distrust of the EEC and opposition to devolu-
tion. This could be presented, perhaps has been somewhere, as a second
dimension to French politics characterised by attitudes to the sovereignty
of the central state versus challenges from either below or above. There
may have been French voters who could, lexicographically, have made
their choice based on that ‘dimension’. But the idea that either the PCF or
the UDR could choose its position on this dimension because it was uncon-
nected to the positions they had to espouse on a central left/right dimen-
sion is absurd. The opposition to the two external alliances are derived
from completely different sources of political inspiration. The agreement
that devolution was dangerous did, indeed, stem from a common desire
for strong central authority – but one party wished to have that authority to
abolish, and the other to protect, private property. The example may seem
to raise the possibility that voters and parties might inhabit space of differ-
ent dimensionality, but this would be true in an very uninformative sense,
given that the voter only gets to choose what parties offer. Lexicographi-
cally a voter might hate NATO/EEC and local government so much that
he would prefer any party at one end of that dimension to any at the other.
But the voter would have to be indifferent to the nationalisation issue actu-
ally to have a free choice on this second dimension.

Historically there has been a very basic understanding about the nature
of the primary opposition in politics, one that operates not merely on one
dimension, but on a dichotomous basis. Political science certainly requires
more than a dichotomy, and a multiparty system would enforce more
sophistication anyway. But does it require much more? Politics in France
particularly has often been characterised, in all its Republics, as quite
simple – there are forces of Progress (or movement) and forces of Reac-
tion. Stated like that, we are invited to think of motion, and therefore of
space, in basically simple terms. There is a road to travel on. Some want to
go back, others to press on. Interestingly exactly this metaphor was used
by Tony Blair addressing the Spring Conference of the Labour Party in
2005, a few months before the election. He consciously reduced politics to
one dimension, saying that whether one chose the Conservatives or the
Liberals, the effect would be the same – progress could be found only with
the Labour party. We might get much further with our problem by reflect-
ing on this sense of movement in politics. Voters may very well see parties
as nearer or further from them, and they may see them as likely to travel
further forward or backwards along a road. But they will neither see this,
nor express it, in the city block metric of multidimensionality – it will be a
direct measurement of distance in Euclidian space. Oxford is 120 miles
from Colchester – it is not to its inhabitants 50 miles south and 109 miles
east. One can always reduce a two-dimensional space by plotting the
projections of the positions of its inhabitants onto a single principal
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component line drawn through the origin. As long as one does not give
content to the meanings of the end points, this is fine. And the best way to
label the end points is going to be left and right. One can also alter the
metric so that the range of scores on the two dimensions is equivalent.
This is one crude way of dealing with a question that cannot be avoided by
exponents of multidimensional space – how big is each dimension? A
‘short’ dimension equates to a low salience dimension, and one cannot
dodge the question of weighting. Lexicographic orderings are equivalent
to spaces where the second and further dimensions have very low weight-
ings except in cases of ties on the prime dimension. The analogy to
modern speculative physics is hard to avoid – string theory, championed
as the hope for the General Unified Theory requires, in some models,
seven dimensions. My own first foray into party competition also, improba-
bly, required seven dimensions.13 The difference is that I (surely wrongly)
weighted them equally. String theory regards three or four of the ‘extra’
dimensions to be very short, so short, indeed, that we are unaware of them
in ordinary life. So even if a full description of political space is multidi-
mensional, it may be that we should expect the occasions when more than
one is effective to be almost pathological.

This brings me to one of my earlier arguments I need to address
slightly further. This is my dismissal of the common idea that multidimen-
sionality does exist where one has cross-cutting social cleavages like reli-
gion or language. Although I do doubt that religion in the Fourth
Republic was a ‘dimension’ of politics, as opposed to an unfortunate fact
about coalition difficulties, it is probably wrong to dismiss the idea of such
‘political identity’ dimensions altogether. But brief reflection on the poli-
tics of systems with serious identity issues suggests that fitting a common
space with an identity ‘dimension’ may not work at all well, and may do
violence both to the idea of political space and to our ability to under-
stand the politics in question. A more interesting example than France in
the 1950s may be the Netherlands at the same time. Given that there were
three religiously based parties actually fitting extra dimensions would be
conceptually complex – the Calvinist parties were, surely, not at one end
of a dimension opposing the Catholic party with the lay parties between,
while at the same end as the Catholics on a dimension contrasting religion
with secularism, both dimensions orthogonal to each other and to a (at
least) socio-economic dimension. What would an appropriate dimension-
ality be? One needs to think a little about how a voter might orient
himself. At least one plausible model is that for the devout Calvinist or
Catholic; some parties just fall off the space altogether. It would be as
unthinkable for a Roman Catholic to vote Calvinist as for a Communist to
vote Roman Catholic. What this means is that rather than having a single
space with complex dimensionality one is faced with more than one space,
none of which has all the parties present. This in fact is going to be a
highly empirical matter. If we consider Italy, a good case could be made
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out for it changing over time from having two spaces, one for devout
Catholics and one for the determinedly lay, which merged into one space
with a highly pragmatically flavoured minor religious dimension.

Identity politics can, in principle, lead to an extra dimension, but only if
the actual policies in question are capable of compromise. Take the issue of
state aid to religious schools. Because the Canadian constitution specifically
requires this, Canada could have a ‘dimension’ of religion in its politics,
where parties could offer varying degrees of state support, and state support
in return for various educational commitments to multiculturalism, etc. But
in France state aid to Catholic schools was a dichotomous and hotly con-
tested definition of the nature of the Republic itself, and quite incapable of
the sort of compromise that leads to dimensionality and party manoeuvring.
By the latter days of the Italian first Republic the PCI had managed to find
ways of making it possible for at least some Catholics to vote for it, and had
indeed turned the dichotomy clerical/anti-clerical into a dimension on
which it could position itself. It will always be a matter of serious doubt
however whether the politics of identity, ongoing inside a system of prag-
matic utility politics, is best regarded as an extra dimension. We must always
be careful of promoting a political ‘fact about some voters and parties’ to
the status of a dimension open to manoeuvre.

It is possible that this distinction between a second dimension and a
‘fact about’ may help with some other problems. No one can deny the
logical correctness of the famous ‘cyclical majorities’ argument, whereby,
faced with three alternatives, A, B and C a majority prefers A to B, and B
to C, but, unfortunately for democratic theory, C to A. Part of the
problem of cyclical majorities is that they appear to crop up very rarely. It
may be that this has something to do with the way in which the prefer-
ences are formed and can be expressed. It has never been true, something
careless readings have sometimes led people to believe, that the theory
posited that voters would prefer A over B, and B over A, but C over A, for
the same reasons. Such a theory would deny ordinary language meaning to
the verb prefer. The cycles arise because the motivation for the AB and
BC choices are different from the CA choices. This has often been
thought of as a problem underlying a multidimensional space, making
impossible, amongst other things, the theory of the median mandate. If
my suggestion above, that voter preference is made by minimising direct
Euclidian distance in a space or its equivalent, that voters are arrayed
along projected a single dimensional summary, the cyclical majority issue
vanishes, because, except in the case of a tie, there just is one party to
whom more people are nearer than any other. The cyclical majority
problem arises because voters are seen as switching from one judgement
method to another when they consider the rival attractions of A and C. As
an illustration, suppose an economic left–right dimension such that party
A is socialist, Party B moderate and Party C conservative. Six of ten voters
are socialist and prefer A to B. An overlapping group of liberals also
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produce a majority when faced with a choice between B and C. But six out
of ten voters, regardless of their economic ideology, are also vegetarians,
for whom animal welfare is a paramount value, and Party C is, as well as
conservative, strongly in favour of animal rights. There is a voting paradox
here if one allows this form of ‘criterion switching’ into a model. If one
takes as the criterion just the minimisation of Euclidian distance in two-
dimensional space there is no reason not to have a simple winner. If, on
the other hand, there is one economic left–right dimension, but there is
also the question of animal rights, which for some reason or other takes
on a virtually dichotomous nature in the minds both of voters and party
leaders, we have cycle problem.

Why then do cycles occur, at least in theory and possibly in history?
Another way of looking at much the same set of concerns is to suggest that
the sort of analysis popularised under the name of ‘heresthetics’, a
leading practitioner of which is Iain McLean, maybe depends on the
‘dimension’ versus ‘fact about’ distinction. McLean’s account of Peele’s
reform of the Corn Laws gives a convincing account of how Peele
manoeuvred politicians on both sides of the house into having to support
tariff reform because of their prior and more pressing commitment to
governmental stability. It is not entirely clear whether McLean prefers to
think of the politics in multidimensional terms or not. Certainly he is dis-
missive of one research project which suggests from roll-call data a large
number of political dimensions in the minds of the parliamentarians of
the period. Nothing in his account requires him to see the political word
he describes as multidimensional – it is just as satisfactory to say that Peele
introduced, arranged for, a new and awkward ‘fact’, which is that if the
MPs voted as might be predicted from their position on some economic
interest dimension, all hell would break loose. I am running together
these actually disparate parts of Riker’s lessons for political science
because they both depend on the distinction I have drawn. The existence,
or creation, of awkward political facts about which parties cannot compete
but towards which they must bow is both a potential characterisation of
some politics at some times, and something one can imagine a ‘great
politician’ using. I do not believe that Peele could create a real dimension,
a set of interlinked and long-lasting issues on which positions were uncor-
related with policies in the space people were used to. I do believe he
could take advantage of a special situation where a one-off unrefusable
choice was presented. In much the same way I can go along with the idea
that Republicans in nineteenth-century America could capitalise on the
slavery issue by forcing voters to think about a fact which made it imposs-
ible for politics as normal to go on along its usual, Democrat dominated,
dimension.14 Indeed slavery/abolition is the nearest one can imagine to
an awkward dichotomy. Attempts to ‘dimensionalise’ it by compromises
signally failed. The Dredd Scott case came out the way it did precisely
because there was no halfway house between treating a slave as property
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or not.15 (A little remembered fact about the case which suggests how
hard it was to handle in constitutional argument is that it was the first case
after Marbury v. Madison in 1803 that the Supreme Court overruled a
federal act.)

An easier way to say much of what I have discussed in the last section
may be a slogan – Single Issues Are Not Dimensions. They are not, usually
anyway, dimensions when they relate to political identities, when they
concern the very fragility of cabinet government, when they touch on the
most appalling moral issue in American history. If they cannot be bundled
up into an existing dimension, they are best analysed as exogenous shocks
to, or restraints on, party competition in a much simpler space. Is politics
unidimensional? Yes. Is the single dimension aptly called left/right? Why
not. Does it have a constant transnational and transtemporal identity?
That is for the historians of ideas.

Notes
1 Eysenck and Himmelweit (1947) was followed a few years later by Eysenck

(1954).
2 MacRae (1967).
3 Williams (1964).
4 The first major statement was Schubert (1965). An early effort at making this

more comparative can be found in Schubert and Danelski (1969). The seldom
noticed extent to which Schubert sought to develop a fully-fledged theory of
political ideology along dimensional lines, as well as the social–psychological
basis for this can be seen in Schubert (1974).

5 This analysis is derived from more thorough work on the South African court
in Robertson (2006). It is based on data published annually in the South African
Journal on Human Rights. The most recent version is Klaaren and Stein (2004).

6 I calculated these party positions by creating three new ‘cases’ in the data set,
one for each party. They were accredited with answers to the battery of ques-
tions according to the mean score attributed to them on each question, and
their factor scores calculated accordingly. This was repeated for each of the
three voting blocs, to generate three separate sets of spatial coordinates for
each party.

7 For example the robust two-dimensional model of voter ideology first shown in
my own book on elections in the seventies, Robertson (1982) and discovered
independently later by Evans (1993).

8 Kornhauser (1968) or Bell (2000).
9 Ingleheart (1997).

10 Nagel (1993). McLean and Bustani (1999). Both are heavily influenced by
Riker’s work, as best exemplified in Riker (1980).

11 Dunleavy and Ward (1981).
12 Iles (2004).
13 Robertson (1976).
14 I am thinking of Riker’s use of this example, well discussed in McLean (2002).
15 Fehrenbacher (1978).
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9 “Party-defined” spaces revisited

Michael Laver

Introduction

Spatial models of politics are characterised by the postulation of some
kind of underlying political space that can be used to describe the prefer-
ences and choices of key actors. Such spaces are intellectual constructs,
bordering on the metaphysical, that provide theorists with a common con-
ceptual language with which to describe specific models of political
choice. This common language relies upon an explicit analogy with phys-
ical space when it uses terms such as “distance”, “movement”, “dimen-
sions” and “direction” to describe the preferences and choices of political
decision makers.

The psychological micro-foundations of the spatial analogy in political
science have not been a source of overwhelming concern to the majority
of spatial modellers. Rather, theorists building spatial models of politics
have developed a common understanding or folk wisdom about the
underlying choice processes involved – a folk wisdom largely imported
from micro-economics. Spatial models of politics have been more inter-
ested in unfolding the logical implications of a set of axioms deriving from
this folk wisdom than with agonising about whether these axioms are
themselves well grounded in any consistent psychological theory about
how real human beings make real choices.

This is an intellectual can of worms I do not propose to open here. I do
propose to leave it on the kitchen table in plain sight, however, in the
certain knowledge that it is indeed full of worms. The reason for drawing
attention at all to the psychological micro-foundations of the spatial
analogy is that I want to revisit a “spatial” approach proposed nearly three
decades ago by Ian Budge and Denis Farlie. This involves a “party
defined”, “likelihood ratio space” (LiRaS), which in one sense is a straight-
forward spatial description of voting propensities, however derived, but in
its practical application tends to rely upon psychological micro-founda-
tions that differ from those underlying the more conventional spatial
model (Budge et al., 1976a, b; Budge and Farlie, 1976, 1977; Farlie and
Budge, 1976).



The stimulus for doing this has been the publication of a unique new
data set of real votes cast by real voters in a real election, arising from
trials of electronic voting in the 2002 general elections in Ireland.
Ireland’s STV electoral system requires voters to rank order candidates on
the ballot. A total of 138,011 Irish voters, voting in one of three Dáil con-
stituencies, registered these rankings electronically in 2002. All of these
rankings were subsequently published, generating a data matrix of
138,011 voters’ expressed preferences that is amenable to dimensional,
and hence spatial, analysis. (See Laver, 2004, for a description and prelim-
inary analysis of these data.) As we shall see, the resulting “party defined”
spaces bear effectively no resemblance to the “policy” spaces that have
conventionally used to describe Irish party competition. We should not
discount the possibility that Irish politics is peculiar, in that Irish voters are
more concerned with party, and less concerned with policy, than voters in
other modern democracies. Nevertheless, these results provide a prima
facie case for revisiting the notion of a “party defined” space.

In what follows I briefly review the conceptual language of both
“policy” and “party defined” spaces. I then report the results of various
spatial analyses of Irish party competition, derived from expert surveys,
the Irish National Election Study and the dimensional analysis of elec-
tronic voting data. I attempt to reconcile these quite different spatial
representations of Irish party competition and ruminate briefly on the
implications of these differences.

On policy spaces and “ideal points”

The essential idea underlying any spatial representation of politics is that
of a perceived psychological “distance” between sets of political stimuli.
Thus, without reading any psychology, many people do find it intuitively
reasonable, when thinking for example of two politicians X and Y, to take
the view that “X is closer to me politically than Y”. Thinking of two poten-
tial outcomes, P and Q, the intuitively meaningful statement “I prefer P to
Q” can be translated, apparently without loss of meaning, into the state-
ment “P is closer than Q to the potential outcome I most prefer”.

Once we accept the concept of political distance, in this sense, we have
a political space. This is because distance implies the potential for move-
ment. Movement has direction. Direction is defined in terms of a set of
basis vectors, or dimensions. A set of basis vectors spans a space. Political
distance is the key concept in the spatial analogy. All else follows from
this.

Thus “policy spaces” depend on a concept of the “policy distance”
between two stimuli. The folk wisdom of spatial modellers typically
regards policy distances as expressing how an actor feels about different
political stimuli. Typically these stimuli are actual or potential political
outcomes, and distances are expressed in terms of how “close” each stimu-
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lus is to the actor’s most preferred potential political outcome, or “ideal
point”.

The concept of an ideal point is itself deeply metaphysical. It is another
matter on which spatial modellers typically form a pact with each other on
a set of definitions and spare themselves the angst of delving too deeply
into the micro-foundations of these. Personally, I would ideally like to live
in a world with zero taxes, infinite public services, zero poverty, infinite
tolerance, perfect equality and unlimited opportunity. Anyone who would
not like to do this is not my friend. When I make political choices in the
real world, however, I am painfully aware of my belief that my uncon-
strained ideal point can currently be realised only in science fiction
novels. My practical political thinking is radically conditioned by my
technological and social weltanschauung. Given this weltanschauung, which
is in effect taken by spatial modellers as an exogenous constraint on my
feelings about political stimuli, I have an ideal point i in the sense that
there is no other potential policy outcome that I both perceive to be tech-
nologically and socially feasible and prefer to i. Changes in my weltanschau-
ung change my ideal point.

If we accept that I have constrained preferences about potential polit-
ical outcomes in this sense, we have a policy space that will allow us to
locate my ideal point in relation to any set of potential political outcomes.
This remains a long way from the policy spaces of conventional spatial
models, which locate the ideal points of many different actors, relative to
many potential political outcomes, all in the same space. Even if we
assume that all actors in the system share the same weltanschauung, it
remains possible that they do not all see the same policy space when they
look at the political world. In politics as in life, I may love you more than
you love me so that we disagree on the distance between us, which is of
course utterly subjective.

The bottom line is that there are many, many assumptions underlying
the conventional representation of a common policy space within which a
diverse set of ideal points and potential political outcomes can be located.
As intrepid and fearless theorists, let’s make all of the necessary assump-
tions and further assume that political choices, including the choice of
which party and/or candidate to support in a real election, are made in
terms of the matrix of policy distances encapsulated in the resulting space.
This leaves us in a position to specify a model of voting behaviour. A
model of “sincere” Downsian voting, for example, would have each voter
supporting the party proposing the policy position closest to his/her own
ideal point. A model of instrumental voting, on the other hand, would
have each voter casting a vote in such a way, taking into account the con-
sequences and probabilities of potential election results, as to increase the
probability of an outcome close to his/her ideal point. Decisions made by
party activists and funders may be added to the model; the credibility of
party policy promises may be brought into the equation; new entrants to

“Party-defined” spaces revisited 181



the party system may be envisaged; and so on. In effect the notion of a
policy space provides a conceptual tool kit with which a wide variety of dif-
ferent models, sharing similar micro-foundations, can be constructed. The
common feature of all of these actual and potential models is that the rel-
ative locations of voter ideal points and party policy positions lie at the
heart of some explanation or another of voting behaviour in real elec-
tions.

On party-defined spaces and “likelihood ratios”

All political “spaces” depend upon some underlying notion of political dis-
tance but the type of “party defined”, “likelihood ratio” (LiRaS) space pro-
posed by Budge and Farlie (1976, 1977) depends upon a notion a
distance quite different from that underlying the conventional spatial
modelling literature. The stimuli generating distances in a policy space
are potential policy outcomes. The stimuli in a LiRaS space are actual
political parties. (Potential political parties might also be considered, but I
am not aware that this possibility has actually been developed.)

To take a simple example, imagine only two political parties, A and B.
Ignoring non-voting for the moment, one underlying psychological
assumption in an LiRaS space is that every voter can be thought of as
having a relative probability, however generated, of voting for Party A, and
the inverse probability of voting for Party B. This allows us to conceive of
an underlying dimension running from A to B, on which every voter can
be located in terms of his/her relative probability of voting for the two
parties (Budge and Farlie, 1976: 106–107). A voter 100 per cent certain to
vote for A would be “at” A. A voter equally likely to vote for either A or B
would be at the midpoint on this dimension. A voter twice as likely to vote
for B as to vote for A would be two-thirds of the way down this dimension,
towards B, and so on.

If there are three parties in contention, A, B and C, then these can be
placed at the corners of an equilateral triangle. Each voter can be located
somewhere inside this triangle in terms of his/her relative likelihood of
voting for each party. Thus a voter equally likely to vote for each party
would be at the centroid of the triangle; a voter 80 per cent likely to vote
for A and 10 per cent likely to vote for each of B and C would be on the
perpendicular running from A to the line BC, at a point eight times closer
to A than to B or C. Four parties would form a regular pyramid, while five
parties would form a regular four-dimensional hyper-pyramid; and so on.
Any n-party system can be described as a LiRaS space of dimension n-1,
with the parties located by definition at the apices of the n-1 dimensional
hyper-pyramid and voters located inside it, at a position reflecting their
relative likelihoods of voting for each party in the system (Farlie and
Budge, 1976: 390). Assuming that these relative likelihoods have some psy-
chological meaning for each voter, the LiRaS space simply describes them
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in spatial terms. The underlying psychological assumption is that two
voters who have similar relative likelihoods of voting for each of the set of
parties on offer are close to each other politically, in some sense. This
would arise even if the two different voters arrived at their relative voting
likelihoods for utterly different reasons.

An LiRaS space, no more than a policy space in itself, is thus not a
model of voting behaviour, but a graphical representation of voting likeli-
hoods. A striking difference between an LiRaS space and a policy space is
that, as political competition unfolds and voters change the relative likeli-
hoods with which they will support different parties, the parties remain
fixed and it is the voters that move around the space.

Thus, as with policy spaces, we may use the LiRaS framework as a tool
kit from which to build a model of voting behaviour. The model of voting
behaviour discussed by Budge and Farlie when they advocate the use of
LiRaS spaces is in effect the “party identification” model of the Michigan
School. “[M]any of the original assumptions associated with party identifi-
cation can also be used to build a descriptive model of voting and party
competition based in LiRaS” (Farlie and Budge, 1976: 390; see also Budge
and Farlie, 1977). The party identification approach has very explicit psy-
chological micro-foundations. It posits the “party identification” of a given
voter as an underlying psychological attachment to a political party,
developed as a result of long-term political socialisation (Miller et al., 1954;
Miller et al., 1966). Party identification creates an underlying tendency to
vote for the party in question, a tendency also influenced by “short-term
political forces”. In a two party system, absence of short-term political
forces, a voter’s likelihood ratio of voting for each party will be a function
of the strength and direction of his/her party identification. Election cam-
paigns generate the short-term forces that modify this likelihood ratio,
although these forces are rarely modelled explicitly. As we have seen,
short-term forces thus cause voters to move around the LiRaS space, and
Farlie and Budge (1976) suggest that this short-term voter movement may
arise from party competition in the policy space.

The concept of party identification is much more problematic in a mul-
tiparty context, both theoretically and empirically. This is because in a two
party context, as we have seen, the resulting LiRaS space is one-dimen-
sional. Weakening party identification for, or short-term forces damaging
to, one of the parties implies only one direction of “movement” – towards
the other party. In a multidimensional LiRaS environment, however,
weakening support for one of the parties may imply “movement” in many
different directions. Indeed the LiRaS approach helps us to see that, in
order to specify a coherent model of party choice in a multiparty environ-
ment, the party identification approach must provide an account of how
multidimensional likelihood ratio vectors would emerge and change. If
such an account could be provided, then we would have a “spatial” model
that explained voter movements around a multidimensional LiRaS space.
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I am not sure what this model might look like but, in the best traditions of
political theory, let us leap into the unknown and imagine that such a
model already exists or could conceivably be constructed.

Prima facie evidence for party defined spaces

The reason we might want to resume the hunt for an explicit model of
voter movement in an LiRaS space has to do with prima facie evidence
that party defined spaces, at least in Ireland, appear to capture something
of what real voters actually do. In order to illustrate this I first estimate
policy spaces for parties and voters in the 2002 Irish election. I then
compare this with a space derived from electronic voting data on party
rankings. I then estimate a LiRaS space from survey data. The LiRaS space
and the electronic voting space are remarkably similar.

The dimensionality and dimensions of the Irish policy space, 2002

Table 9.1 shows estimates of the relative salience of nine a priori policy
dimensions during the 2002 general election in Ireland, derived from an
expert survey (Benoit and Laver, 2006). Country specialists were asked for
judgements of the salience of each policy dimension for each party, and
Table 9.1 reports the mean salience of each policy dimension, weighting
each party’s contribution to the mean by its vote share in the 2002 elec-
tion. By far the two most important policy dimensions relate to the clas-
sical left–right dimensional of economic policy and to Northern Ireland
policy. One plausible representation of Irish country specialists’ views of the
Irish policy space in 2002 is thus two-dimensional.
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Table 9.1 Expert judgements of policy dimension salience: Ireland 2002

Dimension Weighted mean dimension salience*

Northern Ireland 13.9
Economic policy 13.8
EU neutrality 12.4
EU strengthen 12.3
EU enlarge 12.0
Immigration 11.8
Social policy 11.1
Environment 10.8
Decentralisation 10.2

Source: Benoit and Laver, 2005.

Note
* This is the mean of each of the dimension saliences for each party, weighted by party vote

share in 2002.



The results of an attempt to estimate the dimensions and dimensionality
of the Irish policy space, as perceived by voters, can be seen in Table 9.2. This
reports a principal components analysis of a set of attitude scales derived
from the Irish National Election Study (INES).1 Sets of survey questions
were combined into five additive scales with high scale reliability. These
scales captured respondents’ attitudes on: economic policy (left–right);
“social” issues such as divorce, abortion and gay rights (liberal-conservative);
immigration (liberal-conservative); European Union (pro-conservative);
and Northern Ireland (republican-unionist). The top panel of these results
show that the eigenvalues suggest either a one- or a two-dimensional policy
space. The bottom panel, giving scale loadings on the varimax-rotated prin-
cipal components, shows that first dimension is characterised by Northern
Ireland policy and the second by economic policy. It is quite striking that
the completely independent expert survey and INES survey of electors both
suggest effectively the same policy space.
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Table 9.2 Principal components analysis of INES survey respondents’ positions on
various attitude scales

Total variance explained
Initial eigenvalues Rotation sums of squared loadings

Component Total % of Cumulative Total % of Cumulative 
variance % variance %

1 1.404 28.084 28.084 1.289 25.784 25.784
2 1.058 21.163 49.247 1.173 23.464 49.247
3 0.914 18.286 67.533
4 0.857 17.136 84.669
5 0.767 15.331 100.000

Note
Extraction method: Principal Component Analysis.

Rotated Component Matrix
Component
1 2

Economic policy: L/R 0.306 0.751
Social policy: lib/con 0.495 –0.442
Immigration: lib/con 0.663 –0.054
EU: pro/con –0.264 0.640
N. Ireland: rep/un. 0.664 0.045

Source: Author’s calculations from the Irish National Election Study, 2002.

Notes
Extraction method: Principal Component Analysis.
Rotation method: Varimax with Kaiser Normalization.



Table 9.3 shows expert survey estimates, taken from Benoit and Laver
(2005) of party policy positions on the Northern Ireland and economic
policy dimensions, as well as estimates of the mean policy positions of
party supporters on the same policy dimensions, calculated from the
INES. (The latter are the mean respondent positions on standardised ver-
sions of the Northern Ireland and economic policy INES attitude scales,
broken down by the party to which the respondent gave his/her first pref-
erence vote.) The parties in Table 9.3 are ordered from left to right
according to the country specialists’ judgements of their economic policy
positions.

The patterns in Table 9.3 are most easily seen by looking at Figure 9.1,
which superimposes plots of the standardised estimates of party (expert
survey) and voter (INES) positions and shows a fairly conventional two-
dimensional spatial representation of Irish party politics, albeit one with
some interesting divergences between the estimated policy positions of
parties and party supporters. Country specialists rate Sinn Féin as having
an economic policy position on the left, whereas Sinn Féin voters do not
present themselves as being especially left-wing when reporting their atti-
tudes on matters relating to economic policy. A similar situation can be
seen on the economic right, with the Progressive Democrats (PDs) being
rated by country specialists as having the most right-wing policies, while it
is Fine Gael party supporters who have the most right-wing views on the
economy. On Northern Ireland policy, the judgements of country special-
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Table 9.3 Party policy positions in the 2002 Dáil election: expert judgements party
supporter issue positions

SF Green Labour FG FF PD

Economic policy
Expert judgements

Mean 4.8 5.7 6.5 12.4 13.7 17.4
SE 0.31 0.28 0.35 0.38 0.38 0.24

INES respondents
Mean 0.00 –0.20 –0.14 0.18 0.00 0.10
N 114 116 231 395 919 68
SD 1.02 0.84 0.90 1.05 1.02 0.89

Northern Ireland
Expert judgements

Mean 1.5 8.7 9.1 10.9 6.3 11.0
SE 0.19 0.40 0.35 0.47 0.37 0.44

INES respondents
Mean –0.47 0.24 0.09 0.07 –0.06 0.43
N 128 117 249 460 1,037 73
SD 1.03 1.07 0.99 1.04 0.97 0.98

Source: Benoit and Laver, 2005; author’s calculations from the INES, 2002.



ists on party policy positions and the attitudes of party supporters are
generally in line, with the main divergence being that Fine Gael sup-
porters are on average more republican than the country specialists judge
FG policy to be.

Thus it is easy to generate plausible policy spaces for Irish politics in
2002 and the policies we generate for parties and voters are encouragingly
similar. The fly in the ointment is that the positions of INES respondents
on the relevant policy dimensions add very little to our ability to predict
how they voted. This can be seen from Table 9.4, which reports the likeli-
hood ratios generated by binary logistic regressions setting out to predict
party voting from the spatial policy positions of INES survey respondents.

For each of the three main parties, it is almost impossible to predict any
party voting from policy positions alone, as the tiny Cox and Snell
(pseudo) r-squared values show. Only for Fine Gael was there a strong
association between party voting and policy position, with a one standard
deviation unit move rightwards on economic policy increasing the likeli-
hood of voting Fine Gael by 24 per cent. Labour voters did tend to be
more left-wing on the economy and FF voters more republican on North-
ern Ireland. The reasons for the failure of policy positions to say much
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about voting behaviour can be seen from Figure 9.2. While the mean
policy positions of party supporters reported in Table 9.3 did generate
reasonable looking party positions, the variation around those means was
enormous as Figure 9.2 shows, with box plots of INES respondents’ policy
positions, broken down by party. There is massive overlap between parties
in the distributions of party supporters’ policy positions, which is why it is
so hard to predict voting from voters’ policy positions.

Table 9.4 also estimates an alternative logistic regression model for
each of the three main parties, adding two variables that we can assume to
capture a substantial element of political socialisation. For each group of
party supporters, this is whether or not the respondent’s father and/or
mother were supporters of the party in question. Thus in explaining FF
voting we supplement respondents’ policy positions on the two most
salient dimensions with variables reflecting whether the respondents’
fathers and mothers were FF supporters. Equivalent parental vote vari-
ables are used to predict FG and Labour support. The effects of these
“political socialisation” variables both dramatically improve predictive
power and typically reduce the effect of policy positions to insignificance.
Thus a voter whose father supported FF was 2.57 times more likely to vote
FF, controlling for policy position; a voter whose father supported FG was
3.13 times more likely to vote FG. Only in the case of FG did the voter’s
(economic) policy position retain some independent effect on voting
after parental party support was added to the equation.

Table 9.4 and Figure 9.2 thus tell us that the Irish policy spaces described
in Figure 9.1 do not add hugely to our ability to predict Irish voting behavi-
our in 2002, and that parental voting, which might plausibly be taken to
capture some of the “political socialisation” micro-foundations of the party
ID approach, tends to swamp any policy effects that we can discern.

Dimensional Analysis of Irish Electronic Voting Data, 2002

If we want to characterise the actual voting behaviour of Irish citizens in
spatial terms, then the published electronic votes from the 2002 election,
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Table 9.4 Policy positions, political socialisation and voting behaviour in the 2002
Dáil election (likelihood ratios)

Dependent variable FF voter? FG voter? Labour voter?

N. Ireland policy 1.10* 1.06 0.92 0.98 0.91 0.91
Economic policy 1.01 1.01 1.24*** 1.21** 0.86* 0.87
Party father 2.57*** 3.13*** 2.04**
Party mother 1.57*** 2.58*** 2.35**
Cox and Snell r2 0.002 0.089 0.007 0.097 0.003 0.017

*p<0.05, **p<0.01, ***p<0.001
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ranking all candidates contesting each of the three pilot constituencies in
which electronic voting machines were deployed, offer us a unique
opportunity to do this. Unfortunately, in only one of these three con-
stituencies, Dublin West, did all main Irish parties field at least one candi-
date. In the other two constituencies, Dublin North and Meath, the
Progressive Democrats (who were government coalition partners both
before and after the election) did not run a candidate. In what follows,
therefore, I base the analysis on the 29,988 electronic ballots ranking the
nine candidates running in Dublin West. Fianna Fáil ran two candidates
and all other parties contesting the race ran one candidate.2 Unusually for
an Irish election these days, but fortunately for us in the present context,
no independent candidate contested Dublin West in 2002.

One result of publishing full STV ballots for the first time was to
confirm anecdotal evidence that most voters register very incomplete
rankings. Despite the fact that there were nine candidates on the ballot,
the mean number of rankings registered by voters in this constituency was
4.4, the median number was four and the modal number three. Only 12.7
per cent of Dublin West voters ranked all candidates (Laver, 2004). An
unranked candidate on a ballot is not missing data in the traditional
meaning of the term (in the sense that the dog ate the ranking), but
rather it can reasonably be inferred that unranked candidates are ranked
lower than ranked candidates. Therefore, rather than treating unranked
candidates as missing data and confining ourselves to a highly biased
subset of the 12.7 per cent of fully-completed ballots, preferences can be
imputed for unranked candidates on each ballot. Of various possible ways
of doing this, the method selected was to give all unranked candidates on
a ballot the median of the unfilled rankings on the ballot. In effect, and
for want of any other information, this treats all unranked candidates as
being ranked “last equal”, and destroys less information than treating
them as missing data (see Laver (2004) for a discussion of imputing rank-
ings in this context). This imputation also reflects how votes are counted
in an STV election.

These rankings, including the imputed rankings discussed above, can
be used to calculate a matrix of inter-party distances, which can then be
scaled. For an individual voter, the distance between any pair of parties
was estimated as the absolute difference in the voter’s ranking of those
two parties. For any given voter, the distance between explicitly ranked
parties could thus range between one (when two parties were given adja-
cent rankings) to eight (when one party was ranked one and the other
nine). Unranked parties have an inter-party distance of zero, since the
voter has registered indifference between them. The distance between a
pair of parties in Dublin West is thus taken as the sum of the individual
voter inter-party distances for that pair.

If this inter-party distance matrix is scaled using MDS,3 the result can be
seen in Figure 9.3. This dimensional analysis of voter rankings of the
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various parties looks nothing at all like the policy spaces in Figure 9.1.
Indeed it is effectively impossible to interpret this figure in policy terms,
no matter how we might rotate it, flip it or stand on our heads. The
parties are arranged in a triangle with Fianna Fáil (FF), Fine Gael (FG)
and Sinn Féin (SF) at its apices. Indeed it is hard to escape the interpreta-
tion of this picture of Irish voting behaviour as one of “Fianna Fáil versus
the rest” – an interpretation that has pervaded popular accounts of Irish
politics since the Civil War. On one side of the horizontal dimension is FF,
on the other are the serried ranks of FF’s opponents. FF’s coalition
partner, the PDs, occupy an intermediate zone between the two. The verti-
cal dimension does distinguish between FF’s opponents, placing FG and
SF as farthest apart, a divergence that could be interpreted in terms of
Northern Ireland policy.

The overwhelming impression from Figure 9.3, however, is that this is a
party defined space rather than a policy space – in other words that Irish
voters did not rank the parties on their ballots in a manner consistent with
these parties’ locations in the Irish policy space. At the very least, Figure
9.3 suggests that the primary decision for Irish voters concerned whether
or not to vote for Fianna Fáil, with this decision being very little structured
by party and voter policy positions. It seems to have been much more of a
“party defined” decision deriving, if we are to take seriously the evidence
from Table 9.4, from much longer-term political socialisation. The vertical
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dimension in Figure 9.3, with SF at one end and FG at the other also rep-
resenting opposite ends of the “republican” policy dimension, does
however suggest that those voters who chose not to support FF did perhaps
distinguish the other parties on a basis that could be systematically related
to party and voter policy positions.

Dimensional analysis of “probability of party support” data in the INES

If Figure 9.3 puts the notion of party-defined spaces back on the agenda,
then the INES provides data with which to estimate something like a party
defined LiRaS space for the 2002 Irish election. The INES asked a battery
of questions designed to estimate the probability that respondents would
ever vote for each party.4 These “probability of a party vote” questions can
be used to generate an inter-party distance matrix in a manner similar to
that used on the electronic voting data. For an individual INES respon-
dent, the distance between any pair of parties can be estimated as the
absolute difference in the voter’s probability of ever voting for each those
two parties. For any given voter, the distance between explicitly ranked
parties could thus range between zero (when the respondent reported
that s/he was equally probable to vote for either party) to nine (when the
respondent reported that s/he was maximally probable to vote for one
party and minimally probable to vote for the other). Indeed, although
these distances are self-evidently not likelihood ratios, they do capture rela-
tive likelihoods of party voting in a systematic way. The inter-party “relative
likelihood” distances for the entire INES are the aggregate of the inter-
party distances of each respondent. Scaling this in the same way as the
electronic voting distances in Figure 9.3, we get the result in Figure 9.4.5

The similarity between Figures 9.3 and 9.4 is uncanny, despite the fact that
they were estimated using utterly independent data, the former using real
electronic votes in one constituency, the latter using INES survey
responses for the country as a whole. In other words, survey data on
respondents’ relative voting probabilities generates what looks like pre-
cisely the same party space as that generated by electronic voting data on
actual voter rank orderings of the parties.

Mapping policy into a likelihood ratio space

The supreme act of heroism (or folly) in this paper is displayed in Figure
9.5. This takes the party-defined space that appears so clearly in both the
electronic voting data and the INES party voting probabilities and sets out
to map actual voting behaviour and voter policy positions into this. Figure
9.5 in effect shows a LiRaS space á la Budge and Farlie, with added
information about actual voting behaviour and attitudes on key policy
dimensions mapped into this.

The equilateral triangle defining this space was taken, given the strong
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empirical patterns in Figures 9.3 and 9.4, to have FF, FG and SF at its apices.
The bisectors of this triangle partition the space into six segments. Thus the
horizontal line in Figure 9.5 divides INES respondents into those (above the
line) who had a higher likelihood of voting FG at some time in the future
than they had of voting SF, and those (below the line) for whom the con-
verse was true.6 The other bisectors sort respondents in terms of their rela-
tive likelihoods of supporting FF and FG, and relative likelihoods of
supporting FF and SF. For each segment of INES respondents, the small
tables inside the figure report mean levels of actual first preference party
support, and mean positions on the two main policy dimensions.

These tables confirm the prima facie impression that the “north–south”
dimension in the party defined spaces is indeed related to Northern
Ireland policy. Northern Ireland policy scores become more republican as
we move south in the space. The policy basis of the “east–west”, or “FF
versus the rest”, dimension is harder to interpret in policy terms, however.

Conclusions

The most striking finding reported in this paper is that the party space
generated by dimensional analysis of party distances calculated from
actual electronic votes cast, closely resembles the party-defined LiRaS(ish)
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space calculated from the party voting probabilities in the Irish National
Election Study. At the same time, this looks quite unlike the conventional
Irish policy spaces generated using expert surveys or INES attitude scales.
If one was strongly wedded to the view that voters’ locations in the Irish
policy space determine their rank orderings of political parties when they
vote at elections – and this is indeed what is implied by conventional
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Figure 9.5 “Likelihood ratio space” of INES survey respondents, with voting behavi-
our and policy positions of various categories of respondent.



spatial voting models – then the differences between 9.1, on the one
hand, and Figures 9.3 and 9.4, on the other, might be grounds for consid-
ering a divorce.

Despite all talk of the demise of Civil War politics in Ireland, the old
characterisation of Irish party politics as “Fianna Fáíl versus the rest”
appears from an analysis of both the electronic voting data and the INES
party voting probabilities to have lost none of its potency by the time of
the 2002 election. There was even a strong hint of a civil war policy dimen-
sion, essentially “republican” in substance, distinguishing FF’s opponents
– to a large extent the product of deep policy divisions on Northern
Ireland between FG and SF.

Of course, Ireland might indeed be peculiar and it is not at all clear
how far we can generalise these results. We have been fortunate when
analysing Irish voting behaviour in having access to a wide variety of
independent data sources, of which the most unique and intriguing is the
full set of published electronic votes from 2002.7 This is supplemented by
INES estimates of relative probabilities of party support, INES estimates of
voter policy positions and by expert survey estimates of party policy posi-
tions. Of all of these data sources, the most challenging for any spatial
model of policy-based party voting are the electronic voting data. If
Ireland is not peculiar, then the fact that real voters clearly do not rank
order political parties according to their positions in conventional policy
space does indeed imply a serious re-evaluation of conventional spatial
models of mass voting behaviour.
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Table 9.A.1 “Likelihood ratios” for different sets of party supporters: INES, 2002

First choice party Prob (FF)/ Prob (FG)/ Prob (SF)/
Prob(FF+FG+SF) Prob(FF+FG+SF) Prob(FF+FG+SF)

Fianna Fáil Mean 0.57 0.24 0.18
n 1,019 1,019 1,019
Std Dev. 0.15 0.13 0.12

Fine Gael Mean 0.28 0.55 0.17
n 454 454 454
Std Dev. 0.16 0.18 0.12

Sinn Fein Mean 0.28 0.16 0.56
n 125 125 125
Std Dev. 0.16 0.12 0.16

Green Party Mean 0.35 0.36 0.29
n 119 119 119
Std Dev. 0.17 0.17 0.19

Labour Mean 0.36 0.37 0.27
n 246 246 246
Std Dev. 0.18 0.17 0.17

Prog. Dems Mean 0.43 0.38 0.19
n 72 72 72
Std Dev. 0.17 0.18 0.12

Total Mean 0.44 0.33 0.23
n 2,281 2,281 2,281
Std Dev. 0.20 0.20 0.17
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Table 9.A.2 Numbers of INES survey respondents in various likelihood ratio cat-
egories

FF vs SF relative likelihood Total

SF vs FG relative FF vs FG relative More SF Equally FF More FF 
likelihood likelihood than FF and SF than SF

More FG than SF More FG than FF 81 192 237 510
Equally FG and FF 238 238
More FF than FG 611 611

Total 81 192 1,086 1,359

Equally FG and SF More FG than FF 28 28
Equally FG and FF 201 201
More FF than FG 358 358

Total 28 201 358 587

More SF than FG More FG than FF 70 70
Equally FG and FF 79 79
More FF than FG 119 89 273 481

Total 268 89 273 630
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Table 9.A.3 First preference votes and policy positions of INES survey respondents
in various likelihood ratio categories

FF vs FG relative SF vs FG relative FF vs SF relative likelihood 
likelihood likelihood

More FG Equal FG More FF
than FF and FF than FG

More FG than SF
More SF than FF FF voter? 0.01 . .

FG voter? 0.58 . .
Labour voter? 0.17 . .
Green voter? 0.04 . .
PD voter? 0.01 . .
SF voter? 0.01 . .
Economic policy 0.22 . .
Northern Ireland –0.01 . .

Equal FF and SF FF voter? 0.02 . .
FG voter? 0.61 . .
Labour voter? 0.09 . .
Green voter? 0.11 . .
PD voter? 0.04 . .
SF voter? 0.00 . .
Economic policy 0.15 . .
Northern Ireland –0.26 . .

More FF than SF FF voter? 0.03 0.32 0.67
FG voter? 0.61 0.26 0.05
Labour voter? 0.14 0.10 0.06
Green voter? 0.04 0.05 0.02
PD voter? 0.05 0.05 0.03
SF voter? 0.00 0.00 0.00
Economic policy –0.00 0.19 –0.01
Northern Ireland –0.30 –0.21 –0.07

Equal FG and SF
More SF than FF FF voter? 0.02 . .

FG voter? 0.38 . .
Labour voter? 0.19 . .
Green voter? 0.07 . .
PD voter? 0.00 . .
SF voter? 0.09 . .
Economic policy 0.09 . .
Northern Ireland 0.17 . .

Equal FF and SF FF voter? . 0.19 .
FG voter? . 0.10 .
Labour voter? . 0.15 .
Green voter? . 0.10 .
PD voter? . 0.02 .
SF voter? . 0.01 .
Economic policy . –0.07 .
Northern Ireland . –0.10 .
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Table 9.A.3 continued

FF vs FG relative SF vs FG relative FF vs SF relative likelihood 
likelihood likelihood

More FG Equal FG More FF
than FF and FF than FG

More FF than SF FF voter? . . 0.68
FG voter? . . 0.02
Labour voter? . . 0.05
Green voter? . . 0.03
PD voter? . . 0.01
SF voter? . . 0.01
Economic policy . . –.18
Northern Ireland . . 0.17

More SF than FG
More SF than FF FF voter? 0.03 0.06 0.07

FG voter? 0.06 0.01 0.04
Labour voter? 0.22 0.21 0.11
Green voter? 0.08 0.06 0.08
PD voter? 0.03 0.02 0.00
SF voter? 0.28 0.33 0.39
Economic policy 0.31 –0.00 –0.12
Northern Ireland 0.27 0.34 0.36

Equal FF and SF FF voter? . . 0.35
FG voter? . . 0.00
Labour voter? . . 0.05
Green voter? . . 0.03
PD voter? . . 0.03
SF voter? . . 0.19
Economic policy . . –0.21
Northern Ireland . . 0.26

More FF than SF FF voter? . . 0.70
FG voter? . . 0.02
Labour voter? . . 0.05
Green voter? . . 0.02
PD voter? . . 0.03
SF voter? . . 0.02
Economic policy . . –0.00
Northern Ireland . . 0.28



Notes
1 Full details of, and data from, the Irish National Election Study of 2002 can be

found at www.ucd.ie/issda/dataset-info/ines.htm.
2 In the analysis that follows each voter’s ranking of Fianna Fáil is taken as

his/her highest ranking for a Fianna Fáil candidate.
3 The results were created using a Euclidean distance model and the Alscal rou-

tines in SPSS.
4 These questions took the following form: “We have a number of political parties

in Ireland each of which would like to get your vote. How probable is it that you
will ever give your first preference vote to the following parties? Please use the
numbers on this scale to indicate your views, where ‘1’ means ‘not at all proba-
ble’ and ‘10’ means ‘very probable’.”

5 The Socialist Party and the Christian Solidarity Party have been omitted because
there is insufficient data on these very small parties in the INES.

6 There are actually many INES respondents “on” these lines, having reported
that they were equally likely in the future to vote for either of a given pair of
parties. These respondents are not considered here, for the sake of clarity of
exposition, but their characteristics would not change our conclusions.

7 In May 2004, the Irish government postponed the full introduction of elec-
tronic voting, pending further tests of the proposed system, and it is not clear
when new electronic voting data will be generated and published.
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10 Ideological considerations and
voting behaviour
A comparison of individual and
aggregate level approaches

John Bartle

Introduction

Many of those who write about democracy often suppose that individual
vote decisions and aggregate election outcomes owe something to ideo-
logical considerations. Elections are, therefore, regularly scrutinised for
what they tell us about the appeal of ‘ideas’, whether in the form of
ideational wholes (‘isms’) or general solutions to social problems. In the
mid-1980s, for example, the Conservative Party’s three successive victories
were often supposed to owe something to the appeal of ‘Thatcherism’ or
policies that ‘rolled back the frontiers of the state’. At the same time,
Ronald Reagan’s landslide victories were widely interpreted as signalling a
demand for more ‘conservative’ policies or marking a ‘shift the right’
(Shanks and Miller, 1990). Indeed, elections at all times and in all places
are interpreted in ‘ideological’ terms (Stokes, 1963).

The tendency to invoke ideological explanations doubtless owes some-
thing to the need among the political elite to make sense of elections.
After all, commentators need to explain and politicians need to respond
(or, at least, to be seen to do so). Both must, therefore, distil a message if
they are to perform their roles. This need to explain, of course, may lead
them to produce unduly complex interpretations of elections (Stokes,
1963). Yet the tendency to appeal to ‘ideology’ also undoubtedly reflects
the normative belief that elections should link voters to outcomes. Ideo-
logical accounts are important, therefore, simply because they suggest that
that the democratic promise of self-government can be fulfilled.

Although it is widely supposed that ideological considerations play an
important role in democratic elections, political scientists have tended to
play down their role. This is particularly true of individual level models of
vote decisions. It is a little less true of aggregate level models, where
parties are assumed to compete on the basis of their ‘ideological reputa-
tions’ (Webb, 2000). Yet, even here, there has been surprisingly little
effort to empirically demonstrate that ideological considerations do influ-
ence the vote. This is an omission that is only slowly being addressed.

Political science has, therefore, produced two (apparently contradictory)



conclusions. Most individual level research suggests that ideological consid-
erations are irrelevant, while aggregate level research suggests that they are
of great importance. In this chapter I propose to explore the reasons for
this curious – but also curiously ignored – disjuncture (Scarbrough, 1984:
4). I begin by exploring the approach of individual level modellers: their
prior beliefs, their model of voting behaviour and measurement assump-
tions. I will then explore the beliefs of aggregate level modellers in order to
understand this state of affairs, before examining the impact of ideological
considerations in British elections.

Individual level models and ideological considerations

Most laypersons – and doubtless some analysts too – maintain that scient-
ific research is objective and free from bias. They believe that the scientist
merely gathers the relevant facts and produces conclusions based on well-
rehearsed rules of statistical or logical inference. Most reflective analysts of
social behaviour, of course, are all too well aware that their prior beliefs
can (consciously or subconsciously) influence their working practices,
shape their expectations and influence their interpretations of ambiguous
evidence. They are, furthermore, acutely aware that the validity of such
priors are rarely examined and that their successful application depends
on the strength of the theory and the appropriateness of the underlying
analogy. It is, accordingly, worth making a few general observations about
the ‘priors’ associated with those who adopt an individual level approach.

Prior beliefs

At the risk of being trite, it is important to realise that most analysts
assume that they need to explain the behaviour of individual voters. By
and large most analysts have simply sought to establish what factors distin-
guish supporters of party A from those for party B or, alternatively, to
reveal the causal processes by which variables influence the vote. In prin-
ciple, analysts can then combine evidence about the estimated impact of
each variable with information about its distribution, in order to provide
an estimate of its impact on the aggregate election outcome (Miller and
Shanks, 1996). In practice, however, this additional step is rarely under-
taken. It is as if analysts have been so aware of the difficulties that confront
any attempt to produce a general model for the ‘typical voter’, that they
have despaired of producing truly general characterisations of election
outcomes.

This reluctance to produce an explanation of the aggregate outcome in
part owes something to the realisation that individual voters are subject to
complex and almost unfathomable motivations. Most analysts accept, for
example, that voters are not simply guided by their preferences. Rather
they wish to understand the world about them, to connect themselves to
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others and that they value those like themselves (Smith and Mackie,
2000). In order to facilitate this understanding, they naturally attach labels
both to themselves and others. These ‘identities’, once acquired, shape
political attitudes and political preferences because individuals wish to
gain the love, approval or acceptance of fellow group members. Political
attitudes and preferences are continually adjusted to fit in with family,
workmates and neighbours. While identities do change, they do so only as
a result of glacial social change; a marriage, religious conversion or social
and regional mobility and this results in considerable continuity of elect-
oral preferences. The vote is, therefore, a complex expression of identi-
ties, rather than as a purposive choice (Campbell et al., 1960).

Most analysts of voting behaviour have also been struck by the remark-
able range of factors that appear to have some visible influence on polit-
ical preferences (Miller and Shanks, 1996). When faced with such a
bewildering array of possible causes, a few have been prepared to set aside
consideration of some variables, relying either on ‘strong theory’ or the
principle of parsimony to focus on ‘relevant’ variables. Invariably, if not
inevitably, the ‘strong theory’ is some version of the utility choice model
(Alvarez and Nagler, 1995).1 Most analysts of voting behaviour, however,
do not believe that the principle of parsimony can be used to justify over-
simplified representations of ‘patently complex’ phenomena (Campbell et
al., 1960: 19). Consequently, they have tried to arrange variables into an
order that best approximates the process by which voters acquire their
attitudes, opinions and evaluations. This attempt to unravel cause and
effect has added to the complexity of their models and shifted attention
away from the aggregate outcome.

Models of the vote

Most analysts of individual level voting behaviour have accepted that their
models should be as inclusive as possible and not exclude consideration of
variables by theoretical fiat (Miller and Shanks, 1996). In this context it is
important to note that analysts did not simply declare that ideological con-
siderations were unimportant on a priori grounds alone. Having defined
ideology in very precise terms and having produced well-specified indic-
ators they felt compelled to conclude that voters were largely ‘innocent’ of
ideology. Only in retrospect has it become apparent that the definition
was too restrictive and the measures inadequate (Scarbrough, 1984).

Before exploring why early research concluded that voters did not
possess ideologies, it is important to understand exactly how individual
level analysts tried to assess the influence of variables on votes. The three
keys to simplifying the task were to recognise (1) the crucial implications
of voter ignorance, (2) the special role played by parties in organising
choice and (3) the utility of the ‘funnel of causality’ heuristic.

The most striking, and in many ways, the most theoretically significant
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observation of the early surveys on voting behaviour was that most voters
know surprisingly little about politics (Butler and Stokes, 1974). Although
most participate in general elections, few pay much attention to politics.
Most voters, therefore, know little about their programmes for office and
even less about specific policies. Apart from the leaders of the major polit-
ical parties, they recognise few politicians. In order to perform even their
minimal roles, therefore, voters have to simplify the political world. The
chief way that voters simplified things was by forming an identity with a
party. Voters simply came to think of themselves ‘being’ ‘Democrat’,
‘Republican’ or ‘Conservative’.

Once established, this party identification is held to be largely resistant
to change, thus ensuring considerable electoral stability. This identifica-
tion is the core element in the voter’s belief system and shapes their basic
beliefs and preferences. Partisans are held to interpret information
through the rose tinted spectacles of their partisanship, discounting
information critical of their party and reducing ‘dissonance’ (Campbell et
al., 1960: 141). This is illustrated in Figure 10.1, which displays the ‘funnel
of causality’ heuristic, showing how voters are assumed to acquire their
configuration of attitudes, opinions and evaluations. Social characteristics
shape identities and these in turn determine partisan self-identifications.
These long-term predispositions in turn shape short-term factors, such as
policy preferences, evaluations of conditions and assessments of leaders.

If this model approximates the process by which voters acquire their
attitudes, preferences and evaluations then, in order to assess the unique
impact of any given variable, one must control for those variables that are
both a cause of the current variable under consideration and the vote
decision (Miller and Shanks, 1996). ‘Explanation’, therefore, consists in
providing a finely grained explanation linking remote (or long-term) pre-
dispositions to more proximate (or short-term) factors. This can be
sharply distinguished from mere ‘prediction’, which can be achieved by
focusing on the proximate causes of the vote.
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Defining and measuring ideology

The earliest studies of ideology and voting behaviour equated ideology
with sophistication. Indeed, one of the most influential studies defined it
as ‘a particularly elaborate, close-woven, and far ranging structure of atti-
tudes’ (Campbell et al., 1960: 192). In order to establish whether voters
held anything approaching an ideology they sought to establish whether
voters used and understood abstract terms (such as ‘conservative’,
‘liberal’, ‘left’ or ‘right’) or whether they associated the parties with such
terms. Faced with overwhelming evidence that they did not, the early
researchers felt compelled to conclude that voters were not familiar with
the language of ideology (Campbell et al., 1960; Butler and Stokes, 1974).
They further reasoned that if voters had ideologies then their opinions on
issues of current controversy would be ‘constrained’, so that to know their
opinion on issue X1 would enable them to predict their opinions on
related issues X2 and X3. Further, if enduring ideas underpinned their
opinions, they should find that opinions on X1 in time t1 should predict
the same opinions in t2 and t3. Faced with evidence of considerable tempo-
ral instability, they again felt compelled to conclude that voters’ opinions
were not structured by ideology and that voters were largely incapable of
responding to ideological appeals (Campbell et al., 1960; Converse, 1964;
Butler and Stokes, 1974).

Later studies have demonstrated that the early studies were marred by
both conceptual and methodological flaws. The use and recognition of
abstract terms is not, for example, an indicator of ‘ideological thinking’,
but of sophistication (Luskin, 1987). It is, therefore, perfectly possible to
believe in a good society in which individuals are left alone and the state is
as small as possible and yet mistakenly think of oneself as ‘left-wing’. More-
over, parties do not, on the whole, stand before the electorate and say
‘vote for me I’m right wing’ (Scarbrough, 1984). They appeal to the elec-
torate in general terms by advocating ‘a smaller state and larger citizens’
or by advocating policies such as tax cuts, deregulation and privatisation.
An individual who mistakenly believes himself to be ‘left-wing’ would,
therefore, be still able to cast his vote on the basis of belief.

There was a further problem with the early studies, which is simply
stated. Real ideologies are not coherent wholes. Indeed, many apparently
contradictory ideas can be made to ‘stand together’ via elaboration. Ideo-
logies can, therefore, be more straightforwardly and more usefully defined
as a ‘set of beliefs characteristic of a group’ and analysts can try to uncover
evidence that voters hold those fundamental beliefs rather than ‘con-
strained opinions’ on current controversies (Scarbrough, 1984).

Those who take the study of ideology seriously have increasingly sought
to identify political enduring conflicts that underpin partisan debate
(Scarbrough, 1984). Since partisans tend to rationalise, however, analysts
have employed questions that avoid all direct reference to the parties
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themselves. They have also shifted attention away from the specific and
contemporary to the general and the enduring. This has revolutionised our
understanding of the role of ideological considerations and revealed that
many voters do, indeed, have quite stable opinions after all (Heath et al.,
1994). Once responses to individual items are adjusted for measurement
error, respondents’ opinions are overwhelmingly stable (Achen, 1975).
Aggregating individual responses, reduces the effects of random error and
further suggests that voters do have stable general positions (Heath et al.,
1994). Even those who were responsible for the early research on ideology
have accepted that ‘policy-related predispositions’ (or ideological considera-
tions) merit a prominent place in the ‘funnel of causality’ (see Figure 10.1).
The major, unresolved, issue is the precise relationship between ideological
considerations and partisanship (see below).

Despite this revolution in thinking, many survey analysts have con-
tinued to downplay the role of ideological considerations in the vote. In
part, of course, this reflects the enduring influence of the early studies
and lingering suspicions about voters’ capacities for self-government. The
tendency to ignore ideology has increased in recent years with some
noting the rise of the ‘catch-all’ party that downplays any attempt to char-
acterise it in ‘ideological’ terms (Kirchheimer, 1990). More mundanely,
however, the absence of ideological considerations from vote models
often simply reflects the fact that the appropriate indicators are not avail-
able because they are so very expensive to measure. This is particularly
true where ideological considerations are viewed in terms of ‘ideational
wholes’. The most comprehensive study of voting behaviour and political
ideology ever published, for example, required a questionnaire that was
several pages long and permitted open-ended responses, which are notori-
ously difficult to code (Scarbrough, 1984). Even if ideology is defined
more narrowly in terms of ‘ideological positions’ on underlying dimen-
sions of conflict, large batteries of questions are still required (Heath et al.,
1994). While incorporation of ideological considerations may thus clarify
assumptions about causal order, most principal investigators are reluctant
to include such items because they reduce the coverage of ‘topical’
(‘sexier’) issues.

The response to this tension between causation and topicality has been
predictable. Time and time again researchers have relied either on voters’
self-locations on abstract ‘left versus right’ dimensions or their opinions
on current issues as indicators of general beliefs. The former, of course,
represent a measure of sophistication rather than ideology (Luskin,
1987), while the latter reflect measurement error as well as the influence
of ideological considerations (Zaller, 1992). It is hardly surprising, there-
fore, that both these indicators have modest correlations with behaviour
(Bartle, 2003).

While there has been a fundamental reappraisal of ideology, many
principal investigators fail to take ideological considerations seriously. The
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recent resurgence of interest in ‘valence’, moreover, has further served to
obscure the extent to which ‘position’ issues underpin the latter (Stokes,
1963). Voters cannot evaluate an outcome until they know what is to be
‘valued’. ‘Position issues’ and ideological considerations are logically prior
to ‘valence’ issues. Most individual level models must, therefore, under-
state the extent to which vote decisions are based on disagreements about
fundamental issues. Just as Converse has wryly noted, the study of ideology
seems proof that ‘what is important to study cannot be measured and
. . . . what can be measured is not important to study’ (Converse, 1964:
206).

Aggregate level models

The majority of research into voting behaviour has focused on the micro-
level behaviour of individuals and used survey data to produce compre-
hensive explanations of individual vote decisions. By contrast, however, an
increasing number of analysts have sought to bypass direct consideration
of the individual voter and focus instead on aggregate outcomes (Erickson
et al., 2002). Most such studies naturally assume that ‘ideological reputa-
tions’ are the fundamental basis of party appeals and that parties can
increase their appeal via a process of programmatic adaptation (Webb,
2000).

Before examining these models, it is again useful to examine the prior
beliefs of analysts: particularly those relating to explanation, modelling
and purposive behaviour. As I shall argue, yet again, these assumptions
account, in large part, for the ‘curious disjuncture’ noted above.

Prior beliefs

Again at the risk of stating the obvious, it is important to realise that
aggregate (or macro) models focus on aggregate electoral outcomes: the
total votes received by the major parties. Macro-level analysts believe that
the purpose of political science is to produce truly general inferences
about the fundamental forces influencing behaviour and happily endorse
the principle of parsimony (Budge, 2004). Explanations of elections,
therefore, need not be based on a detailed understanding of individual
vote decisions, which are – by definition – subject to a range of trivial or
idiosyncratic influences. That is a task that should be left to contemporary
historians (Budge, 2004). Truly scientific (or general) ‘explanations’ of
the vote should strip away ‘inessential detail’ to reveal the fundamental
forces that drive voting behaviour (Erickson et al., 2002). In contrast with
their micro-level counterparts, macro-level analysts also tend to believe
that there is a fairly close relationship between explanation and prediction
and are willing to ‘shave off’ ‘unnecessary’ assumptions. Abstraction 
and simplification is viewed as an essential requirement for all good
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explanation. The aggregate level analyst accordingly revels in simplicity
just as much as his individual level counterpart revels in complexity.

A further illustration of this tendency to simplify in order to explain is
the way in which most aggregate models tend to assume that the vote is an
instrument used to achieve desired ends. Since voters are instrumental,
their decisions can be analysed in the same way as the decision about
which brand of toothpaste or car to purchase (Brennan and Lomasky,
1993). The vote decision is held to represent a choice based on a (more
or less) rational calculation of benefit to the voter, their household or
groups to which they belong. Thus, the simplest ‘rational choice’ models
suggest that voters would calculate an ‘expected party differential’ by
acquiring information about the parties’ policies, estimating the impact of
those policies on their welfare and then supporting the party that offers
them the highest utility income (Downs, 1957: 39–40).

Whatever their theoretical elegance and intuitive plausibility, all purpo-
sive theories of voting behaviour run into sand on the ‘paradox of voting’.
Put quite simply, instrumental voters are unlikely to vote, since the
probability that their single vote will be decisive is infinitesimal and the
resulting expected net benefits from voting are always less than the associ-
ated costs. For some, the fact that the basic motivational assumption is
unable to account for turnout represents an insuperable objection to all
instrumental models and illustrates the superiority of expressive models of
mass behaviour (Brennan and Lomasky, 1993). For others, including most
aggregate analysts, the identification of the paradox illustrates the power
of instrumental theories to account for what must be the most consistent
finding of survey research over the last 40 years. Voters are ignorant
simply because they have no incentive to pay attention to politics. They
can, however, reduce the cost of acquiring and processing information
and still arrive at a reasonable decision that is guided by calculations of
personal benefit (Popkin, 1994).

One way that voters might simplify their decision is by judging parties
according to their ‘ideology’, defined as beliefs about: the way the world is,
the way the world should be and the chief means of getting from one to the
other (Downs, 1957: 96). Voters can, therefore, compare the basic socio-
economic stances of the parties and support the one most like their own.
While use of this ‘ideology differential’ drastically simplifies decision
making, it does not reflect the triumph of (irrational) hope over (rational)
experience. Parties wish to establish a reputation for trustworthiness and
thus keep their promises and do not repudiate past positions (Downs, 1957:
103–109). The ideology differential, therefore, enables voters to predict
what parties would do in the uncertain future. The adoption of an ideology
also serves the interests of parties, since it enables them to distinguish them-
selves from their competitors and avoid the need to relate ‘each policy
decision to voter reaction’, allowing them to formulate policy according to a
few principles (Downs, 1957: 101). While these may ultimately restrict the
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parties’ room for manoeuvre, they enable them to adopt a range of posi-
tions and accommodate voters by incremental adjustments.

Having informed themselves about the parties’ basic stances, therefore,
voters can arrive at ‘synoptic’ judgements, without having to inform them-
selves about the details of policy, or to work through the consequences of
policy for their welfare. Since voters have little incentive to pay attention to
politics, they focus on a few fundamental issues: the scope of state inter-
vention, the freedom of the individual and the general direction of foreign
policy. If political debate can be reduced to just a few fundamental issues,
this idea can be reduced to a single spatial representation on a left–right
dimension, whereby voters support the party that they feel they are closest
to (Downs, 1957). Yet voters need not think in spatial terms or share the
language of ‘left’ and ‘right’. All they need to do is form a synoptic evalu-
ation of the parties on various important dimensions of conflict.

The calculation of an ideology differential, of course, is only one of the
ways in which voters can reduce the cost of acquiring and processing
information. Voters can also follow the cues of social groups that they
share an interest with (religious leaders, trade union leadership and so
on) (Popkin, 1994). They may even be able to make use of information
drawn from the statements of those with whom they do not share an inter-
est (Lupia and McCubbins, 1998). Some have even suggested that voters
may form a rational attachment to a party, akin to party identification
(Downs, 1957: 85). Thus, although the social–psychological and rational
choice approaches start from very different assumptions they quickly
agree on a list of ‘usual suspects’. This is hardly surprising; good data
makes for considerable agreement (Achen, 1992).

There are, however, at least two major sources of disagreement. The
first relates to the relationship between party identification and ideo-
logical considerations. The social–psychological approach, so dominant in
individual level studies, suggests that voters acquire beliefs from parties.
Most rational choice accounts, on the other hand, suggest that voters form
loyalties with a party as a result of the correspondence between their
beliefs and those of the parties (Robertson, 1976; Adams, 1998). This con-
tention is supported by evidence that partisans who find themselves at
odds with their party on key issues either defect or become weaker identi-
fiers (Crewe et al., 1977). Yet, as the process of realignment in the south-
ern United States illustrates, the process can take a long time indeed
(Miller and Shanks, 1996). The speed with which party loyalties adjust is,
ultimately, an empirical issue. The second issue relates to the measure-
ment of party identification. Considerable doubt has been expressed as to
whether responses to the traditional battery of party identification items
does reveal genuine psychological attachments, since responses are sensi-
tive to question wording effects and unstable (Bartle, 2003). Individual
level modellers have maintained that this reflects measurement error and
that, once the necessary adjustments are made, identification is
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overwhelmingly stable (Green et al., 2002). Others have expressed scepti-
cism about such claims (Clarke et al., 2004) Yet again, it appears that inter-
pretation is a matter of prior beliefs rather than ‘proof’ (Fiorina, 1981: 89).

The measurement of ideological positions in aggregate level analyses

Models of electoral competition suggest that ideological considerations
link the worlds of the voter and parties. Parties appeal to voters by formu-
lating ideological packages. Voters respond by supporting the parties. In
order to examine this proposition, however, it is necessary to measure the
positions of the parties. It is here that the work of the Manifesto Research
Group (MRG), has proven so important (Budge, 1994; Budge et al., 2001).
By taking each authoritative statement of the party’s proposals and sub-
jecting it to systematic content analysis, they have established the parties’
positions on dimensions of conflict. Somewhat more controversially, MRG
also provide data on the parties’ overall positions on a left–right scale
(Budge et al., 2001). Whatever one’s reservations about this measure,
however, it cannot be doubted that the MRG produces indicators of the
parties’ appeals that are uniquely authoritative.

Since manifestos are published around six weeks before each election
they represent relatively unambiguous causes of vote or changes in vote.
Unlike their micro-equivalents, macro-models do not, therefore, depend
upon dubious reports of respondents’ psychological states or perceptions
of party position. Party positions are ‘objective’ since they are estimated
according to clear rules rather than subjective opinions. It is, therefore, a
simple task to observe how positions are related to support. As I shall
demonstrate, even naive analyses of the MRG data can pay dividends.

The role of ideological considerations in the vote

In this section I will demonstrate that both individual and aggregate level
models provide evidence of a link between ideology and the vote. In both
cases, however, the crucial (and unresolved) issue is about the relation-
ship between ideology and partisanship. Do ideological considerations
promote partisanship or vice versa?

Individual level

The earliest British election studies gathered little direct evidence that
voters were influenced by ideological considerations. Later studies made
some efforts to reassess ‘issue voting’ but were constrained by the methods
available and the need to maintain continuity. By the early 1990s,
however, two new batteries of relatively non-partisan questions were intro-
duced to measure voters’ positions on two dimensions of enduring con-
flict: the scope of state activity (socialist versus laissez-faire) and the
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freedom of the individual (liberal versus authoritarian) (Heath et al.,
1994). In this section I use data drawn from the 2001 BES to assess whether
voters are influenced by ideological considerations. Moreover, I am also
able to add further information about voters’ attitudes towards immigration
and law and order, as well as their self-reported left–right positions.

Table 10.1, which displays the results from a multinomial logistic
regression, underlines the crucial importance assumptions about causal
order. The base (or reference) category in each case is Conservative.
Moreover, the explanatory variables are coded so that the coefficients
should be positive. Model 1 displays the effect of ideological positions
without further controls. All the coefficients are correctly signed and sta-
tistically significant. Those with leftist, liberal, pro-immigration ideas and
so on, are all less likely to vote Conservative than Labour or Liberal Demo-
crat. Indeed, even self-reported position on the left–right scale is signific-
ant and correctly signed. Ideological positions appear collectively to
‘explain’ 20 per cent of the variation in the dependent variable.
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Table 10.1 Ideological positions, party identification and vote, 2001 (multinomial
logistic regression)

Conservative v. Labour Model 1 Model 2 Model 3
Socialist-laissez-faire 5.67*** — 2.14***
Liberal authoritarian 1.59** — 1.72*
Law and order 2.15*** — 0.43
Left–right self-location 1.61** — 0.57
Immigration 1.51*** — 1.63***

Labour party ID — 2.63*** 3.25***
Conservative party ID — –3.30*** –2.26***
Liberal Democrat party ID — 0.05 0.13
Intercept –5.84*** 0.41** –3.02***

Conservative v. Liberal Democrat
Socialist-laissez-faire 4.64*** — 2.56***
Liberal authoritarian 2.69*** — 2.36**
Law and order 2.65*** — 1.47*
Immigration 1.84*** — 2.03***
Left–right self-location 1.66* — 0.10

Labour party ID — 1.95*** 1.82***
Conservative party ID — –1.82*** –1.47***
Liberal Democrat party ID — 2.04*** 1.96***
Intercept –6.83*** 0.07 –4.30***

Source: British Election Study, 2001.

Notes
Cox and Snell Pseudo R2 = 0.194  0.551  0.562.
*** p < 0.01.
** p < 0.05.
* p < 0.1.



The estimates in Model 1 can be regarded as maximal estimates of the
impact of ideological positions on vote, since they make no allowance for
the prior influence of social characteristics or the contribution of partisan-
ship to ideological positions. Model 2, therefore, similarly sets out the
effect of party identification without controls for ideological positions.
Most of the coefficients are again correctly signed and statistically signific-
ant and can be regarded as maximal estimates of the impact of party iden-
tification. Collectively partisanship ‘explains’ 55 per cent of the vote.

Model 3 finally displays the coefficients from a regression that simultan-
eously controls for both types of predisposition. This model explains more
of the variation than either the two previous models (56 per cent).2

Although self-reported ideological positions are no longer statistically
significant in the Conservative versus Labour model, socialist laissez-faire
and liberal-authoritarian positions are still significant, as are attitudes to
immigration. There are similar – albeit somewhat stronger – findings in
the Conservative versus Liberal Democrat model. As well as illustrating
that self-reported positions are inappropriate indicators of the impact of
ideological conditions, these findings together suggest that beliefs have an
impact on vote that is not simply mediated by partisanship.3 Moreover, if
some accounts of the origins of partisanship are correct, ideology should
be given additional credit for its effect on that variable (Robertson, 1976).
While it is also undoubtedly true that party identification also has an effect
on vote, it is clear that political scientists need to resolve the relationship
between partisanship and beliefs if they are to understand the role of
long-term factors on the vote.

Aggregate level studies

Most aggregate level analyses of the vote have, to date, relied on relatively
informal – indeed, almost casual – observations about the relationship
between party positions and vote share. In part this is because the evid-
ence drawn from such studies is compelling and ties in so well with
common understandings of electoral history. Figure 10.2, for example,
shows that Labour shifted sharply to the left in 1974 and 1983; years when
they lost six points and nine points of the popular vote respectively. It
further shows how the party moved toward the centre over the course of
the next 14 years, resulting in its landslide victories in 1997 and 2001. The
same evidence suggests that support for the Liberals and their successors
appears to be related to major party polarisation. As the ‘distance’
between the Conservative and Labour parties increases Liberal support
appears to increase, providing support for a simple ‘vacated centre’ theory
of the rise in support for the Liberals.

Of course neither these analyses are entirely convincing. According the
to the MRG data Labour moved left between 1987 and 1992, yet the party
gained around four points. Similarly, according the MRG data, the major
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parties converged more in 2001 than 1997 and yet the Liberal Democrat
vote increased slightly. It is also far from clear, moreover, why the Conser-
vatives were able to win so many elections as they moved to the right in the
1980s. Thus, as suggestive as such analyses are, ideological accounts
provide only part of the story.4 Ideological explanations of the aggregate
vote, therefore, may need supplementing with additional information
about voters’ assessments of the parties’ competence, unity or appeal of
the leaders.

One part of the story that is missing, of course, are the ideological posi-
tions (or ‘policy mood’) of the public in any particular election. If public
opinion had moved to the left in 1992, for example, Labour’s shift to the
left would not necessarily have cost them votes, because they would be no
further away – and possibly nearer – to the average voter. Another part of
the story that is missing is party identification. If party identifiers do follow
their leaders, then the impact of programmatic shifts in position may be
reduced. It may be that only dramatic shifts in position, such as those
between 1970 and February 1974, 1979 and 1983 or between 1992 and
1997 might shake voters free of their prior loyalties (Crewe et al., 1977).
What is really missing from all this, of course, is any attempt to estimate
the precise impact of these factors on the vote; something that I now
attempt to do.

In order to establish the apparent relationship between ideological con-
siderations and the vote I follow the approach adopted by Erickson et al.,
(2002). Their work is striking because they conclude that it is ‘the fit of
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voter policy preferences to party issue positions [that] is fundamental to
understanding election outcomes’ in the United States (Erickson et al.,
2002: 242). Even in the ‘non-ideological’ climate of the United States, there-
fore, it appears that the parties’ general left–right positions do influence
voters. Intriguingly, however, this conclusion only becomes apparent once
one makes allowance for party identification. Indeed, it seems that ideo-
logical and partisan explanations are complementary, rather than compet-
ing, explanations of aggregate outcomes (Shanks and Miller, 1990).

The first step in the analysis is to recognise that current party platforms
are unlikely to determine voters’ perceptions of party positions. Instead,
voters are assumed to estimate party position by weighting past and
current party platforms. To capture this dynamic process I assume that
positions can be estimated as follows:

Party position = 1� � (Platform)t-1 + � (Platform)t

For a variety of reasons explored in their book (Erickson et al., 2002)
set � to 0.20; a practice that, with some hesitation, I follow here.5 The
second step in the analysis is to introduce a measure of the policy mood of
the electorate (the equivalent of left–right positions). Here Erickson et al.
(2002) are able to draw upon the extensive work of Stimson (1999) who
has created a measure of policy mood stretching back to the early 1950s
onwards. These details relating to the production of this measure need
not detain us here. Suffice it to say that it would take a great deal of effort
to replicate even if the data were readily available. In the British case there
are few indicators of policy mood available. Indeed, there is surprisingly
little consistency in the most authoritative and comprehensive source of
information about public opinion; the British Election Study. I therefore,
hesitantly and reluctantly, take the net balance of people favouring
further nationalisation over further privatisation as my indicator of policy
mood over the period 1964 to 2001. Although this effectively limits the N
to just 11 cases, the time series on this issue at least has the advantage of
relative consistency and of being clearly related to the left–right battle
throughout the period under study. The process of aggregating responses
will reduce measurement error. This indicator, nevertheless, only dimly
reflects the major battles about public expenditure and taxation that dom-
inate elections. The principal justification, as ever, is sheer necessity: there
is simply no other data to hand.

The third step in the analysis is to try to examine the proposition that
spatial distance causes party support. I therefore assume that those to the
left of Labour vote Labour. Those to the right of the Tories vote Tory.
The voter half-way between the two is indifferent. This indifference point
is, therefore, the mean of the two parties’ positions. I include this variable
in my models.

Table 10.2 displays results for a series of regressions in which the depend-
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ent variable is Labour’s share of major party support from 1964 to 2001.
The first model displayed in column 1 explores the relationship between
party position and vote. There is none. The second model displayed in
column 2 adds further evidence about policy mood. Yet again there are no
significant relationships. Indeed, the negative R2 indicates that both models
predict the vote worse than would be expected by chance. The third adds
controls for Labour identification and immediately the R2 rises to 0.84. Only
when this variable is added does there appear to be a relationship between
policy mood and vote or party position and vote (at p<0.06 and p<0.09
respectively). The negative coefficient for the midpoint variable is signific-
ant and negative, indicating that if both parties locate to the right, Labour’s
share of the two party vote increases: just as might be expected. The positive
coefficient for the policy mood variable suggests that the more ‘left-wing’
voters are, on average, the higher the Labour share. As column 4 makes
clear omitting the party position and policy mood variables reduces the
overall fit of the model from 0.84 to 0.73. It is clear, therefore, that party
identification explains a great deal. It is equally clear, however, that the elec-
torate is sensitive to the positions adopted by the parties; just as they are in
the United States. There is, however, little evidence that the ideological
positions of the parties and voters have an impact on aggregate vote shares
independently of partisanship. Nor do they appear to have an impact on
levels of partisanship.6 Although the evidence can hardly be conclusive, it
appears to lend some support for more ‘traditional’ accounts of partisan-
ship. Only time will tell whether this finding is repeated after more suitable
indicators of policy mood are devised.
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Table 10.2 Labour share of two party vote, party positions, policy mood and
Labour party identification

Model 1 Model 2 Model 3 Model 4

Party platform 0.00 –0.03 –0.15* ––-
(midpoint)
Policy mood ––- 0.28 0.19* ––-
(Election Year)
Labour Party ––- ––- 1.02*** 0.97***
Identification

Constant 49.26 47.21 12.74 11.33

R2 –0.11 –0.08 0.84 0.73

Source: British Election Studies, 1964–2001 and Manifesto Research Group.

Notes
*** p < 0.01,
** p < 0.05,
* p < 0.1.



Erickson and his colleagues go even further by bringing evidence about
party positions and the median voter together in a single model, to estim-
ate the impact that distance has on vote share, net of party identification.
This step in their analysis is difficult to replicate in the British case
because the indicator of policy mood is – as yet – so unsatisfactory. The
steady growth in support for the Liberals makes for a further complication
in the analyses. Perhaps the most problematic step, however, is that in
order to locate the parties and electorate on the same scale it is necessary
to assume that the two parties are equally adept at matching the policy
views of the median voter. This assumption does not seem appropriate in
the British context given that the Conservatives have traditionally afforded
its leaders much more policy freedom than Labour (Webb, 2000). Doubt-
less analysts of the macro-polity would contend that, even if this assump-
tion is unrealistic, its usefulness should be assessed by its empirical
predictions. Until a more convincing indicator of policy mood has been
produced, however, this is an assertion that cannot be put to the test. For
the moment, the results set out in Table 10.2 should be regarded as sug-
gestive. It does, however, appear that ideological considerations matter at
both the individual and aggregate level and this alone should prompt
further research.

Ideology and voting behaviour

In this final section I return to my initial question: why do ideological con-
siderations feature so little in individual level models, when they loom so
large in aggregate models of party competition? The answer in large part
appears to lie in the prior beliefs of the analysts, rather than the data itself
(though, to be sure, the priors of the principal investigators also shape
what evidence is gathered). Differences about what is to be explained
(individual decisions or aggregate outcomes), what constitutes ‘explana-
tion’ (or ‘prediction’), the role of parsimony, together with fundamental
assumptions about voters’ motivations, appear to draw analysts inevitably
to their conclusions. Ultimately, the choice between the various interpre-
tations depends on matters of ‘taste’ and whether one ‘feels comfortable’
with rational actor assumptions rather than empirical tests alone (Stokes,
1963: 377; Fiorina, 1981: 190). Prior beliefs do not yield to direct empiri-
cal inquiry.

There is some hope of progress. The old definitions of ideology have
been demonstrated to be too demanding and largely incompatible with
models of party competition. There is, furthermore, increasing awareness
that that mere recognition and use of ideological concepts is no indicator
of ideological thinking. Improvements in the measurement of ideological
positions and party identification, at least, hold out the hope that the rela-
tionship between these two variables can be resolved by the use of appro-
priate panel data (Bartle, 2003).
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The best hope for genuine progress, however, appears to lie in
attempts to marry together aggregate level evidence about party positions
and survey evidence about policy mood. Speaking as one who has
‘slummed it’ in the detail of individual detail for far too long, it is hard to
disagree with those who claim that most voting behaviour research has
come to resemble mere contemporary history (Budge, 2004) or an essen-
tially journalistic enterprise (Achen, 1992). To be sure, a great many indi-
vidual votes appear to be uninformed, to express identities and signify (or
communicate) little. The political scientist who denies that many indi-
viduals are motivated by habit, expressive considerations or tribalism is
surely missing an important aspect of individual behaviour. Such observa-
tions should not, however, distract us from the possibility that the aggrega-
tion process, which lies at the very heart of democracy, may well translate
‘noise’ into a relatively clear ‘signal’ about the preferred direction for
society to take (Converse, 1990 cf. Bartels, 1996). It is, therefore, the task
of the political scientist, just as much as it is the task of the commentator
and politician, to work out just what that message is.

Notes
1 The utility choice family of models is, of course, rather less useful in focusing

attention than many theorists think, since most variables – even apparently irra-
tional identifications – can be interpreted as serving the basis for a rational
choice.

2 The fact that some variables are still significant is all the more remarkable since
the regression is on a small subsample who completed the self-completion sup-
plement and answered the agree/disagree items.

3 The impact of ideological considerations may also be mediated by more proxi-
mate issue positions and evaluations.

4 It is worth placing on record just how surprising the MRG data is on this point.
To be sure, it could be argued that Labour did make a lot of spending commit-
ments in 1992 and, in retrospect, it could be argued that it had failed to shed its
image as a ‘tax and spend’ party. It was widely thought at the time, however,
that, under Neil Kinnock’s leadership, Labour had moved to the right. I there-
fore leave it to the reader to judge whether the MRG evidence on this point
should be discounted.

5 My hesitation is based in part on doubts about their reasoning as set out in their
book and my own explorations which suggest that voters may be more respon-
sive to party positions.

6 Both the policy mood and party midpoint variables are insignificant in a model
of Labour Party identification over time.
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11 Does the median voter theorem
wipe out political participation?

Paul Whiteley

Introduction

The median voter theorem is one of the oldest and best known results in
formal political theory. As is well known, it suggests that political parties
will tend to adopt policy positions preferred by the voter who occupies the
median position on the left–right ideological scale. The theorem requires
a number of assumptions, but it implies that electoral politics will tend to
be rather homogeneous and centrist.1 The idea that politics should be
centrist and that parties should seek to capture the middle ground is
widely used in popular discourse and it originates from the median voter
theorem. It derives originally from Harold Hotelling’s (1929) analysis of
competition in spatial markets, and was popularised and further
developed in political science by Duncan Black (1948, 1958), but the best
known statement of the theorem is in Anthony Downs (1957).

It has generated a great deal of theoretical and empirical research. The
theoretical work has focused on elaborating models of two-party competi-
tion and extending the model from the deterministic voting to the proba-
bilistic voting case (Calvert, 1985; Banks et al., 2002). In addition it has
been extended from the two-party to the multiparty competition case
(Hinich, 1977; Enelow and Hinich, 1984; Lin et al., 1999). On the empiri-
cal side, in addition to testing models of spatial competition (McKelvey
and Ordeshook, 1990), the theorem has been used to explain government
spending patterns, on the assumption that they reflect the preferences of
the median voter (Pommerehne and Frey, 1976; Denzau and Grier, 1984).

Thanks to the work of Ian Budge and his associates in mapping party
policy preferences along the left–right dimension, we now have a fairly
clear picture of the extent to which electoral politics is actually homo-
geneous and centrist in reality (Budge and Farlie, 1977; Budge et al., 1984;
Budge and Roberston, 1987; Laver and Budge, 1992; Budge et al., 2001).
Put simply, their evidence suggests that parties do not converge to the
centre of the left–right spectrum, and that in many instances they diverge
from this position for long periods of time (Budge and Klingemann,
2001).



The evidence is more consistent with Duverger’s observation that there
is no political centre in a two-party system, than with the median voter
theorem. Duverger explains this in the following passage:

Every policy implies a choice between two kinds of solution: the so-
called compromise solutions lead one way or the other. This is
equivalent to saying the centre does not exist in politics: there may
well be a Centre party but there is no centre tendency, no centre
doctrine.

(Duverger, 1954: 215)

Other work confirms this view. Estimates of party positions in Germany,
the Netherlands and Norway all suggest that policy convergence does not
take place (Schofield et al., 1998; Adams and Merrill, 1999). A similar
point can be made about the United States, a classic two-party system,
which can be easily modelled by the median voter theorem (Poole and
Rosenthal, 1984; Alesina and Rosenthal, 1995; Schofield et al., 2003). The
same point can be made about Britain (Alvarez et al., 2000). Again, con-
trary to the median voter theorem, there is a fairly consistent finding that
parties often adopt policy positions which are more extreme than those
taken by their supporters in the electorate (Dalton, 1985, Holmberg,
1989; Iversen 1994). Clearly, all this work is fundamentally at odds with
the median voter theorem.

The purpose of this paper is to explain why we do not observe the con-
vergence predicted by the median voter theorem in practice. A fair
amount of research exists to explain why convergence does not take place,
but this research invariably makes additional assumptions in order to
modify the basic spatial model and avoid convergence. In our case we
explain non-convergence in a pure spatial model with a two-party system
without additional assumptions. The argument is that the median voter
theorem has always contained a problem when it comes to explaining
electoral participation. It is just that this problem has been disguised by
the assumption that all electors vote. Evidence for the model is provided
by the Party Manifesto Project, and it is more comprehensively tested with
data from the 2001 British Election Study (see Clarke et al., 2004). We
begin by setting out the median voter theorem and examining the con-
ditions under which it does and does not apply. This leads into a discus-
sion of a model which explains non-convergence, and this is tested
subsequently.

The median voter theorem

The simplest version of the median voter theorem applies to two-party
systems with a one-dimensional policy space, that is, the left–right ideo-
logical scale. To repeat an earlier point, the theorem requires that voters
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have single-peaked utility functions for the alternative policy positions and
that they vote for the party closest to them in the ideological scale (see
Enelow and Hinich, 1984). The theorem is proved in the appendix.

In his analysis of the economic model of democracy, Downs imagines
that the voters are normally distributed along a 100 point left–right scale.
He writes:

(I)f we place parties A and B initially at 25 and 75, they will converge
rapidly upon the center. The possible loss of extremists will not deter
their movement toward each other, because there are so few voters to
be lost at the margins compared with the number to be gained in the
middle.

(1957: 118)

Thus the gain in votes at the centre of the distribution from party conver-
gence outweighs the loss of votes in the tails of the distribution from indi-
viduals alienated by the convergence. This mechanism explains the
theorem. Downs also considers a stronger version of the theorem which
assumes that everyone votes, and consequently rules out abstention by
alienated voters. He writes:

As long as there is even the most infinitesimal difference between A
and B, extremist voters would be forced to vote for the one closest to
them, no matter how distasteful its policies seemed in comparison
with those of their ideal government. It is always rational ex definitione
to select a greater good before a lesser, or a lesser evil before a
greater; consequently abstention would be irrational because it
increases the chances of the worse party for victory. 

(1957: 118–119)

In this strong version the incentives for parties to move to the median are
overwhelming, since there is no cost imposed by the abstention of alien-
ated voters. Thus the assumption that everyone votes guarantees conver-
gence.

Downs was well aware that convergence would not take place under some
circumstances. These relate to the distribution of the voters on the
left–right ideological scale. For example, if the distribution is bimodal, then
parties would locate at the two modes and not at the median. Similarly, if
the distribution is rectangular and there is a multiparty system, this would
prevent convergence as each party sought to protect its ‘territory’ in the
space. If, for example, one of the parties shifted rightwards in order to
capture votes from an adjacent party, it would lose an equal number of
voters to a rival party on the left. For this reason it will not move.

Davis et al. (1970) were the first to point out that abstention will not
deter convergence providing that the distribution of voters is symmetric
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around the median. In this case the loss of support from convergence will
be symmetrical for both parties, leaving their relative share of the vote
unchanged. For this reason, parties will continue to pursue convergence.
Given the evidence that convergence does not generally take place, there
is the need for an explanation of why this happens even when the elec-
torate are normally distributed along the left–right scale.

One such explanation derives from the directional model of party
competition introduced by Rabinowitz and Macdonald (1989; see also
Macdonald and Rabinowitz, 1993, 1998). They argue that spatial models
are incompatible with the way voters actually make decisions when they
are thinking about which party to support. They suggest that voters
respond symbolically to electoral politics rather than with cognitive calcu-
lations of the utility income streams which parties are likely to deliver. A
symbolic reaction to a party issue position involves the voters focusing on
two different questions. First, they must ask themselves if they favour or
oppose that issue position, and this constitutes the directional component
of the model. Second, voters must examine if they feel strongly about the
issue, or are relatively indifferent to it, which is the intensity component.
In these circumstances voters judge issues such as race relations, health
care or taxation using these two criteria, rather than in terms of the
detailed policy positions taken by the parties. In this situation voters will
support a party which is in the same direction as themselves on a salient
issue, even if that party it is further away from them on the left–right scale
than a party which opposes the issue. One consequences of this type of
voter decision making is that parties have no incentive to converge to the
median voter. As Rabinowitz and Macdonald put it:

A key theme in directional theory is that candidates can compete
sucessfully by taking extreme stands on issues. Indeed, in districts with
a clear directional preference, candidates are advantaged by taking a
position close to the boundary of the region of acceptability. 

(1989: 111)

Thus providing parties stay within a ‘region of acceptability’ they may
diverge from rather than converge to the centre. Building on this argu-
ment Iversen (1994) developed a model which has both proximity and
directional components, and it predicts that both centrist and extreme
parties will exist in such a world. Adams and Merrill (1999) have further
extended the model to include non-policy variables such as partisanship,
social class and religious affiliation. Again, by incorporating these into the
picture, parties lose their incentive to converge. Finally, Merrill and
Grofman (1999) incorporate different versions of the directional model
into a spatial proximity model and this produces similar results.

A second approach to explaining non-convergence is to take into
account the organisational structure of political parties as an important
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influence on their electoral strategies. Following May’s (1973) ‘law of
curvilinear disparity’ thesis it is argued that party activists are more
extreme than both party leaders on the one hand, and party supporters in
the electorate on the other. For this reason party activists will resist conver-
gence, since they will see it as an attempt to abandon key principles which
are important to them. Since activists provide a useful resource for the
party in the form of campaigning and fund-raising, the leadership will not
converge to the centre specifically in order to avoid alienating them
(Budge and Keman, 1990; Aldrich, 1995; Whiteley and Seyd, 2002).

A third approach to non-convergence, which is quite a recent one in
the literature, is to incorporate valence measures into spatial models of
party competition. Following Stokes’ (1963) famous critique of spatial
theory, valence politics has been largely ignored in spatial models. But
recent work has started to integrate valence measures into models of party
competition (Ansolabehere and Synder, 2000; Groseclose, 2001).
Schofield (2003) proves a theorem which shows that parties can occupy
non-centrist equilibrium positions in a spatial model when valence issues
are taken into account (see also Schofield and Sened, 2004). Thus valence
politics can undermine convergence because questions of competence
and performance are taken into account by voters when they evaluate
policy proposals.

A fourth approach is to explain the lack of convergence as arising from
party leader preferences for other things apart from winning votes. If
party leaders wish to pursue ideological goals and at the same time they
are uncertain as to where the median voter can be found then they will
not necessarily pursue convergence. Calvert (1985) suggests that uncer-
tainty will undermine convergence and Wittman (1983) shows that when
candidates have policy goals in addition to the desire to win the election,
then they will generally not converge. In this situation party leaders may
trade off policy goal-seeking against vote maximising and arrive at an equi-
librium which does not generally coincide with that of the median voter
(see also Wittman, 1977).

The argument here is that while these ideas may all be relevant for
explaining non-convergence, they are not required for an explanation of
non-convergence in spatial models of party competition. Convergence will
not take place in a pure spatial model, if we drop the assumption that all electors
vote. We develop this idea in the next section.

Why parties will not converge in a pure spatial model

The basic argument of this section is that parties will not converge in a
pure spatial model because indifferent citizens will not vote. Voter indif-
ference occurs when the parties are so close together in the space, that
the electors cannot distinguish between them. In the two-party case, if
voters perceive that they will receive the same utility incomes from the
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election of either party, then they are faced with a dilemma; they should
either vote for both parties, which is impossible, or for neither of them
(see Clarke et al., 2004: 248). Thus indifference produces abstention.
Davis et al. (1970: 238) first pointed out that if citizens abstain because of
indifference, then in general no equilibrium strategy for the parties will
exist.

Indifference affects individual voters differently. It may be, for
example, that fringe voters are more likely to be indifferent than centrist
voters. This would happen in Britain if an ‘extreme’ voter sees no dif-
ference between Labour and the Conservatives, whilst a more centrist
voter does perceive a difference. If so, fringe voters will ‘peel off’ into
abstention while centrist voters continue to participate. Given an elec-
torate symmetrically distributed around the median voter this will not
affect the party electoral shares. So parties will continue to pursue conver-
gence for the reasons discussed earlier.

However, this pattern breaks down at the position of the median voter
because at this point all voters become indifferent. In spatial models of
party competition voters must perceive a difference between the parties in
terms of the utility incomes they provide. In the absence of any difference,
or a difference which is so small that it cannot be perceived by anyone,
then individuals have no basis for choosing between the alternatives. If the
parties are located at the median none of the voters, including the median
voter herself, will be able to distinguish between them and accordingly will
abstain. This means that in the absence of compulsory voting the median
voter theorem predicts that no one will vote.2 This conclusion suggests
that there is an electoral ‘black hole’ at the location of the median voter
in spatial models of party competition. This ‘black hole’ theorem is
proved in the appendix.

This has not been recognised before, since incentives to participate are
routinely ignored in these models. The prevailing assumptions are either
that everyone will vote, or that only fringe voters are alienated by conver-
gence to the median. But neither of these assumptions apply in a model
which relies on voters having to calculate utility incomes differentials
between the parties in order to make a choice. If there is no difference
between the parties in the utility incomes they provide, then voters cannot
make this choice, except on grounds other than proximity. This takes the
whole exercise outside the theoretical framework of spatial proximity
voting models.

Downs himself was aware of the problems for any rational choice theory
of party competition if abstention is allowed. He notes that if everyone but
one person abstains, then that individual will be pivotal or decisive, which
gives them a strong incentive to turn out and vote. By this reasoning, if
everyone thinks they are going to be pivotal, this will encourage them all
to vote. However, if everyone does actually vote, then they will immedi-
ately lose their pivotality along with their incentive to vote. As he puts it,
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the rational individual is ‘trapped in a maze of conjectural variation’
(Downs, 1957: 267). It should be noted, however, that this reasoning is
not valid if the parties have converged at the median. In this case even if
an individual knows with certainty that they are pivotal, they still have no
incentive to vote because they have no basis for choosing between the
parties.3

Does proximity reduce turnout?

This argument explains why parties do not generally converge to the posi-
tion of the median voter in practice and operates alongside the other
reasons for non-convergence discussed earlier. This suggests that in so far
as electoral participation is motivated by proximity considerations in
actual elections, then convergence will reduce turnout. In this situation
parties will only pursue convergence to the median if they can be
absolutely sure that the loss of support to abstention does not adversely
affect them in comparison with their rivals. If they lose just a handful of
voters more than their rivals, they will lose the election. If they pursue
convergence to its logical conclusion electors will only vote for reasons
which have nothing to do with convergence, thus making the convergence
unnecessary in the first place.

The fact that a number of other variables influence turnout which are
unrelated to proximity considerations, prevents the ‘black-hole’ appearing
if convergence strategies are actually pursued in practice. But we should
nonetheless expect to see a decline in turnout by electors motivated by
proximity considerations, when parties converge towards the median voter
in actual elections.

There is preliminary evidence to support this conclusion in Figure 11.1
which uses the party manifesto data aggregated by country for all the elec-
tions between 1945 and 1998 (see Budge et al., 2001). If convergence
inhibits participation then there should be a positive relationship between
the standard deviation of party ideological scores on the left–right scale
and turnout. The vertical axis is the average turnout in all 25 countries in
the party manifesto data over this period, and the horizontal axis is the
weighted standard deviation of party scores on the left–right ideological
scale. The party manifesto scores are weighted by the size of the party vote
share in national elections. This is done in order to ensure that larger
parties ‘count’ more than smaller parties, when it comes to voter evalua-
tions of their ideological position. The standard deviation measures how
dispersed parties are on the left–right ideological scale – in effect how far
away they are from the median voter. It can be seen in Figure 11.1 that
turnout is positively related to the dispersion of parties along the
left–right scale. While the correlation is not particularly strong it shows
clearly that convergence – a smaller standard deviation of party ideo-
logical scores – is associated with lower turnouts.4
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It is useful to examine the same relationships for different countries
over time. This is done for Britain, Germany, the United States and Japan
in Figures 11.2 through 11.5 for all the elections which took place in these
countries in the post-war period up to 1998. It can be seen that with the
exception of the United States, there are positive relationships between
turnout and the ideological dispersion of the parties in these countries.5

Thus in Britain, Germany and Japan convergence to the median reduced
turnout during this period while in the United States it appeared to have
no discernible effects.

This evidence is interesting and suggestive, but the effect of proximity
on turnout needs to be tested in a properly specified model with adequate
numbers of cases. In the British Election Study of 2001 an aggregate time
series model of turnout in the 16 general elections between 1945 and
2001 was estimated, using the left–right proximity scale scores referred to
in Figure 11.2. The results are tentative because of the small number of
cases, but they showed that party competition stimulates turnout. As the
ideological distance among the parties increased, so did turnout. One of
the reasons why turnout was at a historically low level in 2001 was because
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the three major parties were closest to each other on the left–right scale
than at any time since the Second World War. Given this aggregate effect
then there should be a relationship between proximity and turnout at the
individual level. We examine this issue next.

Modelling the effects of proximity

To test the effects of proximity on turnout we can use individual level data
from the British Election Study surveys of 2001. In our book, Political
Choice in Britain (Clarke et al., 2004) we analyse electoral turnout in the
2001 general election using six alternative theoretical models. These are
the civic voluntarism, social capital, rational choice, general incentives,
cognitive mobilisation and equity-fairness models. It is possible to include
an additional determinant of turnout, that is proximity, in the equations
which test these theoretical alternatives to see if it has additional explana-
tory power.

To describe the models briefly, the central idea of the civic voluntarism
model is that resources such as the individual’s educational attainment
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and their social class, facilitate their electoral participation. This works
directly to influence participation, but also indirectly via its effects on per-
sonal efficacy and interest in politics. This theoretical approach to model-
ling participation was pioneered in the United States by Sidney Verba and
his collaborators (see Verba et al., 1995).

The social capital model has been popularised by the work of Robert
Putnam (1993, 2000) and suggests that participation is promoted by inter-
personal trust which arises from voluntary activity in a community. If an
individual lives in a neighbourhood which contains high levels of interper-
sonal trust, this engenders a willingness to cooperate with others to solve
collective action problems. One of the effects of this is to stimulate
turnout in elections. So in this view participation is rooted in networks of
civic engagement and high levels of interpersonal trust.

The rational choice model is based on the idea that individuals under-
take actions only if the expected benefits of doing so outweigh the costs.
This model was introduced into the analysis of turnout by Riker and
Ordeshook (1968). In the model, perceptions of the individual’s role in
influencing the outcome of the election, or their personal efficacy, is a key
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factor in explaining why some people participate when others do not. In
the original version of the model efficacy was conceptualised in terms of
the individual’s ‘pivotality’, or the likelihood that their vote would decide
the outcome. However, since this is zero in all practical cases, it cannot
provide an explanation of the levels of personal efficacy actually observed
among voters. Accordingly, we interpret efficacy in more collective terms
to mean the individual’s perceptions that people like themselves can influ-
ence the election outcome (Clarke et al., 2004: 248).

The general incentive theory is a generalisation of the rational actor
theory which incorporates variables derived from a social–psychological
account of participation. Originally the theory was developed to explain
high intensity participation of the type which takes place in political
parties (Seyd and Whiteley, 1992, 2002; Whiteley and Seyd, 2002). It
includes measures such as the influence of social norms on participation,
the influence of system benefits or the perception that participation bene-
fits the whole of society, and various other indicators.

Cognitive mobilisation theory stresses the importance of the indi-
vidual’s exposure to political information and their ability and willingness
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to respond to that information as a factor in explaining why they particip-
ate. In this view the more educated, media conscious and politically inter-
ested people are more likely to vote in comparison with less educated and
politically indifferent people (see Dalton, 2002). So participation in this
model is really a matter of information processing and the individual’s
ability to absorb, interpret and act on the information received.

Finally, the equity-fairness model is developed around the core idea of
relative deprivation, or the gap between what the individual expects out of
life and what they actually experience (Runciman, 1966; Walker and
Smith, 2002). This has been shown to be associated with protest behaviour
in politics (Mueller, 1979), but arguably it will motivate individuals to vote
as they seek to oppose parties which they perceive to be responsible for
their deprivation.

These alternative theories of participation were tested using a wide
variety of different measures in the 2001 election study (Clarke et al., 2004:
237–278). A statistical tournament was set up in which the models were
pitted against each other to determine which one had the strongest
explanatory power. A variety of tests revealed that no one model explained
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turnout to the exclusion of all others. Each of the models had something to
contribute to the explanation of why individuals voted. However, it was also
apparent that the general incentives and cognitive engagement models
dominated their rivals. In general terms these can be described as choice or
knowledge based models of participation, and so as a result the election
study team argued that: ‘The conclusion is that choice- and knowledge-
based models do the best job at explaining turnout in contemporary British
general elections’ (Clarke et al., 2004: 273).

The modelling exercise developed in Political Choice in Britain ended up
with a composite model of turnout which provided the best account of
electoral participation in the 2001 general election. Though it was domin-
ated by the general incentives and cognitive mobilisation models, it con-
tained variables from the other theoretical approaches as well. This
composite model can provide the necessary controls in a model incorpo-
rating proximity as a predictor of turnout in the 2001 election.

Turning to measurement issues, there are two different scales which
can be used to measure proximity in the British Election Study. The first is
a left–right ideological scale and the second is a taxation versus spending
scale.6 The distribution of individual respondents along these scales can
be seen in Figure 11.6. In the case of the left–right scale, the mean and
median scores are practically the same, and the most popular response is
the median position. The popularity of the median position may in part
be a reflection of the fact that most people place themselves in the centre
of the political spectrum. On the other hand, it may reflect the fact that
some respondents are really not clear what the left–right scale means, and
therefore opt for the median as the default. Credence to the latter inter-
pretation is given by the fact that some 16 per cent of respondents opted
for the ‘don’t know’ category on the left–right scale, but only 4 per cent
did so on the tax–spend scale. With regard to the latter, there is a distinct
skew in the responses with the median voter being located at point seven
on the scale. This indicates a distinct preference for increased taxation
and spending as against cuts in spending and taxation.

Respondents were asked to locate the political parties on the same scales,
making it possible to calculate the distance between them and each of the
three major parties. Figure 11.7 shows the absolute distance between voters
and parties on the two scales. It can be seen that with respect to the
left–right scale the voters were on average closest to the Liberal Democrats
(1.3 points) with Labour coming next (1.6 points) and the Conservatives
(2.4 points) in third place. On the tax–spend scale again voters were closest
to the Liberal Democrats (1.8 points), and then to Labour (2.1 points) and
finally to the Conservatives (2.7 points). Clearly, if the election was based
entirely on proximity considerations as measured by these scales, then the
Liberal Democrats would have won it and Labour would have come second.

To develop a proximity measure for each voter we use a quadratic loss
function, rather than the absolute difference between the respondent and
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the party. Thus the proximity measure for the left–right scale is the sum of
the squared distances between the individual respondent and the respon-
dent’s perceptions of the position of Labour, the Conservatives and the
Liberal Democrats.7 If all three parties were perceived to be in the same
position as the respondent, then this measure would be zero; if, on the
other hand, the respondents perceived one or more of the parties to be in
a different position on the scale then the proximity measure would be
positive. It reaches a maximum when all three parties are perceived to be
as far away from the respondent as possible.

In Political Choice in Britain we were interested in the effects of proximity
on vote choice. But in this chapter the key issue is the effects of proximity on
turnout. Following the earlier discussion, if a given voter believes herself to
be in the same position as all three parties on the scale, then the election is
uncompetitive from her point of view and she has little incentive to vote. In
effect she is in the ‘black hole’ referred to earlier. On the other hand, if she
is close to one of the parties but a long way from the others, she has a clear
incentive to vote. But, if she perceives herself to be distant from all three
parties then her incentive to vote is once again reduced, since none of them
appears to be representing her interests. This reasoning suggests that the
relationship between turnout and proximity should be curvilinear and is best
approximated by a quadratic function of the type:

Turnout = �0 + �1 Proximity + �2 Proximity2 + ,i

where �0 and �1 >0 and �2 < 0.
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The estimates of various logistic regression models of the turnout
appear in Table 11.1. The dependent variable in these models is the
respondent’s verified turnout, which is a behavioural rather than an attitu-
dinal variable and compensates for the well-known tendency of individuals
to exaggerate their electoral participation.

Model A contains the estimates for the left–right and the tax–spend
proximity scales using the quadratic specifications for both variables. It is
apparent from this table that the left–right scale has no statistically
significant impact on turnout. On the other hand the tax–spend scale is a
significant predictor of turnout and the quadratic form for the specifica-
tion works in exactly the way predicted. Thus turnout rises as the distance
between the parties and the respondent increases, reaches a maximum
and then subsequently starts to decline. It is clear that the tax–spend scale
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Table 11.1 The effect of proximity on the left–right and tax-spend scales on
turnout in the 2001 general election in Britain

Predictor Model A Model B Model C Prob+

Left–right proximity 0.002 –0.006 –
Left–right proximity squared –0.000

0.000 –
Tax–spend proximity 0.0162*** 0.009** 0.003** 0.15
Tax–spend proximity squared –0.001*** –0.000 –
Election interest – 0.280*** 0.323** 0.28
Trust in others – 0.035 0.046** 0.09
Efficacy X benefits scale – 0.004*** 0.004*** 0.28
Perceived costs – –0.145*** –0.144*** –0.22
Individual benefits – 0.146*** 0.112*** 0.18
System benefits – 0.202*** 0.222*** 0.39
Social norms – 0.145*** 0.133*** 0.27
Policy dissatisfaction – –0.032* –0.030* –0.18
Political knowledge – 0.184*** 0.188*** 0.24
Personal economic – 0.052*** 0.037*** 0.15

expectations
Social class – 0.094* 0.088** 0.09
Party mobiliszation – 0.174** 0.125** 0.14
Attention to the campaign – 0.090 – –

on TV
Perceived relative deprivation – 0.068 – –
Sex – –0.344*** –0.314*** –0.06
Age – 0.018*** 0.020*** 0.28
Ethnicity – 0.748*** 0.376** 0.08

McFadden R squared 0.01 0.19 0.19
Per cent correctly classified 73 78 77

Notes
p < 0.01***; p < 0.05**; p < 0.20*.
+ This is the change in the probability of voting caused by varying the predictor from its

minimum to its maximum value while holding other predictors at their means.



is not a strong predictor of turnout and has a rather small pseudo-R
squared statistic. But it nonetheless predicts 73 per cent of the cases
correctly.

Model B includes all of the variables in the best model of turnout
derived in the election study analysis of the six models (see Clarke et al.,
2004: 259). It can be seen that the tax–spend scale remains a positive pre-
dictor of turnout, with the same signs as in model A, but the power term is
no longer statistically significant, making the relationship linear rather
than quadratic. Model C deletes all non-significant variables from model
B, and the final column of Table 11.1 translates the coefficients in model
C into probabilities for ease of comparison.8

It can be seen in Table 11.1 that distance on the tax–spend proximity
scale has a modest positive effect in stimulating turnout, taking into
account the effects of the other six models of participation. The effect is
not as large as some of the variables in the general incentives model, such
as efficacy time benefits and costs, or some of the variables in the cognitive
engagement model such as political knowledge and interest in the cam-
paign. But distance has an independent effect on turnout, controlling for
the effects of all six other models.9 This suggests that if an election is
uncompetitive and voters perceive little difference between the parties on
the taxation and spending issue, this will inhibit their willingness to
participate. This is not an electoral ‘black hole’ because many other things
influence turnout other than issue proximity. But the evidence does show
that a lack of perceived party competition inherent in the median voter
theorem inhibits electoral participation.

Conclusions and discussion

The main conclusion of this chapter is that convergence to the median
voter in a spatial model of party competition wipes out electoral participa-
tion, if one assumes that citizens can abstain from voting. This is a purely
theoretical argument, but the empirical evidence suggests that conver-
gence inhibits electoral participation in practice and therefore is consis-
tent with this ‘black hole’ theorem.

The black hole theorem has some curious implications for spatial
models. In the version which assumes that voters cannot distinguish
between the parties if the policy distance falls below a certain threshold,
the black hole is wider than in the pure case. By implication, if parties run
bland campaigns which avoid specific promises and talk in generalities
and focus on personalities then the black hole will be wider as a con-
sequence, since it is motivated by policy considerations. Electors will find
it difficult to distinguish between the parties on policy grounds.

Another implication is that parties have an incentive to get as close to
the edge of the black hole as possible in order to maximise votes. A party
which succeeds in getting closer to the political Schwarzschild radius,10 or
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the edge of the black hole, than its rival will win the election. But if they
both get too close they will fall in. Party strategy in this situation is like a
‘chicken game’ with leaders wanting to face down rivals without losing
their electoral support. So another unexpected implication of the
theorem is that parties will have to collude to maintain a ‘safe’ distance
between themselves in spatial models of party competition.

A third equally counter-intuitive conclusion is that if parties agree on
policy goals, which is commonly the case in valence models of electoral
behaviour, then they may want to fabricate differences between them-
selves in order to avoid the black hole. This is only necessary if the elec-
torate does not share their agreement about goals or is unsure of what the
goals should be. Such ‘shadow’ competition will preserve the impression
that the parties are different, even though they may not be so in reality.
Overall, it appears that spatial models of party competition are more inter-
esting and less straightforward than they appear at first sight, once issues
of voter indifference are taken into account.

Technical appendix

Let voter i’s preferences be represented by a utility function Ui (x) defined
over a single dimensional vector x. Let xi

* be voter i’s most preferred point
along the x vector. Thus xi

* is voter i’s ideal point iff Ui (xi
*) > Ui (xi) for all

xi not equal to xi
*.

Let {x1
*, x2

*, x3
*............... xn

* } be the n ideal points for an electorate of n
individuals. Let NR be the number of xi

* > or = xm, the ideal point of the
median voter, and NL be the number of xi

* < or = xm. Then xm is the
median position iff NR > or = n/2 and NL > or = n/2.

Median voter theorem

If x is a single-dimensional issue, and all voters have single-peaked prefer-
ences defined over x then xm, the median position cannot lose under
majority rule.

Proof

Consider any z not equal to xm, say z < xm. Let Rm be the number of ideal
points to the right of xm. By definition of single-peaked preferences, all Rm

voters with ideal points to the right of xm prefer xm to z. By definition of
the median position, Rm > n/2. Thus, the number of voters preferring xm

to z is at least Rm > n/2. Thus xm cannot lose to z under majority rule. The
same reasoning applies to z > xm, so that xm cannot lose to z under major-
ity rule.

Let Ui (P1) be the utility received by voter i from party 1’s platform
where P1 is a location on the single dimensional vector x. Similarly Ui (P2)
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is the utility received by voter i from party 2’s platform on vector x. Ui (P*)
is the utility received by voter i from her ideal party platform.

Black hole theorem

If party 1 and party 2 converge to the position of the median voter xm,
then no-one will vote.

Proof

In the spatial model i votes for party 1 iff |Ui(P*) – Ui(P1)| < |Ui(P*) –
Ui(P2)| and for party 2 iff |Ui(P*) – Ui(P1)| > |Ui(P*) – Ui(P2)|.
Rearranging terms and simplifying;

i votes for party 1 iff |Ui(P1) – Ui(P2)| >0, and for party 2 iff |Ui(P1) –
Ui(P2)| <0, abstain otherwise. As the Median Voter Theorem shows,
parties will adopt xm, the platform of the median voter to avoid losing.
Thus xm=P1=P2.

In this case |Ui(P1) – Ui(P2)| = |Ui(xm) – Ui(xm)| = 0. Therefore i is
indifferent and will not vote.

Note that individuals will vote if parties are located infinitesimally to the
left or right of the median position. But if we make the plausible assump-
tion that voters have to perceive a minimum distance between the parties
before they are willing to participate, this is no longer true. Thus assume
that i votes iff |Ui(P1) – Ui(P2)| >	i for some 	i >0. This term may vary
across the electorate, but it has a minimum value 	i. If the parties get within
	i of each other, no one will vote. Note that this result applies anywhere on
the left–right spectrum and not just at the median position. However, since
the median is an attractor this is where the problem is likely to occur.

Notes
1 The assumptions are that there is no voter abstention, voters have single-

peaked preferences, party competition is over a one-dimensional issue space,
two parties are competing for office, and politicians are office-seeking (see
Riker and Ordeshook, 1973).

2 The case of compulsory voting does not in fact improve the situation, from the
point of view of democratic accountability. In the case of compulsory voting,
electors will be forced to choose randomly between the parties since they have
no basis for choosing otherwise. If the electorate is an even number of indi-
viduals, this will produce a tie, since in a two-party system each party will take
exactly 50 per cent of the vote. The outcome will be settled by tossing a coin. If
the electorate is an odd number of individuals the outcome will be decided by
the median voter, but she will have to toss a coin to do it. Thus the median
voter theorem with compulsory voting means that the election result is decided
by chance.

3 This is because if the parties converge at the median, voters have no basis for
choosing between them, even when that choice decides the outcome of the
election.
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4 The voter turnout data is taken from the website of the Institute for Democracy
and Electoral Assistance and measures the turnout relative to the voting age
population (see www.idea.int.).

5 Note that in the case of the United States there is a moderately strong positive
correlation between turnout and the standard deviation of the parties on the
planned economy scale in the party manifesto data. This is labelled PLANECO
in the manifesto data set (see Budge et al., 2001: 183).

6 For the left–right ideological scale respondents were given the following question:
‘In politics, people sometimes talk of the left and right. Using a scale from 0 to 10,
where would you place yourself?’ [Show card used]. For the taxation versus
spending scale the question was: ‘On a scale from 0 to 10, where 0 means govern-
ment should cut taxes a lot and spend much less on health and social services,
and 10 means government should raise taxes a lot and spend much more on
health and social services, where would you put yourself?’ [Show card used]. Note
that additional scales were included in the self-completion questionnaire, but the
N’s on this a significantly smaller than on the main face-to-face questionnaire.

7 Thus the measure is:

Proximity = 
(Xi -Li)2 + 
(Xi -Ci)2 + 
(Xi -LDi)2

where Xi is the respondents self-assigned position on the left–right scale, Li is
the respondents assigned position of the Labour party, Ci is the respondents
assigned position of the Conservative party, LDi is the respondents assigned
position of the Liberal Democrats.

8 This is the change in the probability of voting caused by varying the predictor
from its minimum to its maximum value while holding other predictors at
their means. This is done using Gary King’s clarify programme in Stata 8. See
Tomz et al. (1999).

9 Note that election interest, policy dissatisfaction, political knowledge and atten-
tion to the campaign on TV are all indicators of the cognitive engagement
model. Efficacy time benefits, perceived costs, individual benefits, system bene-
fits and social norms are all indicators of the general incentive model. Social
capital is represented by trust in others; civic voluntarism by social class and
party mobilisation; and equity-fairness by personal economic expectations and
perceived relative deprivation. A detailed coding of these measures can be
found in Clarke et al. (2004).

10 This refers to the zone around a gravitational black hole which if crossed prevents
any matter or energy escaping from the black hole. See Mills (1994: 197–199).
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12 Preference shaping and party
competition
Some empirical and theoretical
arguments

Hugh Ward

Introduction

Winning an election is a splendid thing, but it is only the prologue to
the vital business of government . . .. We have to move this country in
a new direction, to change the way we look at things, to create a
wholly new attitude of mind. Can it be done? . . . Yes, the Conservative
party can do it. And we will do it. But it will take time.

(reprinted in Harris, 1997: 97)

This quotation from Margaret Thatcher’s speech to the Tory Party Confer-
ence shortly after her 1979 election victory suggests that some politicians
believe that in time governments can shift the electorate in their direc-
tion. As natural as this view might seem to a leader like Thatcher, it is
capable of creating shock-waves among rational choice theorists seeking to
model party competition in the ‘Downsian’ tradition. Following neo-clas-
sical economics’ assumption that consumer preferences are exogenous to
competition between firms, voter preferences are typically treated as
exogenous to political competition. As usual, Downs’ view is more
complex and nuanced: ‘though parties will move ideologically to adjust to
the [voter] distribution under some circumstances, they will also attempt
to move voters towards their own location, thus altering it’ (1957: 140).
Although some have also recognised this possibility (Dunleavy and Ward,
1981; Przeworski and Sprague, 1986: 125–126; Gerber and Jackson, 1993;
Grofman and Withers, 1995: 56; Jackson, 2003), it has largely been lost
sight of in the formal literature, and many remain sceptical about the
empirical case for preference shaping.

Data from the Manifestos Project opens up new possibilities for empiri-
cally testing preference shaping. At first sight some of the patterns
observed strongly suggest that preference shaping does occur. In Figure
12.1, I map data on the positions of the Republican and Democrat parties,
covering the period November 1948 to November 1996, the last US presi-
dential election coded (Budge et al., 2001: 25). Faced with the problem of
a set of multiple indicators of the left-to-right views of the US electorate,



with the set of indicators and wording of questions changing over time
and with large numbers of missing observations, Stimson uses a complex
algorithm to calculate ‘policy mood’ (1999: 47–55). Figure 12.1 shows
quarterly data on policy mood from the fourth quarter of 1958, when
Stimson’s reported series starts. A movement upwards of any of the vari-
ables indicates a shift to the political right. Visual inspection of trends and
turning points strongly suggests that when the Republicans move to the
right so does the electorate, though with a substantial lag of around two
presidential terms.1 I bring this out in Figure 12.2, which maps the values
of policy mood standardised around mean value and the position of the
Republican Party lagged 28 quarters. The fit could be a coincidence. Cer-
tainly more sophisticated data analysis is needed before anything can be
concluded; and some will be suspicious of an effect operating with such a
long lag. But a correlation of this sort should be a wake-up call for polit-
ical scientists whose belief that voters’ preferences are exogenous is firmly
entrenched.

In the first section I show that the literature strongly supports the idea
of opinion leadership through information transfer and is not inconsis-
tent with Dunleavy and Ward’s (1981, 1991) idea of structural preference
shaping by shifting voters between socio-structural positions. In the next
section I use data on UK party positions drawn from the Manifestos
Project to examine the reciprocal links between parties’ left–right posi-
tions and voters’ positions, using vector autoregression. Dunleavy and
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Ward argue on theoretical grounds that the governing party should be
more influential, and I find evidence for this. Finally I summarise my own
formal model (Ward, 2001) which is designed to investigate the effects of
such power differentials.

Parties’ influence over voter positions

Citizens’ policy preferences may be pictured as deriving from: (i) beliefs
about causal links between policies and end-states; (ii) fixed underlying
preferences over end states, deriving from their social location and (iii)
personal idiosyncracies. First, to treat policy preferences as exogenous to
political competition is to ignore the ability of parties to shape voters’
beliefs (Przeworski, 1998: 143). Although it is not rational for most voters
to be well informed about issues (Downs, 1957), they have a number of
avenues open to cast a vote in a boundedly rational way, using low-cost
information (Fiorina, 1990; Ottati and Wyer, 1990: 201–214; Grofman and
Withers, 1995; Popkin, 1995). Among the sources of information are:
party leaders, especially popular leaders (Page and Shapiro, 1992:
348–350; Cohen, 1997: 124–125; cf. Miller and Shanks, 1982); prominent
and trusted policy specialists, such as key opinion formers in the US Con-
gress (Carmines and Kuklinski, 1990); and party activists in voters’ social
circles (Stimson, 1990). Of course parties’ ability to shape attitudes is
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constrained by voters’ political awareness, predispositions to receive or
reject messages, tendency to utilise messages that are prominent in their
minds (Zaller, 1992) and relative unreceptiveness to messages that do not
‘resonate’ with their concerns and with events (Ansolabehere et al., 1997;
Petrocik, 1997).

In an uncertain world voters need to fit together information by using
an ideology (Downs, 1957) or cognitive paradigm (Ottati and Wyer, 1990)
to make sense of it. Parties are important and active forces in creating
these structures (Przeworski and Sprague, 1986: 143–144; Zaller, 1992;
Przeworski, 1998). Parties can also generate issues (Riker, 1986) or change
voters’ issue priorities (Robertson, 1976). For instance Cohen shows that
presidential state of the union addresses in the US are both influenced by
and influence the issue priorities of voters (1997: 49–59). In summary,
there is convincing evidence that parties can influence voters’ views
through provision of information and conceptual tools for structuring it.

Especially in systems like the UK in which the executive predominates,
the judiciary is weak and there is little decentralisation of power, the gov-
erning party is relatively free to use state power for structural preference
shaping (Dunleavy and Ward, 1981, 1991). By developing policies that
move voters into new social locations in which their interests are different,
the governing party may hope to increase its support; and governing
parties can create or make more prominent social cleavages that structure
the vote in advantageous ways (Garrett, 1992). For instance, after 1979
some argue that the Conservative Party was able to create new Tory voters
by squeezing the number of public-sector jobs through privatisations.
Beside building their support, this was more in line with their policy pref-
erences than centrist policies, and it freed up financial resources for tax
breaks (Dunleavy and Ward, 1991; Garrett, 1992; Garrett, 1993).

This argument, partly based on the electoral significance of non-class
based production and consumption cleavages in the UK (Dunleavy and
Husbands, 1985), has been contested. Crewe and Searing (1988: 375) see
no obvious trend in a Thatcherite direction in public opinion between
1974 and 1987. Heath et al. (1991: chapters 6, 7, 8) see confusion over
causality e.g. those predisposed to vote Tory were more likely to buy their
council houses. However, controlling for partisan identity, Garrett (1992)
found that there were significant effects on the probability of Tory vote
from buying a council house, first-time share purchases and ceasing to be
a union member. Bartle (1998) confirms that some production and con-
sumption cleavages had significant direct and indirect causal effects in the
1992 election. Clarke et al. (2004: 109) find homeownership to have been
a factor in the 2001 election. In a sophisticated study using non-recursive
structural equation modelling of individual panel data, Stubager (2003)
found effects from council house purchase to vote intention but he did
find purchase of shares in privatised industries to be significant.

These studies focus on privatisation and council house sales, ignoring
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other potential causal pathways and longer-term effects. If voters care
about their relative well-being, policies that affect income and wealth dif-
ferentials will affect the government’s support.2 Voters give most attention
to issues and information that feature prominently in the media in the
run-up to elections (Iyengar, 1990). The executive’s ability to manage the
political agenda and news coverage may be significant, then.3 The execu-
tive can also use its ability to manage international crises (Dunleavy and
Ward, 1991). Garrett (1993) points out that it takes time to shift structural
features of society and there may be short-term electoral costs. Opportun-
ities for successful structural preference shaping are relatively rare.
Despite its methodological sophistication Stubager’s study (2003) fails to
control for shifts in the macro-economy and in personal economic cir-
cumstances. It is quite possible that increasing unemployment over the
first Thatcher term influenced individuals’ economic attitudes. Indeed
Alcoe (2001; cf. Studlar et al., 1990) shows that there was a shift away from
using current unemployment and inflation as the basis for personal eco-
nomic expectations towards the use of house prices and stock-market
indices, consistent with the idea that the British electorate moved away
from a ‘Keynesian’ viewpoint.

The relevant empirical question is whether the position of the median
voter is in a more favourable position for a party than it would have been
in the absence of preference shaping, given other developments – notably
in the macro-economy. Individual-level data is certainly better for exami-
nation of particular causal pathways and mechanisms. But to study the
overall picture that might arise as a result of the operation of a range of
mechanisms, while controlling for economic circumstances, and to answer
the key question of whether preference shaping operates controlling for
other trends, aggregate-level time-series data on public opinion together
with time-series data on party positions has considerable advantages.

A VAR analysis of aggregate UK data

VAR is a method of analysing a set of several variables through time when
it is believed that each of the variables might influence the other, so that
none is exogenous (Greene, 2003: 586–607). It is particularly suitable
when there are no strong theoretical grounds on which to place restric-
tions on which variables influence others and the lags with which influ-
ence occurs. Each variable is regressed on its own lagged values and the
lagged values of all other variables in the system. This makes it easy to test
for ‘Granger causality’. Variable x is said to Granger cause y when the
lagged values of x have explanatory power in a regression of y on its
lagged values together with the lagged values of any control variables, z i.e.
prediction of y is enhanced by x. Some dispute whether Granger causality
has any relationship to causality as it has generally been understood in the
social sciences, but many econometricians believe that the existence of a
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statistical relationship can never establish anything about the direction of
causality: even when changes in x precede those in y, this could be due to
anticipation of changes in y, rather than being a cause of them (e.g.
Kennedy, 1992: 68). My central focus in this section will be on whether
party positions Granger cause forms of opinion at the aggregate level that
might be related to voters’ positions on the left–right spectrum. To put it
another way, I test for the strong exogeneity of the aggregate voter distrib-
ution.

VAR is a data-hungry technique. Few questions asked with any regular-
ity by opinion pollsters are plausible indicators of public opinion of the
left–right spectrum. From 1979 to 2001 Gallup has asked whether respon-
dents’ own views come closest to tax cuts, on the one hand, or expansion
of services, even if it means tax increases, on the other hand (King et al.,
2001, 238), but the question has been asked irregularly and often only
once in a given year. Similar problems arise with questions about spend-
ing priorities (King et al., 2001: 240). 4 On the other hand, in most months
from 1961 to 2001 Gallup asked some variant on the question of what is
the most urgent or important problem facing the country, allowing
respondents to answer ‘cost of living’ or ‘unemployment’, amongst other
possibilities. (King et al., 2001: 266). Although this does vary, in most
months by far the majority of respondents have either answered ‘cost of
living’ or ‘unemployment’.

I took the percentage of respondents who said unemployment was the
most important problem, unprob, and the percentage who said inflation
was the most important problem, infprob, as proxies for the left–right posi-
tion of the median voter. This is based on the hypothesis that the probab-
ility with which a respondent will see unemployment as an urgent
problem is a function of their ideology, represented in Downs’ sense by
position of the left–right spectrum, and how high unemployment actually
is. Specifically the further to the right a respondent self-places and the
lower the rate of unemployment the less likely they are to see unemploy-
ment as an urgent problem. Holding unemployment constant, if unprob
falls, this could be accounted for by a shift of some voters to the right,
although this inference is not a firm one as it moves from the aggregate to
the individual level. Although it is possible that a shift of some voters to
the right would not mean that the position of the median voter moved to
the right, conversely this change is not logically compatible with the
median voter moving to the left, and is most plausibly linked with a right-
ward shift of the median. Recognising the problems with this indicator,
the mean level of concern for unemployment conditional on actual unem-
ployment seems as reasonable an indicator as any available of the median.
A similar case can be made out for the mean level of concern for inflation,
conditional on actual inflation, although this time increased concern
indicates a rightward shift, controlling for the actual level of inflation.

Concern for consistency of question wording over the ‘urgent problem
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question’ meant that my analysis could not start before January 1978. In
fact I started it June 1979, with Margaret Thatcher’s election to office, and
ran it up to the June 2001 election. When occasionally Gallup did not ask
the relevant question, I averaged the preceding and succeeding month,
based on the fact that short-term variation is relatively low, to get continu-
ous monthly time series, unprobi and infprobi, with the i indicating interpol-
lation. Because my indicators of the median voter position are conditional
on the levels of unemployment and inflation respectively, the set of vari-
ables I analysed included monthly data on the rate of unemployment, un,
and change in the consumer price index, inf.5

The Manifestos Project provides widely accepted measures of the
left–right positions of UK parties for the 1979, 1983, 1987, 1992 and 2001
elections (Budge et al., 2001). These derive from content analysis of mani-
festos, being the percentage of quasi-sentences that contain right-
emphases minus the percentage of quasi-sentences that contain
left-emphases (Budge and Klingemann, 2001: 20–21). It would be a step
too far to say that these measures fully capture the actual positions of the
parties between elections. Supporters of mandate theory find evidence
that what parties do in office does correlate with these positions (Budge
and Hofferbert 1990; cf. King and Laver, 1993), but it is entirely plausible
that there is some policy drift between elections. Also there are numerous
reasons why the perceived positions of parties could vary from their offi-
cial ones. The variable rcons takes on the value of the Conservative Party’s
left–right score in the previous election for every month until one month
before the next election, then it changes to the value of the left–right
score in the next election. The variable rlabs is the analogous measure for
the Labour Party. Because of uncertainty about what happens between
elections, these variables can only capture the effects of shifts in the ‘offi-
cial positions’ of parties on the aggregate voter distribution. Positions are
taken to shift just one month before the election, because manifestos are
generally officially launched between the dissolution of Parliament and the
election – a period of around six weeks. Rcons and rlabs do not vary much.
But this has the methodological virtue of providing a very stringent test of
preference shaping: if these variables can be shown to Granger cause
unprobi and/or infprobi despite their low variance, we can be more assured
about the empirical grounds for preference shaping.6

Theory is ambiguous about whether parties respond to each other’s
position, partly because the focus has been on predicting equilibria, where
they exist, not on out-of-equilibrium dynamics. Nonetheless it is plausible
that adaptive parties, subject to bounded rationality, might copy the other
party if they think that movements this party made have proven popular
(cf. Kollman et al., 1992).

Finally I included the percentage of Gallup respondents who approved
the government’s record govapp (King et al., 2001: 172–178) and the per-
centage of respondents who believe the leader of the opposition is
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proving a good leader of his/her party, oppapp (King et al., 2001: 210).
First, as we have already seen, the literature suggests that whether parties’
messages are heeded depends partly on whether they are popular.
Second, whether the government (and possibly the opposition) are likely
to change their left–right position in response to public opinion on issues
like unemployment is likely to depend on these variables e.g. if the
government thinks it has solid support it will be less inclined to respond
when this goes against its policy goals (cf. Wittman, 1983).

Augmented Dickey-Fuller tests suggested that the null-hypothesis of the
existence of a unit root could not be rejected for any of the variables in
the set I analyse. So as to avoid spurious correlation between trending vari-
ables and also problems with violating the assumption of no autocorrela-
tion in the disturbances necessary for inference in VAR, I took the first
difference of each variable. Thus dunprobi = unprobi(t) – unprobi(-1), and so
on for the other differenced variables, denoted by the prefix d. The results
here refer, then, to the effects of changes in variables, not levels.

One of the problems with VAR is selecting the number of lags to be
used in the models. Different tests gave contradictory advice: while the
Likelihood-Ratio test suggested models with 12 lags, the Akaike Informa-
tion Criterion (AIC) test suggests just two lags. Some argue that if the aim
of the research is to make accurate forecasts, the AIC test gives better
advice with monthly data (Ivanov and Kilian, 2000), but my primary aim
here is to examine Granger causality, which hardly recommends leaving
out significant effects at longer lags. Preliminary modelling suggested that
the main effects of party positions on public perceptions of economic
problems took place at lags of around eight months. Ultimatately I esti-
mated models with 12 lags, but results did not seem sensitive to this so
long as the number of lags does not drop below nine.

The results reported are VAR estimates of models of each variable on
12 lags of its own values and 12 lags of each of the other variables in the
system. So long as the residuals suggest that the stability condition of error
structure covariance stationarity holds, and so long as there is no evidence
for autocorrelation of disturbances from the residuals, inferential statistics
derived from VAR can be used. The overall estimated model passes the
stability test (Stata Corp, 2003: 324–328) and a residual autocorrelation
test for first- and second-order autocorrelation (Stata Corp, 2003:
308–310).

It is a tedious and space-consuming business to present the full results,
so I will cut straight to the Granger causality tests.7 After VAR estimation a
Wald test of the null hypothesis that in the model for y the coefficients on
the lags of x are jointly zero can be performed. If the null hypothesis can
be rejected, the conclusion is that x does Granger cause y (Greene, 2003:
592). Table 12.1 shows the results. There is much that could receive
comment here, but I will focus largely on the interaction between party
positions and my indicators of the voter distribution.
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Table 12.1 Granger causality Wald tests

Equation Excluded chi2 df Prob > chi2

dinfprobi dunprobi 9.6527 12 0.6464
dinfprobi drcons 13.8697 12 0.3091
dinfprobi drlabs 6.2119 12 0.9050
dinfprobi dgovapp 10.7193 12 0.5531
dinfprobi doppapp 8.7694 12 0.7225
dinfprobi dinf 36.0510 12 0.0003
dinfprobi dun 11.0647 12 0.5234
dinfprobi ALL 141.5621 84 0.0001

dunprobi dinfprobi 23.4743 12 0.0240
dunprobi drcons 20.1757 12 0.0638
dunprobi drlabs 22.9727 12 0.0280
dunprobi dgovapp 22.8526 12 0.0290
dunprobi doppapp 36.9071 12 0.0002
dunprobi dinf 33.9144 12 0.0007
dunprobi dun 38.1631 12 0.0001
dunprobi ALL 239.3788 84 0.0000

drcons dinfprobi 6.5616 12 0.8852
drcons dunprobi 12.2043 12 0.4294
drcons drlabs 5.2864 12 0.9477
drcons dgovapp 49.2600 12 0.0000
drcons doppapp 6.8559 12 0.8670
drcons dinf 12.0621 12 0.4407
drcons dun 20.2914 12 0.0618
drcons ALL 94.8058 84 0.1973

drlabs dinfprobi 8.6892 12 0.7292
drlabs dunprobi 24.0982 12 0.0197
drlabs drcons 9.6448 12 0.6471
drlabs dgovapp 19.4956 12 0.0772
drlabs doppapp 15.9884 12 0.1918
drlabs dinf 14.5359 12 0.2678
drlabs dun 23.6356 12 0.0228
drlabs ALL 117.7211 84 0.0090

dgovapp dinfprobi 6.9593 12 0.8603
dgovapp dunprobi 36.6531 12 0.0003
dgovapp drcons 18.3998 12 0.1041
dgovapp drlabs 49.2626 12 0.0000
dgovapp doppapp 37.6139 12 0.0002
dgovapp dinf 23.4686 12 0.0240
dgovapp dun 15.2007 12 0.2306
dgovapp ALL 163.4953 84 0.0000

doppapp dinfprobi 13.3085 12 0.3470
doppapp dunprobi 32.0725 12 0.0013
doppapp drcons 197.7508 12 0.0000

continued



At conventional levels of significance we cannot reject the null-hypothesis
that the coefficients on the lags of drcons are all zero in the model for dinf-
probi (prob > chi2 = 0.3091). Neither drcons nor drlabs Granger causes dinf-
probi. On the other hand, both drcons (prob > chi2 = 0.0638) and drlabs (prob
> chi2 = 0.0280) Granger cause dunprobi at close to or above the 95 per cent
significance level. So at least for one of the two indicators, concern about
unemployment, there is evidence that shifts in party position shift the voter
distribution. Although we will have to worry about the direction of these
effects shortly, this suggests that preference shaping does occur in the UK.

Evidence for the ‘Downsian’ link from public opinion to party position is
somewhat ambiguous. Neither dinfprobi nor dunprobi Granger cause drcons,
although dun does so at close to the 95 per cent level (prob > chi2 =
0.0618). In contrast, dunprobi does Granger cause drlabs (prob > chi2 =
0.0197), as does dun (prob > chi2 = 0.0228).8 While changes in the govern-
ment’s approval rating, dgovapp, do Granger cause drlabs at close to the 95
per cent level (prob > chi2 = 0.0772), drcons does not Granger cause drlabs.
Neither drlabs nor doppapp Granger cause drcons, although dgovapp does so
(prob > chi2 = 0.0000). The picture here seems to be one where the opposi-
tion, Labour for most of the period being studied here, is more responsive
to changes in public opinion than the government, in line with the view
that the party with state power is in a better position to preference shape.
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Table 12.1 continued

Equation Excluded chi2 df Prob > chi2

doppapp drlabs 78.8137 12 0.0000
doppapp dgovapp 12.4395 12 0.4111
doppapp dinf 8.1534 12 0.7730
doppapp dun 17.6861 12 0.1256
doppapp ALL 425.2551 84 0.0000

dinf dinfprobi 45.4787 12 0.0000
dinf dunprobi 15.7413 12 0.2034
dinf drcons 13.8110 12 0.3129
dinf drlabs 9.2267 12 0.6835
dinf dgovapp 39.7805 12 0.0001
dinf doppapp 25.7984 12 0.0115
dinf dun 24.5701 12 0.0170
dinf ALL 213.1505 84 0.0000

dun dinfprobi 23.0641 12 0.0272
dun dunprobi 14.1879 12 0.2889
dun drcons 33.8269 12 0.0007
dun drlabs 13.3753 12 0.3424
dun dgovapp 21.3575 12 0.0454
dun doppapp 19.9826 12 0.0674
dun dinf 35.1116 12 0.0004
dun ALL 178.6875 84 0.0000



VAR allows us to simulate the effects through time of changes in vari-
able x on another variable y, using impulse response functions (irf). Infer-
ring whether a change in x has a negative or a positive effect on y is not a
simple matter of reading the signs of regression coefficients for the lagged
values of x in the model for y. Over time such shifts impact on all other
variables in the system and, thus, have complex second-order effects.
These are allowed for in calculating impulse response functions.9 In
Figures 12.3 and 12.4, I report cumulative impulse response functions for
drcons and drlabs on dunprobi. Over a 20 month period these track what
would happen to concern for unemployment if there was a sustained
month-on-month movement of the parties to the right of one unit per month.
The time trends show how concern for unemployment settles to a new
equilibrium. When either the Conservative Party or the Labour Party con-
tinue to shift to the right, the central forecast estimate is that concern for
unemployment diminishes.10 If reduction in concern for unemployment is
a reasonable proxy for a shift to the right in the aggregate voter distribu-
tion, as preference shaping theory suggests, the electorate moves in the
same direction as the parties.

Careful scrutiny of the scales of the vertical axis suggests that the
impact of a shift to the right by the Conservatives is greater than that of a
shift to the right by Labour: whereas concern for unemployment eventu-
ally falls by under 1 per cent as a consequence of a sustained shift to the
right by Labour, it eventually falls by around 5 per cent as a consequence
of a sustained shift by the Conservatives.
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Conservative Party to the right on perceptions of the importance
of unemployment.



To summarise, although caution is advisable when interpreting what
VAR techniques actually tell us about causality, and although doubts must
exist about the way that the position of the median voter and that of the
parties between elections is proxied here, there are indications that key
elements of preference shaping theory are empirically supported: (i) the
aggregate voter distribution is endogenous to party competition; (ii) it
shifts in the same direction as the main parties (iii) it is more responsive
to shifts in the position of the party of government.11

Formal models of party competition and endogenous voter
preferences

While some authors have attempted to endogenise the voter distribution
in formal models of party competition (see the survey in Ward, 2001),
they have largely failed to acknowledge differentials in the power of
parties of the sort suggested by evidence and argument. One possible
explanation is that holding the executive confers less power in the US
context, because of division of powers and frequent failure of the execu-
tive’s party to control both houses, and this informally shapes the way the
literature frames the problem.

The most significant recent attempt to develop a fully-specified model
of electoral competition in which preferences are endogenous is Jackson’s
computational model (2003; see also Gerber and Jackson, 1993). Here the
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probability that a voter casts her vote for a party is a function of her parti-
san identification and the parties’ positions on the left–right spectrum
compared to her policy ideal point. Voters’ ideal points shift from their
past value in the direction of the party they identify with and away from
the party they do not identify with, with strong identifiers shifting furthest
and larger shifts to the extent that parties’ positions have altered since the
last election, providing new information. Partisanship is a running tally of
past evaluation of parties relative to policy positions, including current
evaluation of parties’ positions, with less weight on the past. Hence parti-
sanship and policy positions are codetermining at any time, t. Parties have
policy preferences and maximise a weighted function of the probability of
winning and losses due to departing from their policy ideal point.

Jackson allows for differences in parties’ influence that derive from the
different numbers of partisans they have. But this is, at most, one source
of differential influence: parties’ access to the media and ability to influ-
ence news coverage differs (e.g. Sanders et al., 1993); the credibility, per-
ceived competence and personality of their candidates differs (Zaller,
1992; Popkin, 1995: 29–33; Alvarez, 1998); past shifts in positions, may
lead voters to question parties credibility (Downs, 1957: 103–109); parties’
influence varies with the nature of the perceived problems that face
society and social ‘shocks’ (Garrett, 1992, 1993);12 and incumbents control
state power (Dunleavy and Ward, 1981).

Jackson’s view, that voter’s positions are positively influenced by that of
their own party and negatively influenced by that of the other party, is not
particularly plausible. Some do argue that voters with a strong and stable
party identification but weakly developed attitudes on issues are the most
likely to be influenced by their party’s positions (Campbell et al., 1960:
141; cf. Zaller, 1992), but this hardly applies to the large number of
people in countries like the UK who express no, or only weak, partisan
identity (Clarke et al., 2004: 176–181). The media and interest groups can
identify politicians who lie, so there are reputational incentives for politi-
cians to convey reliable information even to those who do not identify
with their party (Austen-Smith, 1990, 1992; Grofman and Norrander,
1990; Carmines and Kuklinski, 1990: 266; Lupia and McCubbins, 1998;
Popkin, 1995: 19–28).

A model of party competition with endogenous voter
preferences and differentials in party power

Analysis of manifestos (Robertson, 1976; Budge et al., 2001) as well as evid-
ence on policies (reviewed in Ward, 2001) strongly suggests that persistent
and politically significant differences exist between parties on the main
dimension of competititon. Each of the major assumptions of the ‘Down-
sian’ model can be changed in such a way that convergence is no longer
necessarily predicted (Grofman, 1995a). This chapter is a development
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from models that drop the assumptions of pure office-seeking and cer-
tainty over the voter distribution, both of which are empirically implaus-
ible (Lewin, 1991, chpt. 3; Przeworski and Sprague, 1986, chpt. 4; Budge,
1994; Strøm and Müller, 1999; Jackson 2003).13 Such models generally
predict divergence (e.g. Wittman 1983; Hansson and Stuart, 1984;
Wittman, 1990; Roemer, 2001), but the degree of divergence tends to be
slight except for very high degrees of uncertainty over the voter distribu-
tion or for parties that care very little for office per se (Calvert, 1985).14 By
introducing the extra assumption that parties can influence the voter dis-
tribution, it is possible to get highly divergent equilibria, even when there
is little uncertainty and parties care a lot about winning office. Existing
spatial models are unable plausibly to explain why parties sometimes
choose leaders or candidates with views more extreme, compared to the
expected position of the median voter, than the median members of the
‘selectorate’ that chooses the leader.15 This failure is empirically signific-
ant, as Crewe and Searing (1988) argue in relation to the selection of Mar-
garet Thatcher as leader of the Conservative party in 1975. I show that
influential parties may benefit from adopting extreme platforms, because
this drives up their chances of electoral success more than enough to com-
pensate for having to implement policies more extreme than the selec-
torate ideally wants.

The model

First, parties choose a position on the dimension of competition to cam-
paign on and second they chose a package of ‘instruments’ to move the
voter distribution and a level of effort to apply using these instruments.
The information parties provide to the electorate and party policies that
might influence the position of voters are assumed to be consistent with
the position they adopt. This is to make a strong assumption about credi-
bility losses from inconsistency. I assume that efficient choices of instru-
ments are made relative to the parties’ positions, and my model starts with
an influence function giving the expected position of the median voter as
a function of where parties locate. The influence function summarises the
power of the parties in different contingencies.16 I assume that each party
shares a common perception of the influence function and neither holds
private information about the way that the electorate can be influenced.

Two parties X and Y compete on a single issue dimension represented
by the real line, ℜ. X and Y have continuous, differentiable, strictly
concave utility functions over the issue dimension, denoted by uX(.) and
uY(.), with maxima at the parties’ ideal points, x* and y*. These utility
functions represent policy pay-offs – parties’ preferences over policy out-
comes, abstracting from any implications policies have for their electoral
support. Assume that the parties do not have the same policy ideal point –
specifically x* < y*.

258 Hugh Ward



The party obtaining the greatest number of votes wins the election; and if
parties obtain the same number of votes, a coin is tossed to see which of
them will hold office. As well as policy pay-offs, parties may also get pay-offs
from holding office per se, for example from the rents that they can earn in
office. X and Y’s office pay-offs are denoted by ΩX ≥ 0 and ΩY ≥ 0 respectively.

There is a prior aggregate voter distribution before the parties
announce their positions. Then there is a posterior voter distribution after
the parties have announced their positions. The posterior distribution
shifts as a function of where the parties locate. Underlying this shift is a
shift in some voters’ ideal points and/or utility functions. Citizens vote on
the basis of their posterior utility functions.

Voters have a single-peaked utility function over the issue dimension,
symmetric about the ideal point. Assume voters know x and y, for certain
(cf. Alvarez, 1998). The set of voters that turn out is independent of the
positions adopted by the parties and contains an odd number of voters.
Each voter votes for the party yielding the highest pay-off, on the basis of
their utility function after the parties have announced their positions.
Indifferent voters toss a coin to decide how to vote.

Neither party knows for sure the prior and posterior locations of the
median voter. A continuous probability distribution Μ(m) over the prior
position of the median voter, such that M(m) > 0 for all m, is common
knowledge for the parties. The mean of this distribution is µm = 0. Μ‘(m)
is the posterior distribution over the position of the median voter. For any
m, Μ‘(m) = M(m – π(x,y)). π(x,y) is the influence function, representing
parties’ influence over the median voter’s position. Notice that Μ‘(m) is
simply a translation of Μ(m) to the left or to the right, with a different
mean but the same higher moments. The mean of Μ‘(m) is µ‘m = π(x,y).

It is assumed π(x,y) to be continuous in x and y. Its first partial derivatives
are also assumed to be continuous in x and y. π(0, 0) = 0, i.e. if the parties
both locate at the expected prior position of the median voter, the posterior
position is not shifted. For all x and y, ∂π/∂x > 0 and ∂π/∂y > 0, i.e. for a given
location of the other party, the further to the right a party locates, the further
to the right the expected posterior position of the median voter is.17 It seems
plausible that ∂π/∂x < 1 and ∂π/∂y < 1 i.e. for a given move by a party, the
expected position of the median voter does not move as far. Although this
additional assumption makes no difference to the results reported below, it
makes their interpretation in terms of party influence more natural.

It is convenient to work with a transformation of points on the real line
which subtracts π(x, y) from their values, under which: µ‘m becomes the
new origin; X’s position becomes x – π(x, y) and Y’s position becomes y –
π(x,y). The point z = (x+y)/2 – π(x,y) is half way between X and Y’s posi-
tions under the transformation. Let Φ(.) be the cumulative distribution
function for the posterior distribution for the position of the median
voter, under the transformed axes. Note that Φ(.) is always the same no
matter where X and Y locate, for their positions only alter the mean, not
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the higher moments, of the distribution over the median voter. As Φ(.) is
the cumulative distribution function over the median voter, Φ(z) is the
posterior probability that the median voter is at or to the left of z. Notice
that because M(m) > 0 for all m, dΦ/dz > 0, i.e. the higher the mid-point
between the parties’ transformed positions, the higher the probability that
the median is at or to the left of the mid-point. Denote the probability
that X wins the election when the parties locate at x and y by pX(x, y).
Suppose, first, that x < y. Then pX(x, y) = Φ(z). First the members of the
set of voters with ideal points to the left of z, L(z), will vote for the nearer
of the two parties, X. Suppose z is to the left of the median voter. Then
L(z) cannot form a majority because the median voter and those voters
located to the right of her constitute a majority and will vote for the
nearer party, Y. So the probability that X wins is the probability that z is at
or to the right of the median voter, i.e. the probability that the median
voter is at or to the left of z. As already stated, this probability is equal to
Φ(z). If x > y, by a similar argument, pX(x, y) = 1 – Φ(z). If x = y, pX(x, y) =
1/2, because the expectation is that half the time X will get a majority if
voters toss a coin when X and Y locate in the same place. Denote the
probability that Y wins the election by pY(x, y). Then pY(x, y) = 1 – pX(x, y).
Notice that Φ(z) > 0 for all z; so pX(x, y) > 0 and pY(x, y) > 0 for all x and y.
Notice that unless Φ(w) = 1/2, pX(x, w) is discontinuous in x at x = w and
X’s expected pay-off is also discontinuous in x.

Here I work with a ‘short-term’ view of how parties influence voter posi-
tions and of their objective functions, although I have shown that the
results still hold under a ‘longer-term’ view designed better to capture
possibilities of structural preference shaping (Ward, 2001). This ‘short-
term’ model is based on the notion of a campaigning period in which
informational flows from the parties’ manifestos, policy statements and
pledges, influence voter positions. The parties just care about their utili-
ties after the election is held. I assume that reputational effects ensure that
parties implement whatever policy they run on, if they get into office; so
whichever party wins implements its strategy. The time line is that parties
simultaneously announce their strategies. Voters observe these strategies,
and some voters may alter their ideal points as a consequence. Voters then
vote for one of the two candidates. Whichever party wins office then
implements a policy corresponding to the strategy it has run on. Then X’s
expected pay-off during the next electoral term is:

UX (x,y) = pX(x, y). (uX(x) + ΩX) + pY(x, y). uX(y)

where (uX(x) + ΩX) is X’s pay-off if it wins, composed of the policy pay-off
from its platform plus its office pay-off, and uX(y) is X’s pay-off if it loses –
its policy pay-off from Y’s platform. Similarly Y’s expected payoff is:

UY (x,y) = pX(x, y).uY(x) + pY(x, y) (uY(y) + ΩY))
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Forces acting on parties

Here I define what it means for a party to be influential and relate this to
the pressures on parties to converge or to diverge generated by their
desire to win. Parties balance these pressures against their desire to run on
platforms as close as possible to their policy ideals when making locational
choices. Uninfluential parties get better odds to the extent to which they
replicate their opponent’s messages about the good society and desirable
policies. In contrast influential parties increase their chances of being
elected by diverging, because they take enough of the electorate with
them as they move. They gain better electoral odds by contrast rather than
by reinforcement of messages.

a A party is influential to the extent that voters are highly responsive to
shifts in its position. Recall that the expected posterior position of the
median voter is µ‘m = π(x,y). Let S ⊆ ℜ2 be a subspace of pure strategy
space. Say X is influential on S if ∂π/∂x > 1/2 for all x, y: ∈ S. (X is
globally influential if S = ℜ2.)
It is intuitively obvious that this condition implies that X increases its
chances of winning the election by diverging from Y’s position, although
a little care needs to be exercised about what happens when the parties
start out in a convergent position. If x < y, pX(x, y) = Φ(z). As ∂π/∂x is
assumed to be continuous in x, there is an open interval around the value
of x concerned in which ∂π/∂x > 1/2. On this interval, treating y as fixed,

dpX /dx = dΦ/dz. dz/dx = dΦ/dz (1/2 – dπ/dx)

Because dΦ/dz > 0 (as noted above), dpX /dx < 0 when (1/2 –
dπ/dx) < 0. X increases its chances of being elected by moving to the
left in the interval, further away from Y’s position. What happens is
that the expected position of the median voter changes faster than
the point halfway between the parties, so X increases its chances of
winning. If y < x, pX(x, y) = 1-Φ(z). As ∂π/∂x is assumed to be continu-
ous in x, there is an open interval around the value of x concerned in
which ∂π/∂x > 1/2. On this interval treating y as fixed,

dpX /dx = –dΦ/dz. dz/dx = –dΦ/dz (1/2 – dπ/dx)

so dpX /dx > 0 i.e. X increases its chances of winning by diverging
from Y’s position further to the right on the interval. Finally suppose
that x = y = w. Then pX(x, y) = 1/2. If Φ(w) ≠ 1/2, pX(x, w) is discon-
tinuous in x at x = w. As pX(x, w) is continuous in x for x < w and x >
w, X can increase its chances of winning by moving either just to the
left or just to the right of w, depending on whether Φ(w) > 1/2 or not.
If Φ(w) = 1/2, pX(x, w) is continuous in x at x = w, but not differen-
tiable at that point. Nevertheless as ∂π/∂x is assumed to be continuous
in x, there is an open interval around x = w in which ∂π/∂x > 1/2,
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implying pX(x, w) increases as X moves away from w in either direc-
tion on the interval.

b If ∂π/∂x < 1/2 for (x, y) ∈ S ⊆ ℜ2, say X is uninfluential in S. (X is
globally uninfluential if S = ℜ2.) Under this condition X’s chances of
winning are increased by converging on Y’s position, the proof being
similar to that in the last paragraph.18

c If ∂π/∂x = 1/2 for (x, y) ∈ S ⊆ ℜ2, say X has a neutral influence in S.
d Similarly Y is influential, uninfluential or has neutral influence

depending on whether ∂π/∂y is greater, less than, or equal to 1/2.
Summing up:

Proposition 1. If a party is influential at some point in strategy space {x, y}, it
increases its chances of winning by diverging from its opponent’s position; if it is
uninfluential, it increases its chances of winning by converging when x ≠ y.

Convergent equilibrium

My concern is largely to set out necessary conditions for pure strategy pairs
to be Nash equilibria and to rule out certain possibilities.19 Parties that are
globally uninfluential always increase their chances of winning by converg-
ing, like parties in the standard ‘Downsian’ model. To the extent that
parties predominantly care about office pay-offs, they also meet the stan-
dard ‘Downsian’ assumption. Under these assumptions it is not surprising
that my model predicts full convergence, for this maximises parties’
chances of being elected. Moreover, I show that they converge on the
expected prior position of the median voter.

Proposition 2. If both parties are globally uninfluential and ΩX and ΩY are suffi-
ciently greater than zero, then {µm, µm} is the unique pure-strategy Nash equilibrium.20

On the other hand if parties care little enough about office per se they
will never fully converge in equilibrium: moving towards their policy ideal
point would increase their expected pay-off when this was dominated by
terms reflecting policy considerations, even if this lowered their chances
of winning. Thus:

Proposition 3. If ΩX and ΩY are sufficiently small, then there are no convergent
equilibrium. 21

It is possible to get convergence in equilibrium, including convergence at
points other than {µm, µm}. 22 However, this is ruled out under the follow-
ing condition:
Proposition 4. Suppose that at each point of convergence, {w, w}, there exists an
influential party with a strictly positive office pay-off. Then no such point is an
equilibrium.
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For values of w that are ‘extreme’ relative to µm, it is plausible that a move
to moderation would appeal to enough voters to ensure that it would
increase a party’s electoral chances, even if the move had little impact on
the position of the median voter. On the other hand, if w were a moderate
position, there would typically be advantages in offering a distinct plat-
form rather than a fully convergent one, because the message sent would
be more noticeable for voters, and be more likely to receive media atten-
tion, when it was contrasting. Especially for the more influential party, it is
plausible that moving away from a moderate, fully-convergent platform
would bring gains. The condition in Proposition 4 is likely to be met
empirically.

Divergent equilibria

I start by considering the case where both parties are globally uninfluential:

Proposition 5. Suppose X and Y are globally uninfluential. Then {x, y} is a diver-
gent pure-strategy Nash equilibrium only if x* < x < y < y*.

Here centripetal forces push parties together to increase their chances of
winning, as would be expected. When both parties have low credibility, for
instance, we would expect platforms more convergent than party activists
desired.

It is worth considering the case where both parties are globally influ-
ential, although this is empirically implausible:

Proposition 6. Suppose X and Y are globally influential. If {x, y} is a divergent
pure strategy Nash equilibrium: (i) when x < y, then x < x* and y* < y; (ii) when y
< x, it cannot be the case that either y < x < x* or y* < y < x.

Proposition 6 does not rule out all equilibria in which y < x, where the
parties occupy positions that are ‘perverse’ in the sense that the platforms
are not ordered in the same way as the ideal points. It turns out that such
equilibria are ruled out by a plausible restriction on the influence func-
tion, though:

Proposition 7. Suppose that both parties are influential whenever x < y and are
uninfluential whenever x > y. Then{x, y} is a divergent pure-strategy Nash equilib-
rium only if x < x* < y* < y.

If the electorate knows the parties’ policy ideal points, it is implausible
that they would be influential when their messages were inconsistent in
the sense that ‘the party of the left’ was running on a more right-wing plat-
form. This may help to explain why we seldom observe perverse platforms
empirically (e.g. Budge and Klingemann, 2001: 19–50).
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Proposition 7 show that highly divergent equilibria can occur even
when parties care a lot about office per se and there is a high degree of
certainty about the prior position of the median voter. Next I address the
issues of extreme candidates and divergent equilibria under conditions
where only one party is influential:

Proposition 8. Suppose that X is uninfluential everywhere and Y is influential so
long as x < y and uninfluential if y < x. Then if {x, y} is divergent Nash equilib-
rium, x* < x < y and y* < y.

If there is an equilibrium, under the conditions of Proposition 8, Y locates
to the right of its ideal point. In the most likely case empirically, in which
the expected prior position of the median voter lies between the parties’
policy ideal points, Y moves to a more ‘extreme’ position than its ideal
point. This is ‘ideological exaggeration for effect’: it pays Y to move beyond
its ideal because it expects to be able to drag enough voters far enough to
the right by doing so to more than compensate any losses of policy pay-off
by increasing its chances of office pay-offs. At the party’s ideal point it is
still better to move further to the right, for expected losses of policy pay-
off are ‘small’ compared to the gains through better electoral odds that
can be made.

Conclusion

We should no longer take seriously models of party competition that
assume that the distribution of voters is fixed. Simplicity is being bought at
the cost not only of assumptional implausibility but also of empirical inva-
lidity. There is ample empirical support for the view that voters’ beliefs
derive from party positions, and moderately strong empirical case can be
made out for structural preference shaping. Not only do models allowing
for preference shaping fit the stylised facts about non-convergence, but
they can also help us understand what at first sight seem incomprehensi-
ble choices of extreme leaders – once differentials in parties’ power is
allowed for. While my model of party competition certainly needs extend-
ing to the multidimensional case, which is certainly feasible technically
(Ward, 2001), it represents an advance over existing models that endo-
genise preferences, because it generates hypotheses about the effects of
power differentials.

Allowing for the way that parties can shape opinion reconnects rational
choice theory with normative democratic theory, which has seldom
neglected the idea that political leaders should shape opinion for the
public good. If some have doubts about whether politicians attempt to
sway the electorate in ways that serve the public interest, it is doubly the
case that structural preference shaping requires close scrutiny from a
normative perspective.
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Notes
1 Also the Democrat’s position is highly correlated with that of the Republicans

lagged around 12 to 16 quarters.
2 Glazer (1995) considers relative deprivation effects within the context of an

expressive model of voting. Plausibly the government would hit the comparitor
groups, likely to vote for the opposition, of those whose vote might go either
way.

3 In the US the range of issues over which such effects occur may be surprisingly
limited, with causality running both ways from the executive to the media
(Edwards and Wood, 1999).

4 Estimates of the position of the median voter based on party positions and
known electoral support, made as part of the Manifestos Project (Kim and
Fording, 2001) are too infrequent to be useful here. A promising approach for
future research would be to calculate Stimson policy mood (1999) for the UK.

5 There is a case from economic theory for treating un as exogenous in this exer-
cise, since under the rational expectations hypothesis governments can do little
to affect changes in real variables. Empirical evidence does suggest small, and
relatively temporary effects associated with the partisan and rational expecta-
tions version of opportunistic business cycle (e.g. Alesina and Roubini, 1997).

6 I repeated the analysis here using various ad hoc interpolations of the party
position variables with similar results. I have omitted the related measure of
Liberal/Social Democrat/Liberal Democrat position from the analysis
reported here. Initial exploration suggests that the results are not greatly
affected by this.

7 Full results, and the data set in Stata 8 format, can be obtained from the author
on request.

8 Examination of impulse response functions suggests, somewhat inexplicably,
that increased concern for unemployment shifts Labour to the right while
actual increases in unemployment shift it to the left.

9 Here the effect of a ‘shock’ to x is on y holding all other variables, z, constant
at time t. This is controversial. Some say that this conflicts with the founda-
tional philosophy of VAR, that ‘nothing is exogenous and we don’t know any-
thing much about causality from theory’. An alternative is to calculate
‘orthoganilized impulse response functions’ (Sims, 1980). Here the residuals
from the model are used to estimate an error term covariance matrix, which
then allows the use of a mathematical transformation to define shocks to a set
of variables, including the one at issue, without disturbing anything else. It
makes little difference to the picture whether we use simple or orthoganilised
impulse response functions here. Also many no longer recommend this pro-
cedure, because the transformation arbitrarily depends on the way that the
equations in the model are ordered. Structural VAR involves using what we
already know from theory to place restrictions on the model, bringing VAR
closer to structural equation modelling. My problem is we lack such theory.

10 Figures 12.1 and 12.2 show 95 per cent confidence bands for the forecast. As
the confidence interval at most time points includes zero, the sceptic could
conclude that it has not been established that any effect occurs. At first sight
this seems to conflict with the results of Granger causality tests, but the calcu-
lated confidence intervals (CI) in impulse response functions (irf) also allow
for uncertainty in relation to the impact of indirect change through other vari-
ables.

11 It could be objected that the Labour Party was in office from mid-1997 to mid-
2001. Repeating the analysis for the period up to the 1997 election, so that the
Conservatives were in office throughout, makes no substantive difference to
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the results. One structural advantage the Tories did possess that was not associ-
ated with control of the state was favourable press coverage of the economy
near elections (Sanders et al., 1993).

12 The contentious idea of critical elections, punctuating the existing equilibrium
of party competition, has been related to such shocks (e.g. Krasner, 1993).

13 The plausibility of pure office-seeking may vary depending on the electoral
system and the institutional structure of parties (Strøm, 1990). There are likely
to be intra-party conflicts over the trade-offs between electoral success and
policy, too (Strøm and Müller, 1999).

14 Chappell and Keech (1986) come to a different conclusion on the basis of
their model of sequential elections, allowing for voter uncertainty as well as
party policy goals.

15 Rabinowitz and Macdonald’s (1989) directional model has the implication of
‘wild’ divergence of candidates unless their idea of a ‘circle of acceptability’ is
introduced, but this seems ad hoc (Merrill and Grofman, 1999: 32).

16 John Roemer’s state-space approach (2001: 39–45) is a promising one for pro-
viding micro-foundations for the influence function: (i) individuals can occupy
one of a set of states (informational and/or related to their position in the
social structure); (ii) the positions of the parties on the left–right spectrum
influences the distribution of voters over these states; (iii) the state that a voter
belongs to influences their position on the left–right spectrum, up to a random
error; (iv) votes are cast for the nearest party. The influence function amounts
to a reduced form of this set of mappings. While I will not attempt to model
them in more detail here, this might be a key to fuller understanding of the
influence function.

17 An alternative assumption is that π(x,y) is concave in x and y in both direc-
tions, so that if a party moves to ‘extreme enough’ positions the expected prior
position of the median voter actually starts moving in the opposite direction,
other things being equal. As long as negative effects occur outside the interval
bounded by the parties’ policy ideal points, this makes no difference here.

18 Again pX(x, w) may not be continuous in x at x = w, implying that if X was at w
it would increase its chances of winning by moving ‘a little’ one way; but it
could always increase its chances of winning still further by moving even closer
to w.

19 Discontinuity in the pay-off functions at points of convergence cause dif-
ficulties with applying general existence results about equilibria, but in some
cases discussed below it would to sufficient to restrict the influence function
and the voter distribution function to ensure that parties’ expected pay-offs are
concave in their own strategies in the region where any equilibria must occur.

20 Full proofs of subsequent propositions appear in Ward (2001).
21 Cf. Theorem 5, Calvert (1985).
22 This cannot occur if both parties are globally influential or if one of them is

‘highly influential’, so long as the other has ‘some influence’.
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13 Party competition and
deliberative democracy

Albert Weale

Introduction

Party competition in open elections is the principal institutional device
used in modern political systems to implement the ideals of democracy
and to secure representative government. Of course, there is nothing in
the history of elections, let alone party competition, that associates them
uniquely with democratic values. Indeed, as Manin (1997) has shown,
selection by lot was the classical democratic device for choosing those to
hold political office, and elections were seen over many centuries as aristo-
cratic devices. Rousseau (1762: book 3, chapter 15) notoriously asserted
that the British people thought they were free, but were only really so at
the moment at which they chose their government. Between elections, not
directly governing themselves, they were slaves. So, there is no simple
inference from the ideals of democracy to the practice of representative
government chosen by election. Yet, since the emergence of modern
democracy in the late eighteenth and early nineteenth centuries, elections
have been viewed as the means by which governments could be rendered
accountable and responsible to those whom they governed. James Mill’s
(1822) account of the incentives that elections gave to governors to pay
attention to the interests of the governed is an early, influential and para-
digmatic statement of what is now orthodoxy among most political
commentators, political scientists and political theorists of democracy.

In a compact, yet remarkably fertile, discussion in The New Challenge of
Direct Democracy, Ian Budge (1996: 7) makes his own contribution to demo-
cratic theory and its account of elections. He argues that elections record
‘popular judgements about what is generally needed’. Underlying such an
account is an anti-paternalist principle to the effect that people are the
best judges of their own interests, both individually and collectively. By
providing a mechanism through which preferences can be measured,
elections provide the opportunity for people to articulate their legitimate
interests. They also allow for freedom of expression. These two aspects
of democracy – interest articulation and free expression – should be seen
as complementary rather than rival on Budge’s view. Interests are not



something that we can take as ready-made. They have to be discovered
and developed in discussion. Conversely, having freedom is part of one’s
interests. In Ian Budge’s democratic pantheon, both James Mill and Jean-
Jacques Rousseau are properly accorded high status.

In outlining a justification of democracy Budge offers a teleological
account, as the following passage shows:

the various democratic freedoms – of speech, association and voting –
find their main justification in allowing for the safeguarding and iden-
tification of interests. They permit citizens to protect themselves
against their individual and collective interests being ignored; they
allow decision-makers to identify popular interests through these pref-
erences which are expressed, and to check whether they are stable
through their resistance to change in the midst of discussion and
debate.

(Budge, 1996: 8)

The structure of the argument here is clear. We have a set of political free-
doms that form the core political rights of a democracy. A system of
government that embodies these rights is a practice justified by its tend-
ency to promote individual and collective interests. If the practice did not
serve these purposes then it could not be justified.

Within this account, there are two distinct motifs that are worth identify-
ing and distinguishing. The first is the theme of democracy as a protective
device, the central argument of James Mill. Competitive elections safeguard
citizens and prevent their interests being ignored. This turns on the claim
that the process of competition forces political leaders to pay attention to cit-
izens’ interests, whatever their personal motives. Just as the profit motive pro-
vides an incentive for business to supply goods that citizens want, so the
motive of political office provides an incentive for parties to provide policies
that citizens want. In both cases the existence of genuine competition is
crucial. The second theme is a discursive one. It stresses the extent to which
interests have to be identified before they can be protected or advanced. For
example, the choice between guns and butter is likely to be a relatively easy
one for farmers and armaments manufacturers, but for citizens at large it
may be much more difficult to decide. The priority to be given to defence
depends upon assessments of threats and the posture that one’s country
ought to be taking in the international system. Finding the right balance
between competing considerations is not easy and requires the discussion
and debate of which Ian Budge speaks. Thus, alongside the incentive compo-
nent of democracy, we also need to consider its deliberative component.

In recent years this deliberative component of democracy has received
a great deal of attention from normative theorists. In some cases, the
thrust of the deliberative turn has been to downplay the role of party
competition and to favour alternative non-competitive decision proce-
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dures. However, the question of the role of party competition in elections
cannot so easily be dismissed, if the electoral mechanism does play the
central role in accountability that Budge (and I suspect the majority of
political scientists who study these things) think that it does. For example,
someone who stresses the important role of deliberation in public policy
may well end up favouring the delegation of a large number of decisions
to courts or to technocratic bodies (to cite just two of the canvassed
alternatives). But this is not just to draw an implication; it is also to make a
serious political choice, which if implemented might well turn out (for
familiar reasons associated with path-dependency) to be irreversible. So,
in this chapter, I shall take the model of political representation based on
party competition and confront it with ideals and norms drawn from
deliberative theories of democracy. How well do competitive party demo-
cracies perform when judged against deliberative ideals?

A model of political representation

One important achievement of Ian Budge and his colleagues in the Com-
parative Manifestos Project (CMP) is to provide an empirically informed
account of how political representation is secured across the full range of
liberal democracies. The CMP account shares the assumption of eco-
nomic theories of democracy, like those of Schumpeter (1954) and Downs
(1957), that parties compete with one another in elections in order to win
votes. However, by contrast with such accounts, parties are not seen as
pure office-seekers, who set their agendas competitively and are willing to
shift their policy positions purely in response to the prospect of electoral
advantage. Rather, according to the CMP view, parties maintain distinct,
ideologically informed policy positions, seeking support from the elec-
torate by stressing the extent to which their own policy stance accords with
widely shared values. Thus, in the choice between guns and butter, the
proponents of guns will stress the importance of national defence and
security in the international order, whereas the proponents of butter will
stress peace, prosperity and plenty.

The fundamental methodological insight of the CMP is to devise a
means by which these relative emphases can be interpreted as position
taking by political parties. This is done by counting the quasi-sentences in
which such terms appear, inferring the positions of parties within a policy
dimension by counting the relative frequency of particular assertions. For
example, if a party stresses the need to maintain military expenditure,
modernise the armed forces and uphold treaty obligations, a pro-defence
position is inferred. Conversely, if a party frequently mentions the import-
ance of peaceful means of resolving international disputes or the desir-
ability of countries joining in negotiations with hostile countries, an
anti-defence position is inferred (Budge et al., 2001: 222). The same
approach can be repeated across all dimensions of public policy. By the
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alchemy of the code book, policies discussed in valence terms are trans-
muted into an estimate of the positions of political parties.

Manifestos are general statements of a political position, and must, in
the nature of the case, cover a wide variety of policy questions. Although
party competition in liberal democracies is often spoken of in terms pri-
marily of left and right and the left–right ideological spectrum was central
to Downs’s exposition of his economic theory, there is no reason in prin-
ciple why the CMP technique cannot be applied more widely or to a spe-
cific set of issues. (Together with others, for example, I have used it myself
to explore party competition in six European democracies on the produc-
tivist-environment dimension of public policy, Weale et al., 2000:
246–256.) Yet, a central claim from the CMP is that, although there is no
logical necessity for party competition to take left–right form, in practice
it does take this form. Inferred positions across a range of issues are corre-
lated with one another, and in accounting for party movements over time,
a one-dimensional representation of positions does as well as a 20-
dimensional representation (Budge et al., 2001: 59).

Let us accept, even if only temporarily, this first move in the argument.
The system of party competition would still not perform the function of
political representation, if there were no correspondence between the
expressed preferences of voters and the governments that were formed
after the election. However, as McDonald et al. (2004) have shown, there
is such a correspondence. There is a high degree of correspondence
between median voters and median parties in parliaments, and also a high
degree of correspondence between median parties and participation in
government. To be sure, the degree of correspondence varies across polit-
ical systems, and PR systems do a better job than those based on first-past-
the-post in translating popular preferences into political representation.
But the main result is that elected governments do typically contain
parties whose policy positions coincide with those of the median voter on
the left–right spectrum. In that sense, at least, such governments are
representative. They have a median mandate bestowed upon them.

Governments may also be representative in their actions as well as their
composition. Although the findings have not met with universal agreement,
it has been argued that the implementation of manifesto commitments, as
measured by public expenditure changes, tracks the changing emphases of
party manifestos in the US (Budge and Hofferbert, 1990) and Britain (Hof-
ferbert and Budge, 1992). (For the controversy, see King and Laver, 1993
and Hofferbert et al., 1993.) Parties not only say in their manifestos what they
are going to do in government, but when in government they do what they
say. From this point of view, the electoral connection is a relatively efficient
instrument of citizens’ choice over the priorities of the public budget.

As other contributors to this volume have pointed out, it is possible to
weaken the links in the chain of reasoning just described at various points.
Both McLean and Nagel highlight the problems associated with using a
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single left–right scale for the measurement of party competition. McLean
points out that there may be controversial judgements made in coding
some items, for example free trade, such that the position of parties on a
general left–right scale is an artefact of the coding procedure rather than
an empirically based assessment. Similarly, Nagel highlights the difference
in substantive political terms between explaining variance and explaining
outcomes, where the latter may turn on the role that particular issues play
in moving pivotal voters. Finally, as Ward points out, governments can
engage in practices of preference shaping, and for that reason the legiti-
macy of the democratic mandate may be questioned. It is, of course, a
matter for judgement how far these problems are fundamental to the
enterprise and how far they are merely qualifications that need to be
borne in mind when conducting any particular analysis. For the rest of
this chapter, however, I shall leave these methodological issues to one
side, in part because they have been dealt with in these other chapters.
Instead, I shall focus on the normative issues.

Properly to understand the normative issues, we need examine the
concept of representation, the modern account of which begins with
Pitkin’s (1967) The Concept of Representation. Pitkin explicitly identified five
different senses in which we can meaningfully talk about representation:
authorisation, accountability, descriptive, symbolic and substantive. In
addition, she also mentions a principle of responsiveness, which she asso-
ciated with accountability, but which is clearly logically distinct. Adding
that sense, we can identify six types of representation.

If we take these logical distinctions and apply them to the CMP descrip-
tion of political parties, what is the sense in which political parties repre-
sent? Clearly, political parties in government are authorised by virtue of
election, since elections are the institutional device for selecting those
who are to hold public office. Similarly, the process of putting oneself up
for elections on a platform is an instance of accountability. Indeed, if it
were not, the presupposition of the work of CMP would not make sense.
Manifestos have meaning precisely because they record what parties set
themselves to do upon election. Finally, if the incentive part of the story is
correct, party competition provides a reason for parties to act in the inter-
ests of their constituents, at least in the sense that the expressed wishes of
citizens can be said to constitute their interests. So, applying Pitkin’s dis-
tinctions to the CMP account of electoral competition, the story runs
something like this: political parties are authorised to enter into office,
subject to the demands of accountability created by the electoral system
and in the expectation that by being accountable they will act in and be
responsive to the interests of citizens. Competitive party elections there-
fore provide a form of preference aggregation that exemplifies political
representation in a number of the central senses that Pitkin has identified.
But is a satisfactory account of preference aggregation what we should be
looking for in a democracy?
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Deliberative democratic ideals

In setting down the outlines of Ian Budge’s own account of democracy, I
drew attention to the importance he placed on practices like free expres-
sion and free association that enabled citizens to discover and develop an
account of their own interests. This highlights the deliberative component
of democracy, a topic on which there are many people writing at present.
Among those advocating deliberative democracy, there are subtle and
important differences of view. For this reason, we cannot speak of a single
deliberative theory of democracy, and it would not be fair nor reasonable
to present a simple amalgam of all the claims that have been made under
the heading of deliberative democracy. However, there are a number of
themes that recur regularly among those who identify themselves as delib-
erative democrats. So, without pretending to any spurious comprehensive-
ness, it is possible to pick out some particular propositions.

If we were looking for a single slogan to summarise the basic con-
tention of deliberative democrats, it would probably be Dryzek’s claim
that deliberative democracy holds ‘that outcomes are legitimate to the
extent they receive assent through participation by all those subject to the
decision in question’ (Dryzek, 2001: 651). There are a number of ways in
which this claim might be motivated, but one important strand of think-
ing has been to link the search for political legitimacy with the ideal of
government by consent. Richardson (2002: 62–65), for example, links the
idea of government through public discussion to the liberal demand that
persons be treated as autonomous, which gives rise to three requirements.
The first of these is ‘that the political process publicly address each citizen
as someone capable of joining in discussion’. The second is ‘that the polit-
ical process solicit the participation of each citizen as a potential agent of
political decision’, which is tied, third, to the idea that each person is to
be treated as a self-originating source of claims.

If we think, along with Rawls (1996: 4), that moral and religious plural-
ism is the inevitable result of the powers of human reason at work in the
context of free institutions, then it seems natural to say that common polit-
ical decisions need to reflect the inevitable differences of viewpoint to which
moral pluralism gives rise. In these circumstances, legitimacy through dis-
cussion and public reasoning involves a conception of political association
in which citizens are disposed to seek for fair terms of cooperation with one
another (Gutmann and Thompson, 1996: 53). This in turn suggests a prin-
ciple of reciprocity, according to which political legitimacy rests upon
decisions that derive from mutually acceptable reasons among citizens who
nonetheless differ in their moral and religious views. Thus, respecting auto-
nomy or reciprocity, deliberative theorists aspire to found political legiti-
macy upon the principle of consent. As Cohen (1989: 22) has put it,
political outcomes are legitimate, according to deliberative democracy, if
they could be the object of free and reasoned agreement among equals.

276 Albert Weale



What is the relationship between political deliberation as the basis for
political legitimacy and legitimate decision making through voting? At
one time, it was common to advocate deliberative democracy by contrast-
ing it with a (somewhat ill-defined) model of aggregative democracy, with
the implication that these were opposing modes of political organisation.
Since the CMP view of representation stresses the importance of voting
and party competition, it would seem that it would provide a natural foil
for deliberative democrats who wished to stress the distinctiveness (and
superiority) of deliberation.

However, since the early heady days, many deliberative theorists have
recognised that in the absence of complete consensus, and perhaps even
in the presence of deep disagreements, voting and other aggregative
methods will continue to be necessary (Bohman, 1998). There are at least
two responses that are possible along these lines. The first encapsulates a
more radical abandonment of the deliberative ideal. It suggests that there
is nothing intrinsically undesirable about aggregation, merely that what is
aggregated should be reasoned and reflective preferences, rather than
raw or uninformed preferences. The problem is not with aggregation as
such but with what Goodin (2003: 12) calls the ‘mechanistic and meat-
grinder aspect of the aggregation of votes into collective decisions’. I have
already drawn attention to the way in which in the CMP account, as
expounded in Budge’s own account, brings out the element of debate or
discussion in democratic politics. The political freedoms of speech and
association enable citizens and political parties not only to express their
interests but also to identify them. If we allow deliberation at the pre-
decision stage and aggregation at the decision stage, we do not have a
contest between the two models of democracy, merely different aspects of
a not very complex story. When we vote we do not reason, but if we cast
reasoned votes our aggregation scheme will be improved.

This is clearly a possible move within one version of deliberative demo-
cracy and it is difficult to see logically what there is to stop someone going
down this route, if that was thought attractive. However, I am inclined to
think that the original contrast between deliberative and aggregative
accounts of democracy was not only an expository device but also marked
a distinct view about what was involved in a good decision process.
Perhaps one way of describing an ideal decision procedure is to recall
Barry’s (1965: 87–88) account from some years ago of decision through
‘discussion on merits’. I quote:

As an ‘ideal type’ this involves the complete absence of threats and
inducements; the parties to the dispute set out . . . to reach an agree-
ment on what is the morally right division, what policy is in the inter-
ests of all of them or will produce the most want-satisfaction, and so
on.

(Barry, 1965: 87)
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I cite from this because, though written sometime before the emergence
of deliberative theories of democracy, Barry’s account of decision through
discussion on merits states a core idea to be found in deliberative thinkers.
For example, Bessette (1994: 46) writes: ‘The deliberation that lies at the
heart of the kind of democracy established by the American constitutional
system can be defined most simply as reasoning on the merits of public
policy.’

The idea of taking decisions through discussion on merits might there-
fore suggest that there is a deeper issue at work here about the relation-
ship between public deliberation and public choice. And if one wants
some confirmation of the thought that to stress deliberation makes one
sceptical of aggregation and voting, one might recall Habermas’s view that
‘the decision reached by the majority only represents a caesura in an
ongoing discussion; the decision records so to speak, the interim result of
a discursive opinion-forming process’ (Habermas, 1996: 179). In short,
whilst majority rule may have certain practical benefits, it cannot substi-
tute as a source of legitimacy for consensus brought about through the
power of reason.

So, rather than take the easy way and simply assume that there is a com-
plementarity between deliberation and aggregation, I want in the rest of
this chapter to explore the continuing tension between the two. In post-
industrial societies governments have little choice but to use deliberative
devices of policy making particularly in matters like environmental regula-
tion and risk-management (Weale, 2002). On the other hand, I simply do
not share Habermas’s downgrading of the principle of majority rule and
the competitive party process that goes with it. Losing the vote is not the
same as losing the argument, and to suppose that a majority decision is
the interim result of a continuing deliberative process is to collapse that
important distinction.

Party competition and deliberative ideals

Deliberation versus party competiton?

I have already noted that a central finding of Ian Budge and his col-
leagues is a median correspondence result. If we plot party competition
on a left–right spectrum then, across most developed democracies, parties
in government have policy preferences that correspond to those of the
median voter. This finding is central to the claim that party competition
serves the values of democracy. In the absence of unanimity, the argument
runs, majority opinion must be the authoritative guide to public policy.
Median correspondence is an operationalisation of this idea within the
framework of representative democracy. Within a broadly aggregative view
of democracy, therefore, the median correspondence finding plays a key
role. Such median correspondence provides for both authorisation and
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responsiveness, and this is central to democratic legitimacy. The demo-
cratic account of political authorisation, it may be argued, is founded on
the idea that governments should be responsive to public opinion.

How does this claim comport with deliberative ideals? This idea of
government as responsive to public opinion being constitutive of demo-
cracy is developed within the deliberative tradition by Richardson (2002:
56–72), in his claim that any democracy must in some qualified sense be
populist. By contrast, there are strands of thinking among deliberative
democrats for whom the tests of responsiveness and deliberation are not
easily reconciled. For example, Joshua Cohen (1989: 22) writes that ‘the
deliberative conception emphasizes that collective choices should be made
in a deliberative way, and not only that those choices should have a desir-
able fit with the preferences of citizens’. A median correspondence is, of
course, only one sort of ‘desirable fit’ and other forms of correspondence
(for example with modal preferences) may be advanced. However, to the
extent to which any form of fit is interpreted as being partial or inade-
quate by the deliberative conception, it follows that median correspon-
dence will be judged as inappropriate.

Taken literally, Cohen’s argument seems to suggest that whilst the fit of
median correspondence cannot be a sufficient condition for legitimate
democratic choice, it could be a necessary condition, as implied by the
claim that it is ‘not only’ that choices should have a desirable fit with the
preferences of citizens. Read in this way, the argument might be taken to
assert that both fit and deliberation may be necessary (and possibly jointly
sufficient) for democratic legitimacy. But are we entitled to assume that
the two tests can so easily be rendered consistent with one another? To say
that preferences must be deliberated is to point to a desirable feature of
the processes by which preferences are arrived at; to insist on median
correspondence is to point to the way in which preferences should mesh
with public choices. Suppose, however, that there are unequal patterns of
deliberation across different members of society, so that some groups have
well-reasoned opinions and others only ill-considered views. The median
position will not be the median of the deliberated preferences but of all
preferences. In these circumstances, does the deliberative criterion trump
the aggregative criterion or vice versa?

Moreover, if the underlying justification of deliberative democracy is
based upon ideals of political legitimacy through consent, it is difficult to
see what status the median position has. The requirement of general
consent would seem to suggest a super-majoritarian criterion of choice,
not the median one that is a version of the majoritarian view. Even if one
gives up on the idea of unanimous consent as being hopelessly utopian,
one might still think that it was worth taking the trouble to secure as large
a consensus as possible before making serious public decisions and so end
up at a super-majoritarian position. Indeed, critics of majoritarian demo-
cracy, like Lijphart (1984), base part of their case on the need to ensure
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that the institutional and political conditions are in place to ensure that
discussion can take place in a politics of accommodation.

From this point of view, it seems that one of the central empirical
results of the CMP approach, a result that seemed to carry a number of
implications for the theory of democratic legitimacy and the evaluation of
functioning political systems, is shown to be less important. If deliberation
is really important, then why should so much emphasis be placed upon
median correspondence, when the undeliberated and possibly partial
preferences of the median voter are suspect? However, this is to move the
argument rather too quickly. Critics of the super-majoritarian account of
democracy have pointed to the way in which institutionalising the require-
ment to secure extensive consent in effect can bestow disproportionate
veto power on minority groups and entrench the status quo, even when
change would be generally beneficial (Barry, 1965: 237–285). From this
point of view, majoritarian arrangements provide an incentive from polit-
ical groups to compromise with others in their views, by contrast with a
situation in which they could just hold out knowing that the bias of the
status quo could work in their favour.

The central problem here, I suggest, is that there is an inevitable
tension between the concern for fair procedures of aggregation, given
that actors have political views, and a concern for the quality of reasoning
by which those views are formed and evaluated. These concerns relate to
different domains of political democracy, and it is simply implausible to
think that deliberative ideals can be applied to the processes of party
competition without attenuation. It is equally implausible to think that the
deliberative ideals lead to a valid critique of the practices of party competi-
tion, given a concern for fair preference aggregation. However, this is only
to look at one feature of competitive political democracy. What of the
ways in which the CMP model raises questions about the way in which
political discussion is institutionalised through party programmes?

Party competition and the burdens of judgement

One premiss that is important in underwriting a deliberative conception
of democracy is that, what Rawls calls the burdens of judgement, will
produce a variety of opinions and views among citizens. This assumption
can be used to support what Rawls then terms ‘the fact of pluralism’ by
which he means the existence of a legitimate variety of views about the
character of the good life (Rawls, 1996: 58). It can also be used to under-
line the extent to which any political decision has to rest on premisses or
invoke forms of evidence that are not self-evident, so providing a direct
ground for the need for deliberation in matters of collective choice. Inter-
ests have first to be defined before they can be aggregated.

From this perspective, party competition contributes to a reduction in
the burdens of judgement. The principal way in which this occurs is by
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parties defining the public agenda and simplifying the choice of alternat-
ives. By organising the agenda of politics in terms of broad choices of
political value and party position, electoral competition presents citizens
with a relatively straightforward set of choices. Voting for a party, rather
than having to make a specific choice on each and every set of issues,
enables voters to rely upon the available heuristic of party commitment.
Instead of inferring one’s party choice from one’s views about the issues,
one can infer one’s view about the issues from one’s party choice.

As Nagel has pointed out in his chapter, the CMP view of the domi-
nance of the left–right dimension over-simplifies the character of the
choices that need to be made in politics. However, to say that there is a
danger from over-simplification is not to say that one can dispense with
simplification completely. Suppose that there are five main domains or
dimensions of public policy as envisaged by the CMP coding frame (exter-
nal relations, freedom and democracy, the political system, the economy
and welfare and the quality of life). Suppose also that attitudes in each of
these domains are binary so that it is possible to take just one of two posi-
tions in relation to each (for example, hawk or dove in the domain of
external affairs or libertarian or authoritarian in the domain of freedom).
Then over five dimensions there would be 32 logically possible positions
that one could hold. Notionally, each of these possibilities could be trans-
lated into distinct political parties, each resting upon different combina-
tions of attitudes, a possibility that Sidgwick (1891: 563–577) anticipated
many years ago. So, with just five domains and a binary set of attitudes in
each domain, we rapidly arrive at a situation in which there is a plethora
of alternatives – too many for voters to process easily or intelligibly – and
the possibility of a large number of political parties based upon the multi-
plication of policy and political alternatives.

Clearly, in practice we do not find this. Even if we think that the CMP
reduction of party competition to just one principal dimension is some-
times too great an oversimplification, the effective choice that is offered to
voters in modern democracies falls far short of what could be offered. No
doubt there are important institutional and historical constraints that
limit the range of alternatives on offer. Thus, in political systems in which
the public budget is centralised, interconnections between domains
become rapidly apparent, since more spent on guns means less butter.
Equally, however, it is going to be difficult to understand the observed
range of choice without taking into account the practice of many political
parties (parties that aspire to be something more than merely catch-all or
vote-winning parties) to justify their policy stances by reference to a core
set of political values. In this vein, parties seek to explicate and develop
their policy stances through programmes, ideological statements and nar-
ratives the purpose of which is to provide an account of a political position
that shapes commitments across wide domains of policy. Fundamental
ideas on equality versus personal freedom or international cooperation
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versus the assertion of national sovereignty will help explicate and some-
times explain why parties adopt the positions that they do. For these
reasons, manifestos are the tip of considerable intellectual and ideological
icebergs.

From the viewpoint of deliberative democracy, this process of simplifi-
cation through party competition is somewhat ambiguous. On the one
hand, it facilitates public discussion. If there were no structuring of public
discussion in this way, the process of public reasoning would be formless.
In place of discussion about established party political positions one would
find either the rise of personality politics, as voters struggled to find some
available heuristic to deal with the large number of alternatives, or a pro-
liferation of specialised policy networks, the price of entry to which would
be the acceptance of certain premisses and assumptions in terms of which
issues were to be discussed. Neither of these alternatives could be said to
foster a community of free and reasoning equals.

On the other hand, the structuring of public discussion through the
competition of political parties can be seen as one more demonstration of
the extent to which politics in the ‘mobilisation of bias’ (Schattschneider,
1960). Simplification brings with it exclusion. Probably the best example
of this is to be found in the politics of liberal democracies in the 1950s
and 1960s. Because so much of the political discourse was organised
around the struggle between labour and capital, growing out of the
depression of the 1930s, ecological concerns were marginalised until the
1970s, when party systems began to change under the influence of the
environment and related social movements. This cartelisation instanced a
closing down of the space of public reasoning.

Systems of party competition do not lend themselves easily to institu-
tional design or redesign, and therefore it is difficult to see what institu-
tional changes might be thought to flow from a concern with deliberative
openness. In any case, particular circumstances are likely to be important
when considering how to ensure that party competition performs the job
of structuring the public discourse without cartelising it. One obvious
thought is that PR systems with low thresholds make it easier for new
issues and minority concerns to be expressed within the system of party
competition. From this point of view, principles of deliberative democracy
might be thought to justify reforms of systems towards this pattern.
However, even this inference is ambiguous, for the same conditions that
make party systems open to a wide range of concerns are also the same
conditions that enable flash parties to emerge, and such effects can easily
distort the political agenda by focusing attention excessively upon the con-
cerns of those parties to the detriment of wider and more long-lasting con-
cerns. Deliberative theory is thus suggestive rather than definitive in these
respects.
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The quality of political debate

Deliberative democrats have been critical of the quality of political cam-
paigning in functioning democracies. Gutmann and Thompson (1996:
124) for example, in noting the way that salacious personal details of
politicians’ lives are introduced into campaigns, assert that a political
version of Gresham’s law operates in American democracy, so that cheap
talk drives out quality talk. It may well be that there are substantial cross-
national differences in the tendency towards negative campaigning, since
we might expect that in party systems in which personality plays a less
prominent role in campaigning, the returns to personal invective are
lower. Nevertheless, it is not difficult to see why deliberative democrats
would be critical of cheap talk in politics wherever it occurs.

However, it is possible also to argue that deliberative democrats should
also be critical of the sort of saliency campaigning upon which the CMP
has built its analysis of party competition. The CMP account of campaign-
ing, it will be remembered, rests upon the assumption that parties do not
directly confront one another over domains of public policy. Instead, they
distinguish themselves from their opponents by stressing those themes
that they think will be to their advantage. From this point of view, party
competition does not resemble a democratic debate in which common
topics are addressed and examined, but rather a market in which stall-
holders call out the attractiveness of their wares on offer to the public.

If we are concerned about the quality of public discussion, this stall-
holders conception of party competition is hardly going to be satisfactory. If
we consider the conditions that need to be in place if sound public choices
are to be made, then there are at least two that party competition seems ill-
equipped to provide. The first of these is to facilitate the examination of
decision premisses, the assumptions and conjectures upon which policy
choices have to be based. All policies involve decision makers holding to
causal accounts of how policy instruments are related to policy goals, and
what the effects of acting are going to be in terms of policy outputs and out-
comes. Studies of implementation failure have typically shown, for example,
that mistaken understandings of causal relationships lead to policy failures,
producing outcomes that may be at odds with the intentions of policy
makers (Pressman and Wildavsky, 1973). Without the possibility of examin-
ing the premisses that decision makers use in coming to policy decisions,
the possibility of implementation failure increases. Examining decision pre-
misses, however, requires those advocating policies to expose the reasoning
upon which they have come to their conclusions, and it requires opponents
to meet one another on a common set of issues. However, if the saliency
theory of party campaigning is correct, neither of these forms of engage-
ment is something that we should expect in party competition.

The second condition that is needed for sound decisions is an articula-
tion of the opportunities forgone in making one decision rather than
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another. Policy making is always a choice among alternatives. For
example, tax cuts will imply deteriorations in public services or an
increase in problems like poverty. Tax increases may well reduce invest-
ment or economic growth. For these reasons, policy making is a matter of
nicely calculated less or more, seeking to find a balance between compet-
ing objectives. However, if the saliency theory of campaigning is correct,
politicians and political parties have little incentive to confront the full
implications of their decisions. Instead, the rhetoric will be one of costless
choices, large efficiency gains without pain and the complementarity of
competing values.

However, even if these lines of argument do offer valid criticisms of
party competition from a deliberative point of view, it does not follow that
the best way of dealing with them is to think of ways in which party
competition should be reformed. In some ways, the strength of the CMP
analysis is to show how deeply rooted are the incentives to shy away from
engaged discussion on decision premisses and implications. It may simply
be that party competition, whatever its other merits, is simply too crude a
device for thinking about choices of policies seriously. To suppose other-
wise is to suppose that election campaigns can be forums of policy analy-
sis, and they cannot. The implication is that other devices are needed to
supplement party competition if policy making is to be successful. Paul
Sabatier (1987: 679–680) for example has suggested that one condition
for successful policy learning is the existence of neutral, apolitical forums
within which advocates of competing policy advocacy coalitions can be
forced to confront one another. If there is any merit in this suggestion
(and for myself I think there is, see Weale, 1992), then one would not
expect election campaigns to be the principal venue for policy discussion.
Instead, forums within which those with an understanding of specific
areas of policy would be more productive. In short, whereas elections
necessarily take us wide to broad confrontations of political principle,
policy development is about the accumulation of minute particulars,
examined in ways that do not allow advocates to avoid the implications
and presuppositions of their favoured policies.

Conclusion

What then are we to conclude from applying the principles of deliberative
democracy to the understanding of political democracy associated with
Ian Budge and the CMP? Ian Budge is surely right to locate the practice of
electoral competition in the context of a broader justification of demo-
cratic freedoms. Even if elections are successful in representing the prefer-
ences of the median voter and providing an incentive for political parties
to put into practice what they promise in campaigns, it does not follow
that these are the sole criteria by which we should judge the performance
of democracy. Deliberative theorists have done much work in examining
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what exactly is involved in the articulation of interests and indeed in the
way that interests are defined and constituted through dialogue and
debate. But it does not follow from the fact that a full account of demo-
cracy requires us to look at deliberation as well as aggregation that these
two components of democracy cohere, either institutionally or intellectu-
ally. The methodological achievement of the CMP is to bring out the ways
in which behind voting lies talk and that both talk and voting are essential
ingredients in any coherent account of democratic political representa-
tion. But, as deliberative theorists have reminded us, it is talk with defects.
The next challenge is to move beyond manifestos. Meanwhile, the debate
between the heirs of James Mill and those of Jean-Jacques Rousseau
continues.
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14 Political tolerance
Meaning, measurement and
context

Donald D. Searing, Ivor Crewe and 
Pamela Johnston Conover

Ian Budge’s research programmes are framed by a democratic, utilitarian
and interest aggregating perspective that is widely shared among his col-
leagues who study comparative political behavior and institutions. He
departs from many of these colleagues, however, in his strong support for
direct democracy as an alternative to our present representational
regimes.

In direct democracies, citizens would vote on the most important polit-
ical decisions, and their votes would determine public policy. Much of the
skepticism directed at this regime type concerns its feasibility and its pre-
sumed intolerance. Budge wrote The New Challenge of Direct Democracy
(1996) to address such criticisms with logic and empirical data. Using
these tools, he constructs an institutionally sophisticated and compelling
case for the feasibility of electronically-based direct democracy in the
twenty-first century. It is difficult to read his book and not be persuaded
that direct democracy should be taken very seriously as a program for
institutional reform, and that it deserves much more attention and study
than it has been given by the profession of political science.

By contrast, Budge’s case against the fears of direct democracy’s pre-
sumed intolerance is somewhat less convincing. It is less convincing in part
because it rests on propitious data about referendums and policy initiatives
which are difficult to interpret because those who vote on these matters tend
to be high in education (one of tolerance’s strongest correlates) and quite
poorly informed about the issues involved. But the case is less convincing
mainly because it runs up against the consistent findings of survey research
since the 1950s that, in most modern liberal democracies, the majority of cit-
izens are often disturbingly intolerant. It is difficult not to worry that an elec-
tronically-based direct democracy would open the door to even more
intolerance than we have now. Budge’s analysis of the data on referendums
and policy initiatives shows that there is less to fear than direct democracy’s
critics claim – but that may nevertheless leave much to fear, despite the con-
stitutional and institutional safeguards he would keep in place.

Yet, just as the optimistic data on referendums and policy initiatives are
difficult to interpret, so the pessimistic data from survey research that



skeptics use to justify their skepticism is not so clear and convincing
either. To assess the critics’ fears systematically, we need to know much
more than we do about tolerance in liberal democratic regimes and how it
might best be investigated. As a modest step in this direction, our chapter
uses surveys, focus groups and in-depth interviews to analyze compara-
tively the attitudes of tolerance held by citizens in Great Britain and the
United States. We proceed as follows. First we review focus group data on
the frames of reference that citizens use to understand tolerance. Then we
turn to survey data to assess relative degrees of tolerance and to analyze
important correlates of these orientations. Finally we use qualitative
materials from focus groups and in-depth interviews to examine justifica-
tions for tolerance found in the political cultures of these two nations.
Our goal is to explain tolerance by exploring its meaning.

The quintessential liberal practice of political tolerance is also the
historical condition from which liberalism itself first emerged during the
Protestant Reformation and its aftermath (Rawls, 1993: xxiv ff.). Since
then, tolerance has evolved under the guidance of the ideas of John
Locke, the principal architect of both tolerance and liberalism, and, more
recently, of John Stuart Mill, who carried these conceptions into the
modern age.

In Great Britain and the United States today, tolerance is highly valued
by many citizens, but it is imperfectly understood, and it is therefore an
unstable and sometimes unsuccessful liberal “practice.” A practice is an
institutionalized pattern that includes a set of formal and informal rules, a
mode of conduct, and associated attitudes (see Frazer and Lacey, 1994).
The formal rules of tolerance are legal and constitutional; the informal
rules are social norms. The mode of conduct, toleration, is what liberalism
wishes to achieve. But the attitudes of tolerance are the key. Where they
are not firmly established, intolerant attitudes will make intolerant behav-
ior more likely, and their communication to others will promote intoler-
ance in the culture and thereby undermine the entire practice (Williams,
1996).

Our attitudinal data are drawn from interviews conducted in Great
Britain and the United States to study a wide range of topics concerning
citizenship and the making of citizens. The project employed a quasi-
experimental research design, a variation of a “non-equivalent compari-
son group” design, (see Cook and Campbell, 1979) which integrated a
macro-comparative case study design at national and community levels
with a variable-oriented design at the individual level. The principal virtue
of these data for analyzing comparatively the meaning of a concept like
tolerance is their cross-national cultural and linguistic commonality. This
should facilitate the cross-national reliability and validity of our psycholog-
ical measures. The design’s basic element is the local community, where
citizens learn, experience and talk about their citizenship (cf. Huckfeldt
and Sprague, 1995: 8). Thus, the data are not national samples but are
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instead drawn from demographically matched research sites: small, stable
market/farming communities in Lincolnshire and Minnesota; urban, pre-
dominantly working class communities in Manchester and Philadelphia; and,
upper middle class suburban communities in Essex and North Carolina.

In each of these communities, we assembled accounts of local history,
participant observation information, aggregate data, transcribed inter-
views with focus group and community leaders, and face-to-face survey
interviews with secondary school students and their parents and teachers,
as well as with random samples of adult citizens – approximately 3,000
interviews in all.1 The analysis in this chapter employs the surveys with
random samples of adults and the transcribed focus group data and in-
depth elite interviews.2

The concept of tolerance: focus groups

Philosophers find tolerance peculiar, paradoxical and equivocal (Heyd,
1996). It is peculiar, they say, in that it is liked neither by those who prac-
tice it (who would prefer to meddle) nor by those to whom it is applied
(who would prefer approval) (see Fletcher, 1996). Tolerance is paradoxi-
cal because it characterizes as virtuous putting up with things that one
believes are wrong (see Horton, 1996). And it is equivocal, for its liberal
prescriptions frequently contravene democracy’s majority rule, public
order, civility and community; and there is little agreement on what its
proper limits should be. Our citizens find tolerance equally problematic,
but less for its abstract philosophical conundrums than for its applications
in particular cases. Thus, most of our American respondents accept toler-
ance as a desirable part of their constitution, while most Britons under-
stand it as a desirable part of their national character. But what puzzles
them both nonetheless is how exactly they should react to the Ku Klux
Klan (KKK) organizers, Moonies, National Front members or New Age
Travelers who appear in their communities.

The paradoxical aspect of tolerance’s prescriptions – putting up with
things that one believes wrong – gives everyone the greatest difficulty. This
becomes especially troubling when opposition to a group is rooted more
in moral reasoning than in prejudice, more in disapproval of New Age
Travelers, for example, than in plain dislike. Raphael (1988: 139) formu-
lates the dilemma as follows: “to disapprove of something is to judge it to
be wrong. Such a judgement does not express a purely subjective prefer-
ence. It claims universality . . .. [Therefore] the content of the judgement,
that something is wrong, implies that the something may properly be pre-
vented.” This paradox troubled discussants in the British and American
focus groups, who tended to confound disapproval and dislike. If we feel
that a group is wrong or, worse, positively evil, they said, why should it be
“allowed?” What are the uses of a tolerance that permits what we believe
should be condemned?
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To impress, such uses must seem important. And they do. The first
utility of tolerance is to promote freedom by increasing choice. The
second is to ensure civic peace by “making room” for beliefs and ways of
life that others wish to pursue. “Constitutional” and “civic” are important
frames of reference that our citizens use to incorporate these two utilities
as they seek to understand the problem.3 The constitutional frame is polit-
ical, public and official, whereas the civic frame is social, moral and infor-
mal.4

Constitutional and civic frames

Political scientists have carefully studied constitutional tolerance, which is
associated with political freedom – freedom from government control –
for it enables citizens to pursue political ideas and programs and thereby
enriches democracy. There is a long, cumulative tradition of empirical
research in this area, and as a result we know a good deal about the
subject. By protecting minorities, and particularly extreme minorities (e.g.
KKK), constitutional tolerance is said to protect all citizens. This constitu-
tional frame of reference focuses upon the electoral arena to warn against
formal interference (typically by government) with freedom of speech,
association or participation in elections. It is driven by respect for constitu-
tional rules of the game. This is what most political scientists have studied
and what we ourselves have investigated with our quantitative survey data.

But for most citizens, the concept of “tolerance” calls up instead narra-
tives about intolerance toward cultural minorities in their communities.
This is what they discuss first in our focus groups. Thus they are more
likely to lead with civic than with constitutional frames of reference, even
when a discussion of tolerance is introduced (as ours was) with a constitu-
tionally-oriented question. Civic tolerance facilitates coexistence among
groups in pluralistic societies. It concentrates on conduct in the commun-
ity, on inhibiting dispositions to shun, demean, exclude, manipulate,
censor or stifle fellow citizens.5 And it is driven by the moral belief that tol-
eration is the right response to difference.

Although few of our British or American citizens readily think in consti-
tutional frames, when these frames of reference enter their discussions
they take them up and – particularly in the United States – acknowledge
their importance and talk seriously about the principles involved. Consti-
tutional frames of reference occasionally appear in the British transcripts
too. But since the British constitution is unwritten, and since most of its
doctrines are unfamiliar to most British citizens (Searing, 1982), the prin-
ciples that tolerance calls to mind are much more likely to be moral than
constitutional, legal or political.

If constitutional and civic concerns commingle in our Americans’ dis-
cussions of tolerance,6 these Americans nevertheless join their British
counterparts in treating civic contexts as the place where the most difficult

290 Searing et al.



problems and temptations arise. This is where they say the most intransi-
gent intolerance exists. Even those who gave tolerant answers to our
explicitly constitutionally-oriented questions, knew that, outside this legal
framework, they themselves would be able to find effective means of being
intolerant if they wished. That was the chief implication they drew out of
their discussions of the contrast between official, constitutional tolerance
and unofficial civic intolerance, between public and formal compliance
with the law and private and informal action designed to undermine
unpopular groups. “A community can have laws without legislation,” they
said. And those laws are often intolerant.

Negative tolerance and positive tolerance

The British focus group discussions of tolerance mainly address negative
tolerance, which like negative freedom, refers simply to an absence of
interference. American discussions, by contrast, are more likely to address
positive tolerance which, like positive freedom, asks citizens to respect one
another. These divergent understandings reflect the divergent paths that
Locke’s prescriptions have taken in Britain, which still sees itself as a relat-
ively homogeneous nation state, and in the United States, which has come
to see itself as a heterogeneous society of immigrants. And these contrast-
ing interpretations are captured in the leading definitions of tolerance
found in each nation’s dictionaries:

Tolerance, n:
Great Britain. 1. The action or practice of bearing pain or hardship;

the power or ability to endure something. 2. The action
of allowing something or granting permission. 3. The
disposition to accept without protest or adopt a
liberal attitude toward the opinion of others; forbear-
ance.

The New Shorter Oxford English Dictionary

United States 1. A fair and objective attitude toward those whose opin-
ions, practices, race, religion, nationality, etc., differ
from one’s own; freedom from bigotry. 2. Interest in and
concern for ideas, opinions, practices, etc., foreign to
one’s own; a liberal, undogmatic viewpoint.

The Random House Dictionary of the English Language

Some American dictionaries go further still:

United States. 1. Recognition of and respect for the opinions, prac-
tices, or behavior of others. 

Webster’s II New Riverside University Dictionary
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British definitions stress actions more than attitudes and concentrate on
enduring things that one dislikes. The emphasis on “enduring” is central
to these traditional definitions. It derives from the concept’s English roots
in religious conflicts and the Act of Toleration by which the authorities
granted freedom of religious worship, on certain conditions, to dissenting
Protestants whose opinions and practices they detested. This is negative
tolerance. The closest that British dictionary definitions come to anything
like respect is “forbearance,” which suggests patience and leniency. This
traditional definition, which exhorts us “to endure” beliefs and practices
that we may detest, has historically been of the greatest importance. Today
it continues to serve as a powerful deterrent to violations of basic human
rights.

The more recent American understandings of tolerance promise
members of minority groups something more: a positive tolerance of
respect to help them maintain the essentials of their identities and ways of
life, and to help them to feel welcome and comfortable in the societies
where they live (Walzer, 1997). Positive tolerance asks citizens to be open-
minded and empathetic toward “difference;” it asks them to work sympa-
thetically to build institutional and cultural arrangements that will
accommodate different ways of life (Mendus, 1987).

Positive tolerance extends the baseline from endurance to empathy,
from disapproval to open-mindedness, from non-interference to respect.
But even positive tolerance stops short of “approval,” for it would make no
sense at all to say that one is tolerant of those whom one anyway supports.
A neo-Nazi who expresses approval of racist agitation on street corners is
expressing support, not tolerance negative or positive. If support is one
bookend to tolerance, then “neutrality” is the other, not because preju-
dices have been overcome but rather because with neutrality there are no
prejudices there. Putting up with the political campaigns of groups about
which one knows little and cares less is being indifferent, not tolerant. So
for tolerance to exist, it must have something to overcome, some preju-
dice strong or mild, some discomfort, distance or awkwardness in the face
of difference.

Although positive tolerance loses coherence as it approaches approval,
its spirit of open-mindedness is nevertheless needed to address very real
inconsistencies in the traditional logic of negative tolerance (Sniderman,
1993). Without open-mindedness: (a) the most prejudiced people count
as the most tolerant because they have the most to endure; (b) the most
tolerant person of all is the most narrow-minded (albeit self-restrained)
bigot in the community (Horton, 1996); and, (c) citizens become more
tolerant by becoming more prejudiced, so long as they still restrain their
behavior. This is not what most citizens today mean by a tolerant person.
What is missing is the empathy, open-mindedness and respect that positive
tolerance brings to the subject.

Traditional tolerance was originally formulated as “endurance” because
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at the time much blood was flowing from religious and ethnic hatreds,
and no one took seriously the feasibility and significance of open-minded-
ness (Laslett, 1971). For centuries, “endurance,” seemed to press the
limits of the possible and seemed sufficient. It is one thing to ask people
not to interfere with the expression of views they detest, quite another to
ask them to listen sympathetically. Open-mindedness is a tall order for
most citizens, one that neither Locke nor Mill required. “To endure” will
always be central to the concept of tolerance. For if the most tolerant cit-
izens today are those who also show “a willingness to listen and learn,”
(Walzer, 1997: 11), this is a willingness more appropriate for resolving dif-
ficulties of civic multiculturalism than battles over fundamental rights for
those whose points of view the majority detests.7

Constitutional tolerance: measurement and meaning

Over the past half-century, political scientists have created a body of
cumulative survey research on attitudes toward traditional, negative consti-
tutional tolerance. This work has been theoretically rich, methodologi-
cally intriguing and policy relevant. But it has not yet told us enough
about the meaning of these attitudes to the citizens surveyed. To better
understand how they understand tolerance, we need to visit the worlds
where their views develop. This is what we have sought to do with our
community-based research design, focus groups and in-depth interviews.
These qualitative data have already drawn out the concept of positive tol-
erance and, in the analyses below, they will suggest some new interpreta-
tions of responses to established survey instruments.

Much survey research on constitutional tolerance has been conducted
in the United States, where it has consistently produced disturbing results
and debates about measures. The first such study, directed by Samuel
Stouffer (1955) in the early 1950s, found that the American public was
prepared to deny basic civil rights to unpopular minorities: a majority
would deny American citizens who were atheists, communists or socialists
the right to speak in public, run for office or even work as a clerk in a
store and would condone tapping their phones. Stouffer’s results probably
reflected the era’s McCarthyte hysteria; but even after this hysteria had
subsided, Prothro and Grigg (1960) found similar patterns. Although a
large majority of rank and file American citizens endorsed the abstract
principles of minority rights, much smaller proportions were prepared to
apply these principles in concrete cases. A similar discrepancy between
principle and practice was found by McClosky (1964).

The support from ordinary Americans for constitutional tolerance
seemed decidedly shaky. Public opinion apparently threatened individual
liberty, much as John Stuart Mill had worried it would do in democratic
regimes. How then was constitutional tolerance successfully maintained in
the United States? One answer suggested that it wasn’t, that there were
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more cases of intolerance than people cared to admit. Another answer
provided the foundation for “the elitist theory of democracy” – it was the
country’s leaders who, despite intolerant publics, upheld America’s
regime of constitutional tolerance. This view was encouraged by survey
evidence that found local notables and politicians comparatively tolerant
and disposed to practice what they preached. Similar results were subse-
quently reported for national politicians too, as well as for British
Members of Parliament (Sullivan et al., 1993).8

Sullivan et al. (1982) identified several weaknesses in these early investi-
gations. By concentrating on attitudes towards communists,9 the early
studies may have under-estimated the true level of intolerance. Respon-
dents who were counted as tolerant because of their tolerant attitudes
toward communists on the far left might, if given the chance, have
revealed intolerant attitudes to groups on the far right. Moreover, when
Nunn et al. (1978) replicated Stouffer’s study 20 years later, their finding
that intolerance had declined substantially was suspect because Ameri-
cans’ fear of communists had declined during the same period. Had
Stouffer’s survey instrument, which was also used by Nunn et al., measured
citizens’ attitudes toward tolerance, or, had it measured their attitudes
toward communists? If Nunn et al.’ 1970s citizens had been asked not
about communists but rather about political groups they despised as
much as their predecessors had despised communists during the 1950s,
perhaps they would have reacted with equally intolerant attitudes.

Sullivan and his colleagues therefore advocated two changes in the way
tolerance was gauged. First, it should not be measured in terms of citizens’
declarations of support for abstract principles because these are dis-
connected from actual political groups and situations. Second, although tol-
erance must be assessed with reference to actual political groups, the
measure should not be standardized by focusing on only one group (e.g.
communists) which investigators preselect. Instead it would be preferable,
(a) to use a self-anchoring measure that would allow each respondent to
identify the political group that she most strongly opposes, and then (b) ask
her about the appropriateness of “absence of interference” with members
of this group acting in public contexts as equal citizens. Accordingly, Sulli-
van et al. (1982) asked respondents to identify, from a list of controversial
political and campaigning groups, the one they most disliked, and then
asked them whether or not they would approve of their “least-liked” group
engaging in, or being prevented from engaging in, a range of activities that
included freedom of speech, press, association and other legal and peaceful
public activities. Using new survey questions based on these considerations,
they found that intolerance had probably not declined since the 1950s,
although the principal targets of intolerance might have changed. A large
majority of the public still wanted to ban their most disliked group from
running for President, or teaching in schools; in fact, they wanted to outlaw
it altogether.10 Sullivan et al.’s least-liked measure of constitutional tolerance
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has become the standard approach.11 With only minor and contextual varia-
tions, it has been applied in a wide range of nations, to both publics and
leaders.12 Our survey measure closely resembles theirs. And our focus group
discussions suggest that respondents do not distinguish very much between
disapproval and dislike. Thus, citizens were shown a list of ten controversial
political groups and asked to identify, in two steps, the group they disap-
proved most of all.13

As Table 14.1 shows, in each country there were two groups which
together attracted most disapproval: white supremacist groups like the
KKK (37 percent) and the American Nazi Party (30 percent) in the
United States, and Provisional Sinn Fein (the political wing of the IRA)
(47 percent) and the neo-Nazi National Front (30 percent) in Britain.
Here is the first common pattern from our American and British survey
data. The distribution of disapproval varied only slightly among
communities.14 Each country’s communist party, toothless and virtually
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Table 14.1 Least liked group by country

Political group US (%) GB (%)

1 Provisional Sinn Fein n.a. 47

2 White supremacist groups (e.g. KKK) 37 n.a.

3 American Nazi Party/National Front 30 30

4 American/British Communist Party 10 06

5 Gay rights groups 09 06

6 Pro-choice groups 07 05

7 Pro-life groups 02 03

8 Black rights groups 02 01

9 Right-wing fundamentalist groups (e.g. Moral Majority) 02 00

10 Feminist groups 00 00

11 Animal rights groups 00 02

12 Campaign for Nuclear Disarmament n.a. 01
___ ___
100 100

(n) (375) (375)

Notes
Categories of political groups are spelled out in more detail in the question where they are
also listed in a different order than in this table.



defunct by this time, is far behind. And, these four extremist groups are
the ones that, in each country, are most often associated with serious viol-
ence and intimidation.15 Together they will constitute, in the measure’s
next stage, the key reference groups for two-thirds of the Americans and
three-quarters of the British. The remainder of the respondents will be
asked about the appropriateness of toleration for another group in the
table, the group of which they said they disapproved even more than of
Sinn Fein or the KKK. This is clearly the foundation for a measure of
negative tolerance, of the disposition not to interfere with citizens whose
beliefs and practices one strongly disapproves or detests.

Thus, respondents were asked whether or not a member of the group
they disapproved most should be allowed to: (1) teach in a local school or
college; (2) form a local branch of the organization; (3) run for the local
town council; and (4) organize and speak at a local public meeting. They
were also asked whether they would (5) support a campaign to ban from
the local library a book favoring the organization. Responses were coded
as “yes,” “no,” “don’t know” and “no answer.” The list of groups, and its
administration in the interview, differs from Sullivan et al. (1982)’ instru-
ment in minor respects and was also varied slightly between the American
and British samples to take account of the different political conditions in
the two countries.16 Respondents were given one point for a tolerant
response to each of these five items, and the points were summed to form
a scale (range zero to five) where high scores signify high tolerance.17

This is a measure of negative constitutional tolerance toward a political
group that each respondent strongly dislikes. It is a measure of the
respondent’s willingness to accept, at least formally and minimally,
members of this group as equal citizens. It is by design not a direct
measure of tolerance as a simple, general moral principle, for it has been
context-grounded by making it group specific. Still, our focus group dis-
cussions of similar items support the view that it nonetheless functions as
an indirect measure of a general disposition “to endure,” to put up with
the public activities of citizens who are members of groups whose prac-
tices the respondent detests or disapproves.18 The generalization of this
context-grounded measure is based on two related assumptions. One is
that a reasonably valid assessment of a general disposition toward constitu-
tional negative tolerance is the reluctance to interfere with public activ-
ities of members of political groups that one thoroughly detests. The
second spells this out: citizens who are willing to endure the communists,
Nazis, or vivisectionists they detest will be disposed to endure as well the
beliefs and practices of groups they merely dislike.

The psychology of toleration

Negative constitutional tolerance is a demanding virtue, because it
requires responses that are far from obvious. It is a difficult disposition to
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learn, because it seems to depend on hypothetical reasoning and on the
inculcation of counter-intuitive habits. It also relies on context.

A context-dependent disposition

Negative constitutional tolerance is embedded in quite particular con-
texts. This frustrates our efforts to construct measures that “travel well”
across places and times. The centers of gravity that ground it are commun-
ity situations and group characteristics. Given all the contextual baggage
that burdens this notion, the least-liked measure nevertheless appears to
capture remarkably well the concept’s central ideas. It identifies effectively
the most constitutionally tolerant citizens in the community. And if some
of these tolerant citizens are also narrow-minded (albeit self-restrained),
this muddle has more to do with the concept of negative constitutional
tolerance than with the standard least-liked measure, which has produced
the results reported in Table 14.2.

In Table 14.2 we report tolerance scores by nation and by type of
community. Respondents were given one point for willingness to endure
the participation of their least-liked group in each of the measure’s five
public activities, e.g. speaking at a local public meeting or running/stand-
ing for the town council. Hence, their highest possible tolerance score is
five and the lowest zero.

First of all, and most strikingly, Table 14.2 suggests that our citizens’
experience of tolerance is indeed rooted in their local communities: their
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Table 14.2 Tolerance scores by country and type of community

Number of tolerant US GB Suburban Urban Rural
responses (%) (%) (%) (%) (%)

0 19 27 13 34 22

1 19 19 14 24 19

2 12 17 13 15 15

3 12 11 12 09 14

4 16 13 20 09 15

5 22 14 29 09 15
___ ___ ___ ___ ___
100 100 100 100 100

(n) 375 375 250 250 250

Mean score 2.5 2.1 3.0 1.6 2.3



dispositions towards negative constitutional tolerance vary more across the
different types of communities than they do between the two nations. This
seems strong support for the contextual claims about tolerance, which in
this case, apparently depends a good deal on the local community
experience.

The pattern across different types of communities (suburban most tol-
erant, urban least tolerant, and rural in between) is the same in both the
United States and Great Britain. This constitutes a second pattern shared
by our American and British citizens, the first being the types of groups
that they liked least (Table 14.1). Yet our participant observations in these
communities suggest to us that this pattern may reflect a still further
example of context dependency. Urban communities are surely not the
least tolerant in all places and times. They may be so here because many
citizens in each felt threatened by disadvantaged minorities in adjacent
high-crime neighborhoods. Initially, we expected to find the least toler-
ance in our rural settings, both of which are relatively homogeneous,
closed and isolated and possess a strong sense of community and common
values. But our mainly white, mainly working-class, urban Manchester
community is adjacent to a crime-ridden West Indian and Asian neighbor-
hood, while our mainly white, mainly working-class urban Philadelphia
community is an island that extends out westwards into a depressed
African-American area with burned-out houses and drug dealers.19

Third, and again similarly, those citizens who strongly support constitu-
tional tolerance for the groups they detest (tolerance scores of four or
five) are very much in the minority in both the United States (38 per
cent) and Great Britain (27 per cent). Approximately two-thirds of our
respondents are unwilling to treat as equal citizens members of a group
whose beliefs or practices they very strongly disapprove. They are disposed
to exclude them from employment and political activities which, as cit-
izens, they have the right to pursue. “A community can have laws without
legislation.” And those laws are often intolerant. This is what they told us
in the focus groups. And this is what they tell us in the surveys. They would
bar members of their most disapproved group from teaching in a local
school or forming a local branch in the community. Under half would
allow them to run/stand for the town council. The only toleration that a
majority would extend to such organizations is the right to speak at a local
public meeting and the right of the local library to stock books favoring
the group’s aims. Thus our data support the sobering conclusions of the
early surveys of the 1950s and 1960s. Low as the proportions of tolerant
citizens among our respondents are, they are actually somewhat higher
than those found in subsequent surveys for the United States by Sullivan et
al. (1982) and Gibson (1989) and for Britain by Barnum and Sullivan
(1989). This may reflect the fact that our samples are community-based
rather than national like these other surveys or, perhaps the effects of pre-
senting the tolerance items in the middle of our long face-to-face inter-
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view on citizenship, which may have brought forward respondents’ civic
dispositions. But it may also reflect differences in the groups included in
our least-liked measure and theirs, which takes us to the other principal
source of context dependency.

As can be seen in Table 14.2, levels of tolerance are higher among our
American than among our British respondents, a result also at variance
with Barnham and Sullivan’s (1989) study, which found very similar levels
of tolerance in these two nations, and with Davis’s (1986) study which like-
wise reported similar attitudes on civil liberties. Part of the explanation is
the choice of Sinn Fein as the most disapproved group by almost half (47
per cent) of the British respondents and, in consequence, their focus on
whether or not Sinn Fein should be permitted to participate in the desig-
nated five public activities. There is no established political party in the
United States with anything like an equivalent record of support or
responsibility for domestic violence and terror.20 To assess Sinn Fein’s part
in pushing British levels of tolerance below those of the Americans, we
removed from the analysis the British respondents whose least-liked group
was Sinn Fein and balanced this by removing on the American side the
respondents whose least-liked group was the KKK. Although this did not
change the level of tolerance in the US data (it declined by only 2 per
cent), the level of tolerance in the British data increased (by 12 per cent)
to exceed the American scores.

This exercise draws our attention to the likelihood that negative consti-
tutional tolerance depends not only on the situation of the particular
community but also on the character of the disliked group, on its conduct
and on the reactions that the conduct elicits. When the conduct of differ-
ent types of disliked groups is incommensurable across countries (e.g.
Sinn Fein and the KKK), this distorts comparative assessments. When dis-
liked groups act up (e.g. the National Front in Manchester) or move into
particular communities (e.g. the KKK in Philadelphia), this too distorts
comparative results. And when disliked groups change their conduct over
time (e.g. Sinn Fein), so will the outcomes in the data. Moreover, citizens’
reactions to disliked groups may range from a brittle fear for their own
physical safety, to moral revulsion at programs of violence against others,
to bigoted racism, homophobia or sexism, or to distaste for self-righteous,
intolerant Christians. Differences among these feelings, and among cogni-
tive assessments of the groups and their conduct, affect citizens’ judge-
ments about the types of local public activities in which they are willing “to
endure” a particular group’s participation.

All this context dependency makes it very difficult to construct stan-
dardized measures that compare precisely levels of tolerance across coun-
tries and communities and over time. Is the United States more tolerant
than Britain, or is Britain more tolerant than the United States? Since we
are talking about relatively small differences in the survey data, these
measures cannot tell us.21 For there is no such thing as a meaningful

Political tolerance 299



abstract, universal attitude of tolerance, levels of which can be measured
and compared precisely across different places and times. Comparative
political psychologists are always challenged, whatever concept they are
studying, by the fact that there are no context-free thinking processes. But
tolerance is especially intractable. Context dependency defines it. The
older context-free measures, which treated tolerance as an abstract, uni-
versal principle failed (Prothro and Grigg, 1960; McClosky, 1964). Sullivan
et al. (1982)’ least-liked measure is an ingenious attempt to introduce the
missing contexts while rescuing something of the notion of a general psy-
chological disposition “to endure.” It introduces the missing contexts by
introducing specific disliked groups. It rescues the elusive generality by
standardizing citizens’ feelings about the groups (all “least-liked”). This
produces a measure that has been used successfully to investigate the
dynamics of tolerance, the correlates of tolerance and how tolerance is
learned. But these groups are quite different, as are the community con-
texts in which citizens react to them, not different enough to undermine
the entire scientific enterprise, but different enough to create fundamen-
tal difficulties for precise descriptive work within that enterprise.

Furthermore, although our survey measure of tolerance suggests
important information about levels and distributions, it cannot tell us any-
thing about the reasoning behind respondents’ answers. The tolerant say
that they would allow a group of which they thoroughly disapprove to
exercise its rights. Why? What persuades them to overcome the natural
inclination to interfere? To understand the reasoning of the tolerant, we
turn to the focus group discussions and in-depth interviews with commun-
ity leaders where tolerance was explored in a semi-structured but free-
ranging format.

Our qualitative measures of tolerance, both in the focus groups and in
the interviews with the leaders, began with hypothetical references to a
local branch of a neo-Nazi or Communist party. This scenario was chosen
because it paralleled the survey question and because substantial propor-
tions of survey respondents, particularly the Americans, identified a neo-
Nazi, white supremacist or communist group as the one they disapproved
most. Hence we asked the following questions about tolerance:

Suppose that the vast majority of this community did not want a con-
troversial group such as the National Front (U.S.: American Nazi
Party) or the Communist Party (U.S.: American Communist Party) to
establish a local branch and organize public meetings here in (Name
of Community). Should these groups be allowed to do so anyway?
What makes you say that? Anything else?

The first thing that we learn from the focus groups and in-depth inter-
views is that the quantitative survey measure seems have considerable
validity – many respondents appear to understand and react to it in the
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constitutional frame of reference that was intended. Yet these discussions
also suggest that the question strikes them as rather abstract, hypothetical
and odd. Although they accepted and discussed the question, it became
clear that the constitutional rights of such extreme groups were for them
not a serious concern. They knew about such groups because of what they
had read or seen on television, and in two instances from incidents in
their communities. Nevertheless, in nearly every case they shifted the dis-
cussion quickly to the context of civic tolerance in order to discuss other
groups of which their community had recently disapproved; and these
groups were less often political than ethnic, religious or cultural: Mexican-
Americans, Asian Britons, Moonies, Scientologists, Jehovah’s Witnesses,
Gypsies, New Age Travelers. Thus although the “least-liked” format of our
survey question may “standardize” target groups in the constitutional
context, it may not be connecting respondents with what are for them the
most salient groups and contexts with which they experience and discuss
tolerance.

Correlates of tolerance

We now turn our investigation of the meaning of tolerance toward two
empirical issues. First, is tolerance associated with particular conceptions
of good citizenship? Second, is there a trade-off between tolerance and
other forms of good citizenship?

We preface our answers by reporting one startling negative finding.
Among the citizen duties assessed in our survey is the duty “to be tolerant
of people you disagree with.” Respondents were asked whether they con-
sidered this a legal duty, a moral duty, not a duty but a good thing for cit-
izens to do, or neither a duty nor a good thing for citizens to do. We
expected that citizens who scored high on our constitutional tolerance
scale would be more likely to regard “being tolerant of people you dis-
agree with” as a legal or moral duty than would citizens who scored low on
that scale. But, in fact, there is no significant correlation at the 0.05 level
between these variables in either the American sample or the British
sample. Perhaps this duty question taps dispositions toward civic tolerance
that are not related to constitutional tolerance. Or, perhaps people who
score high on the constitutional tolerance scale understand the legal–
constitutional situation, but do not understand it as tolerance. In any case,
the two indicators evidently measure different things.

Liberal and communitarian orientations

Table 14.3 presents the significant bivariate correlates of tolerance for the
United States, Great Britain, and the two countries combined. It shows that,
apart from type of community, the strongest correlates of tolerance are edu-
cation (0.32), political knowledge (0.30) and political participation (0.24).
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These results echo those of earlier studies and lend broad support to the
traditional idea that tolerance is more widespread among the politically
informed and active. Table 14.3 also reveals that constitutional tolerance
correlates with a range of measures of liberal and communitarian orienta-
tions, albeit less strongly but in the expected directions. The tolerant tend
to give a high priority to politically-defined rights (the right to vote and to
demonstrate) and to consensual civil rights such as freedom of speech and
religion and the right to a fair trial, to privacy and to the protection of prop-
erty. But there is a particularly strong association between tolerance and an

302 Searing et al.

Table 14.3 Correlates of tolerance: US and GB

Variables US/GB US GB

Background
Education 0.32** 0.39* 0.25**
Suburban 0.26** 0.25** 0.29**
Urban –0.24** –0.25** –0.27**
Social Class 0.17** 0.14** 0.22**

Political behavior
Political Knowledge 0.30** 0.37** 0.23**
Political Participation 0.24** 0.26** 0.16**

Citizen predispositions
Emphasizes Social Rights –0.24** –0.28** –0.12*
Emphasizes Political Rights 0.21** 0.25** 0.16**
Emphasizes Contested Civil Rights 0.18** 0.20** 0.12**
Patriotism –0.18** –0.28** –0.22**
Emphasizes Legal Duties 0.13** 0.23** 0.02
Emphasizes Civil Rights 0.11** 0.10 0.07
Emphasizes Liberal Duties 0.11** 0.13* 0.01
Emphasizes National Duty –0.12** –0.17** –0.19**
Local Community Identification –0.10** –0.12** –0.13**
Feminism 0.09** 0.14** 0.04

Specific rights and duties emphasizes duty to:
Respect the Rights of Others 0.15** 0.17** 0.08
Respect the Flag –0.13** –0.23** –0.14**
Being Loyal to Your Country –0.11** –0.13** –0.17**
Defend Rights of Minorities 0.10 0.14** –0.02
Protest Bad Laws 0.06 0.13** 0.03
Tolerate People You Disagree With –0.04 –0.10 0.02

Emphasizes right to:
Demonstrate Against Government 0.21** 0.25** 0.16**
Be Homosexual 0.10** 0.14** 0.04
Read Anything, inclu. Pornography 0.10** 0.14** 0.07

Notes
** = sig. <0.01 (2 tailed) * = sig. <0.05 (2-tailed)



emphasis on contested individual rights such as the right to an abortion, to
be homosexual, to read pornography, to own a gun. By contrast, our most
tolerant citizens are particularly unlikely to give priority to social rights –
health care, education, housing and welfare – rights of a kind that people
with relatively communitarian conceptions of citizenship might stress. The
tolerant also tend to give high priority to specifically “political” duties –
voting, protest, political discussion and education and defending minority
rights, including the duty to “respect the rights of others.” In other words,
those citizens who are most likely to tolerate groups of which they disap-
prove have a heightened sense of their own individual civic and political
rights, including their individual right to engage in unpopular or controver-
sial acts. They are “liberal” democratic citizens with an understanding of cit-
izenship that is relatively political, individualistic and contractarian.

This profile of the tolerant is sharpened by an examination of the intol-
erant. Their most pronounced characteristic is their identification with
and loyalty to the nation and its symbols. Thus, they score high on the
patriotism scale, which measures emotive attachments to nationalistic and
patriotic symbols such as the American flag and the national anthem, and
on the “national duty” scale, which measures the perceived importance of
military service, respecting the flag and supporting the Prime
Minister/President at times of crisis. The intolerant also express stronger
than average identification with their local communities. In short, the
high value that the intolerant put on national and local solidarity is diffi-
cult to convincingly reconcile with making room for minority groups of
which they disapprove. This does not confirm a link between communitar-
ian orientations and intolerance, but it is certainly consistent with it.

Tolerance and good citizenship

The simple correlates of tolerance also help us address the second empiri-
cal issue: is there a trade-off between tolerance and other forms of good
citizenship, such as patriotism, participation and law-abidingness? The
answer is mixed. We have already established that constitutionally tolerant
citizens tend to place a low value on national solidarity. On the other
hand, they are not politically indifferent – as the high positive correlations
with political participation and political knowledge show. Nor do the tol-
erant undervalue law-abidingness, as might have been expected of those
with permissive attitudes to groups with a reputation for law breaking. On
the contrary, the tolerant give high priority to specifically legal duties –
the duty to obey minor as well as major laws, to pay taxes, to report serious
crimes, appear as witnesses in trials and serve on juries. Nor is there any
evidence that their disapproval of the groups to which they concede rights
is grounded in social prejudice. For example, there was no significant cor-
relation between tolerance and sympathy for stigmatized groups such as
Blacks, people with AIDS, immigrants, or people on welfare.
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Our analysis has so far focused on the combined American and British
samples. But an important difference between these samples needs to be
underlined. Although the pattern of correlations is very similar for the two
nations (in terms of direction and significance) the correlations are
generally stronger among the American than among the British respon-
dents. In particular, the association of tolerance with political knowledge
and participation, and with a belief in the importance of individual rights
and the duty to respect and protect those rights, is much stronger in the
United States than in Britain. Given what we have already learned about
the constitutional frame of reference within which people interpret the
measure of constitutional tolerance, we interpret this difference as
follows. In the United States, constitutional tolerance may be part of a
constitutionalist ideology, which emphasizes individual political and civil
rights,22 and which is particularly strong among the politically involved;
whereas in Britain tolerance is much less firmly embedded in any crystal-
lized ideology or value-set. In the United States, a predisposition to be
constitutionally tolerant is part of a wider consciousness of the rights of
citizens. In Britain, where such consciousness is much weaker, tolerance is
a free-floating value largely detached from others. This impression is rein-
forced by our analysis of the third empirical issue: the grounds on which
tolerant citizens justify their positions.

Justifications for tolerance

The tolerant say that they would allow groups of which they thoroughly
disapprove to exercise their rights. Why? What persuades them to over-
come the natural inclination to shut such groups down? To understand
the reasoning of the tolerant, we return to our in-depth interviews with
community leaders and focus groups.

The “trigger” question on tolerance, both in the focus groups and in
the interviews with community leaders, was about the rights of a hypotheti-
cal neo-Nazi or Communist Party to establish a local branch and organize
public meetings in the community. The responses showed that most of
our discussants believed that these groups had a reputation for violent
confrontation and the disparaging of liberal and democratic institutions.
And many assumed that the local presence of such groups would indeed
lead to violence. Moreover, those citizens who gave the intolerant
responses usually justified them on precisely those grounds.

The majority of American community leaders gave a tolerant answer to
the trigger question. Still, there were marked differences in their under-
standings and motives. When asked, “What makes you say that?” the Amer-
icans (having confirmed that the groups should be allowed to set up a
local branch) invariably referred to rights under the Constitution, often in
their opening sentences: “they are protected under the First Amend-
ment;” “I feel very strongly about First Amendment rights;” freedom of

304 Searing et al.



speech, freedom of assembly;” “because they are protected under the Con-
stitution.” Indeed, it was striking how many American community leaders
began with a confident, crisp three or four word reply (“It’s their right;”
“Freedom of Speech;” “First Amendment”) as if they were answering a
technical or factual question rather than addressing a complex moral
issue. Even the small minority of intolerant leaders framed their answers
in terms of the Constitution, feeling the need to justify a departure from it
in favor of other overriding principles

The responses of the British community leaders were, by contrast,
notably more hesitant and discursive. They sought to avoid the issue by
speculating about whether such a group could make any headway in their
community (although this also reflected the hypothetical nature of the
question) and tended not to answer analytically or in terms of general
principles. They lacked a conceptual framework of rights in which to fit an
answer. Although the rights of the group were sometimes mentioned, it
was usually as an afterthought, or as only one consideration, to be weighed
against others such as the impact on local ethnic minorities. For the
majority, the scales came to tilt in favor of tolerance, but it was evident
that a minor change in circumstances could make them tilt the other way.
They saw the issue as one of contingency and political judgement, not
principle, and therefore said in effect, “It depends.” For American leaders
the absolutistic discourse of constitutional rights was natural, almost
instinctive; whereas British community leaders sought to balance the costs
and benefits suggested by the preferences of those involved.

These very different routes of reasoning to tolerance taken by the
American and British community leaders were repeated by the focus
groups in both countries. In the United States the dominant response to
the trigger question was couched in terms of individual rights, rights given
by the Constitution, not by a wider principle of equal respect for persons
or equal liberties. The tone was often resigned. The law gave little option:
“Actually, if we want to abide by the Constitution, yes;” “As difficult as it is,
they have the right.” Indeed, the American focus groups justified granting
rights to unpopular groups in terms of protecting their own rights: “the
tables could reverse;” “Who decides they’re undesirable? I mean someone
could all of a sudden decide I’m undesirable.”

By contrast, the British focus groups replace the language of individual
rights with a practical utilitarian language of community values and bene-
fits. These discussants are much readier to give majorities in the local
community the right to determine whether or not unpopular groups
should be allowed entry. We have shown elsewhere (Conover et al., 1991)
that in Britain conceptions of national identity and citizenship are not
constitutional or legal but “organic,” a matter of gradually acquired
characteristics and shared experiences that enable people to “belong.”
Thus, the emphasis highlights the duty to “fit in” rather than the “right to
dissent.” This was particularly noticeable when the discussion moved away
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from the Communist Party or National Front and into the civic frame with
minorities like Gypsies or the homeless. Minority groups had the right to
pursue their own way of life but only if they “conformed to the majority”
(thereby undermining the principal function of tolerance according to
J.S. Mill), or “did not adversely affect the community.” Tolerance was
predicated on judgments about whether a group was likely to conform in
the future, even if it was currently unpopular; and much of the focus
group discussion was, in fact, constructing a narrative about the degree to
which the minority in question did or would conform. Information,
impression and anecdote were traded, rumors were repeated and contra-
dicted, in an attempt to reach a consensus about the acceptability of the
minority. Whether or not to tolerate therefore became a matter of judg-
ment, not about the applicability of principles to particular cases but
rather about the acceptability of minorities to the local community.

Conclusion

Tolerance is one of the foremost values associated with citizenship. Good
citizens are expected to be tolerant, and healthy liberal democracies are
expected to produce a tolerant citizenry. But surveys of the public in the
United States and Great Britain have consistently found that a majority of
citizens are intolerant. We have considered this well-known finding from a
number of perspectives. First, we have argued that the idea of tolerance
has an ambiguous relationship with conceptions of good citizenship. The
purpose of tolerance is to promote freedom and civic peace. But people
can be tolerant for reasons that contradict our common understandings
of good citizenship, and intolerant for reasons that are consistent with
them. Second, we have argued strongly that the relationship of tolerance
to citizenship depends on the understandings that people have both of
tolerance and of citizenship, and that these understandings will be shaped
by the national and community contexts in which people live.

Because American conceptions of tolerance incorporate ideas from the
English political philosophers John Locke and John Stuart Mill, it may not
seem surprising to find in the United States and Great Britain similar
response patterns to equivalent survey items (e.g. Barnham and Sullivan,
1989). But it should be surprising, because the liberal political cultures of tol-
erance in these nations have evolved over 300 years in response to quite dif-
ferent demographic, political, social and economic challenges. Hence, when
Americans and Britons express in surveys similar conclusions about the desir-
ability of tolerating similar activities of similar groups, they are likely to have
come to these conclusions by way of rather different understandings and jus-
tifications. The focus groups and in-depth interviews suggest that tolerance
today means quite different things to citizens in these two liberal demo-
cracies, and that these different meanings structure the different practices of
toleration that are recorded in their history books and daily newspapers.
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Context matters so much because citizens’ understandings of the
concept of tolerance are structured by particular systemic, institutional
and cultural factors, including controversies about intolerance in their
local communities. Citizens store information about such events as narra-
tives, which they process through their culture’s frames of reference in
order to work out their own feelings and views about the subject. Toler-
ance is a topic about which many of them have quite crystallized, if intoler-
ant, attitudes, because hardly a month goes by without dramatic tolerance
issues becoming topics for public discussion. What then are desirable aims
for civic education in this area? The negative tolerance of “enduring”
fellow citizens whose ways of life one detests does not sound at all as
attractive as does the positive tolerance of open-mindedness and respect.
Yet it is clearly the more critical of the two, and must be vigorously taught,
for it prevents serious harm and secures equal rights, whereas the other
protects identities and ameliorates second-class citizenship. Surely both
must be promoted by liberal democratic states, but the mix and the
particular formulations will vary according to the circumstances of inter-
national, national and local contexts.

British and American citizens have been educated to be tolerant and
can be educated to be more tolerant still. But 100 years of public instruc-
tion and voting has not yet created publics anything like as tolerant as
John Stuart Mill hoped to see. Survey data on the subject are not convinc-
ing because it is so difficult to measure precise levels of tolerance across
communities and countries. It is clear enough, however, that citizens who
strongly support constitutional tolerance for groups they detest are very
much in the minority in both the United States and Great Britain. Specific
plans for more effective education in the liberal virtue of toleration,
including plans for learning through the democratic discussion that Ian
Budge advocates, is required to put to rest the sceptics’ fears of majority
tyranny and to strengthen the case for electronically-based direct demo-
cracy.

Notes
1 These tape-recorded interviews with focus groups, community leaders and

teachers were conducted by the principal investigators between 1991 and 1993.
In all three communities in Great Britain, professional survey organizations
conducted the face-to-face interviews with the adult random samples, parents
and pupils. Corresponding interviews in the suburban and rural communities
in the United States were carried out by interviewers who were recruited,
trained and supervised by the principal investigators. Since the number of
respondents in the adult random samples, parent samples and student samples
varies somewhat between communities, each of these samples has been
weighted to produce equal Ns for each community.

2 The random samples of adult citizens included approximately 125 respondents
per community. The focus groups include 11 from British communities and 12
from American communities. Each was composed of eight to ten members
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recruited as “quota samples” stratified to reflect community composition by
gender, social class, ethnicity and age. We excluded respondents who had been
interviewed in the surveys but, to facilitate interaction, included acquaintances
as well as strangers (see Bloor et al., 2001: 22–24). All the groups were chaired
by a principal investigator. The elite interviewees (15 per community) were
chosen according to a positional sample that included leaders from the follow-
ing sectors of each community: political (e.g. mayor, city council members),
business (e.g. CEO of major local employer), religious (e.g. minister), media
(e.g. newspaper editor), education (e.g. head local secondary school).

3 Contemporary philosophers recognize this distinction too, although they are
concerned that it is not so clear cut. (Heyd, 1996). Scanlon (1996), for
example, characterizes the distinction as one between institutional politics,
which involves fundamental legal and political rights (including voting,
running/standing for election, and organizing and propagandizing to shape
public policy), and informal politics, which involves attitudes, communications
and relationships among individuals and groups in the political community.

4 Political scientists often characterize as “political tolerance” what we will call
here “constitutional tolerance.” We prefer the adjective “constitutional” to
avoid falling into the habit of treating this electorally-focused arena as more
genuinely “political” than the civic side of tolerance, or citizenship for that
matter.

5 Civic tolerance directs attention more to persons than to their ideas, because
the ways of life in question are typically embodied in the identities of the
persons themselves (see Horton, 1996).

6 In the same vein, Sullivan et al. (1982: 111–112) asked their respondents about
ten intolerant acts, six of which were “political” (e.g. free speech) and three of
which were “social” (e.g. moving in next door). In a factor analysis, these items
loaded consistently on two separate factors; but the factors were strongly corre-
lated with each other.

7 Nonetheless, something like open-mindedness apparently helps in the consti-
tutional arena too. Sullivan et al. (1982: 155) have found that, in the United
States, dogmatism has a very strong negative relationship to their measure of
constitutional tolerance. In their model, they introduce dogmatism as one of
the important independent variables associated with tolerance. It makes sense
to treat open-mindedness/dogmatism as a distinct independent variable when
we are discussing extremist political groups like the KKK, with whom we would
not expect even the most tolerant citizens to adopt a sympathetic listening ori-
entation. But it doesn’t make as much sense to treat it as a separate independ-
ent variable in the civic context, because here the most tolerant citizen is the
most open-minded citizen. Here, open-mindedness is part of the definition of
tolerance itself.

8 British commentators were, characteristically, neither startled by the “discov-
ery” of illiberal publics in the United States and Britain, nor particularly
worried about it. And, as for the elitist theory of democracy, that seemed old
hat too, for it had long been embedded in the prevailing liberal interpretation
of the British constitution.

9 Stouffer’s study also explored public attitudes to the rights of socialists and
atheists. But it is evident that for many respondents these terms were almost
synonymous with “communist.”

10 Subsequent studies have found somewhat more sanguine results (Sniderman et
al., 1989; Page and Shapiro, 1992). Still, as Kinder (1998) observes, the record
isn’t inspiring.

11 Cf. Sniderman et al. (1989); Gibson (1992).
12 See, for example, Gibson et al. (1992) on Russia, Shamir (1991) on Israel, and
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Barnum and Sullivan (1989) on Britain, who report a level and distribution of
political intolerance very similar to that in the United States.

13 Now I’m going to read out the names of various political groups one at a time.
For each one, please tell me how much you approve or disapprove of this
group using the numbers on this card. If you very strongly disapprove of the
group, you should give it a score of “0.” If you very strongly approve of the
group, you should give it a score of “10.” If you neither disapprove nor approve
of the group, you should give it a “5.” If your views are somewhat in between,
you should read out the number that comes closest to how you feel.” From
what you have told me, you particularly disapprove of Read Names of R’s Two
Lowest-Rated Groups (or All Groups Tied For the Lowest rating). Which group do you
disapprove of the most?

14 Still, the patterns reflect how local contexts shape thinking about tolerance.
The American suburban community was more likely to choose the KKK (there
had recently been a march), and the British suburban community was more
likely to choose the National Front (there had recently been trouble in the
nearby East End, from which many of them came). Gay rights groups were
more likely to be chosen in the rural communities of both countries. Pro-
choice groups were more likely to be chosen in the American rural community
(where Protestant churches are very active) and in the British urban commun-
ity (where there is a large Catholic minority).

15 This survey was conducted before Sinn Fein transformed itself into a legitimate
political force pursuing a peaceful settlement of the conflict in Northern
Ireland.

16 Sullivan et al. list was read out whereas ours was shown on a card. Sullivan et al.
gave short labels to their groups (“socialists,” fascists,” etc.) whereas our card
spelled out the type of organization in slightly more detail and gave specific
examples. Groups included in their list but not in ours were: socialists, atheists
and the Symbionese Liberation Army. Groups included in our list but not in
theirs included feminist groups, gay rights groups, animal rights groups and, in
Great Britain, Provisional Sinn Fein and the Campaign for Nuclear Disarma-
ment. Sullivan et al. asked their respondents whether the disliked group should
be outlawed, banned for running for the Presidency, and subject to wiretaps,
whereas our survey did not.

17 Reliabilities: sample 1 (0.6500), sample 2 (0.6946).
18 It is the universality of tolerance as a general principle or rule that is most

problematic, for tolerance is a virtue that is pragmatic and contextual. That is
why Americans have found it so difficult to construct universally applicable
laws in this area, laws that will constrain the activities of neo-Nazis but not
civil rights groups. There always seem to be limits, which always seem to be
defined in the context of the character of particular groups and situations.
Tolerance is a psychological disposition and a practice, not a general prin-
ciple. Tolerance is always case-specific; as a “principle,” it is always wrapped in
“It depends.”

19 The particular character of these two urban contexts may trigger what Walzer
(1997: 38–39), revising Sidgwick, suggests may be an inverse relationship
between heterogeneity outside the local community and intolerance within it,
or what Sullivan et al. (1982) characterize as the powerful influence of “threat
perceptions.”

20 The impact of Sinn Fein on the results is suggested by the particularly wide gap
between American and British respondents in the proportions who would tol-
erate their most-disapproved group running for office.

21 We might learn more about this question by collecting comparative data on
laws and intolerant activities, on the rules and conduct that constitute, along-
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side the attitude, the practice of tolerance. The problem lies not in our meas-
ures but instead in the equivocal nature of the attitude that drives this practice,
the attitude that considers toleration desirable and motivates it.

22 Sullivan et al. (1982) find in their American model a strong relationship
between constitutional tolerance and support for constitutional principles.
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