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Preface

We welcome you to the International Conference on Image Processing and
Communications, IP&C 2016. The present volume contains the proceedings of the
International Conference on Image Processing and Communications, IP&C 2016,
held at Bydgoszcz, Poland, September 7–9, 2016.

IP&C 2016 was organized by the UTP University of Technology and Sciences
and was hosted by the Institute of Telecommunications and Computer Sciences
of the UTP University.

The IP&C 2016 brought together the researchers, developers, practitioners, and
educators in the field of image processing and computer networks. IP&C has been a
major forum for scholars and practitioners on the latest challenges and develop-
ments in IP&C.

The conference proceedings contain 37 papers which were selected through a
strict review process, with an acceptance rate at 57 %. In all, 37 papers entered the
review process and each was reviewed by two independent reviewers using the
double-blind review method. There were also two invited talks by Massimo Ficco
and by Damian Karwowski.

The presented papers cover all aspects of image processing (from topics con-
cerning low-level to high-level image processing) and modern communications.

The organization of such an event is not possible without the effort and the
enthusiasm of the people involved. The success of the conference would not be
possible without the hard work of the local Organizing Committee.

We would like to thank all authors for the effort they put into their submissions.
Last but not least, we are grateful to Springer for publishing the IP&C 2016

proceedings in their Advances in Intelligent Systems and Computing series. Finally,
we thank the Springer team for helping us in the final preparation of this AISC book.

I hope that all of the attendees found the conference informative and thought-
provoking.

Ryszard S. Choraś
Conference Chair

IP&C 2016
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20 Years of Progress in Video Compression –
from MPEG-1 to MPEG-H HEVC. General

View on the Path of Video Coding Development

Damian Karwowski(B), Tomasz Grajek, Krzysztof Klimaszewski,
Olgierd Stankiewicz, Jakub Stankowski, and Krzysztof Wegner

Chair of Multimedia Telecommunications and Microelectronics,
Poznań University of Technology, Polanka 3 Street, 60-965 Poznań, Poland

dkarwow@multimedia.edu.pl

Abstract. Compression of moving images has opened unprecedented
opportunities of transmission and storage of digital video. Extraordinary
performance of today’s video codecs is a result of tens of years of work on
the development of methods of data encoding. This paper is an attempt
to show this history of development. It highlights the history of individual
algorithms of data encoding as well as the evolution of video compression
technologies as a whole. With the development of successive technologies
also functionalities of codecs were evolving, which make also the topic of
the paper. The paper ends the attempt of authors’ forecasting about the
future evolution of video compression technologies.

1 Video Compression – What Is It About?

The video, as we know it, no longer is a set of celluloid tapes as it used to be in
the past days. Currently, practically the only form of video is a piece of digital
information. Digital video is a way of storing the information about the series of
rectangular array of pixels frames, representing a light in 3 frequency sub-bands:
red, green and blue, changing at least 25 times per second.

The problem is that the direct representation of digital video would require
an enormous number of bits. For example in the case of the nowadays television,
each frame has a resolution of 1920× 1080 pixels for each of the three color
components, which results in more than 6 MB (megabyte: 106 bytes) of data.
Taking into account that we have 25 such frames per second we would require
155 MB of space to store a single second of a video. And it is not the end,
currently 4 K, 8 K or even higher resolution videos are considered. Therefore,
transmission, and even storage of uncompressed video is not feasible.

In order to allow efficient video transmission, the digital signal representing
the moving pictures must be compressed.

But how does one compress the video? Generally there are two approaches:
to use some mathematical tricks to squeeze the data to the edge of the entropy
of the data, or just to throw out less important data contained in the video.
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 1
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The limits of the first approach are expressed by the entropy of the coded
data. In the second approach, the question is which data are unimportant, and
can be throw out. The desired way is to discard the information that is either not
seen (perceived) by the viewers, or not important for the overall impression. This
is the dominant approach nowadays, since it gives by the orders of magnitude
better compression ratios than the lossless from definition entropy based coding.

2 What Algorithms and Compression Technologies
Have Been Developed?

2.1 Algorithms of Data Encoding

In this section the main algorithms of data encoding will be recalled, which are
well recognized in the field of image/video compression. From the point of view
of contemporary image/video compression these algorithms should be considered
as a single functional block in a codec, rather than a full compression technology.

Entropy Coding. The beginning of the development of data compression meth-
ods dates back to the late 40s of the last century, when Claude E. Shannon has
presented the results of his work [24], which clearly showed what are the basic
limitations of data compression, e.g. how much the data can be compressed
without losing information. Video signal is not an exception here.

Shannon’s work became the foundation for many methods of statistical cod-
ing that were developed later, which are known in the literature as entropy
coding methods [23]. At least, the following methods should be mentioned here:
Huffman coding [8] (year 1952), and its widely used special cases Golomb codes
[7] (year 1966), exponential Golomb codes [28] (1978), LZW, arithmetic coding
[1] (year 1963, but suggested earlier by Elias), and recently developed by Polish
scientist ANS method [6] (year 2005).

From the beginning of development of the video compression, there were
attempts to treat moving pictures as any other digital signal. Thus, one tried
to encode it with the use of entropy coding only. However, it turned out very
quickly that very little compression of video can be achieved in this way (fife-fold
more or less), due to the value of entropy of the original video data.

Prediction. Taking into account the above, additional coding tools were
strongly needed, that would be an essential complement to the methods of
entropy coding. First ideas of such tools boiled down to prediction of image
samples based on the already transmitted ones. The goal was to transmit only
the difference between prediction signal and the actual one, instead of the orig-
inal image pixel.

An example of such tools were developed in 1950 in the form of Differential
Pulse Code Modulation (DPCM) technique [29]. More advanced approach that
was developed later is INTRA directional prediction, that is commonly used in
all contemporary video codecs (like AVC and HEVC).
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Even with the use of advanced INTRA prediction the efficient encoding of a
video was still a serious problem. In this context, a breakthrough was in 1981,
when it was developed the technique of predictive coding of a video data with
the motion estimation and compensation [18]. It is commonly known as INTER
coding. With this method it was possible to predict accurately the motion in
a video sequence over the time, which became the basis for a very efficient
compression of a video.

Transform Coding. Discussed in the previous sub-section predictive coding
leads to decorrelation of the data on whom this algorithm is realized. The same
goal can be achieved by the use of Discrete Cosine Transformation (DCT) [2].
This is a type of a transform coding, and was developed in year 1974. In this
transformation the input signal is represented with a cosinusoidal components,
which in the case of image/video data can be a source of a significant reduction of
a bitrate. Taking into consideration properties of human visual system it is worth
to use this transformation in a combination with a lossy coding. Thus, transform
coding of a video data followed by quantization of transform coefficients make
an approach which is in a common use today.

2.2 Video Compression Technologies

In the previous section, examples of algorithms of data compression have been
presented. Contemporary video codec must be treated as a collection of a number
of such algorithms resulting in a technology (and not a single algorithm) of video
compression.

Hybrid Video Compression. A joint application of the predictive coding
(INTRA and INTER) together with the DCT-based lossy transform coding and
the entropy coding of the data is commonly known in the literature as hybrid
video compression. This technology of video encoding is in common use, and will
be a topic of a more detailed considerations in the following part of the paper.

Wavelet Image/Video Compression. The hybrid video coding was not the
only one, which in the 80s has given a justified hopes for efficient representa-
tion of the image, also moving images. Another such method was the wavelet
coding (or subband coding) that uses Discrete Wavelet Transformation (DWT)
[3,4,30]. This method was developed especially intensive since the 80s until 2004.
The performance of solutions of the wavelet compression, that were developed
for still images was so astonishingly high, when compared to other available
then techniques (a reflection of this performance were the capabilities of the
JPEG2000 encoder [12]), that many people believed that the wavelet compres-
sion will replace the hybrid codecs in a short time. Thereby, there was increasing
the pressure to repeat the success of JPEG2000 also for the purpose of a video
compression, which has motivated many laboratories to work on this compres-
sion technique. Undoubtedly, a breakthrough here was the beginning of the 90s,
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when it was proposed the concept of a three-dimensional video coding with
motion compensation (e.g. works of Ohm from 1992 – 1994 [20–22]). The suc-
cess of this method caused, that the hybrid coding techniques and the wavelet
techniques became for yourself a direct competition.

Situation changed in 2004 when Moving Picture Experts Group (MPEG) and
Video Coding Experts Group (VCEG) looked for the best technology for scalable
video coding [16]. There were number of proposals based both on the hybrid
technique and wavelet coding. But at that time hybrid approach outclassed the
other proposals [15]. Hybrid compression proved to be the best for compressing
a video.

Parametric Video Compression. Video compression methods that have been
cited above have become the subject of numerous applications, both in the inter-
national compression standards [9–11,13,14,17], as well as commercial codecs
[25–27,31]. Over the past 20 years, other methods have been also developed, but
they have not found wide practical application so far. Among these methods a
special attention should be payed on algorithms of parametric coding of an image
texture [19]. In the case of a texture of a respectively high degree of complexity,
the data describing the texture are not sent to the decoder in general. Instead of
compressing or transmitting information about individual pixels, one can try to
describe the video synthetically, in words, like in the following sentence: White
house built from orange bricks. Due to the bitrate of data describing parame-
ters of the texture is incomparably smaller than a data stream of traditional
encoding, one can expect its practical use in the future.

3 Milestones in History of Hybrid Video
Compression Development

The history of hybrid video compression dates back to 1989 when H.261 standard
has been worked out by ITU-T. Although this standard was a set of very simple
coding techniques (it was DCT-based lossy coding realized in a fixed-size blocks
of the image), it gave a possibility to transmit a video over ISDN networks. At
the same time (more or less) the works were continued on the MPEG-1 standard
of ISO/IEC, whose purpose was to compress a raw digital video under the bitrate
up to 1.5 Mbps, when achieving the VHS-quality video [14].

But the standard that really revolutionized the way of video transmission
and storage was MPEG-2 [9]. Developed over 20 years ago standard of ISO/IEC
has proven to be vastly popular, its popularity on the market was a sign of a
great success of digital television. Not only was this the beginning of the process
of replacing the older analog television, but it also introduced to our homes the
theater systems with a video signal of unprecedented quality. In this way, the
MPEG-2 became the first sign of a certain breakthrough.

Over the years, however, expectations of the users for even higher quality of
encoded video (e.g. higher video resolution, less artifacts) as well as for the larger
amount of available video content (e.g. higher number of digital channels in TV)
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were still growing. The MPEG-2 technique offered nearly 50-fold compression of
a video (while ensuring high quality of images), and that proved to be insufficient.
For this reason, the hybrid compression techniques were in the following years
the subject of intensive works and improvements, that resulted in developing
such standards as H.263, AVS, VC-1, H.264 (AVC) [21,22,25]. It was all the
results of works that were carried out in years 1995 – 2003. Although all those
standards were primarily aimed at different applications, each and every one of
them introduced some new concepts, offered some improvements. Fundamental
change was the introduction of a wider range of image block sizes, in which the
encoder can perform data compression.

In the last 3 years, the works resulted in development of the newest, high-
performance video compression technology, known as High Efficiency Video Cod-
ing (HEVC) [13]. Compared to older technologies of video compression, HEVC
means more coding tools, and even higher adaptability of the size of image blocks,
in which compression of data is carried out. With about 200-fold compression of
a video (being a result of further improvements of the AVC technology), the new
HEVC technology aims to meet the expectations of the contemporary market.
Of course, this high efficiency comes at a price. The major problem is very high
complexity of algorithms used in HEVC, so currently researchers look for the
ways of reducing the complexity while maintaining high efficiency.

4 Is There Any Pattern in the Chaos?

As it can be seen, the variety of solutions for the problem of video compres-
sion is broad. But surprisingly, there can be seen a pattern in the development
of the new standards. Similarly as for the globally acclaimed Moore’s law for
the development of semiconductor devices, there is a general rule for the effi-
ciency of the consecutive generations of video coders, expressed by Domański’s
curve in [5]. Beginning from the mid-nineties of the 20th century, approximately
each nine years, the progress in the domain of video coding is concluded by the
development of a new standard. And each new standard is approximately twice
as efficient as the previous one in encoding the contents contemporary to the
given video compression standard. Of course, as for the Moore’s law, also for the
video compression we cannot expect the trend to continue indefinitely, but it
seems that we are still at the stage of continuous progress of video compression
methods.

5 New Replacing the Old

It needs to be noted, though, that the newer compression methods are much more
complex and much more sophisticated than the previous ones, and require much
more computational power. Additionally, the proliferation of the new standard
is not immediate, since the industry needs some time to adapt to the new ways
of processing of the digital video. Therefore, the actual progress, as seen in the
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Fig. 1. Ilustration of performance of successive generations of video encoders

offerings of manufacturers, is not an abrupt one, but rather a steady increase of
coding efficiency between the releases of the new standards (Fig. 1).

One of the most important factors to keep in mind when considering the
upgrade to the new standard is the fact, that at the beginning there is no tools to
support new codec, no good practices are established and there are lots of bugs,
both in software and hardware. A certain time is needed for the new standard
to settle down and become usable. Trying to implement the new standard too
soon often means becoming a beta tester and pioneer in the unknown.

In this connection, compression efficiency of the first industry-oriented real
time video encoders is not so high. It needs some time to develop the optimal
way of control of a video encoder that enables full usage of potential of the
technology. General dependence of the efficiency of the reference encoder and
the product encoder has been illustrated in the figure below for MPEG-2, AVC
and HEVC technologies.

6 What Was the Driving Force for Video
Compression Enhancements?

The most important drive for the enhancements in the process of video coding
was the rising expectations of the viewers regarding the quality of the video. Also
the exponentially rising computational power of contemporary computers and –
more generally – the hardware used for recording, processing and displaying the
content contribute to the development of the new standards.

Also the progress of the science and development of the new methods and
algorithms make a good foundation for development of new standards, since the
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Fig. 2. Evolution of performance of commercially available encoders

companies that invent the new methods tend to capitalize on their effort by
placing their developments into the coding standards (Fig. 2).

Also the changes in the way the data is used and consumed forces the devel-
opment of the new standards, in order to better meet the requirements of certain
applications and to provide the new functionalities required by the given appli-
cations.

7 Evolution of Functionalities

With the progress of development of compression methods, apart from efficiency,
also the functionality started to matter. Not only was the efficiency started to
play a role, but also other features that the codecs were expected to have. In order
to maintain high coding efficiency while providing those new requested features,
the coders needed to evolve by implementing a set of necessary functionalities.

One of the first significant features implemented in coders was the ability to
efficiently encode interlaced sequences. In the advent of digital video, there was
the necessity to compress also the video intended to use on television. In those
days, television used interlaced video (each picture was divided into two fields –
one contained even lines of image, while the other field contained the odd lines).
Specialized prediction modes were introduced to help compress those interlaced
video sequences efficiently, as well as different schemes of encoding the data. In
the modern television, the necessity of using interlaced video is no longer valid
(the display technology changed a lot since the days of the first video coders)
and the recent standard does not support interlaced video coding.
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Another important feature that the codec was expected to have is the error
resilience. During transmission or storage, the bitstream (i.e. compressed video
data) may become corrupted. Even the change of a single bit value may render
the bitstream unusable, since the entropy decoders cannot handle any errors.
To prevent that, several features were introduced in the codec that help to
recover from such errors, at a cost of slightly lower compression ratio. The same
mechanisms make it possible to decode the bitstream from the middle – such a
situation is necessary for streaming of video and for digital television, since the
users may start to watch the video at any time during transmission.

The next big feature introduced in video coders was so called scalability.
This mechanism is intended to provide means to prepare a single bitstream that
contains separate parts that make it possible to decode the video in different
ways. There are different kinds of scalability:

– Time scalability – when only certain frames are decoded, and the data for the
other frames can be omitted

– Spatial scalability – when only a lower resolution images can be decoded, while
omitting data for higher resolution version of sequence

– Quality scalability – when the quality of the reconstructed video depends
on whether the whole bitstream is decoded or only the part of bitstream is
available for decoding.

The most obvious way to implement such features is to include several video
streams in a single bitstream, but this leads to much larger file sizes (and thus,
much wider bandwidth necessary to transmit it). But the scalability features are
expected to share some parts of bitstream in order to prevent the redundancy.
This means that there is a basic part of bitstream, necessary to decode any
version of video, that provides the lowest quality, and there are some parts of
the bitstream that improve the quality of the basic bitstream, by adding more
information that enables to increase the resolution of the image, increase the
quality of the images or increase the framerate. With the widespread online
video streaming, this feature gains even more importance nowadays.

Another widely desired feature is the ability to compress stereoscopic video
(video for left and right eye that provides the sense of depth of the scene) and
even multiview images. Those functionalities were intended to be used to com-
press data for tv sets of all kinds that enable the 3D effect – be it shutter
technology, polarizer technology, optical barrier or any other 3D display tech-
nology.

The idea of transmission of stereoscopic images was soon replaced by the
multiview video, where there are much more than 2 views that are encoded
simultaneously. All those techniques are exploiting the fact that most of the
parts of the images from different views are similar, so they present an additional
opportunity for prediction of the contents of the encoded image.

The fresh extension of this idea is to encode depth maps along with a few
views in order to be able to synthesize all the necessary views after decoding
the video and depth maps, presumably at the decoder size. This functionality is
called 3D video.
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Another feature that focuses more attention due to the development of bet-
ter display technologies is so called High Dynamic Range (HDR) coding. This
functionality allows to encode video with more than 8 bit data for luminance and
chrominances. This is a natural follow up for the development of video coders
after the provision to encode very high definition video. Ultra high definition
displays are able to display very real-life images, but the video data provided
must not only be of sufficiently high spatial resolution, but also must have high
dynamic range, so that the wider range of values for each pixel can be used. In
this context it is also interesting to mention the idea of moving from a standard
RGB color space of displays, to a space that allows a more lifelike images by
adding a fourth basic color – yellow. The development of RGBY displays has to
be followed by the proper codec that could be used to provide the data for such
a display.

As the cameras get cheaper and cheaper and provide even higher resolution
all the time, it is also possible to imagine a system that captures the images of
the whole perimeter at once – those are so called 360 degrees systems. This kind
of data is useful in all kinds of virtual reality applications. Of course, there is a
need for a codec that is able to compress such a kind of video data.

Another new feature that the coders developed in future are expected to
have are the abilities to efficiently encode computer screen content. In the past
years it would be considered wasteful to record the video of a screen content,
since usually it would be much more efficient (in terms of data that need to be
transmitted to the receiver or stored on the disk) to simply record all the actions
performed on the screen and then replicate them at the decoder side by simply
replicating them.

Compared to this method, the recording of the screen content video is a much
more straightforward and much easier way of storing the actions performed on-
screen. There are also less compatibility issues in case of simple recording of the
screen content as a video.

One of the recently added functionality is the set of modifications called
Green MPEG. Those features are there to save power required to process the
data at the encoder, transmission and the decoder side. This way it is, for exam-
ple, possible to prolong the battery life of a mobile device that decodes the
video and thus, also make the whole process of decoding a less burdening to the
environment. This can be obtained by sending the additional information to the
decoder to turn off or adjust the operation frequency of certain modules that
will not be necessary or be used less intensively for decoding of the video or a
set of frames. It is also possible to adapt the displaying process to the properties
of the display, in order not to waste the energy unnecessarily, for example for
the backlight.

8 Developing New Encoders – Change of Paradigms

The earliest video compression standards (like. MPEG-2 Video) have been devel-
oped for usage in a dedicated encoding and decoding devices i.e. hardware
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encoders and decoders. The codec implementation cold be easily parallelized at
high level (slice, frame), as well as at low level (block level) which is especially
useful for hardware implementation. Briefly speaking, the goal was to develop
the standard that is hardware-friendly.

Next generations of video compression technologies (H.263, AVC) have been
developed in time when personal computers became powerful enough to do
encoding and decoding of a video. Therefore, most compression tools that were
developed in the context of H.263 and AVC took into account an efficient oper-
ation when realized in the software, and not necessary in the hardware. This
led to evolution of a highly complex tools (like CABAC algorithm), which are
extremely difficult to parallelize and not suitable for hardware implementations.
Moreover, in above mentioned generation of compression standards there is a
lack of effective parallelization techniques.

The significant turnaround took place during the development of HEVC. The
coding tools complexity have been evaluated including both software and hard-
ware implementations. The coding tools (like entropy encoding) have been sub-
stantially modified in order to allow parallel processing of data in the hardware.
Moreover, a number of parallel processing possibilities have been introduced (like
parallel merge, wavefront processing order, picture tiles, etc.) in order to speed
up computations in the software edition of codecs.

Today we have a quite large number of different standards of video encoding.
Individual standards are mutually incompatible (on the level of the syntax of
encoded data stream), however most of the coding tools that are used in codecs
(like motion estimation or DCT transformation) are the same. The fundamental
difference is that the individual codecs may use these tools with a different input
parameters, like the size of the image block in which motion estimation is carried
out.

Thus, instead of implementing in a device each of the standard independently,
it is better to implement a set of common functional blocks (like DCT or motion
estimation), and lunch the algorithms with a given parameters, depending from
the requirements of a given standard. Modern devices are built just according to
this practice, which actually contain some fixed functional blocks and a general
purpose core, which controls these blocks.

The architecture of devices mentioned above leads to the idea of Reconfig-
urable Video Coding (RVC) where encoded video bitstream contains the list and
description of basic functional blocks which are necessary to decode the content.

9 What Will Come in Upcoming Years?

Of course it is impossible to predict accurately the future, nevertheless it is
interesting to summarize the predicted directions in which the upcoming video
compression technology will be developed. Basing on the current trends, it is
anticipated that the video compression will be still constantly evolving, although
without any dramatic leaps. Thanks to the progress in the area of computational
hardware, e.g. processors, it will be possible to employ more and more advanced
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algorithms, using more and more memory, which altogether will yield higher and
higher compression efficiency. As the golden fleece of computing is now usage of
parallelism it is expected that the future video codecs will be designed in a way
allowing for usage of multiple cores and processors with only a minor loss of
efficiency.

An important factor to be considered is that the recent observations are that
the pace of advancement in computational power has slowed and the progress
anticipated with Moores law would soon reach saturation. Even if this will turn to
be true, the speed of progress in computing should be sufficient to cater the needs
of compression, because, at the same time, the image resolution enhancement
is also slowing down. Even while currently 4 K, 8 K or even higher resolutions
are considered, most of the content is displayed on 7 inch mobile devices on
which Full-HD resolution is more than enough due to limitations of the humans
eye. In fact, there is very little interest in representing the same field of view
with higher resolutions. What is considered instead is an extension of the idea
of narrow window-like vision to a wider case e.g. very wide panorama vision
or even 360 vision which corresponds to representing pixels on the surface of a
sphere. Such videos are already being used in applications related to light-field
and virtual reality. In such, the viewers see only a part of the transmitted video,
e.g. using portable viewing glasses like Oculus Rift. Therefore, partial decod-
ability of the video stream may be of great need, because it would allow for
reduction of computational costs and thus lower energy consumption. Energy
consumption, connected with both battery life and power dissipation, is a fun-
damental concern of designers for mobile devices. The share of mobile displays
in the video world is expected to rise even more and thus energy consump-
tion might become a flagship of video compression developments. Initiatives like
Green MPEG show that holistic approach to reduction of energy consumption,
that will go beyond straight-forward implementation optimizations, e.g. devel-
oping energy-aware compression technologies, might be one of directions.

To summarize, it can be said the developments in video compression technol-
ogy will be rather focused on new functionalities than bare compression efficiency
improvements.
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Abstract. This paper proposes a method of tongue recognition. Tongue
images have many advantage for personal identification and verification.
In this paper a tongue features are extracted based on color and tex-
ture features. These features can be used in forensic applications and
with other robust biometrics features can be combined in multi modal
biometric system.

1 Introduction

Personal identification is crucially significant in a variety of applications. Con-
ventional person’s identification systems used:

– Something you have:
• Token: key, card, or badge

– Something you know:
• Password
• PIN numbers

– Something you are:
• Biometric

– Physiological
– Behavioral

A password for personal identification has the risk that the user forgets it
or the other persons use it. User’s have problems in terms of theft, loss, and
reliance on the own memory.

Images play an important role in the identification process of people [2,4].
Biometric identification systems are systems that use pattern recognition ways
to identify a specific person by establishing the authenticity of a specific physi-
ological or behavioral characteristic of that person [8].

Biometric systems have four main components: sensor, feature extraction,
biometric database, matching-score and decision-making modules. The input
subsystem consists of a special sensor needed to acquire the biometric signal.
Invariant features are extracted from the signal for representation purposes in the
feature extraction subsystem. During the enrollment process, a representation
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 2
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(called template) of the biometrics in terms of these features is stored in the
system. The matching subsystem accepts query and reference templates and
returns the degree of match or mismatch as a score, i.e., a similarity measure. A
final decision step compares the score to a decision threshold to the comparison
a match or non-match.

A.K. Jain et al. [8] also defines the following requirements that a given mea-
sure must satisfy to be a biometric: The ideal biometric characteristics have five
qualities:

1. Robust: Unchanging on an individual over time. “Robustness” is measured
by the probability that a submitted sample will not match the enrollment
image.

2. Distinctive: Showing great variation over the population. “Distinctiveness” is
measured by the probability that a submitted sample will match the enroll-
ment image of another user.

3. Available: The entire population should ideally have this measure in multiples.
“Availability” is measured by the probability that a user will not be able to
supply a readable measure to the system upon enrollment.

4. Accessible: Easy to image using electronic sensors. “Accessibility” can be
quantified by the number of individuals that can be processed in a unit time,
such as a minute or an hour.

5. Acceptable: People do not object to having this measurement taken on them.
“Acceptability” is measured by polling the device users.

Tongue recognition is attracting a great deal of attention because of its useful-
ness in many applications [3]. Traditional, tongue recognition are often classified
into two groups:

– Tongue recognition and analysis for the patient disease diagnosis. Tongue
recognition for diagnosis has played an important role in traditional Chinese
medicine (TCM ) and in this area most investigation has been focused on
extraction of chromatic features [10,18], shape and textural features [5,6,11].

– Tongue recognition for biometric personal identification.

Our work concerns the biometric applications of the tongue recognition and
efficient feature extraction.

Tongue image analysis have received much attention in image analysis and
computer vision. Tongue texture has many advantages for human identification
and verification [9,20]. The identification of people can be based on the texture
features. As a biometric identifier, tongue image has the following properties:

– Tongue images are unique to every person. Texture features of the tongue are
distinctive to each person,

– Texture features of an individual tongue are stable and unchangeable during
the life of a person,

– The human tongue is well protected in mouth and is difficult to forge.
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Fig. 1. Tongue recognition system

Fig. 2. Tongue images

Tongue recognition system is presented in Fig. 1 and it involves five major
modules: tongue image acquisition, preprocessing, tongue feature extraction,
visual features and classification.

Images which are considered in this paper are displayed in Fig. 2.

2 Preprocessing

Before performing feature extraction, the original tongue images are subjected
to some image processing operations, such as:

1. Color conversion. The extraction of color features can be performed in differ-
ent color spaces [17]. Each image is represented using three components of the
color space. A color transformation that reduces the psychovisual redundancy
and correlation of the image is highly desired. The Y CrCb is an encoded non-
linear RGB signal for image processing work. Color is represented by lumi-
nance, computed from nonlinear RGB [14], constructed as a weighted sum of
the RGB values, and two color difference values Cr and Cb that are formed
by subtracting luminance from RGB red and blue components. The two color
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Fig. 3. RGB and Y CbCr color spaces

spaces i.e. RGB and Y CbCr were used for extraction color features (Fig. 3).

Y = 0, 299R + 0, 587G + 0, 114B

Cr = 0, 713(R − Y ) (1)
Cb = 0, 564(B − Y )

or
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An image histogram refers to the probability mass function of the image inten-
sities. This is extended for color images to capture the joint probabilities of
the intensities of the three color channels. More formally, the color histogram
is defined by,

hA,B,C = N · Prob(A = a,B = b, C = c) (3)

where A, B and C represent the three color channels (R,G,B or Y CrCb) and
N is the number of pixels in the image. Computationally, the color histogram
is formed by discretizing the colors within an image and counting the number
of pixels of each color.

2. Extraction of region of interest (ROI) from original tongue images. The
tongue images are normalized with respect to position, orientation, scale,
reflection, as follows.
The new invariant coordinates (x, y) of image pixels and the old coordinates
(x′, y′) are related by

[x, y, 1] = [x′, y′1] ×
⎡
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1 0 0
0 1 0

−i0 −j0 1
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0

0 0 1

⎤
⎦ ×

⎡
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cos β sin β 0
− sin β cos β 0

0 0 1

⎤
⎦ (4)

where x0, y0 is the centroid of image; δx and δy represent standard deviation
relative to variable x, y; and β is an angle between the major axis of an object
and the vertical line
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Fig. 4. Histograms: (a) RGB channels and (b) Y CbCr channels

tan 2β =
2
∑

x

∑
y(x − x0)(y − y0)∑

x(x − x2
0) − ∑

y(y − y2
0)

(5)

Next, the ROI ’s tongue blocks are automatically selected on the centroid of
tongue normalized images. The size of whole ROI is wx × wy where wx =
(x0+ K

2 )− (x0 − K
2 ), wy = (y0+ K

2 )− (y0 − K
2 ) where K = 128 pixels (Fig. 5).

Next, the ROI image is divided into the four sub-blocks. The size of sub-block
is K

2 × K
2 pixels (Fig. 6).

Fig. 5. Tongue ROI
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Fig. 6. Four ROI ’s sub-blocks

3 Feature Extraction

3.1 Feature Extraction Based on Color Moments

The distribution of color was represented by color histograms (Fig. 4), and
formed the image’s feature vectors. The mathematical foundation of this app-
roach is that any probability distribution is uniquely characterized by its
moments.

Color moments have been successfully used in many image process-
ing/biometrics systems. The first order (mean), the second (variance), the third
order (skewness) and the fourth order (kurtosis) color moments have been proved
to be efficient and effective in representing color distributions of images [16].
Mathematically, the first three moments are defined

μc =
1

MN

M∑
x=1

N∑
y=1

fc(x, y) (6)

σc = (
1

MN

M∑
x=1

N∑
y=1

(fc(x, y) − μc)2)
1
2 (7)

sc =
1

MN

M∑
x=1

N∑
y=1

[
fc(x, y) − μc

σc
]3 (8)

kc = { 1
MN

M∑
x=1

N∑
y=1

[
fc(x, y) − μc

σc
]4} − 3 (9)

where fc(x, y) is the value of the c-th color component of the image pixel (x, y),
and MN is the number of pixels in the image.

The color features are computed in RGB and Y CbCr color spaces.
Since only 24 (four moments for each of the three color components in two

color spaces) numbers are used to represent the color content of each image, color
moments are a very compact representation compared to other color features
(Table 1).
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Table 1. Moments of color components

Image Color components Mean μc Variance σc Skewness sc Kurtosis kc

Tongue
ROI Fig. 5

R 198,72 13,07 0,201 0.267

G 129,14 14,39 0,889 0,158

B 132,95 14,44 –0,020 –0,013

Tongue
ROI Fig. 5

Y 149,81 13,63 –0,030 0,184

Cb 117,71 1,92 –0,074 0,389

Cr 161,99 3,454 –0,074 –0,3

3.2 Gabor Filters for Feature Extraction

Gabor filters are a powerful tool to extract texture features and in the spatial
domain is a complex exponential modulated by a Gaussian function. In the most
general the Gabor filters are defined as follows [1,13,15].

The two-dimensional Gabor filter is defined as

Gab(x, y,W, θ, σx, σy) =
1

2πσxσy
e

[
− 1

2

(
( x

σx
)2+
(

y
σy

)2)
+jW (x cos θ+y sin θ)

]
(10)

where j =
√−1 and σx and σy are the scaling parameters of the filter, W is

the radial frequency of the sinusoid and θ ∈ [0, π] specifies the orientation of the
Gabor filters [7].

Figure 7 presents the real and imaginary parts of Gabor filters.

Fig. 7. The real and imaginary parts of Gabor filters

In our work we use a bank of filters built from the real part of Gabor expres-
sion called as even symmetric Gabor filter. Gabor filtered output of the image
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is obtained by the convolution of the image with Gabor even function for each
of the orientation/spatial frequency (scale) orientation (Fig. 8).

Given an image F (x, y), we filter this image with Gab(x, y,W, θ, σx, σy)

FGab(x, y,W, θ, σx, σy) =
∑

k

∑
l

F (x − k, y − l) ∗ Gab(x, y,W, θ, σx, σy) (11)

The magnitudes of the Gabor filters responses are represented by three
moments

μ(W, θ, σx, σy) =
1

XY

X∑
x=1

Y∑
y=1

FGab(x, y,W, θ, σx, σy) (12)

std(W, θ, σx, σy) =

√√√√
X∑

x=1

Y∑
y=1

||FGab(x, y,W, θ, σx, σy)| − μ(W, θ, σx, σy)|2 (13)

Energy =
X∑

x=1

Y∑
y=1

[FGab(x, y,W, θ, σx, σy)]2 (14)

By selecting different center frequencies and orientations, we can obtain a
family of Gabor kernels, which can then be used to extract features from an
image. The feature vector is constructed using mean - μ(W, θ, σx, σy), standard
deviation - std(W, θ, σx, σy) and energy as feature components (Table 2).

We defined the vectors of features as follows:

FV = (FeatureColor moments, F eatureGabor) (15)

The first part of the FV contains the 24 color moments. The features in
second part of FV are listed as follows FeatureGabor = ((μ1(x, y), std1(x, y),
Skew1) . . . (μt(x, y), stdt(x, y), Skewt)).

To reduce dimension of feature vector [12,19], we use the Principle Compo-
nent Analysis (PCA) algorithm to keep the most useful Gabor features.

Fig. 8. Gabor images of tongue ROI’s
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Table 2. Features of tongue ROI’s.

ROI 1

Scale Orientation Energy Mean Std

2 45◦ 1968755.0 480.65308 35.064735

2 90◦ 1999251.1 488.09842 40.68314

2 135◦ 1968758.9 480.65402 34.23929

2 180◦ 1999252.2 488.0987 42.19372

8 45◦ 3.181323E7 7766.903 669.66876

8 90◦ 3.1827126E7 7770.2944 657.5264

8 135◦ 3.181321E7 7766.897 762.5107

8 180◦ 3.1827142E7 7770.2983 728.3237

ROI 2

Scale Orientation Energy Mean Std

2 45◦ 1968755.0 480.65308 35.064735

2 90◦ 1999251.1 488.09842 40.68314

2 135◦ 1968758.9 480.65402 34.23929

2 180◦ 1999252.2 488.0987 42.19372

8 45◦ 3.181323E7 7766.903 669.66876

8 90◦ 3.1827126E7 7770.2944 657.5264

8 135◦ 3.181321E7 7766.897 762.5107

8 180◦ 3.1827142E7 7770.2983 728.3237

ROI 3

Scale Orientation Energy Mean Std

2 45◦ 1867638.8 455.9665 36.981506

2 90◦ 1896568.8 463.02948 44.25503

2 135◦ 1867638.6 455.96646 36.304142

2 180◦ 1896567.2 463.0291 41.741203

8 45◦ 3.0179278E7 7367.988 707.88116

8 90◦ 3.0192456E7 7371.205 717.7458

8 135◦ 3.0179264E7 7367.984 774.104

8 180◦ 3.0192524E7 7371.221 614.612

ROI 4

Scale Orientation Energy Mean Std

2 45◦ 1906920.6 465.5568 27.945246

2 90◦ 1936458.5 472.7682 35.911766

2 135◦ 1906919.8 465.55658 28.149256

2 180◦ 1936459.8 472.7685 35.161488

8 45◦ 3.0813984E7 7522.9453 786.99506

8 90◦ 3.08275E7 7526.245 728.3674

8 135◦ 3.0814002E7 7522.9497 562.7714

8 180◦ 3.082751E7 7526.2476 521.4142
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Let X = [x1, x2, . . . , xn] denote an n-dimensional feature vector. The mean
of the vector X and the total scatter covariance matrix of the vector X are
defined as: μ = 1

n

∑n
i=1 xi and SX =

∑n
i=1(xi − μ) · (xi − μ)t.

The PCA projection matrix S can be obtained by eigen-analysis of the covari-
ance matrix SX . We compute the eigenvalues of SX : λ1 > λ2 > · · · > λn and
the eigenvectors of SX : s1, s2, . . . , sn. Thus SXsi = λisi, i = 1, 2, . . . ,m. si is
the ith largest eigenvector of SX , m � n and S = [s1, s2, . . . , sm].

Any vector x can be written as a linear combination of the eigenvectors (S
is symmetric, s1, s2, . . . , sn form a basis), i.e. x =

∑n
i=1 biui. For dimensionality

reduction we choose only m largest eigen values, i.e. x =
∑m

i=1 biui. m is choose
as follows:

∑m
i=1 λi∑n
i=1 λi

> t where t is threshold.
By removing the principal components that contribute little to the variance,

we project the entire feature vector to a lower dimensional space, but retain
most of the information.

4 Conclusion

In the paper, are presented some approaches for tongue recognition from images.
To evaluate the performance of tongue recognition methods we use own tongue
database that consists 30 images. We proposed a method which combines the
recognition results of Gabor filters and color moments features to tongue recog-
nition. The proposed system will be evaluated on other tongue databases in the
future study.
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Abstract. The big data is usually described by so-called 5Vs (Volume,
Velocity, Variety, Veracity, Value). The business success in the big data
era strongly depends on the smart analytical software which can help
to make efficient decisions (Value for enterprise). Therefore, the decision
support software should take into consideration especially that we deal
with massive data (Volume) and that data usually comes continuously
in the form of so-called data stream (Velocity). Unfortunately, most of
the traditional data analysis methods are not ready to efficiently ana-
lyze fast growing amount of the stored records. Additionally, one should
also consider phenomenon appearing in data stream called concept drift,
which means that the parameters of an using model are changing, what
could dramatically decrease the analytical model quality. This work is
focusing on the classification task, which is very popular in many practi-
cal cases as fraud detection, network security, or medical diagnosis. We
propose how to detect the changes in the data stream using combined
concept drift detection model. The experimental evaluations show that
it is an interesting direction, what encourage us to use it in practical
applications.

Keywords: Data stream · Concept drift · Pattern classification · Drift
detector

1 Introduction

The analysis of streaming data is recently the focus of intense research, because
the contemporary companies desire effective analytical tools which are able to
deliver valuable information to build the competitive advantage of a given com-
pany. However, most of the traditional classifier design methods do not take
into consideration that dependencies between feature values described incom-
ing objects and their labels may change and that labeling each of the arriving
example is impossible from the practical point of view.

Let’s focus on the first problem called concept drift [11] and it comes in
many forms, depending on the type of change. Appearance of concept drift may
spoil quality of used models. Therefore, developing positive methods which are
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 3
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able to effectively deal with this phenomena has become an increasing issue. We
may distinguish two types of drifts according their influences into probabilistic
characteristics of a classification task [4]:

– virtual concept drift means that the changes do not have any impact on deci-
sion boundaries (some works report that they do not have an impact on pos-
terior probability, but it is disputable) [10].

– real concept drift means that the changes have an impact on decision bound-
aries [11].

We may also focus on drift’s impetuosity:

– gradual or incremental drift - for the gradual drift for a given period of time
examples from different model could appear in the steam concurrently, while
for incremental drift the model’s parameters are changing smoothly.

– sudden drift, where the drift has rapid nature.

Concept drift detector is an algorithm, which on the basis of information
about new incoming examples and model’s performance is able to return infor-
mation that data stream distributions are changing. The detectors inform about
drift detection or warning level. The detection signal causes the used model
should be rebuilt as quick as possible, while achieving warning level enforces
that new data set should be collected for future model updating.

The drift detection could be recognized as the simple classification task,
but from practical point of view detectors do not use the classical classification
model, because they rather solve the regression problem than classification one.
The detection is hard, because on the one hand we require concept drift detection
as soon as possible to replace outdated model and to reduce so-called restoration
time, but on the other hand we do not accept to many false alarms [6]. There-
fore to measure performance of concept drift detectors the following metrics are
usually used:

– Number of correct detected drifts.
– Number of false alarms.
– Time between real drift appearance and its detection.

In some works, aggregated measures, which take into consideration the men-
tioned above metrics, are proposed [2], but we decided not to use them because
using aggregated measures do not allow to precisely analyse behavior of the
considered detectors.

It is worth noticing that the detectors are assuming the continue access to
class labels, which usually cannot be granted from the practical point of view.
Therefore, during constructing the concept drift detectors we have to take into
consideration the cost of data labeling, which is usually passed over. It seems
to be very interesting to design detectors employing (called active learning)
paradigm [5] or unlabeled examples only. Unfortunately, it is easy to show that
without access to class labels the real drift could be undetected [9].
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2 Combined Concept Drift Detectors

Let’s assume that we have a pool of n drift detectors

Π = {D1,D2, ...,Dn} (1)

Each of them returns signal that warning level is achiever or concept drift is
detected, i.e.,

Di =

⎧
⎨
⎩

0 if drift is not detected
1 if warning level is achieved
2 if drift is detected

(2)

As yet not so many papers deal with combined drift detectors. Bifet et al. [2]
proposed the simple combination rules based on the appearance of drift once
ignoring signals about warning level.

Let’s present the combination rules which allow to make a decision on the
basis of individual concept drift detector outputs. Because this work focuses on
the ensemble of heterogeneous detectors, therefore only the combination rules
using drift appearance signal are taken into consideration.

2.1 ALO (At Least One detects drift)

Combined detector makes a decision about drift if at least one individual detector
returns decision that drift appears.

ALO(Π,x) =
{

0
∑n

i=1[Di(x) = 2]
1

∑n
i=1[Di(x) = 0] (3)

where [] denotes Iverson bracket.

2.2 ALHWD (At Least Half of the Detectors returns Warnings
or detect Drift)

Detector ensemble makes a decision about drift if at half of individual detectors
return decisions that drift appears or warning level is achieved.

ALHWD(Π,x) =
{

0
∑n

i=1[Di(x) > 0] < n
2

1
∑n

i=1[Di(x) > 0] � n
2

(4)

2.3 ALHD (At Least Half of the detectors detect Drift)

Committee of detectors makes a decision about drift if at half of individual
detectors return decisions that drift appears.

ALHWD(Π,x) =
{

0
∑n

i=1[Di(x) = 2] < n
2

1
∑n

i=1[Di(x) = 2] � n
2

(5)
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2.4 AWD (All detectors return Warnings or detect Drift)

Combined detector makes a decision about drift if each individual detector
returns decisions that drift appears or warning level is achieved.

ALHWD(Π,x) =
{

0
∑n

i=1[Di(x) > 0] < n
1

∑n
i=1[Di(x) > 0] � n

(6)

2.5 AD (All detectors detect Drift)

Committee of detectors makes a decision about drift if each individual detector
returns decisions that drift appears.

ALHWD(Π,x) =
{

0
∑n

i=1[Di(x) = 2] < n
1

∑n
i=1[Di(x) = 2] � n

(7)

Let’s notice that proposed combined detectors are de facto classifier ensem-
bles [12], which use deterministic combination rules, which do not take into
consideration any additional information, e.g., about individual drift detector’s
qualities. In this work, we also do not focus on the very important problem how
choose the valuable pool of individual detectors. For classifier ensemble such
a process (called ensemble selection or ensemble pruning) uses diversity mea-
sure [8], but for the combined detectors the measures have been using thus far
is impossible, because of different nature of the decision task.

3 Experimental Research

3.1 Goals

The main objective of the experimental study was evaluating the proposed com-
bined concept drift detectors and their comparison with the well-known simple
methods. To ensure the appropriate diversity of the pool of detectors we decided
to produce an ensemble on the basis of five detectors employing different models
presented in the previous section. For each experiment we estimated detector
sensitivity, number of false alarms and computational complexity of the model,
i.e., commutative running time.

3.2 Set-Up

We used the individual detectors based on McDiarmid’s inequality analysis [3]
with the following parameters:

– HDDM A 0.001 (drift confidence 0.001, warning confidence 0.005)
– HDDM A 0.002 (drift confidence 0.002, warning confidence 0.006)
– HDDM A 0.003 (drift confidence 0.003, warning confidence 0.007)
– HDDM A 0.004 (drift confidence 0.004, warning confidence 0.008)
– HDDM A 0.005 (drift confidence 0.005, warning confidence 0.009).
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For each detectors lambda was equal 0.05 and one-side t-test was used. To build
the detector ensemble the five proposed in the previous section combination rules
were used. All experiments were carried out using MOA (Massive Online Analy-
sis)1 and our own software written in Java according to MOA’s requirements [1].

For each experiment 3 computer generated data streams were used. Each of
them consists of 10 000 examples:

– Data stream with sudden drift appearing after each 5.000 examples.
– Data stream with gradual drift, where 2 concept appear.
– Data stream without drift.

The stationary data stream (without drift) was chosen because we would like to
evaluate the sensitivity of the detector, i.e., number of false alarms.

3.3 Results

The results of experiment were presented in Tables 1, 2 and 32.

Table 1. Results of experiment for data stream with sudden drift

Detector No. of real
drifts

No. of corrected
detected drifts

Average
detection
delay

No. of false
detections

Time

HDDM A 0.001 20 20 11,65 0 1,69

HDDM A 0.002 20 20 10,35 0 1,8

HDDM A 0.003 20 20 9,8 0 1,62

HDDM A 0.004 20 20 8,95 0 1,68

HDDM A 0.005 20 20 8,6 0 1,66

ALO min 20 20 4,15 517 8,48

ALHWD 20 20 80,9 29 8,68

ALHD mv 20 19 127,5 19 5,51

AWD 20 0 – – 8,92

AD max 20 0 – – 5,8

3.4 Discussion

Firstly we have to emphasize that we realize that the scope of the experiments
was limited therefore drawing the general conclusions is very risky. The results
are not so promising, especially for sudden drift, where sensitive rules as ALO,
ALHWD and ALHD detected drifts correctly, but returned so many false alarms.
1 http://moa.cms.waikato.ac.nz/.
2 The detailed results of the experiments could be found https://drive.google.com/

drive/u/0/folders/0B8ja TIQel7KSzdLYkVGLVoySG8.

http://moa.cms.waikato.ac.nz/
https://drive.google.com/drive/u/0/folders/0B8ja_TIQel7KSzdLYkVGLVoySG8
https://drive.google.com/drive/u/0/folders/0B8ja_TIQel7KSzdLYkVGLVoySG8
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Table 2. Results of experiment for data stream with gradual drift

Detector No. of real
drifts

No. of corrected
detected drifts

Average
detection
delay

No. of false
detections

Time

HDDM A 0.001 1 1 242 1 1,77

HDDM A 0.002 1 1 241 1 1,68

HDDM A 0.003 1 1 141 2 1,7

HDDM A 0.004 1 1 134 2 1,67

HDDM A 0.005 1 1 134 2 1,63

ALO min 1 1 2 75 8,9

ALHWD 1 1 107 4 8,9

ALHD mv 1 1 180 3 5,8

AWD 1 0 – – 8,78

AD max 1 0 – – 5,73

Table 3. Results of experiment for data stream without drift

Detector No. of real
drifts

No. of corrected
detected drifts

Average
detection
delay

No. of false
detections

Time

HDDM A 0.001 0 0 – 0 1,7

HDDM A 0.002 0 0 – 0 1,64

HDDM A 0.003 0 0 – 1 1,64

HDDM A 0.004 0 0 – 1 1,61

HDDM A 0.005 0 0 – 1 1,66

ALO min 0 0 – 498 8,58

ALHWD 0 0 – 35 8,95

ALHD mv 0 0 – 39 5,47

AWD 0 0 – 0 8,5

AD max 0 0 – 0 5,34

For gradual drift only ALHWD and ALHD behaved quite well, but number of
false alarms was still higher than simple methods. On the basis of the experiment
we are not able to say expressly if the combined concept drift detectors are
promising direction. Nevertheless, we decided to continue the works on such
models, especially for a pool of heterogeneous detectors and method which are
able to prune the detector ensemble. We have also to notice the main drawback
of the proposed models, because they are more complex than simple ones, but
using the proposed method of parallel interconnection they are easy to parallelize
and could be run in a distributed computing environment.
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4 Final Remarks

In this work five deterministic combination rules for combined concept drift
detectors were discussed. They seem to be an interesting proposition to solve
the problem of concept drift detection, nevertheless the results of experiments
do not confirm their high quality, but as we mentioned above it is probably
caused by very naive choice of the individual models to the detector ensemble.

Let’s propose the future research directions:

– Developing methods how to choose individual detectors to an ensemble.
– Proposing cost effective method of drift detection, i.e., following the observa-

tion that usually we are not able to ensure the access to class label for each
incoming example an semi-supervised and unsupervised methods of combined
detector training seem to be very interesting.

– Proposing new trained combination rules to fully exploit the strengths of the
individual detectors.

– Developing the combined local drift detectors, e.g. based on the AdaSS algo-
rithm [7], because many changes have the local nature.

Acknowledgements. This work was supported by the statutory funds of the Depart-
ment of Systems and Computer Networks, Faculty of Electronics, Wroclaw University of
Science and Technology and by the Polish National Science Centre under the grant no.
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Abstract. In this paper, we have investigated an image classification
problem according to image quality after compression. A classification-
based image compression approach has been proposed, where images are
assigned to one of two classes before their compression by a JPEG algo-
rithm. This classification allows to set the proper value of Quality Factor
(QF) for each image, in such a way, to save storage space while maintain-
ing sufficiently high image quality. The image quality has been evaluated
by a Structural Similarity (SSIM) index metric and Peak Signal-to-Noise
Ratio (PSNR). As image classification results depend on the selected
features describing the images, the feature selection problem has to be
solved before classification. The experimental investigation has shown
that the proposed approach allows to save storage space compared to a
conventional JPEG algorithm. It is especially useful when saving huge
amount of images.

Keywords: Image quality · Image classification · JPEG algorithm ·
Quality prediction

1 Introduction

Nowadays digital cameras allow to get high quality images which take a lot of
storage spaces. Huge sets of high-resolution digital images are generated in medi-
cine, astronautics, social networks, etc. Commonly such images are compressed
by lossy compression algorithms that sufficiently reduce image size as well as the
storage space, however the image quality also decreases. The JPEG algorithm is
widely used for image compression and storage. Digital image processing tools
enable to vary many parameters of the JPEG algorithm when selecting the most
suitable values for a particular image. Quality Factor (QF) is one of the most
important parameter which controls the degree of compression, thereby a qual-
ity of the compressed image. It is an integer between 0 and 100 and is used to
scale the values in a quantization matrix. However, even in the case of the same
value of QF, depending on the image content, the images of different quality and
c© Springer International Publishing AG 2017
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sizes are obtained after compression. It is difficult to determine in advance how
the values of QF will influence a certain image. Commonly the value selection
is performed manually by iteratively compressing an image with different values
using image processing tools. Afterwards, the most appropriate resulting image
is chosen according to obtained quality and size. This procedure is time consum-
ing, especially when a huge set of images must be processed. Thus, it would be
useful to develop an automatic approach that assigns uncompressed images to
different classes according to their quality after compression.

In this research, we suggest to predict image quality before usage of a com-
pression algorithm via classification. The classification-based approach for image
compression is proposed and investigated, where the goal is to classify images
into two classes (high and low quality images after compression) in order to pre-
dict the proper value of Quality Factor (QF) for each image to be compressed
by the JPEG algorithm.

The remainder of this paper is organized as follows. Section 2 reviews
researches on improvement of the JPEG algorithm for more effective image
compression. The proposed classification-based image compression approach is
described in Sect. 3. The results of the experimental investigation are presented
in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 Related Works

The image quality assessment is an integral part of compression applications.
Recently a series of quality assessment metrics have been proposed in literature
[11]. One of the most widely-used is Peak Signal-to-Noise Ratio (PSNR) [4,12].
The basis of this metrics is Mean Square Error (MSE) [16] between the original
(reference) and distorted (compressed) images. However, high PSNR does not
guarantee a high image quality [4,16]. Another popular metrics is Structural
Similarity (SSIM) index [17] which assesses the visual impact of three image
characteristics: luminance, contrast and structure. This metrics is more complex,
but accurate, therefore it has become of great interest during the last decade.

As the JPEG algorithm has become the image compression standard [5,14],
many efforts have been done by scientists to improve its efficiency. Despite
of coming JPEG2000 [13], the JPEG algorithm remains popular, widely-used
and deeply-investigated. Classification methods have been applied successfully
for improvement of JPEG applications. It should be noted that commonly
researchers related to image classification methods are focused on object detec-
tion in images, i.e. pattern recognition, and only several investigations have been
carried out to detect an effect of the JPEG algorithm to image classification. This
effect on pattern recognition task was investigated in [7].

The paper [3] introduced an adaptive JPEG algorithm, which allows to com-
press images more efficiently taking into account their content. Smother images
are compressed stronger, and images with many edges – weaker. MSE, SSIM,
and Image Fidelity (IF) [15] as image quality assessment metrics were consid-
ered. The authors stated [3] that the metrics fail in the cases of images with high
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detail level, therefore with a view to detect image quality thresholds they used
Laplace edge detection filter. However, the JPEG algorithm must be processed
several times, and each time the compressed image has to be compared with the
original one.

In the paper [1], a classification problem was solved in order to determine a
relation between the extracted features of the human visual system (HVS) and
the mean opinion score (MOS) by a growing and pruning radial-basis function
(GAP-RBF) network. The authors aimed to create a metric that would closely
correlate with human perception without needing the reference image. The fol-
lowing features were extracted: edge amplitude and length, background activity
and luminance [6]. The edges were obtained using Prewitt edge operators [8]. The
smallest error of the MOS prediction has been obtained by GAP-RBF network
compared to other metrics investigated.

In the paper [2], a system that optimizes QF and scaling parameter of an
image processed by the JPEG algorithm. The authors aimed to predict the opti-
mal set of parameters for given maximum relative file size and viewing condition.
However, the predictor does not predict resulting file size nor quality, but it pre-
dicts the transcoding parameters that maximize quality under the constraint of
file size. Some improvements were introduced in [10] by the usage of k-means-
based prediction of the transcoded JPEG file size and the SSIM index.

3 Proposed Classification-Based Compression Approach

In this paper, we propose an approach for the prediction and automatic selection
of QF value when compressing images by the JPEG algorithm while maintaining
minimal required quality level. Images are classified into two classes according
to their quality after compression. Firstly, the proper metric for image quality
assessment must be identify. In [3], ten different objective image quality metrics
were compared, and the dependence of QF on the metrics values is evaluated.
It was obtained that the values of the some metrics correlate, and only most
distinctive ones should be used to get the generalized information on image
quality. The least correlated metrics are SSIM and PSNR, therefore we address
to both these metrics when evaluating the image quality.

Secondly, a minimal image quality level must be determined. Let’s assume
that images remain of high quality after JPEG compression, if SSIM > q1 and
PSNR > q2. Otherwise, images are considered as low quality. The various values
q1 and q2 can be chosen depending on image content and purpose of usage.
Thus, a classification problem is to classify images into two classes with high or
low quality after compressing images by the JPEG algorithm. The process of
the proposed classification-based image compression approach is shown in Fig. 1
and detailed below. It should be noted that the training process is performed
once, and the compression – on demand.

Let an image is described by d-dimensional vector S = (s1, s2, . . . , sd), and
Y1, Y2, . . . , Yl are class labels, where l is the number of classes. A general classi-
fication problem is solved by the following steps:
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Fig. 1. Process of the proposed classification-based image compression approach

1. Considering to the vector S, the features x1, x2, . . . , xn, describing the image,
are determined and the n-dimensional vector Xi = (xi1, xi2, . . . , xin) is
formed, n ≤ d. A set of the vectors X1,X2, . . . , Xm corresponds to a set
of the images, where m is the number of images. Each vector is assigned to
one of classes Yj , j ∈ {1, . . . , l}.

2. The classifier is created (trained) using the vectors X1,X2, . . . , Xm corre-
sponding to the images.

3. Considering to the classifier, an image of unknown class is assigned to one of
known classes Yj , j ∈ {1, . . . , l}.

Here we select features describing images taking into consideration sug-
gestions in the literature and results of our previous experimental investiga-
tions that have been carried out with a view to improve classification accu-
racy. The original image is represented by the vector Xi = (xi1, xi2, . . . , xi9) =
(Qi,MRi,MGi,MBi, SRi, SGi, SBi, ABi, ASi). Here Qi shows physical mem-
ory used to save a pixel, i.e. it is a ratio between an image width multiplied by
its height in pixels and a file size. The other features are obtained from images
processed by Prewitt edge detection filter with high level for each color compo-
nent in RGB (a high level results thick edges with low contrast and many colors
in dark areas) (see Fig. 2). MRi,MGi,MBi are the means and SRi, SGi, SBi

are the standard deviations of pixel values in each RGB component. ABi, ASi

are the number of large and small similar color areas in images processed by
global image thresholding [9] (see Fig. 3).

4 Experimental Investigation

A digital image database SUN2012 [18] is used in this experimental investi-
gation with a view to illustrate efficiency of the proposed classification-based
image compression approach. The database consists of 16873 different images.
405 images are selected randomly, where the dimensions are not smaller than
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1024 × 768 pixels. For assignment of the images to classes (see Fig. 1, Training
(1)), they are compressed by the JPEG algorithm with a low value of QF = 30,
and the quality of the compressed images are computed. The obtained SSIM
values range from 0.802 to 0.999, PSNR – from 25.7 to 57.3. Then the images
are assigned to one of two classes (l = 2) by the following way:

– A set of 200 images with the highest SSIM values and a set of 200 images with
the highest PSNR are selected. The images from the intersection of these two
sets are assigned to the 1st class (116 images). The quality of these images
does not change significantly after compression.

– The remaining images are assigned to the 2nd class (289 images). The quality
of these images changes after compression more than that of the 1st class.

Now we return to uncompressed images, and the features describing them
are extracted (see Sect. 3). As a majority of the features are extracted from
images processed by Prewitt edge detection filter, for illustration, subsets of the
1st and 2nd class images, processed by this filter, are depicted in Fig. 2. An
example of the large and small similar color areas is also presented in Fig. 3.
Matlab environment is used for compressing images by the JPEG algorithm, for
processing them in order to extract the features, for creating a classifier, and for
assigning uncompressed images to classes.

Various classification methods can be applied to classify images considering
to their quality after compression. Investigations have shown that in the case of
image classification, the proper features describing images influence classification
results more than the classification method used. Thus, for simplicity, here we
use the linear discriminant analysis (LDA) as a classification method. After 10-
fold cross-validation, the general classification accuracy 0.85 is obtained. This
evaluation is not informative, as the number of members of each class differs.
Therefore, it is purposeful to explore the confusion matrix:

Prediction outcome

1st class 2nd class

Actual value 1st class 66 50

2nd class 11 278

Though, the classifier predicts the 1st class poorly (the true class is predicted
for 66 images and the false class – for 50 images), however, the classification accu-
racy for the 2nd class is equal to 0.96. The classification results are satisfactory,
as we will apply the high value of QF exactly for the images of the 2nd class
(see Fig. 1, Compression (2)), thus, the image quality will not suffer. It should
be noted that, in the case of the false prediction of the 1st class, the images of
the 1st class will be assigned to the 2nd class, thus, they will be compressed with
the high value of QF and their quality will not suffer as well.
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Fig. 2. Subsets of 1st and 2nd class images processed by Prewitt edge detection filter

Fig. 3. Image with the large and small similar color areas

The proposed classification-based approach is compared with the conven-
tional JPEG algorithm in order to investigate storage space required for com-
pressed images. The necessary condition is determined that the image quality
after compression would satisfy such requirements: q1 = 0.91 and q2 = 33, thus,
SSIM > 0.91 and PSNR > 33. These values ensure high image quality. In the
conventional JPEG algorithm, high QF = 95 is set that the quality of all the
images after compression satisfies these requirements. In our proposed image
compression approach, different two values of QF are applied: high QF = 95
(the same as in the conventional JPEG algorithm) and low QF = 30. The low
QF is selected that only images of the 1st class satisfy the quality requirements.

In each cross-validation round, a subset of images has been fixed. The images
are assigned to either the 1st or 2nd class by the created classifier and compressed
with corresponding QF value. The file sizes of the subsets of compressed images
are presented in Table 1. In order to highlight a superiority of the proposed
approach, the same images are also compressed by the conventional JPEG algo-
rithm, and the results are also given in Table 1. The last row shows the total
size of all the 405 image files. We see that, when using the proposed approach,
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Table 1. Sizes of image files (MB) obtained after image compression

Round no Conventional JPEG Proposed approach

1 35.3 29.4

2 19.1 16.8

3 71.6 58.3

4 19.2 17.5

5 32.6 30.1

6 52.2 41.5

7 34.5 31.1

8 22.1 20.3

9 50.4 38.7

10 27.5 25.7

Total: 364.5 309.4

the required storage space is 15% less than applying the conventional JPEG
algorithm. Moreover, in the investigated set of images, there is no image that
does not satisfy the quality requirements, i.e. the quality of the all 405 images
exceeds the minimal SSIM and PSNR values.

5 Conclusions

In the paper, the classification-based image compression approach has been pro-
posed and investigated. The approach consists of two main parts: (1) classifier
training, and (2) image compression considering to classification results. The
classifier is trained once, meanwhile image compression can be performed on
demand. A superiority of the proposed approach is that the classification allows
to predict and automatically select the proper value of QF for each image before
compressing it by the JPEG algorithm. The approach enables to save storage
space while maintaining sufficiently high image quality. The experimental investi-
gation, where the proposed approach has been compared with the conventional
JPEG algorithm, has shown that the approach allows to save 15% of image
storage space, when classifying only into two classes. The proposed approach is
especially useful when compressing huge amount of images. With a view to save
more image storage spaces, the further researches should include an improve-
ment of the classification accuracy of each class as well as an investigation with
a larger number of classes.
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Abstract. This paper presents a novel modification of one of the vari-
eties of the non-local means (NLM) algorithm for speckle reduction in
images. This modification comes in the form of replacement of the struc-
ture tensor used in the NLM algorithm by the diffusion tensor. The
diffusion tensor originally was used in the nonlinear coherent diffusion
algorithm making possible intensification of the diffusion in the direction
parallel to edges and inhibition in the direction perpendicular to edges.
It is shown in this paper that using the diffusion tensor in calculating the
weights for the NLM leads to an improvement of the quality of despeck-
led images. The NLM algorithm has a tendency to smooth the image in
such a way that the despeckled image is covered by relatively flat areas
typical for mosaic images. This tendency is undesirable since flat areas
form visible contours that are not related to the object visualized. The
superiority of the new despeckling filter is confirmed by examples of fil-
tering the ultrasound (US) images as well as by image quality measures.

Keywords: Non-local means · Diffusion tensor · Image despeckling ·
Ultrasound images

1 Introduction

The NLM is one of the image despeckling methods and was originally presented
in [2]. Subsequently several important modifications of this method were devel-
oped. In particular, in [3] a Bayesian framework is used to derive a NLM algo-
rithm adapted to the US image noise model. In [6] the anisotropic NLM algo-
rithm is proposed for general images. In [9] the NLM filter is presented which
employs the structural similarity index instead of Euclidean distance in the cal-
culation of the weights used by the NLM filter. In [10] the brightness distribution
vectors used for calculating weights are projected on a lower dimension space
using PCA. In [13] Wu presents a modification of the classic NLM in which the
Euclidean distance between the brightness vectors used in the calculation of the
weights is replaced by the structure tensor taking into account specifically the
possibility of occurrence of edges in the image. The aim of the current paper is a
further improvement of the Wu’s method [13] by replacing the structure tensor by

c© Springer International Publishing AG 2017
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the diffusion tensor. Taking the mechanism of the diffusion tensor from another
despeckling method, that is a nonlinear coherent diffusion [8], and applying it
to the NLM one hopes to improve the effectiveness of despeckling because the
nonlinear relation between the structure tensor and the diffusion tensor has an
advantageous effect on the diffusion. The subsequent sections show that this in
fact is true and that replacement of the structure tensor by the diffusion tensor
improves the quality of the despeckled images.

2 Theoretical Considerations of NLM

2.1 Classical NLM (NLMC)

The classical NLM filter averages pixel intensities weighted by the similarity of
pixel gray levels in a certain neighborhood. Suppose we filter the noisy input
image I by means of NLM and obtain the output image O. The NLM method
is based on the following Eq. [2]

O(p) =
∑
q∈Ω

w(p, q)I(q) (1)

where O(p) is the calculated brightness at pixel p, and Ω is some area in the
image. The I(q) is the unfiltered brightness of a pixel q in the neighborhood of
the pixel p in the input image I, and the weight w(p, q) is calculated using the
Gaussian weighting function

w(p, q) =
1

Z(p)
exp

{
−||B(p) − B(q)||2

h2

}
(2)

In this equation h is a filtering parameter, and B(p) and B(q) denote the vectors
containing the brightness of neighboring pixels centered around p and q, respec-
tively, hence ||B(p)−B(q)|| is the Euclidean distance between the two brightness
vectors B(p) and B(q).

Z(p) in Eq. (2) is a normalizing constant calculated by means of the equation

Z(p) =
∑
q∈Ω

exp
{

−||B(p) − B(q)||2
h2

}
(3)

In summary, the value O(p) is calculated as a weighted mean of pixels in a
certain area Ω. The weights are chosen so that the greater weight is assigned
to pixels which have brightness distribution around them similar to that of the
pixel under consideration.

2.2 NLM with Structure Tensor (NLMST)

The use of the structure tensor in the NLM was introduced by [13]. In this
paper we assume the formulation of the structure tensor similar to [8]. First
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the directional gradients Ix(p), Iy(p) in the x and y directions are calculated
for the input image I(p). Subsequently the components of the structure tensor
J(p) are obtained as a convolution of I2x(p), Ix(p)Iy(p), I2y (p) with a chosen
square Gaussian mask of side s1 and standard deviation σ [8]. Subsequently, the
structure tensor is written as

J(p) =
[

J11(p) J12(p)
J21(p) J22(p)

]
≡

[
a b
b d

]
(4)

with J21(p) = J12(p). Then the distance between the tensors has to be used
rather than the distance between vectors. Following [13] we use the Riemannian
metric called Log-Euclidean metric. The advantages of using this metric for
tensor comparisons are considered both in [13] and several papers cited therein.
In accordance with these considerations we have the following metric ||J(p) −
J(q)|| for the definition of the distance between tensors for pixels p and q

||J(p) − J(q)|| =
√

trace{[log(J(p)) − log(J(q))]2} (5)

The weighting function is now

w(p, q) =
1

Z(p)
exp

{
−||B(p) − B(q)||2 + β||J(p) − J(q)||2

h2

}
(6)

The parameter β in the above equation represents the strength of the influence
of the structure tensor on the calculated weight. The normalizing constant Z(p)
is now defined as

Z(p) =
∑
q∈Ω

exp
{

−||B(p) − B(q)||2 + β||J(p) − J(q)||2
h2

}
(7)

It is worth noting that for β = 0 we obtain the classical NLM.

2.3 NLM with Diffusion Tensor (NLMDT)

The diffusion tensor is obtained from the structure tensor Eq. (4) in such a way
that we keep the structure tensor’s eigenvectors and modify its eigenvalues [8].
The eigenvalues of the structure tensor are

μ1,2 =
1
2
[a + d ±

√
a2 + 4b2 − 2ad + d2] (8)

where μ1 > μ2 and the eigenvectors are
[{a − d +

√
a2 + 4b2 − 2ad + d2}/2

b

]
=

[
wa

wb

]
(9)

[{a − d − √
a2 + 4b2 − 2ad + d2}/2

b

]
=

[
wd

wb

]
(10)
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After normalization the eigenvectors are rewritten as [va vb]T , [vc vd]T with
components va, . . . , vd used in place of wa, . . . , wd.

Then the eigenvalues λ1, λ2 of the diffusion tensor are defined by the equa-
tions

λ1 =

{
α(1 − (μ1−μ2)

2

s2 ) if (μ1 − μ2)2 ≤ s2

0 otherwise
λ2 = α

(11)

with parameters α and s controlling the diffusion tensor similarly to what goes
on in the case of nonlinear coherent diffusion. More specifically, the diffusion
tensor is defined as a product of three matrices

D(p) =
[

va vc

vb vd

] [
λ1 0
0 λ2

] [
va vb

vc vd

]
≡

[
ad bd

cd dd

]
(12)

According to Eq. (11) the eigenvalue λ1 is a nonlinear function of the dif-
ference of μ1 and μ2. If μ1 = μ2 then λ1 = λ2 = α. Otherwise λ1 decreases.
In nonlinear coherent diffusion the images are smoothed in such a way that the
diffusion is carried out along the edges and is extinguished in the directional per-
pendicular to the edges. In our case changes in diffusion intensity are replaced
by modifications in the calculation of the weights.

Having defined the diffusion tensor we can substitute the diffusion tensor
D(p) in place of the structure tensor J(p) in Eqs. (5)–(7) and perform all the
calculations in an analogous manner. It is worth noting that the NLM filtering
may be carried out iteratively [1].

3 Experimental Results

The parameters assumed in our experiments are as follows. The filtering para-
meter in Eqs. (2) and (6) is h = 10 and is based on [2,13]. The size of the window
for calculating the vectors B and J in Eqs. (2) and (6) is 5 × 5 pixels [2]. The
size of the area |Ω| is 11 × 11 pixels in accordance with the suggestion in [2].
The Gaussian mask used for filtering prior to the formulation of the structure
tensor is a square of side s1 = 9 and standard deviation σ = 15, similarly to [8].
The parameters used in Eq. (11) for the diffusion tensor calculations are s = 120
and α = 1 and were taken from [8]. The strength parameter in Eq. (6) is β = 20
unless otherwise stated below.

Two examples of unfiltered US images are shown in Fig. 1, and their despeck-
led counterparts, shown in Figs. 2 and 3, are evaluated using the image quality
measures specified in [4,7]. The meaning of measures’ acronyms is as follows:
MSE (mean square error), RMSE (root mean square error), ERR3 (norm of dis-
similarity between the original and despeckled images calculated as Minkowski
norm with the parameter equal to 3), ERR4 (Minkowski norm with the parame-
ter equal to 4), GAE (geometric average error), SNR (signal-to-noise ratio),
PSNR (peak signal-to-noise ratio), Q (universal image quality index), SSIN
(structural similarity index; denoted as SSIM in [9]).
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Fig. 1. Left: original image of a breast. Right: original image of a carotid artery, adapted
from [7]

Table 1. Image quality measures for breast images in Fig. 2 displayed in successive
rows after 1 and 4 iterations

Measure NLMC NLMST NLMDT Measure NLMC NLMST NLMDT

MSE
60.203 59.892 19.011

SNR
24.675 24.697 29.695

196.104 190.992 86.365 19.510 19.627 23.105

RMSE
7.759 7.739 4.360

PSNR
30.335 30.357 35.341

14.004 13.820 9.293 25.206 25.321 28.767

ERR3
9.173 9.150 6.346

Q
0.814 0.815 0.943

16.550 16.331 11.521 0.393 0.405 0.717

ERR4
10.462 10.437 8.063

SSIN
0.820 0.821 0.945

18.866 18.615 13.515 0.415 0.426 0.728

GAE (1–4) 0 0 0

All the calculations are coded in Matlab with the code for NLMC originating
from [5]. Despeckling the breast image from Fig. 1 is illustrated in Fig. 2 for
the three NLM filters under consideration and for 1 – 4 iterations. Similarly,
despeckling the carotid artery image from Fig. 1, is depicted in Fig. 3. Analyzing
the above images one comes to the conclusion that the NLMLST and NLMC
give very similar results. The filtered images, particularly for 3 and 4 iterations
are to a large extent despeckled, but at the same time exhibit flat areas with
very distinct contours. The NLMDT images are devoid of such areas and seem
more natural.

Most of the above quality measures have a fairly obvious interpretation. The
most sophisticated are the universal quality index Q [11] and structural similarity
index SSIN originally developed in [12]. Both Q and SSIN are functions of the
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Table 2. Image quality measures for carotid artery images in Fig. 3 displayed in suc-
cessive rows after 1 and 4 iterations

Measure NLMC NLMST NLMDT Measure NLMC NLMST NLMDT

MSE
58.082 57.810 18.260

SNR
22.806 22.826 27.856

158.530 155.356 87.417 18.406 18.497 21.025

RMSE
7.621 7.603 4.273

PSNR
30.490 30.511 35.516

12.591 12.464 9.350 26.130 26.218 28.715

ERR3
8.929 8.908 6.108

Q
0.693 0.694 0.915

14.962 14.806 11.348 0.285 0.293 0.511

ERR4
10.096 10.073 7.693

SSIN
0.713 0.714 0.919

17.160 16.979 13.140 0.325 0.333 0.544

GAE (1–4) 0 0 0

following parameters determined for the original image and despeckled image:
mean value, standard deviation, and the covariance between the original and
despeckled image. In fact, the SSIN is a generalization of Q. Both Q and SSIN are
contained in the range [−1, 1] and their higher values indicate better agreement
of the despeckled image with the original image.

The image quality measures for Figs. 2 and 3 are given in Tables 1 and 2
respectively. Comparing Q as well as SSIN in Table 1 for a given iteration num-
ber we conclude that their best values are obtained for the NLMDT. Similar
observations can be made with respect to the other quality measures in Table 1
as well as Table 2.

Figure 4 illustrates the dependence of the image quality measures Q and SSIN
on the strength parameter β for 1 and 4 iterations. It can be seen from this
figure that for 5 ≤ β ≤ 100 the image quality is almost independent of β. One
noteworthy point in the diagrams of Fig. 4 is that corresponding to β = 0, which
should be used as a reference for all the other points. It is evident from Fig. 4 that
the improvement for the NLMST in comparison with NLM is marginal whereas
the improvement for NLMDT is much more pronounced. Of course, Q and SSIN
go down when the number of iterations is increased. This is the result of the fact
that the original image is the noisy one and not the ideal unspeckled image which
does not exist. A set of 10 US images originally used in [7] and representing a
carotid artery, elbow, thyroid, abdomen, breast, ligament, muscle, and a vein
were also tested for the purposes of the current paper. The mean values of the
image quality measures obtained for these images are specified in Table 3. The
conclusions drawn from the inspection of this table are similar to the ones given
above.
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Fig. 2. Despeckling results of NLMC, NLMST, NLMDT for breast image of Fig. 1
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Fig. 3. Despeckling results of NLMC, NLMST, NLMDT for carotid image of Fig. 1
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Fig. 4. The universal quality index Q and structural similarity index SSIN for the
breast image of Fig. 1 calculated as a function of the strength parameter β for 1 and 4
iterations of NLMST and NLMDT

Table 3. Mean values of image quality measures for a set of 10 images, displayed in
successive rows after 1 and 4 iterations

Measure NLMC NLMST NLMDT Measure NLMC NLMST NLMDT

MSE
58.475 58.163 18.912

SNR
23.300 23.324 28.227

179.489 175.118 84.937 18.401 18.511 21.676

RMSE
7.646 7.626 4.349

PSNR
30.462 30.485 35.364

13.380 13.217 9.215 25.612 25.718 28.841

ERR3
8.998 8.975 6.278

Q
0.762 0.763 0.927

15.845 15.649 11.331 0.354 0.364 0.638

ERR4
10.218 10.193 7.948

SSIN
0.775 0.776 0.930

18.102 17.877 13.228 0.383 0.393 0.659

GAE (1–4) 0 0 0
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4 Conclusions

Replacing the structure tensor by the diffusion tensor in calculating the weights
used in the NLM leads to the improvement of the despeckled images. The supe-
riority of the proposed NLMDT method over the NLMST is confirmed by both
visual inspection of images as well as calculation of several image quality mea-
sures. One possible variety of the described research would be inclusion of the
structure tensor and the diffusion tensor each with its own strength parameter.
The presented NLMDT method of despeckling is quite general and can be used
for any kind of images, not necessarily US medical images. For example, Wu [13]
tested the NLMST on natural images artificially contaminated with noise.

Acknowledgments. The authors would like to express their gratitude to Prof.
Andrzej Nowicki, Institute of Fundamental Technological Research, Warsaw for pro-
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Abstract. Using of 3D images for the identification was in a field of the
interest of many researchers which developed a few methods offering good
results. However, there are few techniques exploiting the 3D asymmetry
amongst these methods. We propose fast algorithm for rough extraction
face asymmetry that is used to 3D face recognition with hidden Markov
models. This paper presents conception of fast method for determine 3D
face asymmetry. The research results indicate that face recognition with
3D face asymmetry may be used in biometrics systems.

Keywords: Face asymmetry · Hidden Markov models · Face recogni-
tion · Identity verification

1 Introduction

Biometrics systems use individual and unique biological features of person for
user identification. The most popular features are: fingerprint, iris, voice, palm
print, face image et al. Most of them are not accepted by users, because they
feel under surveillance or as criminals. Others, in turn, are characterized by
problems with the acquisition of biometric pattern and require closeness to the
reader. Among the biometric methods popular technique is to identify people on
the basis of the face image, the advantage is the ease of obtaining a biometric
pattern. Low prices of cameras have caused their commonness and they are
everywhere. Moreover, the quality of the images captured from modern cameras
are so good that they may be used to retrieve biometric patterns, and then for
identification. The advantage of the identification with the face image is the ease
acquiring pattern and a high acceptance level of this method by users. There are
many works on 2D face recognition [20], and made great progress in this field.
Among these works there are also techniques that use the asymmetry of the face,
and the efficiency of this technique is confirmed in articles [9,10,13,19].

With the development of 3D technology appeared methods of 3D face recog-
nition. In last years, some of the new face recognition strategies tend to overcome
face recognition problem from a 3D perspective. The 3D data points proper to
the surface of the face give us other kind of information for recognition, and
solve the problem of pose and lighting variations in case of 2D data. However,

c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 6
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3D images have their own problems, e.g. normalization, devices for acquiring
faces, time and cost of faces getting [12]. In the literature, we may find a lot of
useful reviews of 3D face recognition problem such as [1].

Many works are dedicated to the 3D face recognition problem. There is the
method presented by Riccio et al. [16] among them, that uses predefined key-
points. These points are used to indicate the several geometric invariants on the
basis of which is made identification. Other method, Rama et al. present in arti-
cle [15]. They propose Partial Principle Component Analysis (P 2CA) for feature
extraction and dimensionality reduction by projection 3D data into cylindrical
coordinate. In [2], researchers use the iterative closest point (ICP) to adjust the
3D surface points of a face and then realize the recognition based on the mini-
mum distance between the two faces. These methods have high recognition rate,
but their main problem is speed and computational complexity.

Using of 3D images for the identification was in a field of the interest of many
researchers which developed a few methods offering good results [4]. However,
there are few techniques exploiting the 3D asymmetry amongst these methods.
The reason for this is, among others, the problem of obtaining 3D images. The
cost 3D camera is still higher than traditional camera and therefore their popu-
larity and prevalence is lower. The second major problem in the processing of 3D
images is their quality. Imperfection devices for image acquisition cause errors
in the measurements and data discontinuity, that is a significant problem in the
further processing of the data. At the present moment, however, we need to use
the data in the quality of such is, and try to eliminate the disadvantages of these
data and develop more effective methods of asymmetry measurement and face
recognition based on asymmetry.

Few papers in the literature are dedicated to the 3D asymmetry face recogni-
tion task so far. Huang et al. [7] propose method based on Local Binary Pattern
(LBP). Their approach splits the face recognition task into two steps: (1) a
matching step respectively processed in 2D/2D; (2) 3D/2D a fusion step com-
bining two matching scores. Canonical Correlation Analysis (CCA) is applied
in method propose by Yang et al. [18]. They apply CCA to learn the mapping
between the 2D face image and 3D face data, and only 3d data is used for
enrolment and recognition.

This article presents face recognition method based on 3D face asymmetry.
We propose fast algorithm for rough extraction face asymmetry that is used to
3D face recognition with hidden Markov models (HMM) [3].

2 Proposed Method

2.1 Preprocessing

The pre-processing procedure of the system consists of the following steps:

– selection of face area.
– scaling image;
– rotation;
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Fig. 1. Result of pre-processing procedure - scaling

Fig. 2. Please write your figure caption here

α = atan(y2 − y1, x2 − x1) (1)

The main area of the face selected and rejected areas that contain little useful
information on the outskirts of face. The selection of face area made based on
keypoints [6], and the coordinates of these points are obtained from database.
Based on inner corners of the eyes, the face image is scaled so that the distance
between them was equal to 120 pixels (Fig. 1). Next, the angle of rotation is
calculated from the mentioned coordinates (Eq. 1), and face image is rotated by
an angle α (Fig. 2). This operation is aimed at establishing the identical position
for all faces.

2.2 Measurement of the Asymmetry

There are many methods to found vertical line of face asymmetry. Ostwald et al.
[14] propose a definition of the line asymmetry so that the differences between
the face and its mirror reflection are as low as possible. Other method is proposed
by Kurach et al. [11]. They propose to appoint line asymmetry in such a way
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Fig. 3. Line of asymmetry

that the differences between the left and right part of the face are as small as
possible. We propose simple and fast method of designate the line of asymmetry.
The coordinates of keypoints points obtained from database exploit to find the
centre of line connecting the inner corners of the eyes. Thus obtained value is
used to determine the x-coordinate defining the lines of facial asymmetry (Fig. 3).

In this way we are dividing the face into the right and left part. Through the
mirror vertically they are rising from these parts right face (RF) and left face
(LF). From z-coordinate of these two elements and the normal face (NF) the
measurement of the asymmetry is being made. In this way, the three metrics are
formed that are differences between the RF, LF and NF (Eqs. 2–4) (Fig. 4).

LN = |LF − NF | (2)
RN = |RF − NF | (3)
LR = |LF − RF | (4)

2.3 Recognition System

We have two basic tasks in face recognition application: learning and testing. In
case of HMM [17], first task is made with Baum-Welch algorithm, that is based
on the forward-backward algorithm. Second task may be made in some ways,
but we chose forward algorithm.
Forward Algorithm [8]:

Define forward variable αt(i) as:

αt(i) = P (o1, o2, , ot, qt = i|λ) (5)

αt(i) is the probability of observing the partial sequence (o1, o2, , ot) such
that the the state qt is i

αt+1(i) =
[ N∑
i=1

αt(i)aij

]
bj(ot+1) (6)
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Fig. 4. Results of the measurement of the face asymmetry

Backward Algorithm [8]:
Define backward variable βt(i) as:

βt(i) = P (ot+1, ot+2, , oT , qt = i|λ) (7)

βt(i) is the probability of observing the partial sequence (o1, o2, , ot) such
that the the state qt is i

βt(i) =
N∑
i=1

aijbj(ot+1βt+1(j), (8)

1 ≤ i ≤ N, t = T − 1, ..., 1.
Baum-Welch Algorithm [8]:
Define ξ(i, j) as the probability of being in state i at time t and in state j at

time t + 1

ξ(i, j) =
αt(i)aijbj(ot+1)βt+1(j)

P (O|λ)
=

αt(i)aijbj(ot+1)βt+1(j)∑N
i=1

∑N
j=1 αt(i)aijbj(ot+1)βt+1(j)

(9)
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Define γ(i) as the probability of being in state i at time t, given observation
sequence.

γt(i) =
N∑
j=1

ξt(i, j) (10)

Update rules:

– π̄i = expected frequency in state i at time (t = 1) = γ1(i)
– āij = (expected number of transition from state i to state j)/(expected number

of transitions from state i:

āij =
∑

t ξt(i, j)∑
t γt(i)

(11)

– b̄j(k) = (expected number of times in state j and oserving symbol
k)/(expected number of times in state j:

b̄j(k) =

∑
t,ot=k γt(j)∑

t γt(j)
(12)

3 Experiments

In experiments we used the image database UMB-DB. The University of Milano
Bicocca 3D face database is a collection of multimodal (3D + 2D colour images)
facial acquisitions. The database is available to universities and research centres
interested in face detection or face recognition. They recorded 1473 images of 143

Table 1. Results of experiments

Type of asymetry No. of test set Recognition rate

LN 1 58%

LN 2 62%

LN 3 60%

Average 60%

RN 1 58%

RN 2 60%

RN 3 62%

Average 60%

LR 1 68%

LR 2 70%

LR 3 72%

Average 70%
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Table 2. Comparison to other methods

Method Recognition rate

LBP 82%

CCA 68%

Our 70%

subjects (98 male, 45 female). The images show the faces in variable condition,
lighting, rotation and size [5]. We chose three datasets, each consist of 50 persons
in order to verify the method, and for each individual chose two images for
learning and two for testing. The HMM implemented with parameters N = 10,
O = 20. Table 1 presents the results of experiments.

4 Conclusion

This paper presented conception of fast and rough method for determines 3D face
asymmetry. Presented method allows for faster 3D face processing and recogni-
tion because they do not use complex calculation for features extraction. The
obtained results are satisfactory in comparison to other method and proposed
method may be the alternative solution to the others (Table 2). Experiments
confirmed the validity of the concept of 3D face asymmetry, and it is a faster
method in comparison to another. The research results indicate that face recog-
nition with 3D face asymmetry may be used in biometrics systems.
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Abstract. Classical methods of segmentation that use binarization in
the preprocessing stage often do not provide the precise delineation of
the range of objects. For example, this might be useful for images of the
corneal endothelium obtained with specular or confocal microscopy. This
article presents a solution that makes it possible to adjust the course of
the segmentation in the valleys between cells. The algorithm is a com-
bination of iterative thinning and a watershed algorithm that works by
the gradual removal of points with increasingly lower brightness levels.
The article also contains examples of output images and quality tests.

Keywords: Segmentation · Iterative thinning · Corneal endothelium

1 Introduction

The segmentation of corneal endothelium images is a difficult issue due to the
nature of the images obtained with confocal or specular microscopy. These
images have a relatively high proportion of thermal noise, low contrast, and
non-uniform luminance, all of which are qualities that prevent the use of algo-
rithms such as the watershed algorithm. Instead, there are different methods to
obtain binary images.

The authors in [12] propose the use of non-subsampled wavelet pyramid
decomposition of lowpass regions. The pre-processing includes removal of non-
uniform illumination and noise. Post processing includes dilatation, erosion,
opening and closing operations, and finally thinning. Other method to deal with
blown-out illumination areas is presented in [16]. Mahzoun et al. [13] propose
using six convolution masks of size 9 × 9 that perform directional filtering (ver-
tical, horizontal, left and right) and custom filtering (two ‘tricorn’ masks and
binarization of the sum of outputs). In [9], a similar effective method is pre-
sented which assumes the use of four directional masks. These two approaches
need thinning as the last step of segmentation. Sanches [21] uses scale-space
filtering, especially Gaussian, to make use of the separability property of the
Gaussian kernel, and unsharp masking. Adaptive thresholding and binarization
are also used. Subsequently, skeletonization (thinning) is performed.
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 7
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A custom method is presented in [15]. The authors propose a scissoring oper-
ator that separates cells in the binary image. The most advanced approaches
use the active contour technique to obtain the shape of each cell in the image
[1,10], or artificial neuron networks with numerical filters designed for the border
extraction problem [7].

2 The Problem of Imprecise Segmentation

Most of the presented approaches (even clinical programs) do not necessarily
perform precise segmentation. The true shape of some cells is not precisely drawn
(Fig. 1). This problem has been described in the literature [2,11,14,18].

Fig. 1. A sample of imprecise segmentation

2.1 Thinning

In all these approaches, a binary image is thinned. Iterative thinning is usually
the gradual removal of points from all sides of objects [20]. When images of the
corneal endothelium are binarized, a side effect of this approach is that the divid-
ing line between the cells does not necessarily fall on the pits or valleys. Some
dividing lines are located on the slopes of particular cells. Therefore, this does
not make for a representative and repetitive segmentation as some of cell grid
parameters are sensitive and can depend on the segmentation method. To ensure
the objectivity and reproducibility of clinical parameters, the segmentation lines
should obtained, as they ran at the bottom of valleys.

The lack of precision may occur during the thinning of the binary images
that are the result of most of the presented algorithms. In the classic approach
to thinning, iterative symmetrical cuts are made to binary images by deleting
points evenly on each side of the object to obtain a contour that is one pixel
thick. This approach may cause the resulting contour not to cover the bottom
of the valley (Fig. 2).

Thinning is usually carried out using a Hit-or-Miss algorithm with a set of
carefully selected masks (Golay Alph.). In the present work, the set of masks
described in Table 1 are used; each of them appears in orientations of 0 ◦, 90 ◦

180 ◦ and 270 ◦.
To solve the problem of imprecise thinning (imprecise segmentation) some

approaches have been developed.
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(a) Classic

4     =    4

(b) Required

Fig. 2. Differences between classic and required thinning

Table 1. A set of masks for thinning

⎡
⎢⎣
X 1 1

0 1 1

0 0 X

⎤
⎥⎦

⎡
⎢⎣
X 1 X

X 1 X

0 0 0

⎤
⎥⎦

⎡
⎢⎣
X X 0

0 1 0

0 0 0

⎤
⎥⎦

⎡
⎢⎣

0 X X

0 1 0

0 0 0

⎤
⎥⎦

2.2 Adjusting the Valley Segmentation Courses

Very interesting solution to the problem of search segmentation best suited to
valleys was presented by B. Selig et al. [22]. The method comprises two parts. In
the first stage, the seeded watershed is applied many times with seeds placed ran-
domly (stochastic watershed). The next step blurs the output with a Gaussian
filter, which removes local minima, and finally a classic watershed is used. To
evaluate the output, the mean gray values of source pixels under the segmenta-
tion line (MGV) are calculated.

A second approach is presented in [18], the first part of which determines the
number of neighbors of less than or equal brightness to each image point in the
input image. The second phase performs iterative thinning on the basis of the
constructed neighborhood map (NMIT) [17]. Each of the 9 thinning iterations
removes only points that correspond to values in the maps.

3 Flood-Based Iterative Thinning Algorithm (FIT)

In order to solve the problem, a new algorithm is proposed which is a combina-
tion of a thinning algorithm and a watershed algorithm. This approach involves
iterative thinning of binary images with reference to the source input image.
Thinning iterations run in the same way as flooding in the watershed algorithm;
in the case of dark valleys and bright objects in the source image, the itera-
tions are carried out from the highest brightness (255 for 8 bit grayscale images)
to the lowest brightness (0). In each iteration, only points of the binary image
where the brightness in the source image is greater than or equal to the num-
ber of the iteration are processed. As a result, the highest points above and
the lowest points below are removed, unless, of course, they match the thinning
mask pattern. This method reduces the symmetrical thinning phenomenon; in
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its place, there is a solution most suited to the valleys in the image. A similar
approach of thinning for grayscale images is presented in [3,4]. The algorithm
can be presented in the form of pseudo-code:

FOR level = 255 TO 0
ThinPoints(segmentation) WHERE SourceImage[x,y] >= level

3.1 Improvement of Thinning

The resulting segmentation of the binary image might be not necessarily the
best fit because the binary image could cover a slope, instead of the lowest parts
of the valley. In this case, the proposed solution is a cyclical correction, based
on dilation and iterative thinning. No more improvements are made when there
are no more changes, or a looped cycle is detected.

3.2 Testing of Flood-Based Iterative Thinning

Tests were carried out to assess a sample of segmentation quality. As a source
data, the Endothelial Cell Alizarine Data Set was chosen [19]. It contains 30
corneal endothelium images and the corresponding manual segmentations.

Figure 3(a) contains a fragment of the original image and manual seed
(Fig. 3(b)) from the data set (No 4). The next figure (Fig. 3(c)) shows segmen-
tation seed after dilatation. The drawings (Fig. 4) show a selection of iterative
thinning stages for levels 140, 120, 100, 90, 80 and 60. It can be seen that this
iterative thinning first removes points that cover the higher parts, and then
deletes the lowest points.

A qualitative assessment of the proposed method is needed. For this purpose,
a comparison of the original thinned segmentation and NMIT and FIT meth-
ods was prepared. Segmentation was corrected by performing iterative cycles of
dilatation and modified thinning (Fig. 5). A description of the subsequent stage,
including the differences between images and the mean gray value of segmenta-
tion (MGV), are presented in Table 2, which shows the results for the thinned
original segmentation, improved by NMIT and FIT algorithms.

(a) original (b) segmentation seed (c) dilatated seed

Fig. 3. Input pictures
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(a) level = 140 (b) level = 120 (c) level = 100

(d) level = 90 (e) level = 80 (f) level = 60

Fig. 4. Thinning iterations for selected levels

Fig. 5. Differences between segmentations obtained in subsequent dilatation and FIT
thinning cycles; black - initial segmentation, blue (dark gray) - first cycle, red (light
gray) - second cycle (final) (Color figure online)
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Table 2. The performance of iterative thinnings

Cycle NMIT FIT

differences [px] MGV differences [px] MGV

Initial thinning 112.7477 112.7477

1 9587 109.4422 10152 109.2717

2 807 109.3556 467 109.2190

3 94 109.3536 0 109.2190

4 24 109.3413

5 8 109.3363

6 0 109.3363

4 Conclusions

The presented algorithm matched the lines of segmentation to the source image
fairly well. In addition, not only the optical effect Fig. 6 can be recognized as
the obtained mean gray value of segmentation was better for the FIT algorithm
than the NMIT algorithm and classical thinning. Moreover, the number of cycles
of dilatation and thinning was smaller. It can be concluded that the proposed
algorithm performs solves the problem quite well. Further studies will focus on
the quality of thinning compared to other methods (eg. FRSW) and the effects
of the method for changing shape factors, eg. CV [5], H [6] and CV SL [8].

(a) Classic thinning (b) NMIT improvement (c) FIT improvement

Fig. 6. Input pictures with overlayed segmentation
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Abstract. In this paper the problem of semiautomatic tree-ring detec-
tion in scanned images of European larch wood sample is considered.
In particular, the attention is paid to find image enhancement approach
which increases the number of tree rings detected in the wood image by
the CooRecorder software. The results provided by different preprocess-
ing methods (including thresholding, contrast enhancement and various
spatial filters) are assessed by means of the number of the detected tree
rings. Discussion and interpretation of the results are also provided.

Keywords: Edge detection · Segmentation · Image processing ·
Preprocessing · Tree-ring analysis · European larch

1 Introduction

Dendrochronology is a science that analyses information contained in so called
tree rings, i.e. annual wood increment. This information can next be used in
many other fields of science (e.g. archeology, geology, climatology, ecology, geo-
morphology or glaciology). The main feature of tree rings that is used in the
above mentioned analysis is their width. The classical tree-ring width mea-
surement bases on prepared pieces or cores of wood. Tree rings are measured
one by one by the operator using special equipment: a microscope, a sliding
table and a data recorder. The alternative way of measurement is based on
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 8
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scans or photographs of wood samples. In such a case, tree rings are mea-
sured in digital images using dedicated programs (e.g. CDendro&CooRecorder,
WinDENDROTM, LignoVisionTM). Nevertheless, using the microscope still
seems to be the most accurate way of measurement. However, it is time con-
suming and requires expensive equipment.

One of the advantages of using wood scans is the automation of measure-
ments, that can reduce the measurement time radically. The possibility and
accuracy of the image based measurements depend on the quality of the scans
and appropriate sample preparation method. It is also influenced by the anatom-
ical features of the wood. Since different species have differently complicated
wood structure, it can influence the visibility of the tree-ring boundaries. As a
result, automatic detection of tree-ring boundaries on scans can be very diffi-
cult even if these are easily distinguishable for an expert. That is why recently
image processing based methods have been undergoing constant improvement
(e.g. [5,6,10]). Also a study presented in this paper is a step forward in this
direction. In particular, this study focuses on finding the most proper image
preprocessing methods for semiautomatic tree-ring measurements of European
larch (Larix decidua Mill). In this case, the preprocessing is aimed at high-
lighting image information at tree rings and thus enable (or improve) semiauto-
matic dendrochronogical measurements performed in the dedicated CooRecorder
software.

European larch represents relatively not complicated anatomical structure of
coniferous wood type, in which each tree ring contains of two layers: the lighter
one early wood and the darker one (late wood). Even in the case of such a
structure, the semiautomatic measurements done on raw scans can be unreliable.
The problems occur especially if the tree rings are very narrow, the darker part
of the ring (late wood) is rather pale or the set line of measurement cross the
transition zone between sapwood and heartwood (see Fig. 1(a)). Therefore, in
this paper different approaches to image preprocessing are tested in order to
find the one which increases the number of the rings detected semiautomatically
by CooRecorder.

2 Attempts to Enhancement of Wood Core Images

2.1 Thresholding

The first group of methods applied for tree rings enhancement was thresholding.
Both the global and the local threshold selection were tested. The global thresh-
old was selected manually in order to obtain the best result. Local thresholding
was performed in the window of radius R = 25 pixels with regard to mean
and isodata threshold [2] determined for each window. The thresholding was
performed separately for each channel in the HSV color space. Then, the best
result was selected. The results of thresholding performed as described above
are presented in Fig. 2. The tree rings detected in the corresponding images are
indicated by numbered cross markers.
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Fig. 1. The results of tree-ring detection

2.2 Contrast Enhancement Methods

The second attempt to highlighting tree rings was contrast manipulation. Firstly,
contrast stretching (see Fig. 1(d)) and contrast equalization (see Fig. 3(a)) were
applied to the global histogram of the image. This however did not provide
rewarding results. Therefore, in the next step Contrast Limited Adaptive His-
togram Equalisation (CLAHE) was applied [8,12]. The method transforms pixel
intensity with respect to its neighbourhood. In order to avoid overamplifica-
tion of noise the local contrast is limited by the slope of the transformation
function. The size of the neighbourhood and the slope of the transformation
function are two parameters of the CLAHE approach. The results of Contrast
Limited Adaptive Histogram Equalisation applied to a sample image of larch
with an increasing slope are shown in Fig. 3(b), (c), (d). These were obtained
for neighbourhood size equal to 127 pixels. Again, the tree rings detected in the
corresponding images are indicated by numbered cross markers.

2.3 Textural Features

The analysis of textural features was another approach considered in the pre-
processing step. In particular, Haralick features [1,4] were determined for input
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Fig. 2. The results of tree-ring detection in a larch strip image thresholded with dif-
ferent methods

image. Filtration was preformed in each channel of the HSV color space sepa-
rately and then combined into a colour image. The window of size 5 × 5 pixels
was used. The results of filtration performed with respect to different features
are shown in Fig. 4. Only the features which provided reasonable results were
selected for presentation.

2.4 Using Convolution Filters

Another considered approach to detect the tree-ring boundaries was the use of
different directional convolution filters [9,11]. The most interesting result was
obtained for the filter described by mask 1. The resulting image is shown in
Fig. 5(a). ⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

3 3 3 3 3 3 3
2 2 2 2 2 2 2
1 1 1 1 1 1 1
0 0 0 0 0 0 0
-1 -1 -1 -1 -1 -1 -1
-2 -2 -2 -2 -2 -2 -2
-3 -3 -3 -3 -3 -3 -3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)
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Fig. 3. The results of tree-ring detection in contrast enhanced larch strip image

Another approach worth mentioning is a filter that determines the statistical
dominance of pixels SDA [7]. In this case lighter pixels (early wood) dominate
over the darker ones (late wood). This filter is designed primarily for the neigh-
borhood with a round shape but for the purposes of wood cores processing is
reduced to a directional filter. It allows to concentrate on increments, reduc-
ing the influence of other disturbances. The algorithm can be defined by the
formula 2 (directional version):

p′(x, y) =
j=N∑
j=−N

{p′(x, y) := p′(x, y) + 1, p(x, y + j) ≥ p(x, y) + t,
j2 ≤ R2

p′(x, y) := p′(x, y), otherwise
(2)

where:

– p(x, y) - the value of pixel (x, y) in input image,
– p′(x, y) - the value of pixel (x, y) in output image,
– R - radius of a neighborhood,
– N - size of neighborhood mask, N = �R�
– t - threshold - the optional difference to be checked.

The algorithm may be preceded by a preprocessing which aims at background
compensation, like solution presented in [3]. It increases intensity of each pixel
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Fig. 4. The results of tree-rings detection in images representing selected Haralick
textural features of a sample image of a larch strip



A Comparative Study of Image Enhancement Methods in Tree-Ring Analysis 75

Fig. 5. The results of tree-rings detection in images a larch core processed with selected
convolution filters

by a difference between the average image intensity and the average of intensity
within a round, r-pixels sized neighborhood of this pixel. This is described by
formula 3.

Poutij = Pinij + (S − Srij) (3)

where:

– Pin - input image,
– Pout - output image,
– S - arithmetic mean of intensity of all image pixels,
– Srij - arithmetic mean intensity for all pixels in the distance equal or less than

r from pixel i, j.

3 The Assessment of the Results

The Table 1 summarises the performance of image preprocessing techniques con-
sidered in this paper. In particular, for each method (which name is indicated in
the column caption) the number of the detected tree rings is given and compared
both: with the results of manual detection performed by a dendrochronologist
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(see Fig. 1(b)) and the semiautomatic detection obtained in CooRecorder soft-
ware (see Fig. 1(c)). Additionally, for each case the number of correctly detected
rings, incorrect rings and missing rings is given.

Table 1. The assessment of tree-ring detection results obtained for different preprocess-
ing methods
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Detected 37 17 17 23 29 31 31 17 21 24 25 4 16 33 30 13 28 14 30 32 37

Correct 37 16 16 23 29 30 31 16 21 23 24 3 15 27 25 11 19 13 30 32 34

Poor accuracy 0 0 2 3 2 1 0 0 0 0 0 3 0 1 1 0 8 0 1 0 0

Incorrect 0 1 1 0 0 1 0 1 0 1 1 1 1 7 5 2 9 1 0 0 3

Missing 0 21 21 14 8 7 6 21 16 14 13 34 22 10 12 26 18 24 7 5 3

The results presented in Table 1 and Fig. 1 show that the number of automat-
ically detected tree-ring boundaries in original (unprocessed) image is low (16
out of 37). Application of global normalization and contrast equalization does
not improve automatic detection success rate.

Among thresholding methods the best results were obtained for the local
thresholding of V channel performed with regard to average intensity value (see
Fig. 2). In this case, the number of correctly detected boundaries increased to 31.
Among other thresholding methods poor accuracy and incorrectness in detection
were observed, hence in the case of threshold-based methods, the precision of
the automatic measurements requires further study.

In the case of contrast enhancement approaches (see Fig. 3) the number of
correctly detected boundaries was lower, but there was no problem with pre-
cision and accuracy. It seems that in unprocessed, normalized, equalized and
contrast enhanced images the sapwood/heart wood transition zone causes prob-
lems during automatic detection due to the large area color change.

Unsatisfying results were obtained also for Haralick textural features. For
average the tree-ring boundaries were blurred (see Fig. 4(a)), similarly to direc-
tional mask (see Fig. 1). In the case of other considered features, CooRecorder
detected many nonexistent (incorrect) tree-ring boundaries, especially for energy,
entropy and skewness. There was also the problem with poor accuracy of detec-
tion (especially for skewness).

Among presented methods of preprocessing the best results were obtained for
one of the convolution filters methods, namely SDA (R = 30h, t = 0; Fig. 5(b)),
but even in this case the full success rate was not achieved (32 out of 37 tree-ring
boundaries were detected correctly, with no incorrect rings).
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4 Conclusions

The study presented in this paper clearly shows, that preporocessing of wood
core images increases the number of the tree rings detected by CooRecorder
software. In the case of the best result obtained in this study only 5 tree rings
out of 37 (c.a. 13%) were missed and there were no incorrect tree rings at the
same time. This is a significant improvement when compared to the measurement
performed on the original image of wood strip where the tree-ring detection rate
was only about 43%. However, on the other hand it can be seen that none of
the considered image preprocessing methods works perfectly. Even in the best
case the results still can be improved, since some tree rings are missing or falsely
added. Therefore there still is a need to develop dedicated image preprocessing
methods which will emphasize existing tree rings and avoid detection of non-
existing ones. Development of such a method will be the main goal of our future
works and the first step to the development of software for fast processing of
wood sample images dedicated for dendrochronological measurements.
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Abstract. The right choice of key frames is crucial for generation the
valuable actions description for classification purposes. The machine
learning approaches such as clustering of motion capture (MoCap)
dataset can be used to calculate those key frames. K-means clustering
already proved to be an efficient and effective method for key frames
detection however to our knowledge no other clustering method has been
used to this task. In this paper the several clustering methods namely
model - based clustering with Gaussian Mixture model (Expectation
- maximization algorithm), fuzzy clustering, K-medians clustering and
hierarchical clustering are compared with K-means clustering in task of
key frames detection. The comparison was done on dataset consisted of
MoCap multimedia-quality recording of karate techniques that consisted
of 12 different actions types (totally 480 actions samples). Results showed
that the difference between clustering results increases while dataset is
partitioned into more clusters. The second experiment was an evaluation
what is an averaged percentage of recordings in training set and test set
that contains all key frames detected by K-means algorithm. The pro-
posed approach seems to have good generalization on the multimedia
dataset when clusters number was set to two or three. The description
of those two experiments is main novelty of this paper.

Keywords: Clustering · Key frames · Motion capture · Action recog-
nition · Oyama Karate

1 Introduction

There are two most popular approaches to human action classification: the first
is based on body joints trajectory analysis (for example Dynamic Time Warping)
and the second on key frames detection. The detailed state of the art report on
action recognition can be found in papers [7–9]. Key frames of a movement are
important (from statistical point of view) part of an action that characterize
all recordings of considered type. Also an action can be correctly classified to a
given class if all key frames are present in its recording.

The right choice of key frames is crucial to generate the valuable actions
description for classification purposes [3]. The machine learning approaches such
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 9
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as clustering of motion capture (MoCap) dataset can be used to calculate the
key frames. K-means clustering already proved to be an efficient and effective
method for key frames detection [8] however to our knowledge no other clus-
tering method has been used to this task. In this paper the several clustering
methods are compared with K-means clustering in the task of key frames detec-
tion. The second experiment was an evaluation what is an averaged percentage
of recordings in training set and test set that contains all key frames detected
by K-means algorithm. The goal of this research was to check if key frames are
well taught by the proposed approach and to check the generalization property
of the proposed method - how well can it deal with a new data. The description
of those two experiments is main novelty of this paper.

2 Materials and Methods

In this section we will present the features set we used in the experiment, the
dataset, clustering algorithms that were evaluated and clustering results com-
parison methods.

2.1 Features Set

To gather the dataset for the experiment the multimedia MoCap system was used
namely Kinect 2 and Microsoft Kinect SDK 2.0. It uses markerless body joints
tracking technology with which 25 three-dimensional coordinates of body joints
are detected and tracked with 30 Hz frequency. The initially detected features
are dependent to body proportions of tracked user and to relative position of
a person to camera. To make the actions independent to those factors we use
feature set proposed in [10]. Movements are modeled in features space calculated
from angles between vectors derived from tracked body joints. Those chosen
vectors are visualized in Fig. 1. Angles are calculated between three vectors: x
(derived as difference between right and left shoulder coordinates), y (derived
as difference between coordinates of body joint between shoulders and between
hips) and z (a cross product of x and y) and eight vectors (v1, .., v8) which are
shown as gray dotted lines.

The dataset we used is consisted of MoCap recordings of two professional
sport (black belt) instructors and masters of Oyama Karate. Each experiment
participant performed 12 different types of karate movements. Each of those
movements was repeated 20 times. The whole dataset contained 260 movement
samples per person (totally 480 samples). There were three types of defense tech-
niques (Gedan-barai, Jodan-uke and Soto-uke - right hand only) three types of
kicks (Hiza-geri, Mae-geri, Yoko-geri - right leg only) and three types of punches
(Furi-uchi, Shita-uchi, Tsuki) done both left and right hand. The dataset was
recorded on standard PC with application GDL Studio [1]. The features set
that was used to model blocking techniques and right-hand punches are angles
between vector v1 and x, y and z (three angles) and between v2 and x, y and
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Fig. 1. This figure presents body joints set that was used to calculate vectors and to
derive features set

z (next three angles). To model left-hand punches and right-leg kicks I also cal-
culated the angles between x, y and z but this time I used vector v3 and v4 for
punches and v5 and v6 for kicks.

2.2 The Action’s Key Frames Detection with Clustering Algorithms

The key frame definition can be derived from a cluster definition. For example
a given MoCap frame belongs to a cluster (is similar to a key frame) if:

(
x0 − m0

sd0 + ε0

)2

+ ... +
(

xn − mn

sdn + εn

)2

≤ 1 (1)

Where:
x0, .., xn - feature values in a given MoCap frame;
m0, ..,mn - cluster center (mean values of coordinates of all elements assigned
to a cluster)
sd0, .., sdn - cluster size (standard deviations of coordinates of all elements
assigned to a cluster);
ε0, .., εn - epsilons values that extend clusters sizes (in case if variables distribu-
tion is not normal).

In Fig. 2 we present key frames of Gedan-barai block detected with K-means
algorithm. The clustering has been done on all Gedan-barai MoCap recordings
that came from the single person from dataset described in Sect. 2.1.

In previous researches [8,9] the K-means clustering was successfully used
for key frames detection however other clustering algorithms has not been yet
tested in this task. Due to this fact we decided to compare clustering obtained
with other clustering algorithms with K-means results. We have chosen following
popular algorithms for comparison:
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Fig. 2. This figure presents three key frames of Gedan-barai block. Those key frames
were detected by proposed approach (1) with K-means clustering

– Model - based clustering with Gaussian Mixture model (Expectation - maxi-
mization algorithm) [5];

– Fuzzy clustering [11];
– K-medians clustering [11];
– Hierarchical (agglomerative) clustering (distances between clusters are recom-

puted by the Lance - Williams dissimilarity update formula, Ward’s minimum
variance method aims at finding spherical clusters [12]).

The density - based clustering is not applicable because there are no clusters that
are defined as areas of higher density than the remainder of the data set. Also
objects that are present in sparse regions should not be considered as clusters
border points or outliers [4].

To generate the key frames set the clustering has to be done on large set of
actions examples that should came from many persons for better averaging and
generalization. The key frames detection is valid if detected key frames exists in
all or majority of individual MoCap actions exemplars.

2.3 Clustering Results Evaluation

There are several popular methods that are used for clustering results compari-
son. The notation that will be use for methods definition is [13]:

n11 - is a number of objects pairs that are in the same cluster under clustering
C and clustering C’;
n00 - is a number of objects pairs that are in different clusters under clustering
C and clustering C’;
n10 - is a number of objects pairs that are in the same cluster under clustering
C but in different cluster under clustering C’;
n01 - is a number of objects pairs that are in different clusters under clustering
C but in the same cluster under clustering C’;
n - is the total number of objects in clustered dataset.



Key Frames Detection in Motion Capture Recordings 83

The first comparison method we will use is a Rand index:

Rand(C,C ′) =
2(n11 + n00)

n(n − 1)
(2)

It divides number of pairs that are the assigned in the same way in clustering
C and C’ by total number of all pairs. Rand index ranges from 0 where there is
no pair classified in the same with in C and C’ to 1 where clustering results are
identical.

The Jaccard index [6]:

Jaccard(C,C ′) =
n11

n11 + n10 + n01
(3)

is computed by division of elements pairs that are in same clusters in C and C’
by a sum of all elements pairs that are in same cluster in C and C’ and objects
pairs that are in different cluster in C and C’.

The Fowlkes - Mallows index:

Fowlkes − Mallows(C,C ′) =
n11√

(n11 + n10)(n11 + n01)
(4)

It can be understood as geometric mean of precision and recall (geometric
mean of exactness of C and C’ and completeness of considered pairs in C and C’).

3 Results

In this section comparison of clustering results of algorithms mentioned in
Sect. 2.2 to K-means clustering results is presented. The evaluation was done
on dataset described in Sect. 2.1. The clustering was performed on MoCap data
from each action type separately. The data was partitioned into 2 to 5 clusters.
Each experiment for each action type was repeated 100 times for each clustering
method. The results were compared to K-means clustering. The averaged results
plus/minus standard deviation are presented in Fig. 3. Due to paper space limi-
tation we will present figure only.

Because clusters obtained with four tested algorithms and K-means did not
differ much (it will be discussed in following section) the rest of the evaluation
will be done only for k-means clustering. The second experiment was an eval-
uation what is an average percentage of recordings in training set and test set
(Fig. 4) that contains all key frames detected by k-means algorithm. Each action
type was evaluated separately. Training set contains MoCap data of first karate
master while validation set MoCap data of the other person. Due to paper space
limitation we will present figure only.
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Fig. 3. This figure shows Rand, Fowlkes - Mallows and Jaccard index values for various
clustering algorithms calculated from comparison with K-means clustering
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Fig. 4. This figure presents average percentage of recordings in the training set (left)
and validation set (right) that contains all key frames detected by K-means algorithm.
Black boxes visualize the standard deviation

4 Discussion and Conclusions

In the first experiment model - based clustering with Gaussian Mixture (expec-
tation - maximization algorithm), fuzzy clustering, k-medians and hierarchical
clustering results have been compared with k-means algorithm. As can be seen
in Fig. 3 the Rand index does not differ much statistically while number of
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clusters changes. That means that sums of numbers of objects pairs that are
in the same cluster under clustering C and clustering C’ and number of objects
pairs that are in different clusters under clustering C but in the same cluster
under clustering C’ remains nearly unchanged for 2, 3, 4 and 5 clusters. In case
of Fowlkes - Mallows index and Jaccard index nearly in all cases indexes deterio-
rate with increasing the number of clusters. That means that number of objects
pairs that are in the same cluster under clustering C but in different cluster
under clustering C’ and number of objects pairs that are in different clusters
under clustering C but in the same cluster under clustering C’ increases while
number of objects that are in same classes in both clustering decreases. It can be
concluded that the more clusters is used the more differences between clustering
results we obtain. Comparing those two indexes with Rand index value it can
concluded that there is a stable sum of objects clustered to the same cluster and
clustered to different clusters while the more clusters we have the more objects
pairs do not share the clustering (n10 and n01 values). All indexes indicated that
Fuzzy and K-medians clustering gives very similar results as K-means approach
while Hierarchical clustering and Expectation - maximization clustering results
in smaller similarity. This situation might be cause by the fact that the data
distribution might not be normal or by the presence of outliers [2]. Both situ-
ations happen very often due to presence of MoCap tracing inaccuracies that
is commonly introduced to data acquired by multimedia systems that we used.
Due to this the K-medians clustering was chosen to the second experiment as
the fastest and most easily to interpreted method considering inequality (1) as
the key-frame membership definition.

In the second experiment the average percentage of recordings in training and
test set that contains all key frames detected by K-means algorithm is evaluated
taking into account various number of clusters. As can be seen in Fig. 4 results in
training dataset are very similar to results in test dataset. That means that key
frames are well taught by our approach and the proposed method can deal with
a new data. When the number of clusters is above 3 the percentage of detected
key frames in recordings drops significantly. That means that best number of key
frames that should be used in multimedia MoCap action classification systems
is 2 or 3.

In the future research we plan to develop a fully automated method for
appropriate features selection and key frames count determination for a given
action type. We believe that it could be done with PCA which finds the features
that have most contribution to variance or even PCA-derived variables can be
used as features.

Acknowledgments. This work has been supported by the National Science Centre,
Poland, under project number 2015/17/D/ST6/04051.
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Abstract. As color is a useful characteristic of our surrounding world,
it gives clue for the recognition, indexing and retrieval of the images
presenting the visual similarity. Thus, this paper focuses on the proper
choice of the similarity measure applied to compare features evaluated
in process the modeling of lossy coded color image information, based
on the mixture approximation of chromaticity histogram. The analyzed
similarity measure are those based on Kullback − Leibler Diverence, as
Goldberger approximation and V ariational approximation. Signature-
based distance function as Hausdorff Distance, Perceptually Modified
Hausdorff Distance andEarthMover′s Distancewere also investigated.
Retrieval results were obtained for RGB, I1I2I3, Y UV , CIE XY Z, CIE
L∗a∗b∗, HSx, LSLM and TSL color spaces.

Keywords: Color image retrieval · Mixture modeling · Similarity mea-
sure · Color space · Lossy compression

1 Introduction

In recent years, the research on Content-based Image Retrieval (CBIR) has been
very active, therefore developing and providing user-friendly tools for efficient
image browsing and retrieval enables people utilizing their digital image collec-
tions. This huge amount of visual information is so far the largest and the most
heterogenous image database, thus there is a question which features meaning-
fully describe its content. Color is a useful characteristic of our surrounding
world, giving clue for the recognition, indexing and retrieval of the images pre-
senting the visual similarity. However, the image representation in various color
spaces can possibly yield different retrieval results due to the fact that employed
color spaces can present different characteristics and thus they are suitable for
different image processing tasks. Let us know that one of the common approaches
is to represent each image as a feature vector and to assess similarity between
images by a metric or similarity measure. Generative models such as Gaussian
Mixture Model (GMM) are very suitable for that purposes due to their abil-
ities to accurately approximate features of the analyzed images. Although the
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 10
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choice of the color space plays a crucial role in image indexing and retrieval
schemes, the question of which similarity measure provides the highest accuracy
when comparing features of analyzed images, is significant.

In this paper the influence of the various similarity measures applied for com-
parison of features representing color images, on retrieval accuracy and efficiency
is investigated. Thus, the presented paper is organized as follows. Firstly, the sur-
vey on color space set used for retrieval efficiency evaluation, is presented. Next
Section introduces Gaussian Mixture Model applied for approximate color dis-
tribution within analyzed images. Then, the similarity measures applicable to
GMM -based image retrieval methodology is presented along with the discussion
on the experimental results. Finally, the conclusions are provided.

2 Analyzed Color Spaces

The color is uniquely defined in specified color space. The RGB color space
is considered as fundamental and commonly used space, which is a base for
many others obtained by it linear or nonlinear transformations. The color spaces
evaluated by linear transformation of RGB (e.g. Y UV , Y IQ) are commonly
associated with hardware color displays. On contrary, the color spaces obtained
via nonlinear transformation of the RGB (e.g. HSV or L∗a∗b∗) are considered
as reflection the characteristic of the human visual systems. Let us note that
different color spaces derived from RGB by either group of linear or nonlinear
transformation can reveal various performance. Thus it is important to determine
which of the color spaces is the most desirable for image retrieval task.

First of the analyzed color spaces is the XY Z color space. It was derived
by the International Commission on Illumination (CIE) in 1931 as a result of
set of experiments on the human perception. The second analyzed color space
I1I2I3 is the result of the decorrelation of the RGB components using the K-
L transform performed by Ohta, [1]. The next color space is the Y UV color
space used by color video standards. It consists of luminance (Y ) component
and chrominance components (U and V ). The LSLM is a color space based on
the opposite responses of the cones, i.e. black-white, red-green and yellow-blue.

The nonlinear transformation of RGB color spaces are, among the others,
HSx, TSL and CIE L∗a∗b∗. The TSL (Tint, Saturation, and Luminance) color
space is widely used in face detection research field, [2]. CIE L∗a∗b∗ color space
is a color-opponent space with dimension L for lightness and a and b for the
color-opponent dimensions, [3]. The HSx (Hue, Saturation) color spaces are
related with the phenomenon of the human eye vision.

3 Gaussian Mixture Models for Image Modeling

The common application of the image retrieval techniques utilize the Gaussian
Mixture Model (GMM) [4] as color distribution descriptor [5,6]. These methods
simply index all images in the database by fitting GMM to the data, according
to some predefined rules. The mixture based retrieval scheme applied in this
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work is robust to distortions introduced by lossy compression and noise, [7,8],
thus it is important to test whether the use of various color spaces in information
modelling process, and then the choice of similarity measure between evaluated
models, will alternate the retrieval results, influencing the retrieval accuracy.

The first step in applying the applied methodology is to construct the
histogram H(x, y) in the chosen chromaticity space defined as H(x, y) =
N−1�{ri,j = x, gi,j = y}, where H(x, y) denotes a specified bin of a two-
dimensional histogram with first component equal to x and second component
equal to y, the symbol � denotes the number of samples in a bin and N is the
number of color image pixels. As the pairs of the components representing ana-
lyzed color spaces the following pairs were chosen: r − g (RGB), I2I3 (I1I2I3),
U −V (YUV), T −S (TSL), a− b (L∗a∗b∗), H −S (HSx), and S −LM (LSLM.)

The next stage of the presented technique is the modeling of the color
histogram using the Gaussian Mixture Models (GMM) and utilizing the
Expectation-Maximization (EM) algorithm for the model parameters esti-
mation, [4]. Let us assume the following probabilistic model: p(x|Θ) =∑M

m=1 αmpm(x|θm), which is composed of M components and its parameters
are defined as: Θ = (α1, . . . αM , θ1, . . . , θM ), with

∑M
m=1 αm = 1. Moreover,

each pm is a function of the probability density function which is parameterized
by θm. Thus, the analyzed model consists of M components with M weighting
coefficients αm. Finally after derivations the model parameters are defined as:

αk+1
m = N−1

∑N

i=1
p(m|xi, Θ

k), μk+1
m =

∑N
i=1 xi · p(m|xi, Θ

k)∑N
i=1 p(m|xi, Θk)

, (1)

υk+1
m =

∑N
i=1 p(m|xi, Θ

k)(xi − μk+1
m )(xi − μk+1

m )T

∑N
i=1 p(m|xi, Θk)

, (2)

where μ and υ denote the mean and variance, m is the index of the model
component and k is the iteration number. The E (Expectation) and M (Maxi-
mization) steps are performed simultaneously, according to (1) and (2) and in
each iteration, as the input data we use parameters obtained in the previous
one.

The main idea of the application of the GMM technique lies in the highly
desirable properties of this approach. The inherent feature of the GMM enables
to approximate the distorted color histogram of the color image subjected to
lossy compression, which is obtained through limited model complexity (7 com-
ponents) and number of iterations (75) of E-M algorithm, as shown in [7,8].
Thus, this approach does not reflect exactly the corrupted (by e.g. lossy coding)
data, but rather approximates it toward the chromaticity histogram of the orig-
inal image. The lossy compression significantly corrupts the color distribution of
an image and a lack of the application of any refinement techniques may lead
to the high rate of false negative results, as images stored in lossy formats are
considered as dissimilar on the basis of their corrupted color palette.
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4 Comparison of Gaussian Mixture Models

Having image indexed using the GMM signatures, it is important to choose
the accurate similarity measure to compare the indexes associated with each
of the images with that of the given query. In general, the Minkowski metrics
can be used to compare âĂİpoint to pointâĂİ the color histograms. However,
these measures are very susceptible to bin shifts, thus even highly similar images
can be considered as dissimilar when corresponding bins of their chromaticity
histograms are shifted and therefore, this group of similarity measures is not
taken into account in further analysis.

However, it is more suitable to generalize this concept toward âĂİdistribution
to distributionâĂİ similarity. For that purpose the Kullback-Leibler (K-L)
based dissimilarity measures as (DKL) [9] can be applied, which can be solved
analytically for normal distributions and that is taking into account the corre-
lation of components within each of the both mixture models.

The following formula describe the DKL measure as follows:

DKL(Gi, Gj) = (μi − μj)T Σ−1(μi − μj) + TR(ΣiΣ
−1
j + Σ−1

i Σj) (3)

where Gi and Gj denotes normal distributions with mean values μi and μj , and
covariance matrices Σi and Σj respectively.

In recent years there were proposed multiple approaches to approximation
to of the K-L Divergence between Gaussian mixture models, i.e. Goldberger
[9] approximation. This approach is based on the idea to match each mixture
component of the fist GMM to one single component of the second GMM. The
approximation is dependent on the K-L Divergence between the mixture com-
ponents, as described by following formula:

DG(Ga, Gb) =
k∑

i=1

αa
i (DKL(Ga

i , Gb
π(i)) + log

αa
i

αb
π(i)

) (4)

where π(i) = arg minj(DKL(Ga
i , Gb

j) − log αb
j is the matching function between

components i and j of the Gaussian Mixture Models Ga and Gb and αb
i denotes

the weighting parameter α for ith component of model Ga. Let us note that in
fact Goldberger approximation is sum of K-L Divergences DKL(Ga

i , Gb
π(i)) for

matching mixture components Ga
i , Gb

π(i) and logarithm of the ratio of respective

prior probabilities log αa
i

αb
π(i)

. Although this measure can be considered as very

suitable for mixture model based color image retrieval there are known draw-
backs of this approach [10,11]. Firstly, this method fails in case of components
which are overlapping. Let us underline, that the flexibility of mixture model to
approximate the color information of the image, is provided by possible overlap
of components with adjustable weights, and it is one of the main reasons to use
GMM approach for modelling of color image information content. Secondly this
method produce questionable results in case of low component weights. These
two significant problems lead to the conclusion that Goldberger approximation,
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if used for color image retrieval based on GMM approach, should be used with
great care.

Next measure, the V ariational approximation DV [10] is defined as:

DV (Ga, Gb) =
k∑

i=1

αa
i

∑k
i′=1 αa

i′e−DKL(Ga
i ,Gb

i′ )

∑k
j=1 αb

je
−DKL(Ga

i ,Gb
j)

(5)

DV differs from aforementioned method because it takes into account DKL

of mixture components of Ga
i and also DKL between both models Ga

i and Gb
j .

Let us note that DV approach was initially designed for acoustic models used
for speech recognition.

To summarize, it can be noticed that presented measures differ in scheme
of incorporating components for both GMM (i.e. Ga and Gb) into similarity
calculations.

The second group of analyzed similarity measures are those which take into
account all information conveyed by each component of both GMM in form of
signature based measures. These signatures can be either feature histograms or
feature signatures. As a measure of the distance between two distributions in
these frameworks the K-L Divergence was used, due to its ability to incorporate
full information (mean and covariance) conveyed by each component of mixture.

One of such approaches is Earth Movers Distance [12] (EMD), which is
based on the assumption that one of the histograms reflects hills and the second
represents holes in the ground of a histogram. The measured distance is defined
as a minimum amount of work needed to transform one histogram into the other
using a soil of the first histogram.

The Hausdorf Distance (DH) [13] measures the maximum nearest neigh-
bour distance, i.e. K-L Divergence, among components of both GMM (Ga

and Gb):
DH(Ga, Gb) = max{h(Ga, Gb), h(Gb, Ga)} (6)

where h(Ga, Gb) = maxGa minGb DKL(Ga, Gb)
For this method two GMMs are regarded as not distant if corresponding

components of both models have similar parameter values. Let us note that this
approach does not take into account the weighting parameters α, recognizing
as similar GMMs approximating histograms of different structures, as weighting
parameters α, control the shape of the histogram approximation for models of
the Gaussian distributions of the same parameters μ and Σ.

The modified version of Hausdorf Distance takes into account weighting
parameters α in form of modification of auxiliary function h(Ga, Gb). Thus, the
Perceptually Modified Hausdorf Distance (DPMH) is defined as, [14]:

DPMH(Ga, Gb) = max{hm(Ga, Gb), hm(Gb, Ga)} (7)

where hm(Ga, Gb) =
∑k

i=1 αa
i ·min

Gb
DKL(Ga,Gb)

min(αa,αb)∑k
i=1 αa

i

DPMH diminish an influence of components of low importance i.e. those with
low values of weighting parameter α.
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The last of the analyzed approaches to determine the similarity between
GMMs is Bhattaharyya-based distance (DB) [15].

DB(Ga, Gb) =
k∑

i=1

m∑
j=1

αa
i · αb

j · B(Ga
i , Gb

j) (8)

where B(Ga
i , Gb

j) = 1
8 (μa

i − μb
j)

T (Σa
i +Σb

j

2 )−1(μa
i − μb

j) + 1
2 ln | Σa

i +Σb
j

2 |√
|Σa

i |·|Σb
j | .

5 Experimental Results

In order to choose the most accurate retrieval criteria the set of eight color
spaces (RGB, CIE XY Z, Y UV , I1I2I3, LSLM , CIE L∗a∗b∗, HSx and TSL)
and six similarity measures (EMD, DG, DV , DH , DPMH , DB) were analyzed.
Firstly, the color images of database of Wang [16] (1000 color images categorized
into 10 thematically consistent categories), were compressed to 25 % of their file
size and rescaled to 10 % of their size, using IrfanView software. These images
produced distorted histograms in comparison to the histograms of the original,
uncompressed images. Next step was to model the color chromaticity histograms
using the GMM methodology obtaining image signatures, according to formulae
presented in previous Sections. These image signatures were then compared by
the set of mentioned similarity measures. To generalize retrieval observations,
the Precision and Recall measures are employed. In more details, Precision is
the fraction of retrieved images that are relevant, while Recall is the fraction of
relevant instances that are retrieved.

The criterion of the image similarity was the membership of the image to
one of the 10 categories of this database.

In this work the efficiency of the analyzed retrieval schemes was not shown
on Precision − Recall plots. Let us note, that Precision and Recall tend to
ignore the ranking of retrieved images, e.g. Precision of 0.5 indicates that half
of the retrieved images is relevant to the given query but without any further
information if relevant images are the first half of the retrieved set or are the
second half. In order to counteract this, it is advised to measure Precision
at the specified points e.g. at the answer set of 1, 5, 10, and 25 images. These
measurements are assumed to give the better idea of the behavior of the analyzed
retrieval scheme, because user is usually interested only in limited number of
retrieved images indicated as most relevant to given query. The other interesting
measure of the overall quality and accuracy of the retrieval is Mean Average
Precision which is mean of the average precision scores for each query.

It can be noticed that the CIE L ∗ a ∗ b∗ (nonlinear), RGB and I1I2I3 (lin-
ear) color spaces offer the best retrieval efficiency. One must be aware that the
retrieval efficiency is not only related with the retrieval method, but also with
the content of the analyzed database and the used ground truth. In the case
of the Wang database some of the categories share not only the semantic rela-
tion between images within the category, but also the arrangement of the colors
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Table 1. The Average precision (P̂ ) values of the retrieval results evaluated using
GMM methodology for set of color spaces. Average precision values at specified points
related to 1, 5, 10 and 25 retrieved images were obtained over all the images of the
database of Wang

Color

space

P̂1 P̂5 P̂10 P̂25 P̂1 P̂5 P̂10 P̂25 P̂1 P̂5 P̂10 P̂25

EMD DG DV

RGB 1 0.6052 0.5176 0.4368 0.3384 0.1659 0.1522 0.1174 0.1724 0.1077 0.1039 0.1250

XYZ 1 0.6225 0.5365 0.4429 0.3630 0.1963 0.1765 0.1757 0.1918 0.1207 0.1232 0.1371

YUV 1 0.6240 0.5505 0.4587 0.3929 0.2021 0.1826 0.1786 0.1923 0.1130 0.1079 0.1101

I1I2I3 1 0.6491 0.5833 0.4750 0.3440 0.1944 0.1798 0.1784 0.1526 0.0989 0.1012 0.1122

LSLM 1 0.5908 0.4925 0.3781 0.3984 0.1923 0.1674 0.1745 0.1584 0.1039 0.1063 0.1179

L∗a∗b∗ 1 0.6491 0.5833 0.4750 0.3958 0.1848 0.1757 0.1528 0.1485 0.0956 0.0995 0.1086

HSx 1 0.6283 0.5559 0.4722 0.3766 0.1360 0.1204 0.1198 0.1845 0.1123 0.1143 0.1239

TSL 1 0.6374 0.5524 0.4462 0.3696 0.13675 0.1285 0.1193 0.1066 0.1254 0.1252 0.1323

DH DP MH DB

RGB 1 0.4055 0.2792 0.1736 0.5010 0.3913 0.3379 0.2370 0.4530 0.3554 0.3157 0.2985

XYZ 1 0.4936 0.4045 0.2825 0.8122 0.4919 0.4377 0.3613 0.4083 0.3486 0.3324 0.3155

YUV 1 0.3657 0.2892 0.2220 0.7206 0.4123 0.3528 0.2845 0.3194 0.2325 0.2317 0.2128

I1I2I3 1 0.4583 0.3774 0.2870 0.8241 0.5036 0.4431 0.3520 0.3428 0.2420 0.2378 0.2266

LSLM 1 0.4853 0.3642 0.2578 0.5783 0.4103 0.3729 0.3098 0.3214 0.2438 0.2122 0.1939

L∗a∗b∗ 1 0.4505 0.3559 0.2750 0.8441 0.5070 0.4412 0.3575 0.3675 0.2781 0.2594 0.2378

HSx 1 0.4130 0.3296 0.2399 0.6121 0.4284 0.3647 0.2802 0.3748 0.2844 0.2624 0.2279

TSL 1 0.4380 0.3433 0.2569 0.8778 0.5022 0.4243 0.3192 0.2792 0.2449 0.2421 0.2324

Table 2. The Mean Average Precision (MAP ) values of the retrieval results evaluated
using GMM methodology for set of color spaces. MAP values were obtained for all of
the images of the database of Wang

Color space EMD DG DV DH DPMH DB

RGB 0.3791 0.1267 0.1197 0.1821 0.200 0.2652

XYZ 0.3873 0.1406 0.1373 0.2432 0.3022 0.2909

YUV 0.3820 0.1487 0.1137 0.2139 0.2441 0.2109

I1I2I3 0.3943 0.1442 0.1153 0.2439 0.2871 0.2305

LSLM 0.3231 0.1365 0.1180 0.2360 0.2508 0.1982

L∗a∗b∗ 0.4052 0.1453 0.1124 0.2417 0.2914 0.2450

HSx 0.3837 0.1220 0.1245 0.2149 0.2368 0.1991

TSL 0.3576 0.1253 0.1304 0.2299 0.2679 0.2202

present on the images, what influences the retrieval efficiency of applied tech-
nique. It is important to underline that this work does not test the effectiveness
of the GMM based retrieval scheme, as it efficiency was elaborated and tested
in other Author’s work i.e. [7,8] as well as the comparison with other widely
used retrieval schemes as MPEG − 7 descriptors, correlograms and others. The
previous work clearly show the usefullness of the GMM based retrieval tech-
nique, especially when lossy compressed images are analyzed. Presented paper
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addresses the problem which similarity measure between GMMs and which color
space is best suited for this kind of retrieval scheme. Table 1 summarizes the
average precision for the entire database of Wang at the points of 1, 5, 10 and
25 retrieved images for six previously discussed similarity measures. It can be
observed that L ∗ a ∗ b∗ and I1I2I3 color spaces provide comparable results for
small set of retrieved candidate images. It can be observed that EMD mea-
sure yield best retrieval results. The DG and DV provided the worst results and
thus they are not well suited for image modeling and retrieval based on mixture
approach. The average precision values at the points related to 1, 5, 10 and 25
retrieved images should be chosen to examine the retrieval efficiency as user is
usually more interested in relevance of the highly ranked candidate images than
the overall success rate of the retrieval system.

Table 2 summarizes the Mean Average Precision evaluated for the entire data-
base indicating that L ∗ a ∗ b∗ color space and EMD similarity measure are the
most desirable for mixture based retrieval. DPMH is theoretically better suited
for mixture-based image retrieval and it provides better efficiency for higher
number of retrieved images for a given query than DH , but it provides lower
accuracy when number of retrieved images is smaller.

6 Conclusions

In this work the problem of the choice of the most accurate similarity measure
and color space for the GMM based retrieval scheme was analyzed. The con-
ducted experiments shown that this decision plays a crucial role in the efficiency
of the retrieval system. Thus, the best performance of the GMM based scheme is
associated with the EMD similarity measure using the CIE L∗a∗b∗ color spaces.
As CIE L∗a∗b∗ slightly outperforms the I1I2I3 it should be taken into account
that when image color information is given using RGB values, the linear trans-
formation to I1I2I3 is less complicated than for CIE L∗a∗b∗ Due to the fact
that user is, in general, interested in relatively small set of top ranked images,
it is important to examine the system efficiency at points of e.g. 1, 5 and 10
retrieved images. This comparison (see Table 1) also indicates that CIE L∗a∗b∗

and I1I2I3 color spaces are the most accurate choice. However, Table 2 exam-
ines the retrieval efficiency in terms of Mean Average Precision evaluated for
all images in analyzed database. This experiment shows that CIE L∗a∗b∗ color
space outperforms all analyzed color spaces.
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Abstract. This paper presents a flexible software solution, facilitating
easy deployment and control of individual sensor nodes in a camera net-
work. The presented solution is lightweight, extensible and provides an
easy to use base for the implementation of a range of collaborative tasks
performed by multi-camera setups.

1 Introduction

In recent years, video surveillance has become a widespread technology. With
the constant growth of demand for visual supervision, increasing camera and
computational platform capability and their price decrease one can predict, that
the growth in this sector will be sustained for year to come. As the scale of video
surveillance systems increases and the number of cameras in a typical surveil-
lance system grows larger, the analysis of data by human operators becomes
increasingly hard, or even impossible because of the sheer scope and volume of
visual data. Moreover, scientific studies reveal, that tiredness and loss of atten-
tion over prolonged periods of time is a serious issue with human operators of
video surveillance systems [8]. The most common way to remedy those issues is
the employment of automated, image processing based surveillance.

Automated surveillance is, however, not without its own issues. Extraction
of useful data from surveillance camera images is not a trivial task. Most image
and video processing algorithms are considered computationally intensive, which
is an even bigger concern in the case of large scale systems. Moreover, to make
use of the full potential of a number of cameras, one should not treat them as
isolated sensors and try to employ a holistic approach to sensor data analysis.
A straightforward approach to data aggregation is to use a centralized server
for all the processing. This, however, usually calls for constant transmission of
video streams, resulting in a significant strain on the communication infrastruc-
ture. In extreme cases, the communication channels may not be able to support
continuous transmission from all the installed cameras. One way to remedy this
is the use of constantly improving video compression methods. This approach,
however, is not without its own issues. Video compression requires additional
computational power and contributes to the power consumption of the cameras
in the network [11]. Moreover, increasing the compression rate may have a neg-
ative impact on the results of the image processing algorithms applied to the
c© Springer International Publishing AG 2017
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transmitted images [7]. The limitations of the central processing paradigm can
be overcome by using distributed processing.

In the case of distributed processing, a significant portion of computations is
performed by the camera network nodes themselves, following the ‘smart camera’
concept. Since modern embedded processors are currently powerful enough to
handle typical workloads associated with real-time image and video processing,
the main limitation of such an approach becomes less and less significant [3,
5]. Nodes of such camera networks are to a large extent autonomous, and can
communicate with the central server and each other [1,4]. With the majority of
image processing operations performed in-place, the amount of transmitted data
can be significantly reduced. Taking full advantage of network-wide information
raises the need for specialized algorithms for node and network management and
control. Moreover, the flexibility and scalability of software that manages such
vast networks is a very desirable feature.

In this paper, we describe an architecture of a software system capable of
governing a network of heterogeneous smart cameras. The network performs
the task of adaptive activity monitoring [10], but can be easily adapted to host
a range of other image and video processing applications. Smart cameras of
different types and architectures can dynamically join and leave the network.
Moreover, they are being made aware of their mutual relations and receive soft-
ware updates automatically. Ethernet or WiFi wireless network can be used
for communication, making the integration with existing infrastructure virtually
effortless.

2 Related Work

While the methods for data processing and the communication technology
utilised in camera networks show constant progress, less attention is paid to
system-level software (middleware). The focus is mainly on the design of indi-
vidual sensor nodes facilitating node communication using a variety of proto-
cols [6,13] or information fusion [2] and collaborative processing in a variety of
scenarios [15]. This, however, is bound to change, as proper middleware makes
the design, implementation and deployment of vast camera network significantly
less troublesome. In [14] the authors propose a camera network software architec-
ture which moves the majority of processing to a cloud-based solution. According
to the authors, the smart cameras are not well suited for high-performance image
processing, hence the data is moved, aggregated and processed in virtual local
hubs. The closest counterpart to the solution described in this was presented
in [9]. It is also an architecture and system independent solution, but based on a
more general publisher/subscriber architecture and its potential use cases extend
beyond camera networks.

3 Description of the Implemented System

The main contribution of this paper is a software framework that facilitates the
deployment and testing of new solutions for visual sensor networks. It consist of
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two separate parts - one is a firmware for a single smart camera (sensor node)
while the other one is a network coordinator module.

The described middleware offers a few distinctive advantages:

– automatic discovery of new nodes that join the network,
– centralized way of distributing the messages,
– general architecture for a software dedicated for a smart camera,
– ability to automatically update all the nodes when the new firmware version

is deployed on the server,
– support for different types of hardware, as the software is hardware-agnostic,
– ability to remotely set up the parameters of a camera,
– an optional UI on the server, enabling system monitoring.

The block schematic of the proposed system is shown in the Fig. 1.

Fig. 1. Network schematic

The smart camera software is split into four cooperating and interchangeable
modules, responsible for following tasks: image acquisition, vision processing,
metadata analysis and communication. Partitioning tasks in such way makes it
really easy to replace one of the modules. The image acquisition module cap-
tures the data from the image sensor and configures low level parameters of the
camera. In our example code two different implementations are provided - one
for dedicated Raspberry Pi camera using CSI (Camera Serial Interface) and the
other one using general UVC (USB video class). The vision processing mod-
ule is supposed to extract the high level information from the acquired images.
It is tightly integrated with the established OpenCV video processing library,
enabling quick and efficient implementation of desired functionality. Implemen-
tation of average median algorithm for background subtraction and movement
detection (Sect. 4) is provided with the code as an example. After the image
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processing step and extraction of high level information about the scene, the
metadata analysis module is charged with the task of interpreting this informa-
tion and taking whatever action is appropriate like eg. sending an alarm message
to others nodes of the system, performing additional image analysis etc. The final
module is responsible for communication with the rest of the system. It is able to
update the camera’s other modules when the new version of the system software
is available. It is also responsible for the procedure of joining the network and
negotiating the node’s parameters.

The software for the network coordinator is also modular. The communica-
tion module is similar to the one found in the smart camera – it is responsible
for managing data transfers with other nodes of the network. The network-wide
intelligence module is gathering the information from all the cameras and, using
stored information about the network topology, is capable of performing actions
like sending information to all or just a few nodes of the network or controlling
what algorithms are executed in each node. In the example application, the coor-
dinator gathers data about the activity (defined as the amount of movement in
the scene observed by the camera) from all of the nodes and resends that data
augmented with the information about the activity of the neighbours [10].

The described framework is written using high level Python programming
language in a way to make it as hardware agnostic as possible. As an example
three different processing platforms were used to test the solution. The require-
ments are modest and limited to the operating system capable of running Docker
application container engine. In addition to that the developed software relies
on open sources solutions like Linux operating system and an established image
processing library (OpenCV). All this makes the software accessible and easy
to use by other researchers, so that they can deploy and test new solutions for
visual sensor networks.

4 Image Processing

The activity on the scene observed by any given camera in the network is com-
puted based on a background subtraction algorithm. Approximate median algo-
rithm presented in [12] was selected for its simplicity and relatively good quality
of results. The background model is updated by performing the following steps:

– if the intensity value Ix,y of currently investigated pixel of the current frame
I is greater than the value of the corresponding background model pixel Bx,y,
the value of Bx,y is incremented by one,

– if the intensity value Ix,y of currently investigated pixel of the current frame
I is smaller than the value of the corresponding background model pixel Bx,y,
the value of Bx,y is decremented by one,

– if the intensity value Ix,y of currently investigated pixel of the current frame
I has the same value as the corresponding background model pixel Bx,y, the
value of Bx,y remains unchanged.
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Fig. 2. Example results from the background subtraction pipeline. Moving (active)
objects are successfully detected and highlighted

Computing the difference image D as an absolute value of the difference
between the current frame I and the background model B returns the current
foreground. The difference image is subjected to additional post-processing using
a 3× 3 Gaussian, fixed-threshold binarization and binary morphological closing
to improve the quality of results and foreground consistency. The percentage of
foreground pixels reflects the activity observed by the local sensor node. Example
output produced by the background subtraction pipeline is shown in Fig. 2.

5 Communication Scheme

TCP, abstracted by the Transports and Protocols API from Python’s asyncio
module, is used as the transport protocol. Binary packets, encoded using Mes-
sagePack module are sent in a bidirectional fashion between clients and a server.

The server, when started, opens a port, which the cameras will later connect
to. Additionally, the server begins the process of discovering Docker daemons
available in the network using mDNS/DNS-SD protocols. When a new device
is discovered, the server connects to the client’s Docker daemon, downloads or
updates the service image if necessary and starts a new application container.
The server’s address is passed to the container during creation as an environ-
ment variable, allowing the client software to begin negotiating settings with
the server. When the server detects a new connection from the client software,
it sends a configuration packet to that device. After accepting new settings the
client sends the packet containing its identifier, based on the device’s hostname,
back to the central node. The client device becomes acknowledged by the server
and can start transmitting data packets.

The central node processes all the packets from the connected clients and
calculates camera’s neighbours activity level. The result is then transmitted to
the appropriate devices.

There is also a possibility that the change of camera settings is needed. In
such case, the server software prepares a new configuration packet and fills it
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with the requested settings’ values. This packet is then transmitted to the client,
which changes the settings accordingly.

The connection termination is normally initialized by the server, which per-
forms a standard TCP Connection Termination.

6 Results and Discussion

The prepared solution was tested on the Raspberry Pi model B evaluation board
(with Broadcom BCM2835 processor - ARMv6 single core, 0.7 GHz), Odroid
XU4 evaluation board (with Samsung Exynos 5422 processor - ARMv7 octa
core, 2 GHz) and notebook computer (with AMD E2-1800 processors - x86-64
compatible dual core, 1.7 GHz).

The same application was run on each of the targets and the CPU usage
and data transfer was recorded. The application analyses the observed scene
and detects the movement. If the amount of movement detected in a node and
received from neighbouring nodes exceeds the threshold, the smart camera starts

Fig. 3. The CPU usage (on the left) and the amount of data sent and received (on
the right). First row shows results for Raspberry Pi, second one for the Odroid, while
the last one shows results for PC. On the CPU usage charts different colors denote the
usage of different CPU cores (1 for RPi, 4 for Odroid and 2 for PC). Blue color on
the right charts represents the amount of data sent with scale on left axis; the orange
color represents the amount of data received with scale on the right axis (Color figure
online)
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sending the images to the network coordinator for recording. The gathered data
is shown if Fig. 3.

The figures shows that the usage of processor and amount of data transferred
is high only during the periods of activity, when system processes 15 frames per
second and sends them to server. During the normal operation, the processor
usage is modest and the amount of data transferred is negligible, which shows
that the proposed middleware software does not impose a significant load on the
processor or the communication interface. It is clearly visible, that the slowest
target – the Raspberry Pi – is not capable of achieving the 15 fps, which influences
the amount of data sent.

7 Conclusions

The paper presents a scalable, flexible software, serving as a base for operation
of a network of distributed smart camera sensors. The described software facil-
itates the deployment, configuration and testing of remote sensor nodes, which
greatly simplifies the development of applications involving multi-camera sys-
tems. Moreover, the solution’s computational complexity is very low, enabling its
use on low-end hardware without a significant overhead. The software is released
with a permissive open source license and can be downloaded from GitHub1,2.
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Abstract. Visual quality inspection of 3D prints is one of the most
recent challenges in image quality assessment domain. One of the natural
approaches to this issue seems to be the use of some existing metrics
successfully applied to general image quality assessment purposes. Since
the application of basic Structural Similarity does not lead to satisfactory
quality prediction of 3D prints, in this paper some experimental results
obtained using feature based metrics have been presented. Due to the
use of different colors of filaments the influence of color to grayscale
conversion method has also been analyzed. Proposed approach leads to
promising results allowing a reliable prediction of 3D prints quality for
different colors of filaments.

1 Introduction

The 3D printing is currently one of the most dynamically growing technology
utilized to quickly create physical objects and prototypes based on virtual 3D
models. This field is rapidly developing in all fields of technology, from domes-
tic applications to the scientific and military solutions. Currently there are four
most popular methods of 3D printing which can be distinguished: selective laser
sintering, inkjet printing, Fused Deposition Modeling (FDM) and stereolitho-
graphy [9]. One of the cheapest and most broadly widespread methods is the
FDM, mainly due to the relatively easy realization of the printer on your own.
Nevertheless, some other approaches are developed independently e.g. “OLO -
The First Ever Smartphone 3D Printer” project published and development on
the “Kickstarter” website. This handy 3D printer uses light display of the mobile
phone which hardens special photopolymer resins.

There are numerous versions of available printers utilizing the FDM method
both on the GPL licenses as well as based on the Creative Commons ones (e.g.
CC-BY-NC-SA). Unfortunately, such devices often have more or less significant
problems with the quality of printed elements. Technically, they are caused by
poor quality materials used for the construction of the printing devices as well
as some mistakes made during their development.

c© Springer International Publishing AG 2017
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Another source of problems with the quality of 3D prints is the quality of
the filament as well as the presence of some distortions during the printing
process. Such types of contaminations can be intentionally introduced during
printing in order to obtain lower quality 3D prints, further used for comparisons
or the development of automatic quality assessment methods of 3D prints. As
this issue can be considered as one of the most up-to-date challenges for image
analysis, an approach based on the modern image quality metrics leading to very
promising experimental results, is presented in this paper.

The application of machine vision system for monitoring the overall process
of 3D printing has been presented in the article [2] whereas the observation of
the top surface of 3D print has been discussed in the paper [3]. A comparative
study of such approaches for fault detection can be found in some of the recent
papers [1,8] as well as an initial study related to application of image analysis
algorithms presented by Straub [7]. Nevertheless, such systems do not utilize any
methods related to image quality assessment which can be useful for evaluation
of the quality of the printed surface of a 3D object as discussed in our paper.

2 Similarity Based Image Quality Metrics

Starting from the idea of Universal Image Quality Index proposed in 2002 [10]
and its further extension into Structural Similarity [11] and its multi-scale ver-
sion [12], many image quality metrics have been proposed during recent years.
Some of them are based on the general idea od the SSIM metric with some
changes related to the use of e.g. gradients, variances, wavelet coefficients etc.

An interesting idea, partially based on the same scheme of calculations,
has been proposed by Zhang [14] suggesting the use of Riesz transform. The
authors have assumed a great importance of edge surrounding regions for the
perceived image quality as well as some other key locations such as corners or
zero-crossings. In order to detect those feature the use of Riesz transform has
been proposed and therefore the first and second order Riesz transform coeffi-
cients have been used for the comparison of feature maps of two images (the ref-
erence image and distorted one). The local similarity index between two images,
denoted as f and g respectively, can be expressed as:

di(x, y) =
2·fi(x, y)·gi(x, y) + C

f2
i (x, y) + g2i (x, y) + C

(1)

where i = 1..5 are the numbers of five Riesz transform features and C is a small
constant value preventing the possible division by zero in the same way as ini-
tially proposed for the SSIM index. The overall RFSIM index is defined according
to the following formula:
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RFSIM =
5∏

i=1

∑
x

∑
y

di(x, y) ·M(x, y)

∑
x

∑
y

M(x, y)
(2)

where M is the binary mask being the effect of edge detection.
Another metric proposed in 2011 by the same authors [13], namely Fea-

ture Similarity (FSIM), can be considered as one of the best full-reference image
quality metrics according to the correlation with subjective perception of various
kinds of image distortions. It utilizes the visual information being the combina-
tion of gradient magnitude and phase congruency [6] for calculation of the local
similarity index using the formula:

S(x, y)=
(

2·PC1(x, y)·PC2(x, y) + TPC

PC2
1 (x, y) + PC2

2 (x, y) + TPC

)
·
(

2·G1(x, y)·G2(x, y) + TG

G2
1(x, y) + G2

2(x, y) + TG

)
(3)

where TPC and TG are small values playing the same role as their equivalents in
SSIM and RFSIM metrics. For simplicity an equal importance of both factors
(phase congruency PC and gradient G) is assumed. For gradient computations
different convolution filters may be applied (e.g. Sobel or Prewitt) but Scharr
filter is recommended by inventors of the FSIM metric.

The overall quality index is obtained by averaging as:

FSIM =

∑
x

∑
y

S(x, y) · PCm(x, y)

∑
x

∑
y

PCm(x, y)
(4)

assuming PCm(x, y) = max(PC1(x, y), PC2(x, y)) being the higher of the two
local phase congruency values calculated for the reference and distorted images.

3 Proposed Approach and Discussion of Experiments

Usefulness of RFSIM and FSIM metrics discussed above for the quality evalu-
ation of 3D prints can be considered in view of their potential application as
no-reference (“blind”) metrics. Since their typical usage is based on the compar-
ison of two images (full-reference approach), it should be noticed that for the
evaluation of 3D prints the reference 3D print can be often unavailable. There-
fore a no-reference metric which does not require the knowledge of a perfect
quality reference image would be much more desired.

Nevertheless, since both metrics produce local similarity indexes which are
then averaged or combined in order to obtain the overall quality index, their
calculation for some parts of the 3D prints is also possible. In the proposed
approach a division of the image representing side view of the 3D printed surface
used for testing purposes into several parts is assumed and then the FSIM and
RFSIM metrics can be calculated between those fragments.
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Fig. 1. Exemplary high (left column) and low quality (middle and right column) 3D
prints used in experiments

Assuming the division into four parts of the same resolution, 6 such indexes
can be obtained (calculated between the parts: 1 and 2, 1 and 3, 1 and 4, 2 and
3, 2 and 4, as well as 3 and 4 respectively). Those six values can be averaged
leading to the overall no-reference index. For the image representing a perfect
quality 3D print those values should be close to 1 due to high self-similarity of
the image. In the presence of local visual distortions the values of quality metrics
should decrease and therefore the lower quality prints could be identified.

The experimental verification of the proposed approach has been done by
calculations of the metrics’ values for several 3D prints of flat plates obtained
using different filaments (some of them made from partially transmissive mate-
rials). For each color of the filament both high and low quality prints have been
produced using two FDM printers (RepRap Pro Ormerod 2 and Prusa i3). Forc-
ing the decrease of the 3D prints has been made mainly by modifications of
the speed of the filament’s delivery as well as changing the temperature. Some
exemplary high and low quality 3D prints obtained by a digital camera and using
a flatbed scanner are shown in Fig. 1. As can be easily noticed some differences
in color may appear between the images captured by a camera and the scanned
ones.
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As both investigated metrics have been proposed mainly for quality evalua-
tion of grayscale images, the impact of the color to grayscale conversion method
on the obtained results has been investigated as well. During the calculations of
the metrics’ values some typical conversion methods based on the most popular
color models have been used, including two ITU recommendations: BT.601-7 [5]
for SDTV and BT.709-5 [4] for HDTV as well as the luminance components
from the CIELAB and HSV color models.

4 Experimental Results

Unfortunately the application of RFSIM metric does not lead to satisfactory
results as the values of this metric differ significantly both for high and low
quality 3D prints. However, the use of Feature Similarity leads to much more
promising results presented in detailed way in Table 1.

Analyzing the results obtained for the FSIM metric some interesting conclu-
sions can be drawn. Classification of the 3D prints into high and low quality
ones based on the FSIM results can be efficiently made for green, silver, white
and red filaments. Nevertheless, a proper choice of threshold and the color to
grayscale conversion may be different for each color of the filament.

For green 3D prints the best results can be obtained using the HSV and ITU
BT.709-5 color models whereas the choice of ITU BT.601-7 may lead to some
troubles in proper classification as the difference between the FSIM values for
high and low quality prints is much smaller. The use of CIELAB color space
leads to even worse results and improper classification.

For the silver filament only the CIELAB color space leads to useless results.
The use of remaining three conversion methods with the threshold of the FSIM
about 0.7 (similarly as for the two best conversions for green prints) allows the
proper detection of the 3D prints quality.

A similar situation takes place for white prints as only CIELAB color space
cannot be effectively used. Nevertheless, the threshold values should be increased
to about 0.8.

The use of the red filament requires the use of the HSV color model but
the choice of a proper threshold value at about 0.8 does not guarantee proper
classification results.

The most troublesome situation took place for the orange filament as none of
the color to grayscale conversion methods allowed the proper recognition between
the high and low quality prints. Such a situation may be caused by different
properties of this material as the light transmission coefficient for this material
is much higher. This issue has been confirmed experimentally by measurements
of the light intensity passing through the 3D printed plates of the same thickness
and different colors. An illustration of this phenomenon is shown in Fig. 2.
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Table 1. FSIM values obtained during experiments assuming the division of the image
into 4 parts

Color Quality FSIM values

ITU BT.601-7 ITU BT.709-5 HSV CIELAB

Green High 0.7843 0.7976 0.8287 0.9510

High 0.7978 0.8083 0.8329 0.9853

High 0.6857 0.7068 0.7507 0.7075

High 0.8353 0.8487 0.8733 0.9845

High 0.8164 0.8304 0.8581 0.9896

Low 0.5872 0.5847 0.5809 0.7689

Low 0.5728 0.5698 0.5664 0.7426

Low 0.6608 0.6551 0.6424 0.8466

Low 0.6605 0.6552 0.6416 0.7517

Silver High 0.7245 0.7241 0.7253 0.6078

High 0.7660 0.7659 0.7676 0.5251

High 0.7703 0.7701 0.7702 0.6512

High 0.7792 0.7784 0.8046 0.7429

High 0.7519 0.7514 0.7726 0.7102

Low 0.6237 0.6234 0.6267 0.4593

Low 0.6723 0.6724 0.6753 0.5119

Low 0.6834 0.6832 0.6805 0.6018

Low 0.6789 0.6787 0.6744 0.6185

Red High 0.8762 0.8572 0.9400 0.9923

High 0.8131 0.7950 0.9021 0.9915

High 0.6863 0.6789 0.7805 0.8551

High 0.7029 0.6965 0.8103 0.7709

Low 0.6664 0.6526 0.7211 0.5829

Low 0.6737 0.6640 0.7545 0.7148

Low 0.7048 0.6946 0.7562 0.9720

Low 0.7691 0.7563 0.7932 0.9677

White High 0.8794 0.8787 0.8792 0.3924

High 0.8816 0.8824 0.8817 0.3929

High 0.9435 0.9301 0.9577 1.0000

High 0.9528 0.9358 0.9610 1.0000

Low 0.7867 0.7871 0.7876 0.3957

Low 0.7829 0.7831 0.7832 0.4524

Low 0.7169 0.7115 0.7701 0.9980

Low 0.6299 0.6186 0.6721 0.9999

Orange High 0.7184 0.7158 0.7216 0.4125

High 0.5880 0.5854 0.6669 0.4925

High 0.7265 0.7212 0.7632 0.8898

High 0.8237 0.8245 0.8347 0.9701

Low 0.7798 0.7787 0.8021 0.7772

Low 0.6771 0.6744 0.7334 0.6686

Low 0.7215 0.7192 0.7463 0.8440
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Fig. 2. Illustration of semi-transparency of different types of PLA filaments illuminated
from back side

5 Concluding Remarks and Directions of Future Work

Quality assessment of 3D prints is an interesting field of further research. Starting
from very promising results presented in this paper, further development of auto-
matic quality estimation of 3D prints may be related to the use of some hybrid
approaches based on combination of several metrics used for general purpose
image quality assessment. Obtained results may be also used for on-line quality
monitoring systems for 3D printers equipped with a camera with possibilities of
corrections of some detected imperfections during the printing process.

Another possible direction of future work can be the increase of the versatility
of the proposed approach in order to evaluate the quality of 3D prints of various
shapes. This issue may be especially demanding due to potential changes of
lighting conditions for different parts of the 3D objects visible on the images
captured by a camera.

In order to obtain even better results a combination of color information from
different RGB channels or some other color spaces may be also used. Assuming
the availability of an additional light source mounted on the opposite side of
the print relatively to the camera, such an approach may be combined with
estimation of the semi-transparency level of the filament as well.
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Abstract. Low SNR object could be tracked and detected using
Track–Before–Detect (TBD) algorithms. Most TBD algorithm assume
positive signal of object and Gaussian background noise. Multiple order
statistics (mean, variance and skewness) for the improving of detec-
tion are proposed and analyzed in this paper. Monte Carlo results and
the dependence between mean, standard deviation and skewness are
provided.

Keywords: Tracking · Track–before–detect · Skewness

1 Introduction

Tracking systems are applied in numerous applications [1]. They are important
part of the air, water, underwater and space surveillance systems. The object
tracking is quite simple if the object signal is significantly distinguished from the
background. The high signal to noise ratio (SNR) case allows the application
of fixed or adaptive threshold algorithms for the estimation of object’s position.
Reduced SNR cases require [1] the application of predictors, like the Benedict–
Bordner, the Kalman [1] or the Bayes [1,13] filters. The tracking filter reduces the
influence of false observations. The restoration of the object position, even if the
correct observation is not detected in the current measurement is possible, by the
prediction. Typical tracking system uses the detection and tracking approach.

Multiple object tracking systems requires an additional assignment algo-
rithm. The assignment algorithm is responsible for the track maintenance tasks:
initiation, removal, merging and assignment of the observation to the appropriate
predictor [1]. It improves tracking quality of overall system, also.

The conventional detection and tracking approach [1,13] is not adequate for
very low SNR cases (SNR < 1). The amount of false observations, obtained
by the threshold algorithm is huge, so the selection of observed object for the
predictor is not possible.

c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 13
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Alternative Track–Before–Detect (TBD) approach allows the tracking of
objects that are below the noise floor (SNR < 1) [1,2,13]. The first opera-
tion is based on the tracking with the use of raw measurements [13]. All possible
trajectories are processed, even if no object is in the range. Multidimensional
spatial and temporal filtering in TBD algorithm allows the noise reduction and
improves SNR value for the true object. The second operation is the detection
using obtained multidimensional state–space for the estimation of position and
motion together.

1.1 Outline of the Paper

The Spatio–Temporal Track–Before–Detect algorithm is applied for the posi-
tive signals typically, but noise objects require additional preprocessing. The
proposed processing technique for noise objects is discussed in Sect. 2. Multiple
order statistics are proposed in Sect. 3. Results of Monte Carlo tests are pro-
vided in Sect. 4 and discussion is in Sect. 5. Conclusions and further works are
considered in Sect. 6.

1.2 Related Works

Segmentation based on high order statistic is considered in [11]. Local standard
deviation, absolute value of mean with dot product preprocessing [7], maximal
autocovariance [10], chi–square statistic are proposed in the previous works.
Filter banks are considered in [9]. Two dimensional TBD tracking allows seg-
mentation [4,12] in medical applications also. High order statistics are important
in SAR image segmentation [14].

1.3 Contribution of the Paper

Main contribution of the paper is the proposal multiple order statistics for the
preprocessing of measurement. Previous works related to this topic area are
related with the application of the variance and distributions comparison only.
Spatio–Temporal Track–Before–Detect (ST TBD) algorithm is considered in
[6,8] for example.

2 Noise Objects

Typical object signature is the positive signal (reflected or emitted light in visi-
ble light or infrared vision systems) that could be processed by ST TBD directly.
Numerous stealth technologies are applied for the reduction of positive and mod-
ulated signals.

Noise objects are specific class of signals, where the object’s signal is noise
only, disturbed by the background noise. Only noises are measured and the
differences between them could be very small, so object noise is hidden in the
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Fig. 1. Example of noise signal s = 1 disturbed by additive noise s = 1

background noise. The TBD algorithm is necessary for such scenarios together
with the proper preprocessing of measurements.

In this paper the spatial noise is assumed, so the object is the extended
target [1] that occupies a few measurement cells (pixels). Example 1D measure-
ments (for simplification) are shown in Fig. 1. The background clutter is additive
Gaussian noise (s = 1) and the object is Gaussian noise (7 pixels width), but
different distributions are possible to process.

2.1 Detection of Noise Objects

The estimation of statistical properties in the spatial domain using moving win-
dow approach could be applied. The size of the window should be similar to
the size of object. Too large size reduces spatial resolution of the system and
too small size reduces sensitivity. The parametric techniques estimate known a
priori distribution parameters, related to the background or object (e.g. mean,
variance). The non–parametric techniques allows the comparison between two
distributions (global related to the overall measurements and local related to the
moving window position). The prepossessing of measurements is necessary for
spatial difference estimation (Fig. 2). The ST TBD algorithm allows the detec-
tion of positive signal, so zero mean background and object noises cannot be
distinguished without parametric or non–parametric estimation.

Preprocessing
of

Measurement
Space

Tracking Detection

TBD
measurements trajectories

Fig. 2. Preprocessing and ST TBD algorithms



Noise Objects Tracking Using Multiple Order Statistics and Spatio 115

The moving window size 2L + 1 is applied for measured signal M using the
following formula:

X(k, s) = std [M(k, s − L), · · · ,M(k, s + L)] (1)

3 Multiple Order Statistics

The mean x̄ - 1’st raw moment (2), and sample variance S2 - 2’nd central moment
(3) are basic descriptors of distribution [5]. The sample skewness [3] G1 - 3’rd
standardized moment (5) could be applied for the improving of distribution
description.

x̄ =
1
n

n∑
i=1

xi (2)

S2 =
1

n − 1

n∑
i=1

(xi − x̄)2 (3)

g1 =
1
n

∑n
i=1(xi − x̄)3

( 1
n

∑n
i=1(xi − x̄)2

)3/2 (4)

G1 =

√
n(n − 1)
n − 2

g1 (5)

The properties moments applied separately are evaluated using Monte Carlo
tests. The minimum sample size for using a parametric statistical test varies
among texts. Smaller sample sizes (typically < 30) give very weak descriptors of
distribution. The ST TBD work as filter that denoises descriptors intentionally
and improves descriptors by spatio–temporal processing.

4 Monte Carlo Tests

The 1D tracking scenario is assumed and there are 1200 measurement cells.
The extended object occupies 7 cells and this width is known a priori for the
preprocessing algorithm. The background is filled by the Gaussian noise. Object
signal replace cells of the background, so is not additive. The parameters of
noise object are tested for specified ranges. Mean error of the position error for
multiple tests is computed. The velocity of object is from 0 to 10 range with
integer values. There are no transitions between velocity subspaces, because the
velocity is fixed. Two smoothing coefficient values are tested: α = 0.95 and
α = 0.98.

The results show not only changes for a single variable parameter, but for
all tested moments. There are three types of errors: maximal, mean and median
(Fig. 5).



116 P. Mazurek

5 Discussion

There are not necessary additional assumptions related to the shapes of distri-
bution for non–parametric methods using the proposed statistics (Fig. 8).

The obtained results show the correctness of proposed estimators and limi-
tations of the method. Zero distance error values could be obtained for all esti-
mators. The most interesting result is the dependence between mean, variance
and skewness. This is the result of boundary position of window of analysis. It
is visible for variable mean especially in Figs. 3 and 6. All considered estimators
change value for such case. There are similar results for variable standard devi-
ation and mean estimator (Figs. 4 and 7), but this influence is very low. The
application of the higher α value improves the sensitivity of considered method,
that is expected results. Small number of samples for the estimation of parame-
ters gives error that is reduced but TBD algorithm due to recursive processing.
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Fig. 3. Position errors for variable mean value and α = 0.95

Data fusion could be applied for conversion of obtained estimates to the single
measurement space of ST TBD using weighted formula:

X2(k, s) = w1(x̄(k,M(s − L, · · · , s + L)) − x̄(k,M))2

+ w2(S2(k,M(s − L, · · · , s + L)) − S2(k,M))2

+ w3(G1(k,M(s − L, · · · , s + L)) − G1(k,M))2
(6)

but this topic is not addressed in this paper. The knowledge about object and
background noise characteristics could be incorporated by the optimization of
the weight values (wi) for improving divergence between the background and
object.

6 Conclusions and Further Works

The detection and tracking of noise object could be applied for image processing
task, also. Mean and variance are visible for humans for high SNR scenarios, but
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Fig. 4. Position errors for variable standard deviation value and α = 0.95
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Fig. 5. Position errors for variable skewness value and α = 0.95
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Fig. 6. Position errors for variable mean value and α = 0.98
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Fig. 7. Position errors for variable standard deviation value and α = 0.98
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Fig. 8. Position errors for variable skewness value and α = 0.98

higher order differences are not visible. The detection of lines is an interesting
application.

ST TBD algorithm requires single measurement space, so weighted
preprocessing is interesting, but the relation between value weights should be
established. Alternative approach based on multiple ST TBD algorithms (every
algorithm for particular statistical moment) with the data fusion of outputs is
possible also, but requires more computations.

Obtained results show the important behavior of moving window. The esti-
mation is correct if the window is over the objects measurement space cells.
Additional changes occur if the window overlaps of objects and background cells
together. This property should be considered by the data fusion algorithm.
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Abstract. The goal of the Active Learning algorithm is to reduce the
number of labeled examples needed for learning. In this paper we propose
the new AL algorithm based on the analysis of decision profiles. The
decision profiles are obtained from the outputs of the base classifiers that
form an ensemble of classifiers. The usefulness of the proposed algorithm
is experimentally evaluated on several data sets.
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1 Introduction

Supervised learning is one of the types of machine learning [1]. Classification
methods are applied in many practical tasks [5,8,10]. Generally, the recognition
algorithm maps the feature space to the set of class labels. This process requires
a sufficiently large number of training examples in the learning set. Typically
these examples are manually labelled by the expert (sometimes called - oracle).
On the other hand unlabelled examples are much easier to be acquired.

Active Learning (AL) [6] is a special case of machine learning in which a
learning algorithm is able to interactively query the expert to obtain a label
for unlabelled examples. These labelled examples are further used to improve a
classifier. The key issue is to select the most informative examples. In this paper
we use Query by Committee (QBC) approach [11]. This approach to AL is based
on using the ensemble of classifiers to select the most informative examples.

The text is organized as follows: after this introduction, in Sect. 2 the idea of
an ensemble of classifiers is presented. Section 3 contains the description of the
proposed AL scheme based on the QBC approach. The experimental results on
several data sets are presented in Sect. 4. Finally, conclusions from the experi-
ments and future research proposals are presented.

2 Ensemble of Classifiers

The classification task can be accomplished by a single classifier or by a team
of classifiers. In the literature, the use of the multiple classifiers for a decision
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 14
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problem is known as the multiple classifier systems (MCS) or the ensemble of
classifiers EoC [7,12]. The construction of MSC consists of three phases: gener-
ation, selection and integration [3]. In the second phase, which is discussed in
this paper, one classifier or a subset of the base classifiers is selected to make
the final decision which is to assign an object to the class label.

The output of an individual classifier can be divided into three types [13]:

– The abstract level – the classifier ψ assigns the unique label j to the given
input x.

– The rank level – in this case for each input x, each classifier produces an
integer rank array. Each element within this array corresponds to one of the
defined class labels. The array is usually sorted with the label at the top being
the first choice.

– The measurement level – the output of a classifier is represented by a measure-
ment value that addresses the degree of assigning the class label to the given
output x. An example of such a representation of the output is a posteriori
probability returned by Bayes classifier.

Let us assume that we possess K of different classifiers Ψ1, Ψ2, . . . , ΨK . Such
a set of classifiers, which is constructed on the basis of the same learning sample
is called an ensemble of classifiers or a combining classifier. However, any of Ψi

classifiers is described as a component or a base classifier. As a rule K is assumed
to be an odd number and each of Ψi classifiers makes an independent decision.
As a result, of all the classifiers’ actions, their K responses are obtained. Having
at the disposal a set of base classifiers one should determine the procedure of
making the ultimate decision regarding the allocation of the object to the given
class. It implies that the output information from all K component classifiers is
applied to make the ultimate decision.

In this work we consider the situation when each base classifier returns the
estimation of a posteriori probability. This means that the output of all the base
classifiers is at the measurement level. Let us denote a posteriori probability esti-
mation (most often discrimination function – DF) by pk(ω|x), k = 1, 2, . . . ,K,
ω = 1, 2, . . . , Ω, where Ω is the number of the class labels. One of the possible
methods for such outputs is the linear combination method. This method makes
use of the linear function like Sum, Prod or Mean for the combination of the
outputs. In the sum method the score of the group of classifiers is based on the
application of the following sums:

si(x) =
K∑

k=1

pk(ω|x), ω = 1, 2, . . . , Ω. (1)

The final decision of the group of classifiers is made following the maximum rule
and is presented accordingly, depending on the sum method (1):

ΨS(x) = arg max
i

si(x). (2)

In the presented method (2) DF obtained from the base classifiers take an
equal part in building MCSs. This is the simplest situation in which we do not



122 R. Burduk

need additional information on the testing process of the base classifiers except
for the models of these classifiers. One of the possible methods in which weights
of the base classifier are used is presented in [4].

3 Proposal of Active Learning Algorithm Using
the Decision Profile

The general AL scheme is defined as follows [15]:
Input: Learning algorithm - A; Set of labeled training examples - L; Set

of unlabeled training examples - U ; Number of active learning iterations - n;
Number of selected examples - m.

Repeat n times

1. Generate a committee of classifiers, C∗ = EnsembleMethod(A,L)
2. ∀xj ∈ U compute InformationV alue(C∗, xj), based on the current

committee
3. Select a subset S of m examples that are the most informative
4. Obtain a label for examples in S from “oracle” or an expert
5. Remove examples in S from U and add to L

Return EnsembleMethod(A,L)

3.1 Proposal of Information Value Calculations

For K base classifier their outputs are arranged in the decision profile:

DP (x) =

⎡
⎢⎢⎢⎣

p1(1|x)
... p1(Ω|x)

...
...

...

pK(1|x)
... pK(Ω|x)

⎤
⎥⎥⎥⎦ . (3)

During learning of the base classifiers we obtain m decision profiles, where
m is the number of objects from the learning set. From the decision profiles we
calculate the decision scheme according to the formula:

DS =

⎡
⎢⎢⎢⎣

ds11
... ds1Ω

...
...

...

dsK1

... dsKΩ

⎤
⎥⎥⎥⎦ , (4)

where

dskω =
∑m

n=1 I(Ψk(xn) = ωn) pk(ωn|xn)∑m
n=1 I(Ψk(xn) = ωn)

, (5)

where I(·) is the indicator function. The value of dskω is calculated only from
those DFs for which the classifier k did not make an error.
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The information value is calculated for the new object on the basis of its
decision profile according to the formula:

IV (x) =
K∑

k=1

Ω∑
ω=1

I(pk(ω|x) < dskω). (6)

The obtained information value IV for the new object from a set of an
unlabelled training example is used to indicate the object x to be labelled. The
labelled object is the one that exceeds the established value of the IV . In the
experiments the algorithm using the proposed above method is denoted as Ψ IV

AL.

4 Experimental Studies

In the experiential research we used two data sets from the UCI repository [9],
one data set form Keel repository and the two generated randomly – they are the
so called Banana and Higleyman sets. The numbers of attributes and examples
are presented in Table 1. In the experiments we have used the standard 10-fold-
cross-validation method and the feature selection process [14] was not performed.

Table 1. Description of data sets selected for the experiments

Data set Example Attribute

Banana 2000 2

Highleyman 400 2

MAGIC Gamma Telescope 19020 11

Phone 961 6

Pima Indians Diabetes 768 8

In the experiments 9 base classifiers were used. One of them (labelled as Ψ1)
used the decision trees algorithms, with the splitting rule based on entropy, the
number of branches equal to 2 and the depth of the precision tree having at most
6 levels. Two of them work according to k−NN rule where k parameter is equal
to 3 or 5 and they are labelled as Ψ2 and Ψ3 respectively. The classifier labelled
as Ψ4 is the rule induction classifier. This classifier uses a tree-based modelling
in which a tree is run and models for which the purity is at or above a specified
threshold are removed from the training data set and placed on the side. The
fifth classifier Ψ5 uses Support Vector Machines models with the Decomposed
Quadratic Programming estimation method. The sixth classifier Ψ6 uses the least
squares regression model to predict the class label. The last of the base classifiers
Ψ7 is the multilayer perceptron model with 3 hidden units.

Tables 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11 show the results of the classification
for all base classifiers and two ensemble methods. The results refer to the first
iteration of AL scheme and are for information value equal 12 or 15.
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Table 2. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Pima data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ12
AL

k = 0 0.25 0.25 0.22 0.21 0.40 0.28 0.26 0.27 0.28 0.18 0.21

k = 1 0.22 0.22 0.40 0.27 0.22 0.27 0.25 0.31 0.30 0.26 0.25

Random 0.25 0.25 0.40 0.22 0.35 0.28 0.26 0.35 0.30 0.25 0.28

Table 3. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Pima data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ15
AL

k = 0 0.25 0.25 0.22 0.21 0.40 0.28 0.26 0.27 0.28 0.18 0.21

k = 1 0.25 0.25 0.40 0.21 0.40 0.28 0.26 0.27 0.28 0.18 0.21

Random 0.34 0.34 0.40 0.23 0.35 0.43 0.26 0.25 0.23 0.30 0.26

Table 4. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Banana data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ12
AL

k = 0 0.28 0.28 0.45 0.42 0.16 0.14 0.27 0.14 0.13 0.21 0.12

k = 1 0.18 0.18 0.45 0.51 0.12 0.14 0.32 0.12 0.13 0.15 0.13

Random 0.24 0.24 0.45 0.42 0.13 0.14 0.28 0.11 0.11 0.16 0.12

Table 5. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Banana data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ15
AL

k = 0 0.28 0.28 0.45 0.42 0.16 0.14 0.27 0.14 0.13 0.21 0.12

k = 1 0.18 0.18 0.45 0.45 0.15 0.14 0.30 0.14 0.12 0.18 0.13

Random 0.31 0.31 0.45 0.41 0.17 0.14 0.25 0.13 0.13 0.22 0.12

Table 6. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Higleman data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ12
AL

k = 0 0.05 0.05 0.2 0.17 0.12 0.05 0.05 0.12 0.05 0.05 0.05

k = 1 0.05 0.05 0.5 0.15 0.05 0.05 0.07 0.02 0.05 0.05 0.05

Random 0.07 0.07 0.5 0.2 0.12 0.07 0.1 0.05 0.05 0.05 0.05
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Table 7. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Higleman data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ15
AL

k = 0 0.05 0.05 0.2 0.17 0.12 0.05 0.05 0.12 0.05 0.05 0.05

k = 1 0 0 0.5 0.17 0.12 0.1 0.12 0.07 0.1 0.1 0.1

Random 0.17 0.17 0.67 0.17 0.1 0.05 0.07 0.1 0.1 0.1 0.07

Table 8. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Magic data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ12
AL

k = 0 0.16 0.16 0.20 0.20 0.20 0.18 0.17 0.20 0.20 0.16 0.16

k = 1 0.15 0.15 0.36 0.20 0.21 0.17 0.18 0.19 0.19 0.16 0.15

Random 0.15 0.15 0.36 0.21 0.21 0.17 0.16 0.18 0.18 0.16 0.15

Table 9. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Magic data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ15
AL

k = 0 0.16 0.16 0.20 0.20 0.20 0.18 0.17 0.20 0.20 0.16 0.16

k = 1 0.15 0.15 0.36 0.25 0.19 0.18 0.16 0.20 0.19 0.15 0.14

Random 0.15 0.15 0.36 0.21 0.20 0.19 0.17 0.19 0.19 0.16 0.16

Table 10. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Phone data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ12
AL

k = 0 0.25 0.25 0.26 0.27 0.30 0.26 0.21 0.26 0.26 0.23 0.22

k = 1 0.22 0.22 0.32 0.27 0.17 0.19 0.20 0.13 0.14 0.17 0.15

Random 0.20 0.20 0.32 0.28 0.19 0.22 0.21 0.15 0.15 0.18 0.17

Table 11. Classification accuracy for the base classifiers (Ψ1, ..., Ψ9), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Phone data set

AL scheme Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 Ψ8 Ψ9 ΨMV Ψ15
AL

k = 0 0.25 0.25 0.26 0.27 0.30 0.26 0.21 0.26 0.26 0.23 0.22

k = 1 0.23 0.23 0.32 0.27 0.23 0.20 0.22 0.2 0.21 0.21 0.19

Random 0.22 0.22 0.32 0.27 0.22 0.18 0.20 0.18 0.19 0.18 0.17
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The obtained results are promising. For a given data sets we received improve-
ment of classification quality. This improvement relates to the proposed AL
algorithm compared to random labelling of the unlabelled training examples.
For example, algorithm Ψ12

AL in our AL approach is about two percent higher
than the same algorithm with random labelling in the case of MAGIC Gamma
Telescope and Phone data sets. Made experiments also show that the selection of
IV parameter values significantly affect the quality of classification. For example
algorithm Ψ IV

AL obtained the best results for IV = 15 and IV = 12 for MAGIC
Gamma Telescope and Phone data sets respectively.

5 Conclusion

The paper presents the new AL algorithm based on the QBC approach. In the
information value calculating process the decision profiles are used. In the paper
experiments on several data sets were carried out. The obtained results are
promising. This is due to the improvement of classification quality when we use
the proposed AL algorithm compared to random labelling of unlabelled training
examples.

In the future studies we plan to discuss the impact of using another value of
the information value. In addition, further experiments should apply imbalanced
data set [2] and not only to the binary data set.
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Abstract. This paper presents the idea of algorithm for detecting lines
having a defined direction in digital images based on selected Region of
Interest containing those lines. The proposed algorithm uses data reduc-
tion in order to simplify information processing. The goal of the algo-
rithm is the reduction of data size based on simple random sampling
method. The Edge Oriented Histogram algorithm is used to designate
the ROI blocks with information of potential places in image containing
lines oriented in defined direction. This approach is proposed for low-
computational power systems, embedded systems or video based control
of mobile robots based on image analysis. The nearly real-time algorithm
has been tested on real corridor image data sets obtained from a high
resolution camera. The practical test implementation as a part of mobile
robot steering algorithm is presented.

Keywords: Image analysis · EOH · ROI · Downgrading image
resolution

1 Introduction

A typical solution to support the navigation in a confined space is the correct
orientation according to the known solid objects placed in the test environment.
A simplified representations of objects using their edges as stroke lines is often
assumed. These lines are considered as natural landmarks in space. For exam-
ple, in the case of corridors, landmarks are natural elements, such as doors,
windows or other similar elements [1]. Image based line detection is a popular
issue in mobile robot navigation. Algorithms for processing of high resolution
images require significant computing power, so it is a problem in the case of
full-resolution images in lower performance microprocessor systems. The critical
point for line detection in the vision data processing flow is the point where the
computer has to decide which pixels may represent the line. The line detection
process can be greatly improved by reducing the amount of analyzed data. Grad-
ual reduction of the information in the image processing algorithms is a com-
monly used approach, e.g. by conversion of color image to grayscale (or binary
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 15
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black and white) or reduction of image size (resolution). For video sequences
some background estimation and removal algorithms can also be used for the
reduction of the amount of processed data [6].

Simultaneously with the reduction process, searching for information rele-
vant to the specified issue (e.g. shape, size, orientation) takes place as well. This
reduction sometimes causes an additional elimination of unnecessary and harm-
ful information (noise, artifacts etc.). Reducing resolution is a way to reduce the
amount of analyzed elements in the digital image, another way is the reduction
of the analyzed area using a ROI filter such that the probability of the line detec-
tion is high. It is possible to use both methods simultaneously. In this paper the
modified Edge Oriented Histogram (EOH) [10] is presented and applied in ROI
filter algorithm. Some of popular algorithms used for line detection are based on
edge detectors, such as Sobel or Canny filters, or applying pixel intensity based
thresholding e.g. Otsu. Some algorithms based on thresholding or histogram
methods can be converted to a fast method e.g. binarization with fast Otsu
method [4,5]. The morphology and the median filter or the Hough Transform
can also be used for selecting lines with assumed direction [7].

The EOH has been developed as a part of popular real-time algorithms e.g.
SIFT, MPEG-7 [10,11]. However, in these cases, to achieve the parameters of
the RT system, the potential of the hardware equipment is used, e.g. in the
parallel processing. The developed nearly real-time algorithm is dedicated for
microprocessors with low computational power.

2 Simple Random Sampling as a Method of Image Data
Reduction

Widely available video cameras are often the source of high-resolution images.
Such images cause some difficulties with their processing and storage. Therefore
image resampling is a popular technique allowing to prepare a new version of
original image based on mathematical formulas. However, the proposed method
of downsampling is based on division into blocks and a statistical sampling inside
each block, where new samples are drawn by a pseudo-random number generator
with a uniform distribution.

The mean value of chosen pixels is then calculated. This process is illustrated
on Fig. 1. The new image after downsampling is stored as a new low resolution
image. The new matrix is an equivalent of the old image which can be easier
for further processing using standard operations. It is possible to store a new
calculated value in the vector, for example, it may be useful for histogram cal-
culation. Sometimes, for blurry images such an operation can make it sharpen
or slightly reduce noise. Proposed method is faster than a popular alternative
method for scaling images based on known procedures like nearest-neighbor or
bilinear interpolation [9].
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Fig. 1. Image downgrading process (A – original image divided into 9 parts, B – base
for Simple Random Sampling, C – 4 drawn pixels, D – new calculated value of pixel,
E – new downgraded image)

2.1 Comparison of Methods for Image Size Reduction

Test images have been reduced using the following methods:

1. method proposed in paper with block size M × M pixels and new value of
luminance pixel has been calculated as the average value for n drawn pixels,

2. nearest-neighbor interpolation with the same output image size,
3. bilinear interpolation with the same output image size.

The time required to complete the tasks has been measured and the results
have been normalized assuming that the longest time is equal to 1 (Table 1).

Table 1. Comparison of the computation time

Downgrading method for block Normalized computation time [%]

48 × 48 pixels average for n = 16 drawn pixels 53

8 × 8 pixels average for n = 4 drawn pixels 62

Nearest-neighbor interpolation 75

Bilinear interpolation 100

3 Extraction of Regions with Lines with Known
Orientation

In the EOH algorithm the edge orientation is evaluated by searching the maxi-
mum response over an edge filter, directly calculating the gradient in each bin.
The performance of the algorithm is dependent on the number of bins. The
gradient magnitude and gradient orientation are calculated for each pixel. The
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Fig. 2. Synthetic image (left – grayscale, right – binary after edge detection)

Table 2. Table of one block direction coded

Line direction Binary code

Horizontal 1100

Vertical 0011

45 degree 0110

135 degree 1010

Non direction 0000

algorithm conducts the edge detection using Canny method by default which
can be effectively applied due to the use of a relatively small image size. The
gradient orientation value is divided into K bins where K = 5 for five assumed
directions is required with assumed Sobel filter orientation for vertical, horizon-
tal, 45 degree, 135 degree and non-directional edges. At this point it is similar
to the MPEG-7 “Edge Orientation Histogram” descriptor. The Edge Orienta-
tion Histograms in each orientation bin k of cell Ci, Ek(Ci), are calculated by
summing all gradient magnitudes with orientations belonging to bin k. The set
of k EOH features for one cell can be expressed as the ratio of the bin value on
single orientation to the sum of all bins values according to the formula:

EOHCi,k
=

Ek(Ci) + e∑K
j=1 Ej(Ci) + e

(1)

where e is an additional value allowing correct calculations when denominator
is close to zero.

The dominant value of bin for known orientation is minimal information
necessary for preparation of the logical condition used for the choice of blocks
containing lines. The dominant value has been defined as the maximum value
stored in histogram bins. For each block dominant direction is coded (Table 2)
and stored in two dimensional matrix. The matrix is necessary for preparation of
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Fig. 3. The idea of region selection algorithm (left – negative of blocks, right – EOH
for each block)

the ROI filter. The analysis of the neighborhood of these coded direction values
is the base for selection of potential places of line occurrence for the specified
direction. It has been found that for long lines for each single block the trend of
a certain direction is found to be very similar also in their closest neighborhood
(examples using a synthetic image are shown on Figs. 2 and 3).

4 Tests

The steps of test algorithm are:

1. the high resolution image is downgraded by dividing into blocks and simple
random sampling method is used,

2. new image is divided into r2 blocks (where r is individually declared value
for images)

3. for each block Edge Oriented Histogram is calculated,
4. for each block the code of direction is calculated and stored in two dimensional

matrix,
5. the ROI is calculated based on neighborhood coded direction stored in two

dimensional matrix,
6. all blocks except those with the desirable directions of the lines are removed.

4.1 Example of ROI Selection

In the presented example, the ROI filter has the task of selecting the lines accord-
ing to the selected direction which have at least two neighbors. The application
of the ROI selector for a corridor line is presented in Fig. 4.
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Fig. 4. Example of ROI based corridor line extractor (downscaled image, Canny edge,
vertical lines, 45 and 135 degree lines)

Fig. 5. Example of ROI based roadsides selector

In the second example the task is to select only those lines which are arranged
in a direction of 45 or 135 degrees. The sample drawing is done selecting a line
painted on the roadway and its roadsides. ROI is defined for five neighbors with
the same coded directions. In this example the traffic lane and right roadside
are properly extracted but the left roadside has been omitted (Fig. 5).

4.2 Example of Mobile Robot Steering

The task of mobile robot control is related to maintaining the forward direction of
its motion, keeping the same distance from the walls of the corridor. Controlling
the robot using the proposed idea is presented in Fig. 6. The proposed control
algorithm has to guarantee the continuity of the line for its proper work but
in the case of loss of continuity of the detected line the previously calculated
control will be continued. Plane of images obtained from the camera in the 3D
space must always be perpendicular to the axis of movement defined by the
parallel walls of the corridor for the proper designation of the deviation from the
central point of robot position (which belongs to this axis). It is important that
the measurement is always made at the level of the selected default horizontal
line localized identically on each of images. The test line is arranged so that the
divided image proportion is 1:5 and is placed closer to the bottom of the image.
The tests results have been obtained with processing speed equal to 12 video
frames per second.

The algorithm has been checked in off-line mode, including only the selected
points from the route of the mobile robot for which the images have been cap-
tured and the distance measurements from the optical axis of the robot’s camera
to the walls have been made using a hand laser range finder.
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Fig. 6. Vision based differential steering idea of a mobile robot

Table 3. Example of calculated error

Deviation Vision method’s relative error Laser range finder’s relative error

10 [cm] 8% 6 %

50 [cm] 7% 5 %

100 [cm] 8% 4 %

150 [cm] 9% 4 %

The results of the measurements were relative to the reference ones obtained
on the basis of designated by the range finder for the saved images. The results
are shown in Table 3, for both methods the errors relative to the reference mea-
surements are similar.

5 Conclusions

The proposed ROI filter for a line selector with assumed direction based on
Edge Oriented Histogram and downgrading image resolution by simple random
sampling is a useful solution for algorithms requiring simple implementation
and low computational complexity. It has been shown during the tests that
the selection criterion of a line needs to be developed, due to some problems
with the correct selection in the case of a large number of lines directed in
different directions. Despite the found flaws, the experiments have confirmed
the usefulness of the developed algorithm for the control of a mobile robot.
Further work will be related to the use of advanced compression techniques [3]
to improve the quality of detection line.
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Abstract. Swipe typing on haptic devices is gaining increasing atten-
tion among developers and popularity among users. By sliding a finger
or stylus through consecutive letters, without any form of selection (e.g.
pressing), it offers substantial acceleration and ease of writing. In this
paper, an adaptation of swipe typing technique for touchless environment
operated by head movements is proposed. The head movements enable
directional manipulation and the swipe-like typing procedure solves the
problem of the key press. Such interface is generally designed for phys-
ically challenged people who are unable to use standard input devices
(mouse and keyboard).

1 Introduction

Traditional typing using the physical keyboard requires the user to press each
character composing a word. The same situation is encountered during tradi-
tional (without any improvements) typing on soft keyboards presented on the
screen: every key, representing a single character, has to be separately pressed.
Different principles, on the other hand, form the foundation of the swipe typing:
the entire word is entered by a single gesture. The user usually touches the key
representing the first letter of a word, then drags through subsequent characters
to finally raise the pointer (finger or stylus) over the last letter. A word is entered
using a single and continuous gesture.

In swipe typing techniques a path of the performed gesture consists of many
redundant characters. In order to determine the typed phrase this path must be
analyzed using a word search engine. There are many proprietary solutions of
swipe typing available on the market. All of them, however, focus on touchscreen
devices.

Few examples presented in the literature confirm that the adaptation of swipe
typing technique to touchless environment is possible and can improve the overall
interaction [3,5,13]. In [3] the user’s hand and fingers are tracked in relatively
close distance from the screen. The path made by hand movements is analyzed
for the intended word. The separation of words is achieved with a pinch gesture.
Another solution is proposed in [13] where interface components are controlled
by the Kinect-based hands motion tracking module. The clench fist gesture is
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 16
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used for the separation of words. The velocity of movement through the keyboard
is analyzed for the collection of suitable characters.

In this paper, a proposition of swipe typing technique adaptation for touch-
less environment operated by head movements is presented. Such interface is
generally designed for physically challenged people who are unable to use stan-
dard input devices (mouse and keyboard).

The rest of the paper is structured as follows. In Sect. 2 related works are
presented and discussed. Section 3 introduces the concept of swipe typing in
head operated interface. Its details are provided in Sect. 4. Final conclusions and
a summary are provided in Sect. 5.

2 Related Works

Most head operated interfaces focus on conventional mouse replacement and the
pointer manipulation in the graphical user interface. The problem of touchless
typing is neglected in the contemporary research. Text entry, however, is the
tasks in human-computer interaction equally important as the mouse input.
Although alternatives to touchless text typing exist (e.g. speech recognition,
eyetracking) in this paper the emphasis is placed on computer vision techniques.
Vision-based text entry interfaces are still rare and insufficiently studied [2].
They are also considered as a novel issue [3,6].

2.1 Head Operated Interfaces

Head operated interfaces can be defined as touchless interaction interfaces where
manipulation is achieved by a form of the head movements. These interfaces
may also focus directly on a face or facial features. Some solutions use markers
attached to distinctive parts of the head (e.g. middle of the forehead). Their
aim is to simplify the processes of detection and tracking. The detection and
tracking, in fact, form the basis for the interface.

An example of mouse replacement with the head movements is SmartNav
from NaturalPoint (http://www.naturalpoint.com/smartnav/). It is a commer-
cial product that offers hands-free cursor control also with movements of other
part of the body. This is a typical marker-based solution. It works in infrared
light and uses: infrared emitters, reflector and an infrared camera.

Another proposition for hands-free mouse alternative with head movements
is the Enable Viacam (eViacam, http://eviacam.sourceforge.net). It is an open
source solution that works in visible spectrum without the need of additional
markers. It works on standard PC equipped with a webcam. Face and mouth
detection and subsequent tracking are of most importance here.

Two solutions presented above are examples of finished products. There are
also some propositions in the scientific literature. In [4] the position of cursor is
controlled by relative position of the nostrils to the face region. The skin colour
method is used first for the face detection. The nostrils are then found using
heuristic rules.

http://www.naturalpoint.com/smartnav/
http://eviacam.sourceforge.net
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In [11] the mouse control is achieved with eye and nose tracking. The eye
regions are processed for recognition of winks (used as the mouse clicks). The
user’s face is detected initially by means of the well known Viola and Jones
algorithm [12]. Then, a Gaussian model in RGB is used to represent the skin
colour probability density function. Another solution that uses the image plane
position of the eyes is presented in [8]. The changes in the eyes localization
are transferred to a control system. Eye blink is used for confirmations. The
involuntary blink and steering blink are distinguished on the basis of the closure
duration.

[10] proposes touchless interface using multiple facial feature detection and
tracking. Mouse movements are implemented based on the user’s eye movements.
Clicking events, on the other hand, are implemented using the user’s mouth
shapes (opening/closing). Face detection is achieved here by a skin-color model
and connected-component analysis. The eye regions are localized by a neural
network texture classifier. The mouth region is localized using an edge detector.
After the detection, the eye regions are tracked with a mean-shift algorithm. The
mouth regions are tracked using template matching. Authors of the solution also
provided a “spelling board” which substitute for a standard keyboard (operated
with eye movements and mouth shapes).

Touchless typing with head movements is also proposed in [2]. Here, the head
movements are supported with three face gestures chosen for a key selection:
mouth open, brows up and brows down.

2.2 User’s Head Detection for Touchless Interfaces

The main tasks in head operated interfaces are the head/face detection and
tracking. Considering the visible spectrum without the use of additional markers,
the user’s face in front of the screen can be detected and tracked using the
following computer vision techniques:

– continuous face detection (i.e. tracking by detection),
– face detection using individual frame and tracking in subsequent frames,
– stereo vision,
– background modeling.

The continuous face detection is reserved for fast methods. Those methods fre-
quently offer approximate positions and are prone to errors. More accurate
approaches are slower and not sufficient for the real-time interaction. They are,
however, willingly combined with faster tracking algorithms. In stereo vision the
scene is observed using a pair of calibrated cameras or a single stereoscopic cam-
era. Individual images are combined to form a depth map which can be easly
analyzed for the presence of the user silhouette, upper body or a head. Back-
ground modeling approaches also offer a robust method for user detection. They
are, in turn, sensitive for changes in the scene background and are not suited for
dynamic surroundings.
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3 Interface Concept

The first assumption for the interface is operation with head movements. Head
movements should be simple and straightforward, easy to understand, learn and
operate by new users. It is crucial to minimize the number of different move-
ments. To achieve the presented goal the single row alphabetical keyboard is
used. The alphabetical order is intuitive and easily operable. With a single row
layout the selection of a letter requires only movements to the left and right.
By adopting the swipe typing technique there is no need for a special gesture
corresponding to the key press.

A characteristic feature of the single-row keyboard is frequent change of the
movement direction (see the example in Fig. 1). The change of the movement
direction occurs on the intended letters. A slowdown occurs and the interaction
with the key is noticeably extended. It is important temporal characteristic. In
the second case, when the intended letter is located between direction changes
(i.e. the intended letter occurs on the path) the user is expected to slow the
movement in the area of that letter. Such situation appears in the exemplary
“text” word (Fig. 1) and the second “t” letter placed between “x” and the space.

Fig. 1. Interface concept: the exemplary interaction during “text” word entry

At the beginning of the interaction the central part of the keyboard is high-
lighted. This region is special and forms a neutral area. Any slight movements
of the head are used for the adaptation of the reference central head position
(necessary in order not to immobilize the user; the user is allowed to make free
movements on a limited extent). This region is also assigned for the space key.
With a greater head movement the swipe procedure is launched. The user moves
his head horizontally with the aim to reach subsequent characters of the intended
word. During the movement the appropriate letters are highlighted according to
the mapping procedure from the head position. The absolute measure of dis-
placement is used, i.e. the distance of the head shift corresponds to a particular
letter. Such an approach is faster compared to relative displacement where head
shifts result in scrolling through consecutive letters. Moreover, eventual inaccu-
racies can be eliminated in the next stages.
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The typing starts from the central region and finishes in that region too. Dur-
ing the movements all characters crossed over form a sequence. This sequence
consist of many redundant and unintended letters. The sequence has to be ana-
lyzed and only meaningful letters should remain. There are many combinations
which are subjected to dictionary analysis. The resultant correct words are pre-
sented for the user as suggestions.

Based on the concepts presented above a prototype interface have been
created. It was evaluated by typing separated words. The checking procedure
consisted of time measurements and verifications whether the intended words
occurred among returned suggestions. In the final product, after the swipe ges-
ture is made, the suggested words might be displayed in another row with the
most suited word highlighted. The transition between words could be achieved
with left and right head movements. The switch between rows could be arranged
with head up and down tilt gesture. Those gestures could also be used for indi-
vidual letters entry, when no suggestion exist (for unique words).

4 Development of the Interface

Development of the interface requires the adequate techniques for user’s head
detection and tracking. Secondly, methods for path analysis and dictionary sup-
port have to be proposed. Both issues are addressed below.

4.1 Detection and Tracking of the User’s Head

In the proposed interface for the initial face detection task the well known and
widely used Viola and Jones approach [12] has been used. The algorithm offers
good results even for complex scenes. In the context of human-computer interac-
tion, when the user is present in front of the screen, few frames are available, and
the lighting conditions are at least moderate, the results are perfect. Although
the tracking by detection is possible using only the Viola and Jones approach,
problems with efficiency may occur on slower hardware configurations.

The Viola and Jones approach is frequently assisted with the Kanade-Lucas-
Tomasi (KLT) feature-tracking procedure. The algorithm, also used in the pro-
posed interface, has the following steps. First, initial points for tracking are
selected. There are many possibilities for the selection of initial points: corners
using minimum eigenvalue algorithm [9] (used in the proposed interface), cor-
ners using FAST algorithm [7], SURF features [1]. In the second stage, for each
point the tracker attempts to find the corresponding point in new frame. The
algorithm is stable for rigid objects that do not change shape. For a face, during
the tracking, some points can be lost. The procedure of new points selection is
however fast and imperceptible for the user. It can be launched when too many
points are lost or periodically when the head is over the neutral area (between
consecutive words).

The referred approach offers stable and reliable head position for the real-
time interaction. The center of the bounding box around the face is used for the
steering purposes - detection and range of the horizontal head movements.
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4.2 Swipe Gesture Analysis

The crucial part of the developed interface is the approach to swipe gesture
analysis and word matching. While the user moves his head above the virtual
keyboard the appropriate letters are highlighted. The mapping is absolute: the
distance of the head shift corresponds to a particular letter. During the calibra-
tion step it is the user who chooses convenient ranges of the movements. The
extreme shifts corresponds to most distant characters on the keyboard.

On the head movements the trajectory (consisting of 1D x coordinates)
and temporal characteristics (duration of the interaction with subsequent keys,
in milliseconds) are recorded for further path analysis. Initially, all characters
located on the performed path are selected. Temporal characteristics are used
to remove characters with the shortest time of focus. Figure 2 presents three
examples for the word “computer”. The abscissa represents the interaction with
subsequent characters on the keyboard. The ordinate shows the function of the
time of this interaction (the inverse of the square of the time is used as the mea-
sure). For a single word the mean value for the function is calculated (plotted as
a red dashed line). The threshold was set as 0.15 of this value (plotted as a red
solid line). Only the characters below the threshold are recognized as intended
(indicated by a blue square). Frequently, intended letters form connected groups
containing unnecessary characters.

Fig. 2. Temporal characteristics for three exemplary interactions during the “com-
puter” word entry (Color figure online)

The procedure of the word matching is two-staged. First, from the intended
letters a string is formulated. It is dictionary matched using the external spell
checker (the proprietary Microsoft Word spell checker was engaged). Because
the input string might be noisy the typical word processor spell checker often
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fails. For the examples from the Fig. 2 strings are respectively: “colputeqrqn”,
“comlptuter”, “dcomoputer”. The spell checker fails with the first string. With
two others, the correct suggestions are provided.

In the second step new possible words are generated and dictionary checked
for verification. Two approaches have been considered. In the first case, new
strings are generated substituting original letters in the initial string with alpha-
betical neighbors (e.g. “l” is substituted with “k” and “m”) and with omissions
of string letters. In the second approach, new strings are formulated by selection
only individual letters from connected groups of intended letters. Omissions of
string letters and connected groups are also employed.

Two approaches applied in the second step work differently. The first is better
with longer words and the second when the user’s head movements are hesitant.
The best solution, however, is the combination of both approaches.

The evaluation of the interface was conducted on typing separated words. The
checking procedure consisted of time measurements and verifications whether the
intended words occurred among the returned suggestions. For the acquainted
users the average interaction time per character was 1.78 s which gives the value
of 33.7 cpm (chars per minute). This value, however, does not take into account:
necessary breaks between words during continuous writing, time of the appropri-
ate word selection from provided suggestions, and finally the time of suggestions
generation. In the prepared prototype, the last one was the most critical. With
generation of many combinations (the allowance of many changes) the proce-
dure took even several seconds. This was the reason for the separated words
evaluation procedure. The results, however, were encouraging. They prove that
swipe-like text entry by head movements using a single row keyboard is possible
and can be effective considering the interaction time.

5 Conclusions

In the paper, the problem of text entry using head movements have been
addressed and the appropriate interface proposed. The novel element of the
interface is the adaptation of swipe typing technique to a single row keyboard
operated with horizontal head movements. Initial experiments carried out on
developed prototype demonstrated that such an approach is possible and allows
convenient touchless typing. There is no need for a press gesture - a slow down of
the movement is sufficient - hence the proposed swipe-like name for a technique.

The interface of touchless text entry is of particular importance for physi-
cally challenged people who are unable to operate the standard computer input
devices. Since most non-contact interfaces for typing focus on conventional mouse
replacement the touchless text entry still remains a challenge.
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Abstract. In this article a new solution of characteristic points of the
image from the parameter space is presented. The implemented algo-
rithm can be applied to recognition of postcode information. The main
objective of this article is to use the Radon Transformation parameter
space to obtain an invariant set of character image features, on basis of
which unknown digits can be classified. The reported experiments results
prove the effectiveness of our method.

1 Introduction

The postal addresses most often written in the form of a postal code consists of
set of numbers and can be presented in the form of images representing individ-
ual characters. The character images contain noises and interferences, moreover
image may be subjected to many transformations such as: rotation and scale
change. This situation makes it difficult direct determination of the features
of the image character. In connection with the above, the authors propose a
transformation of the image to the parameter space, where you will be able to
carry out the operation of normalization and correction of rotation, and also you
will be able image processing on a scale of gray and character images with the
interferences.

2 Using the Data of Parameter Space in the Task
of Identifying Postal Address Information

The zip-code character images data are presented in the form of a parametric
space from Radon transformation. The parametric space contains relevant infor-
mation relating to the description of the zip-code character. This allows to obtain
a number of features enabling assigned unknown character to the appropriate
class. The parametric representation of the elements of character (eg. a straight
line) is represented in the form of local maxima of accumulator. It allows to
describe a character. The analysis of the parametric images from own database
allow to observe of similar distributions (in terms of the maximum number of
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 17
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values) within each class of characters. It is possible to consider the number and
location of decomposition peaks parametric representation as a feature of the
character image.

2.1 Radon Transformation

In recent times the parametric transformation - Radon Transformation have
taken much more attention. This opreation is able to change two dimensional
images with lines into a domain of possible line parameters, where each line in
the transformed image will give a peak placed at the issuable line parameters.
This has lead to many line detection applications [6]. The Radon Transformation
is a basic tool which is used in miscellaneous applications such as radar imaging,
geophysical imaging, nondestructive testing tool and medical imaging tool [7].
The Radon Transform can calculate projections of an image data along strictly
defined directions. A projection of a two dimensional function f(x, y) is a set
of line integrals along an image input array. The Radon formula calculates the
line integrals from a number of sources along parallel paths, or beams, in a fix
sets direction. For example the beams are spaced one point unit separately. To
represent whole calculated image, the Radon function takes many parallel beam
projections of the image matrix from various angles for example by rotating
image array around its centre point. The Fig. 1 shows a single sample projection
at a defined rotation angle.

The Radon Transformation is the set of projection of the image matrix inten-
sity along a radial line rotated at a perpendicular angle. In this manner the new
radial coordinates are the values along the x′-axis, which is oriented at spe-
cific θ degrees counter clockwise from the x-axis. Whereas the center of both
axes is the center point of the transformed image. Therefore, the line integral

Fig. 1. The sample projection at a defined angle
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of f(x, y) in the vertical direction is the Radon function projection of f(x, y)
onto the x-axis, whereas the line integral in the horizontal direction is the pro-
jection function of f(x, y) onto the y-axis. Accordingly, the projections can be
defined along any specific angle θ, using general form of equation of the Radon
Transformation [1,2]:

Rθ(x′) =

∞∫

−∞

∞∫

−∞
f(x, y)δ(x cos θ + y sin θ − x′)dxdy (1)

where:
δ(x cos θ + y sin θ − x′) (2)

where delta is the delta function with not zero value only for one argument equal
0, and:

x′ = x cos θ + y sin θ (3)

x′ is the simple perpendicular distance of the beam from the center and θ is the
angle of range of the beams.

One of the most important properties of the Radon Transform is the ability to
detect lines (curves in general form of RT equation) from noisy images. Moreover,
In addition, we find that Radon Transformation has certain interesting properties
referring to the application of affine image transformations.

2.2 Extracting the Characteristic Points of the Parameter Space

As proposed by the authors and in the articles [4,5], Basic information received
from the parameter representation space is a local maxima, which correspond to
points of intersection lines (or their extensions) corresponding the shape of the
character. Using the local maxima information of the parameter space, we can
create representations of the character image. Additional information includes:
co-ordinates and the value of the peaks in the parameter space. In this way, it
is possible formulation of feature vector for the image of the character (Fig. 2).

The size of the parametric representation of the Radon transform are specified
by means of parameters ρ, θ. Fixing the angle step rotation of changes to every
one degree will get 180 column parametric representations. Whereas, taking into
account the image size is m×m, the unit changes the length of the radius ρ and
the following relationship:

ρ =
⌈m

2

√
2
⌉

(4)

this range includes changes in the length of the radius in the interval

(−ρ, .., 0, ...ρ) (5)

eg. for a image with dimensions 128 × 128 we get 183 lines representation of the
Radon transform.

Considering the accumulator arrays Ãcu(ρ, θ) are referred to the following
parameters:
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Fig. 2. Distribution of the maximum values for the selected characters

– the number of peaks of Accumulator array

lmax (6)

– set of peak values of Accumulator array

{wm1, ..., wmlmax} (7)

– set of coordinates of peaks of Accumulator array

{(θ1, ρ1)wm1, ..., (θlmax, ρlmax)wmlmax} (8)

Based on the analysis (Table 1) can be stated that the number of peaks is so
diverse that they can not be a criterion for classification. In connection with the
above determine is necessary for each maximum corresponding value wm para-
metric representation and location coordinates wmθ, wmρ. The analysis results
for own database of images of characters are presented in the Table 1. Based on
the above feature vector characteristic points (CPC) could be written as:

FVCPC =
{

lmax, ((wm1 , wmθ1 , wmρ1), ..., (wmlmax
, wmθlmax

, wmρlmax
))

}
(9)

The feature vector for each character consists of two parts. The first part con-
tains a number of peaks lmax, the second holds the value of wm and co-ordinates
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Table 1. Compartments number of local maxims

Digits 0 1 2 3 4 5 6 7 8 9

lmax 4÷10 1÷4 2÷5 3÷10 3÷8 3÷9 2÷10 2÷4 3÷10 3÷9

Fig. 3. The pre-classification scheme

wmθ, wmρ. The separation of the vector into two parts enables performing clas-
sification without engagement, based eg. On the number of maximum points.

The pre-classification scheme shown on Fig. 3 is based on the analysis of
the number of local maxima obtained in the process of creating vector features.
On the basis of this parameter is determined by a group of vectors from the
database, which should be compared with the vector of the unknown character.
The length of the feature vector (the largest number of points of local peaks)
was determined on the basis of research using own database characters.

Based on the above, in the block of the pre-classification is created group of
characters where the group number corresponds to the number of local peaks.
Sample parameters vector features of test set are presented in the Table 2.

Table 2. The parameters of vector features FVCPC

Char lmax wmθ1 wmρ1 wm2 wmθ2 wmρ2 wm3 wmθ3 wmρ3 wm4 wmθ4 wmρ4 wm5 wmθ5

0 5 121 68 0,9 110 134 0,8 35 52 0,5 2 137 0,5 16

1 2 101 83 0,9 71 105

2 4 120 81 0,7 29 64 0,6 128 112 0,6 87 126

3 4 56 97 1,0 110 52 0,8 107 131 0,7 130 106

4 4 30 109 1,0 36 82 0,9 150 104 0,6 53 91

5 6 85 121 0,8 58 84 0,8 91 58 0,7 124 113 0,6 152

6 2 132 108 0,5 96 94

7 3 130 87 0,8 77 81 0,7 91 117

8 3 65 82 0,9 147 100 0,5 20 97

9 3 59 88 0,7 138 61 0,7 109 142
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2.3 Extracting of Connected Areas of the Parameter Space

In the second method, a feature vector is determined on the basis of the con-
nected areas (BLOB). This method is based on determining the geometric para-
meters of separate areas of representation of the Radon transform. Considering
the accumulator array Ãcu(ρ, θ), for which the features are determined in the
following way:

1. Determined are the limits of the areas on the basis of coordinate local maxima
wmθ, wmρ using thresholding matrix elements Ãcu:

˜̃Acu(ρ, θ) =
{

Ãcu(ρ, θ) Ãcu(ρ, θ) ≥ thr

0 Ãcu(ρ, θ) < thr
(10)

where the threshold value of thr is determined by:

thr =
max{wm1 , ..., wmlmax

}
2

(11)

Thus there was obtained lb areas B = {b1, b2, ..., blb},which are then processed
in a rectangular matrix containing the data of the accumulator belonging only
to a selected area (Fig. 4):

(ρmaxk
, θmaxk

) (12)

and
(ρmink

, θmink
) (13)

for k = 1, 2, .., lb.
2. Then it is carried parameterization of elements from the set B. Selected values

are as follows:
– the local maximum value for the extracted area - wm(b),
– coordinates of the local maximum value for the extracted area - wmθ(b),

wmρ(b),
– amount of pixels for the extracted area - fb(b), defined as:

fb(b) =
∑

ρ

∑
θ

Ãcu(ρ, θ) (14)

where

Ãcu(ρ, θ) =
{

1 Ãcu(ρ, θ) ≥ thr

0 Ãcu(ρ, θ) < thr
(15)

– angle α(b)1 from Og to ρ = 0 [3],
– coordinates of the centroid for the extracted area - wsθ(b), wsρ(b),

defined as:
wsρ(b) =

1
fb(b)

∑
ρ

∑
θ

Âcu(ρ, θ) (16)

1 The angle ranges (−90, 90).
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Fig. 4. The parameterization for selected areas: an area for image character 201.bmp

where

Âcu(ρ, θ) =
{

ρ Ãcu(ρ, θ) ≥ thr

0 Ãcu(ρ, θ) < thr
(17)

for calculating wsθ(b) consider condition:

Âcu(ρ, θ) =
{

θ Ãcu(ρ, θ) ≥ thr

0 Ãcu(ρ, θ) < thr
(18)

– the main factor axis Og and minor the axis Om for the extracted area -
eb, defined as:

eb =

√
1 − b2e

a2
e

(19)

where: ae i be - respectively, main axis length and minor axis length for
the extracted area2.

3. I’ve created a feature vector for the extracted areas (BLOB) which is made
up of a set of parameters:

FVBLOB =
{

lb, (wm1, wmθ1, wmρ1, wsθ1, wsρ1, fb1, α1, eb1), ...,
(wmlb, wmθlb, wmρlb, wsθlb, wsρlb, fblb, αlb, eblb)

}
(20)

The feature vector for each character consists of two parts. The first contains a
number of separate areas and subvectors storing the values of other parameters.

2.4 The Analysis of the Results

We analyzed the number of separate areas for the images from their own base.
This allowed to determine number of areas for all character images from our
database. Table 3 shows the number of compartments separated areas for par-
ticular classes of the image characters. Due to the large diversity it was decided to
limit the number of areas to be taken into account while classification. Have been
determined the number of features vector of extracted areas. In addition, based
on the number of extracted areas realized preliminary classification, in the main
classification process will be compared only feature vectors of the same length.
The Fig. 5 shows examples of extracted areas of parametric representation for
selected character images (Table 4).
2 The coefficient ranges (0,1).
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Table 3. The numbers of isolated areas

Character 0 1 2 3 4 5 6 7 8 9

extracted areas lb 2÷7 1÷4 2÷6 2÷8 1÷7 3÷8 1÷8 1÷4 1÷8 2÷6

Fig. 5. The example of extracted areas from parametric representation

3 Summary

This work presents new approach to realise the support for automatic charac-
ter recognition system, especially applied in the automatically recognition of
post mail code. Although, this research area is well known and explored, with
many effective examples of both scientific and commercial implementations, but
automatic mail sorting systems are still insufficient.

In the vast majority of optical character recognition methods are based on
modified quadratic discriminant function, hidden Markov models, normalized
Fourier descriptors or MLP-SVM techniques. In our article, the idea and imple-
mentation of use of the parametric transformation in the process of zip code
recognition for postal applications were presented.

The main advantages of the proposed in our article methods are: the finding
geometric relations in the parameter space, invariance to background noise, low
computational complexity, working with gray scale images of the zip code digits.
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Table 4. The feature vectors FVBLOB

Parameter/Character 0 1 2 3 4 5 6 7 8 9

lmax 4 2 4 4 4 4 2 3 2 3

wm1 1 1 1 1 1 1 1 1 1 1

wmθ1 121 101 120 56 30 85 132 130 65 59

wmρ1 68 83 81 97 109 121 108 87 82 88

wsθ1 109 102 119 44 32 85 137 130 76 56

wsρ1 65 83 79 101 109 118 108 87 77 88

fb1 1177 99 267 632 139 173 315 122 361 320

α1 5 −6 7 23 15 26 8 −13 15 −10

eb1 0,99 0,9 0,97 0,97 0,96 0,98 0,95 0,89 0,97 0,88

wm2 0,89 0,89 0,73 0,98 0,99 0,76 0,53 0,84 0,85 0,66

wmθ2 110 71 29 110 36 58 96 77 147 138

wmρ2 134 105 64 52 82 84 94 81 100 61

wsρ1 86 70 28 110 35 57 94 78 132 132

wsρ2 136 103 63 51 80 84 95 78 102 60

fb2 502 81 115 166 165 127 39 68 546 140

α2 2 −2 16 −14 −19 4 0 18 12 2

eb2 0,99 0,94 0,97 0,98 0,97 0,98 0,97 0,94 0,96 0,94

wm3 0,78 0,6 0,78 0,93 0,76 0,73 0,65

wmθ3 35 128 107 150 91 91 109

wmρ3 52 112 131 104 58 117 142

wsθ3 54 127 106 147 90 92 104

wsρ3 53 112 132 104 57 117 141

fb3 554 25 183 108 72 67 64

α3 −7 −10 3 −7 −12 −1 −11

eb3 0,99 0,84 0,99 0,95 0,98 0,94 0,95

wm4 0,52 0,56 0,73 0,58 0,7

wmθ4 2 87 130 53 124

wmρ4 137 126 106 91 113

wsθ4 1 86 145 54 127

wsρ4 137 127 97 93 113

fb4 6 9 386 62 155

α4 90 0 26 −36 1

eb4 0,75 0 0,99 0,88 0,99
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While the disadvantages are: low value of the rejections, need to use some
processing in initial stages of image processing. In further work the authors
will include other blob features theory and upgraded to all alphanumeric signs
to fully supported all data area from the postal items.
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Abstract. Dealing with Digital Terrain Models requires storing and
processing of huge amounts of data, obtained from hydrographic mea-
surements. Currently no dedicated methods for DTM data compression
exist. In the paper a lossless compression method is proposed, tailored
specifically for DTM data. The method involves discarding redundant
data, performing differential coding, Variable Length Value coding, and
finally compression using LZ77 or PPM algorithm. We present the results
of experiments performed on real-world hydrographic data, which prove
the validity of the proposed approach.

Keywords: DTM · Lossless compression · Differential coding · VLV
Coding

1 Introduction

Contemporary hydrographic measurements increasingly often produce immense
volumes of measurement data, which are postprocessed using specialised soft-
ware. The measurement devices used during sea surveys, such as multibeam
echosounders, perform readouts of millions of points during a single survey [9].
Due to the huge amount of acquired data we are able to create very accurate
seabed models (Digital Terrain Models - DTMs) [15]. The processing of such
data often involves the transformation of each point from the irregular grid to
the regular one. In practice, one of several interpolation methods is used [11,18].
Obtained data are often used to create charts, cross-sections, volumetric analyses
and planning offshore construction sites.

In most countries the regular surveys are performed in the areas of ship
routes, in the neighbourhood of harbours, in canals, docks, moorings, navigable
sections of rivers, etc. On the other hand, the measurements performed on an
open sea are not common, which is caused by high financial cost and huge vol-
ume of data to process and store. But the future trend is certainly related to this
field of exploration (especially when it comes to bays and smaller seas). Hydro-
graphic work associated with sea floor modelling is a very sophisticated and long
process which involves large technological cost. Developed models have to meet
c© Springer International Publishing AG 2017
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the highest standards [7] to ensure the safety of navigation. Thanks to advanced
equipment (multibeam echosounders, precise positioning systems) and complex
numerical algorithms, we get high quality output data. However, the constant
increase in its volume (retaining the quality) makes a problem of compression
very up-to-date. Hence, the proposed compression algorithm should meet spe-
cific requirements, such as high compression ratio and accurate reconstruction
and make the measurements of larger areas possible.

The paper is organized as follows. First we introduce some problems of hydro-
graphic data acquisition and processing, then we discuss possible ways of intro-
ducing general-purpose compression algorithms to the field od sea bed data
compression. Finally, we propose a dedicated compression algorithm that makes
use of characteristic features of seabed shape data. We finish the paper with
some numerical experiments leading to the final conclusions.

2 Previous Works

The distinct characteristics of the seabed shape, slightly different measurement
devices and varying requirements regarding the accuracy and the purpose of
created models cause that the universal models and algorithms aimed at Digital
Terrain Models can not always be applied for seabed shape. Moreover, the com-
parison of available algorithms for land and sea data is not always justified, since
good results obtained for sea data might not be confirmed for land data, and
opposite. Also the information representation within the model might be differ-
ent – quite often within various solutions a grayscale map is used for determining
the elevation map, whereas for description of the seabed using DTM practically
always an array of real values with a given precision is utilised. Numerous papers
can be found in the literature dealing with the compression of elevation data
(mostly land), often gathered using the LIDAR system, where the processed
elevation data are stored in grayscale images. The authors of [12] proposed the
TIN DEM compression using second generation wavelets. In [16] the ODETLAP
method was presented, applied to the compression and restoration of terrain data
used for grid data. In [4] different methods of DEM images were described. In [19]
a surface compression using overdetermined Laplacian approximation was pre-
sented. In [14] a method for DTM data reduction using self-organizing artificial
neural networks was described. As it can be clearly seen, most of the works
deal with compressing elevation data stored in images (bitmaps). There are only
a couple of works describing lossless compression of terrain surfaces based on
DTM or DEM, where not the images, but the raw data (real values) are com-
pressed. In [5] the method of data reduction through spatial decompositions
was described. In [1] DEM describing mountains was compressed using Huffman
coding. The paper [2] investigates various lossy and lossless compression meth-
ods that can be applied to multibeam sonar data to reduce the size of acquired
files without losing relevant information. In our previous works we developed a
lossless compression method for measurement data (coming directly from MBES
device) stored in ASCII files [10] and a near-lossless compression based on Prin-
cipal Component Analysis [3]. That methods were based on similar assumptions
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and employed similar elementary processing stages. Obtained results are supe-
rior to the general-purpose compression methods, i.e. ZIP or RAR. On the other
hand, the method described in this paper is oriented at different data type stored
in different structure (gird).

In spite of many existing research dealing with lossy and lossless compres-
sion of DEM and DTM data, comparing the results presented in this paper with
the results of other authors is practically impossible. The researchers utilize for
the experiments their own test data, gathered using various devices, modeling
diverse areas, and describing terrain using varying means and accuracy (using
different data structures, including images, DTM, TIN, floating/integer values).
Such a significant variety of test data makes it virtually impossible to prop-
erly compare the results. The problem lies also in the lack of common, freely
accessible benchmark database of DEM and DTM data, which could serve as a
reference dataset (as it is common with images databases). In order to evaluate
the proposed method, the obtained results were compared to the results of com-
pressing the same data using the commonly known lossless compressors such as
ZIP (using Liv-Zempel [20] method and Huffmann coding) and RAR (based on
Prediction by Partial Matching [13] algorithm).

3 Method Description

3.1 Assumptions

The most important criterion in seabed modelling is accuracy, expressed as
errors: differences between each point of the DTM and the corresponding point
on the real bottom. Bathymetric survey should allow the assessment of the model
accuracy. The general error of the modelling is the result of errors made during
the subsequent stages of DTM building, namely errors of the measurement device
(depending on depth and type of seabed, model of the device – usually specified
by the producer) [8], errors caused by survey parameters (speed, track con-
figuration, echosounder parameters – difficult to assess, usually ignored), posi-
tion errors (depend on positioning system), errors caused by the interpolation
process [11] and smoothing (ignored so far). The necessity of error assessment
for hydrographic works is caused by the requirements of high reliability of maps.
Maximum acceptable error values are given by the International Hydrographic
Organization. In practice, during the measurement of areas where under-keel
clearance is critical, given the depth of approximately 10–20 m (typical for chan-
nels, port basins etc.), the total vertical uncertainty (TVU) equals approximately
20–30 cm. For deeper areas where under-keel clearance is not considered to be
an issue it is much higher.

3.2 DTM’s Data Files Characteristics

A DTM is often represented with a matrix of real numbers, stored with the
precision of 4–12 fractional digits (depending on the software used). For each
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matrix element column and row indices determine the spatial location, and the
value equals to the depth at a given point. The grid files can be saved either in
ASCII, or binary formats. In the former case, each depth value is stored using
17 bytes. Additionally, each row of data ends with an end of line character.
In case of a binary format, each depth value uses 8 bytes, there are no end of
line markers. In both cases a short header must also be stored, containing some
basic information regarding the file. The header’s size is negligible and will be
ignored during further analysis. Describing the depth using such high precision
(12 fractional digits) seems to be excessive and pointless. Since the devices per-
form measurements with the accuracy of several centimetres, creating DTM with
1 cm precision is practically impossible (the RMS error when creating a DTM
is often equal 5–10 cm) [8]. Such a detailed description of depth values within
the files arises from the data structures used (floating point numbers) and is the
result of certain precise calculations (e.g. the interpolation within the process of
DTM building). We put a hypothesis, that the data gathered within the grid
structure, describing the shape of seabed surface, may be adequately described
with a 1 mm precision (i.e. 3 factional digits), and that such a truncation can
be deemed lossless (i.e. not impacting the accuracy of created models). The
proposed truncation can introduce (in case of special areas) the maximum mod-
els distortion of 0.005 % (which in turn equals to 0.3 % of the maximum TVU
error allowed by the IHO recommendations). Such low values confirm, that the
proposed storage changes can be considered lossless (i.e. they will have no real
impact on the quality of the resulting model).

3.3 Preliminary Analysis of Algorithm Components

As a result of data truncation, according to the characteristics presented in
above sections, we can obtain the compression efficiency (understood as a ratio
of compressed file size to the original one) of 41 % for ASCII representation (24
bytes instead of 51, for each measurement). In case of binary format, storing
4, instead of 8 bytes, gives 50 % compression efficiency. The results of such a
compression (reduction) for test data files are presented in the experimental part
of the paper. It should be also expected, that a significant compression ratio
can be achieved using known, general-purpose lossless compression methods,
oriented at removing data redundancy, i.e. LZ77 [20] or PPM [13]. In order to
verify this hypothesis, the test files were compressed using popular ZIP and
RAR compressors. It occurred, that in case of typical sea bed data, that give an
approximate efficiency of 17 %–22 %, for ASCII and 21 %–25 % for binary files,
respectively. The statistical features of such files are also a root of further high
compression thanks to the introduction of Huffmann coding. Hence, over five
times decrease in size of data files may be considered satisfactory in many cases.

3.4 Proposed Differential Data Coding Using Variable Byte Length

Since the above-presented methods do not take into consideration the char-
acteristics of processed data, we assumed that it is possible to achieve even
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higher compression efficiency by introducing a specific reorganisation of data
file, including differential coding of depth values. Differential coding allows for
a more effective utilisation of memory and a significant diminishing of file size,
since the differences between depths may be stored using lower number of bytes.
Here we propose a novel approach which includes the following operations:

1. Fixed point numbers of depth are converted to integer numbers by removing
the decimal point (or more formally: by multiplying location values by 1000).

2. All the depths except the first one are stored as differences between current
and previous values.

3. Subsequent measurements are additionally encoded. Since most of the values
are small, it could be beneficial to use a technique of storing the numbers
using variables of variable length. Obviously, the information about the actual
number of occupied bytes must be added. For this purpose a modified Variable
Length Value Coding method (VLV) [6] was utilised. In this case each VLV
value is stored on byte-wide words, containing two portions: 7 bits of the
actual information and one bit denoting possible continuation. If the most
significant bit (continuation bit) is set, then the number is continued in the
next byte. Otherwise, this is the last byte of a number. In order to encode a
number in VLV, it needs to be divided into 7-bit long groups; then each group
is appended with the continuation bit. In such case all the numbers within
the range < −63; 64 > are stored using one byte, numbers within the range
< −4096; 4096 > using two bytes, and so on. In order to retrieve a number
encoded using VLV, the continuation bit must be removed, remaining bits
must be concatenated to the number being formed, until the final byte is
encountered.

The decompression procedure is very similar. At the first stage subsequent
bytes are read from a file and decoded, then they are converted from differential
form into plain values (actual depth values).

As a result of a single cycle of coding/decoding operations, we obtain identical
file, hence we can speak about lossless data compression. The data obtained after
conversion to differential form and stored using VLV algorithm can be further
processed by LZ77 (ZIP) or PPM (RAR) compression, in order to minimize their
redundancy. The effectiveness evaluation of the proposed algorithm is presented
further in the paper.

4 Experiments

The compression experiments were performed on several datasets created using
the measurements collected from Szczecin Lagoon and Pomeranian Bay (cour-
tesy of Maritime Office in Szczecin, Poland). The parameters of created surfaces
(grids) are presented in Table 1, while their 3D visualizations – in Fig. 1. As it
can be seen, each surface has different geomorphological properties, for example
“Gate” is a visualization of a route gate, “Wrecks” presents an area with car
wrecks, “Swinging” is a place where ships can rotate and “Anchorage” is the flat
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anchorage ground. They were intentionally chosen to cover mostly encountered
types of sea floor. While the sea floor in most areas in the world is not so variable,
the results of the experiments should be representative and give a good approx-
imation of projected efficiency of the method. It can be easily noticed, that the
data gathered within a grid structure can be significantly compressed. Regardless
of the selected storage format (binary or ASCII) the application of commonly
known lossless compressors leads to the reduction of file size to approximately
17–25 % of the original one. Such an approach is currently widely used, espe-
cially for backup purposes or for transferring of larger amounts of data over
the network. The file structure analysis and the inspection of the DTM models’
properties allowed us to develop a novel DTM compression method, utilising the
algorithm of redundant data reduction, differential encoding and VLV coding.
Incorporating those stages into the data storage process can lead to the further
increase in the compression efficiency.

Table 1. Characteristics of benchmark surfaces

Surface Grid Filesize [MB]

Resolution [m] Area [m] No. points [thousands] ASCII Binary

Achorage 1 3008 × 1696 5101 82.71 38.92

Swinging 0.75 2464 × 1760 4336 70.31 33.09

Gate 0.5 1888 × 1632 3081 49.95 23.51

Wrecks 0.01 1856 × 672 1247 20.22 9.52

Finally, such processed data can be further compressed using general-purpose
algorithms, which leads to the final compression ratio of approximately 3–7 %.
Based on the obtained results it can be noticed, that the surfaces with a smooth
changes structure, such as “Anchorage”, can be compressed to a smaller size,
reaching the size of 2.9 % of original ASCII file (Diff+VLV+RAR). For the sur-
faces with some more rapid changes, such as “Wrecks”, the compression efficiency
equals 4 % (Diff+VLV+RAR). For a highly diverse surfaces, with numerous sig-
nificant changes of depths, such as “Swinging” and “Gate”, the compression
efficiency is smallest and falls within 5–6 % interval. Given that the amount of
data gathered within a grid structure is significant, and the fact, that those
data are expressed using real numbers, the almost tenfold reduction of data size
achieved by applying the proposed compression method, dedicated for this spe-
cific kind of data, should be considered a satisfactory result. The variance of
compression efficiency is very small in case of plain Diff+VLV approach, while
it increases in case of additional ZIP/RAR compression. An additional analysis
of the obtained results shows, that approximately 80–95 % of depth values are
stored using only one byte, 5–19 % using 2 bytes, under 1 % using 3 bytes and
under 0.05 % using 4 or more bytes.

The comparison with the results obtained using ZIP or RAR method shows,
that the compression ratio when using differential and VLV coding is higher. This
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Fig. 1. Benchmark surfaces used in the experiments

Table 2. Compression efficiency calculated as a percentage of compressed filesize to
the original one for the developed method compared with other approaches

Surface ASCII Binary Diff+VLV

Trunc. +ZIP +RAR Orig. Trunc. +ZIP +RAR Plain +ZIP +RAR

Anchorage 41 21.10 16.92 47.07 23.54 11.15 9.71 13.89 4.10 2.94

Swinging 41 21.75 17.58 47.06 23.53 12.39 10.33 15.25 6.96 5.89

Gate 41 22.97 17.35 47.06 23.54 12.84 10.78 14.68 6.07 5.50

Wrecks 41 22.65 17.06 47.08 23.54 12.71 10.58 14.34 4.45 4.01

Mean 0 22.12 17.23 47.07 23.54 12.27 10.35 14.54 5.40 4.59

Variance 0 0.73 0.09 0 0 0.60 0.22 0.32 1.83 1.86

leads to a conclusion, that the method based on differential coding combined with
coding using variable number of bytes is well adjusted to the characteristics of
the sea survey measurement data (Table 2).

5 Conclusions

The method proposed in this paper consists of initial reorganisation of data file
by discarding redundant information, followed by calculating differences between
measurement depths and encoding them using variable number of bytes, and
finally compressing using LZ77 or PPM algorithm. Such a procedure leads to
significantly improved compression results. The compression efficiency reaches
about 10 %, which means reduction by order of magnitude. In practise the whole
procedure is reasonably fast, overall processing time is shorter than for ZIP com-
pression alone. The developed algorithm may be used in hydrographic software
as additional functionality for saving DTM’s data. Its utilisation may signifi-
cantly reduce the amount of stored data and speed up data transfer in computer
networks, while still maintaining acceptable compression time.

The future works may include the application of other methods of lossless
compression, adapted to this particular problem, i.e. adaptive predictors [17].
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Abstract. In the paper an approach to combining dual morphological
operators: erosion/dilation and opening/closing is discussed. It is based
on the morphological interpolation by means of a median set. The bound-
ary of such a set is located halfway between the boundaries of sets that
are results of dual operators. The proposed combination of dual mor-
phological operators by median set is an self-dual morphological oper-
ator able to process both foreground and background image details in
the same way. An application of the discussed approach to binary image
enlargement is presented in the paper as well.

Keywords: Morphological image processing · Interpolation · Duality ·
Self-dual operators

1 Introduction

Morphological operators [7,8,11] are defined pairwise in such a way that an
extensive operator is accompanied by its anti-extensive counterpart. When
applied to binary image filtering, single operator influences only some image
regions e.g. foreground. In order to get some influence on the background, the
dual operator should be applied. In order to influence both, foreground and
background image regions, extensive and anti-extensive operators are combined
together. The typical way of combining both operators is cascade-wise e.g. the
given operator is followed by its dual version [8].

In this paper a novel way of combining the results of mutually dual opera-
tors is discussed, that makes use of morphological interpolation. In particular,
morphological median operator is considered, which allows obtaining the inter-
mediary image between results of both operators. In case of binary images it
results in an intermediary shape, the boundary of which is equally distant from
boundaries of results of both operators: extensive and anti-extensive.

Morphological approach to image interpolation was formulated in 90’s of XX
century. There are two principal area of exploration in this domain: inter-frame –
interpolating between two images and intra-frame – interpolating to fill empty
regions within single image. The interframe interpolation methods consist in
creation of the intermediary two-dimensional images between two given ones.
c© Springer International Publishing AG 2017
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Two principal approaches have been given. The first one, based on the mor-
phological median set, was presented in [1,6]. It may be applied to any kind of
image: binary, mosaic, graytone and color [2]. Another approach is represented
by the interpolation function method introduced in [4]. This method is based on
the function which describes the relative distance between the objects and can
be applied to binary and mosaic images. In the former case the morphological
interpolation can be combined with the affine transform [3]. A different approach
to morphological interpolation was presented in e.g. [10] – an ‘intraframe’ inter-
polation. It deals with a single incomplete image and it reconstructs the image
surface starting from the contour lines. This approach makes use of the geodesic
distance function obtained by the geodesic propagation. The proposed applica-
tion of morphological interpolation combines both meanings of interpolation –
it makes use of the median set within a single image.

The proposed way of combining the dual operators may be used to smooth
the contours of image objects for e.g. shape simplification. It can also be used
for enlarging binary shapes. In the latter case, the shape rescaled using nearest
neighbor approach (that may have blocky appearance) is further smoothed by
the proposed approach.

The paper is organized as follows. In Sect. 2 the background notions related to
duality, dual morphological operators and median set are recalled. In the Sect. 3,
the idea of combining the dual operators by means of median set is presented
along with some application examples. Section 4 concludes the paper.

2 Background Notions and Definitions

The research, results of which, are presented in this paper are focused on binary
images. Formally, such an image will be defined as as two sets of pixels: fore-
ground, and its complement – background. In the case of an image function
f : D → {0, 1} (D is the image definition domain) both sets are defined as,
respectively: F = {p : f(p) = 1}, F = {p : f(p) = 0}. The following properties
are obvious: F ∩ F = ∅ and F ∪ F = D.

2.1 Duality of Morphological Operators

The morphological image operators are based on local minimum and maximum
computations within pixel neighborhood defined by the structuring element.
Owing to that fact, they are defined in pairs of dual operators. The duality is
defined in such a case in the following way:

F�B = F � B, (1)

where F stands for an binary image, F for its complement and �,� for a pair of
dual operators. Such operators are usually characterized by the property of being
extensive and anti-extensive. These properties are defined as follows (extensive
and anti-extensive operators, respectively):

F ⊆ F�B ; F � B ⊆ F. (2)
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The duality of pairs of increasing/decreasing morphological operators is con-
sidered often as their disadvantage. In particular, it plays an important role if
the content of an image is to be treated without differentiating darker and lighter
image regions. In order to treat both cases symmetrically the image processing
operator � should be self-dual, which means that:

X�B = X�B. (3)

Contrary to morphological ones, most of the popular neighborhood opera-
tors, like linear or median filters are self-dual. The typical approach to com-
bining dual morphological operators is an alternating or alternating-sequential
filter that consist of extensive operator followed by its anti-extensive counter-
part or vice-versa [5,8]. The problem of self-duality has also been studies within
the mathematical morphology community, some interesting approaches has been
proposed [9].

2.2 Pairs of Dual Morphological Operators

The basic morphological operators are erosion and dilation. Dilation refer to the
local maximum operator that computes maximal value among pixels belonging
to the neighborhood defined by the structuring element. In the case of binary
images dilation is defined as:

F ⊕ B =
⋃
b∈B

F[−b], (4)

where F[−b] refers to shifting image F by a vector −b. Dilation result in extending
the binary image being its argument.

An operator dual to dilation is an erosion that, in turn, is the local minimum
operator defined in the binary case as:

F 
 B =
⋂
b∈B

F[−b], (5)

which means that it results in shrinking of the input binary image.
Erosion and dilation are used to define most popular morphological filters of

opening and closing that are defined as, respectively:

F ◦ B = (F 
 B) ⊕ BT ; F • B = (F ⊕ B) 
 BT , (6)

where BT = {p : −p ∈ B} stands for the transposed structuring element B.
Opening and closing is the second pair of dual morphological operators, that
are fulfilling the conditions of morphological filters (idempotence and order-
preservation). Opening allows removing foreground objects from an binary
image, while closing – background ones.
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2.3 Median Set

Morphological median set has been introduced in [1] as a tool for interpolation
between sets (binary images). It aims at providing the intermediary set, the
boundary of which is located midway between boundaries of two input objects.
Let X and Y be ordered pair of binary images (X ⊆ Y ). Every point of the
difference Y \X (point belonging to Y but not to X) is characterized by two
distances: to X and to Y . The first distance may be obtained by succesive by
successive dilations of X, while the second by successive erosions of Y . Therefore,
point m at distance ≤ λ to X and ≥ λ to Y belongs to {(X ⊕ λB) ∩ (Y 
 λB)}.
Hence m belongs to the following binary image:

M = ∪λ≥0{(X ⊕ λB) ∩ (Y 
 λB)}; λB = B ⊕B... ⊕ B︸ ︷︷ ︸
λ−times

(7)

This equation defines an image of morphological median set. It consists of
all those points of Y , which are closer to X than to Y . In that case this notion
is equivalent to the notion of the influence zone of X in Y defined by:

IZY (X) = {p : d(p,X) < d(p, Y )} (8)

Where d is a distance from a point to the boundary of the object.
The notion of median set can be expanded to a more general case of two

objects X and Y with a non-empty intersection (X ∩ Y �= ∅). If this condition
is satisfied, the median set of two sets X and Y is defined as the influence zone
of (X ∩ Y ) in (X ∪ Y ):

M(X,Y ) = IZ(X∪Y )(X ∩ Y ) (9)

Where influence zone IZ is defined by the (8). Definition (7) has, in this case,
the following form [6]:

M(X,Y ) = ∪λ≥0((X ∩ Y ) ⊕ λB) ∩ ((X ∪ Y ) 
 λB) (10)

It defines the median object of two input objects with a non-empty intersec-
tion.

Based on the definition expressed by Eq. 10, computation of median set can
be performed using the iterative algorithm [1,2]. The initial values (iteration
i = 0) of temporary images Z0,W0,M0 are set-up as (X and Y are the input
objects such that X ∩ Y �= ∅):

Z0 = X ∩ Y ; W0 = X ∪ Y ; M0 = X ∩ Y (11)

New values in the i-th iteration - Zi, Wi and Mi are calculated as:

Zi = Zi−1 ⊕ B; Wi = Wi−1 
 B; Mi = (Zi ∩ Wi) ∪ Mi−1 (12)

If Mi �= Mi−1 – increment i := i + 1 and recalculate the images according
to (12). Otherwise, if Mi = Mi−1, iterations stop and finally: M(X,Y ) = Mi,
median set is reached.

There exist an alternative way to produce a median set, based on distance
functions. Two examples of median set are shown in Fig. 1.
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Fig. 1. Examples of median sets of almost-convex (a) and non-convex (b) input sets.
Left and middle – input sets, right – median set (with outlines of input sets superim-
posed)

3 Combining Dual Operators Using Morphological
Median

The morphological median has several valuable properties e.g. it is self-dual:
M(X,Y ) = M(X,Y ), symmetric M(X,Y ) = M(Y,X) and satisfies the follow-
ing relation: X ∩ Y ⊆ M(X,Y ) ⊆ X ∪ Y . Thanks to them, it may be used
to combine a pair of dual morphological operators. We got in such a way the
following operators that processes the original binary image X:

M
(�⊕)
B (X) = M(X ⊕ B, Y 
 B), (13)

M
(◦•)
B (X) = M(X ◦ B,X • B), (14)

where B stand for the structuring element used in both dual operators. The
properties of the proposed operators are discussed below.

– Self-duality of the above operators can be easily proven using the property of
duality of a pair of morphological operators and self-duality of the median set:

M
(�⊕)
B (X) = M(X ⊕ B,X 
 B) = M(X 
 B,X ⊕ B) (15)

= M(X 
 B,X ⊕ B) = M
(�⊕)
B (X) (16)

Similar proof may be constructed for the opening/closing case, which shows
that:

M
(◦•)
B (X) = M

(◦•)
B (X), (17)
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Fig. 2. An example results. On the top – original image, its erosion, dilation and
median set of both (with the contour of original image superimposed). Bottom – open-
ing/closing median set, result of opening, closing, opening/closing median set super-
imposed on the external contour of the original image

– The operators, contrary to four basic morphological ones are neither extensive
nor antiextensive1, which means that:

MB(X) /∈ X ; X /∈ MB(X). (18)

– The operators, contrary to opening and closing (but not to erosion/dilation)
are in general (apart from simple cases) not idempotent:

MB(MB(X)) �= MB(X). (19)

An example of both operators applied to the same image is shown if Fig. 2.
Results are similar in both cases.

The proposed approach may be used to remove from a binary image small
objects, in the same turn, belonging to both foreground and background. It
also results in some smoothing of boundaries of objects on the image. Thanks
to this property it may be successfully used to smooth boundaries after binary
image enlargement using nearest neighbor interpolation. An example of such
operation is shown in Figs. 3 and 4. The input image is the result of enlarging
the original one by 10 times. The nearest-neighbor enlarged image consist thus
of 10× 10 pixel blocks. An application of the median set of dual operators results
in smooth boundaries. The smoothness level depends creates a ‘gap’ around the
boundary. Within this gap, halfway between boundaries of dual operators, the
boundary of a median set has been produced. The size of such a gap depends on
the type of operation in the case of M (�⊕) the gap is wider, while in the M (◦•)

it is narrower. The latter is due to the fact that opening and closing operators
consists each of two dual base ones (erosion and dilation). Application of the
second of the latter operators result in the gap shrinking.
1 Erosion and opening are anti-extensive while dilation and closing are extensive.
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Fig. 3. An application of erosion-dilation median set to binary image enlargement.
On the top: left – original image; -middle – dilation; - right – erosion. Bottom row –
medians with the size of B equal to 10 (left), 20 (middle), 30 (right)

Fig. 4. Enlarged parts of images from Fig. 3 – original image and median sets with the
size of B equal to 10 (left), 20 (middle), 30 (right)

4 Conclusions

In the paper, a novel approach to combining dual morphological operators was
proposed. It is based on the median set, i.e. binary image the boundary of which
is located halfway between boundaries of two input sets. As two input sets, the
results of a pair of dual morphological operators are used. The result of such an
operator is – contrary to the usual morphological operators – self-dual. In the
paper the properties of the proposed operator was investigated, as well as some
examples was provided.

The experiments carried-out show that the proposed approach allows not
only for removal of image objects both foreground and background but also for
smoothing the boundaries of input binary image. The latter property makes the
method useful for correcting borders of object on binary images enlarged using
the nearest-neighbor method.
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Abstract. As the results of computer algorithms methods are often
visual, image quality assessment is one of its central problems. To provide
a convincing proof that a new method is better than the state-of-the-
art the image quality assessment should be employed. Therefore image
based projects are often accompanied by user studies, in which a group
of observers rank or rate results of several algorithms. Unfortunately the
problem posed by subjective experiments is their time-consuming and
expensive nature. This paper is intended to present how to make the
subjective experiments less expensive and therefore more usable.

Keywords: Image quality assessment · User-study · Scene
understanding · Computer vision

1 Introduction

Image quality assessment is crucial in many graphics or image processing algo-
rithms resulting with visual results. There is often a need to compare them with
the state-of-the-art methods. Comparison via several examples included in the
paper and carefully inspected with the results of competitive algorithms is an
effective method, but only if the visual difference is unquestionably large. If the
differences are subtle, such informal comparison is often disputable. The most
reliable way of assessing the quality of an image is by subjective evaluation.

Given that the ultimate receivers of images are human eyes, the human sub-
jective opinion is the most reliable value for indicating the image perceptual
quality. For these reasons there is a strong new trend to support visual results
by user studies, in which a larger group of assessors make their judgments about
the preference of one method over another. There are numerous methods of
subjective quality assessment, but all of them are time-consuming and expen-
sive, which makes them impractical for most image applications. However, the
obtained subjective rating value can be recognized as the ground truth of the
image perceptual quality.

The goal of the paper, that complements our approach presented in [4], is
indicating the subjective experiments efficiency by Pearson correlation between
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 20



172 A. Lewandowska (Tomaszewska)

full and reduced dataset of images. Therefore, the objective metrics, known as
FSIMc [19] was employed to estimate the database redundancy. To check prac-
tical usage of the approach we verified a method on a standard well-known
databases: LIVE [13], IVC SubQualityDB [15], TID2013 [12] and CISQ [3].

The paper is organized as follows. In Sect. 2, previous works are discussed.
The efficient method for subjective experiments and its improvement is presented
in Sect. 3. Analysis of databases redundancy and usability of the approach tested
on the well-known databases are presented in Sect. 4. The last section presents
conclusions and suggestions for possible future work.

2 Previous Work

The subjective quality assessment are used practically in different applications
[4,6,7,16–18]. However the problem posed by subjective experiments is their
time consuming and expensive nature. Time compensation through the reduc-
tion of trial or scene numbers may be a solution to the problem. The number
of trials can be limited using balanced incomplete block designs [1] in which
all possible paired comparisons are indirectly inferred. But even more effective
reduction of trials can be achieved if a sorting algorithm is used to choose pairs
to compare [14]. As reported in [5,6], when the reduced design with sorting algo-
rithm is used for the forced choice technique, the method is even faster than the
single stimulus. However, the number of images selected for the experiment still
influences the reduced number of trials. If the number is high, the experiments
remain time-consuming. Therefore, the scene pre-selection is not an uncommon
practice, and was proposed to measure quality scales (quality rulers) for the
ISO 20462 standard [2]. Nonetheless, the methodology of this process is not well
explained and analyzed.

The reduction of the number of required sessions per observer, by a semi-
manual selection process was proposed in [8]. The use of adapted objective qual-
ity metrics to estimate the quality of data before the test may be a promising
alternative. Such an approach was proposed in [9,10], where the problem of
decreasing the number of video sequences was analyzed. Naturally, this raises
questions about the reliability of the measure. The scene preselection was exam-
ined also in [4], where a method of limiting the number of scenes that need to
be tested, by employing a clustering technique and evaluated it on the basis
of compactness and separation criteria is proposed. The problem is that before
starting the procedure of the scene reduction we do not have knowledge about
database redundancy. In the paper the objective metrics MS-SSIM was used.
However the MS-SSIM metrics have much lower correlation values for the most
relevant datasets. In the paper the assumption that the metric should charac-
terized by the Pearson’s correlations about 0.9 was made. Therefore we used
the FSIMc (Feature Similarity Index Measure) [19] method, as it is reported
with high Pearson’s correlations between MOS (Mean Opinion Score) and the
objective scores.
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3 The Most Prominent Experimental Method

The method of pairwise comparisons tends to be the most often used in graphics.

Fig. 1. Overview of the forced choice subjective quality assessment method. The dia-
gram shows the timeline of the method and the corresponding screen

Intuitively, it could be expected that pairwise comparison method, where the
observer has to choose a better of two images, is easier for observers, easier to
reproduce, and thus more accurate than direct rating. This intuition was con-
firmed in a formal study [7], where four subjective methods of quality assessment
were compared: single and double stimulus methods, forced choice pairwise com-
parison and similarity judgements. All these methods are visually illustrated in
Fig. 1. In case of both the force-choice and similarity judgements methods, the
number of comparisons was reduced using an efficient sorting algorithm [14].
Refer to the paper [7] for more details on the experimental setup.

The sensitivity of each method was measured in terms of the effect size d,
which is defined as the difference between a pair of quality scores normalized
by a common standard deviation. The values of effect size for each method
are shown in Fig. 2. The forced choice pair-wise comparison method results in
statistically significantly higher effect size as compared to both single and double
stimulus methods. But the difference is not very large in practical terms; only in
about 64 % of cases the forced choice method will result higher sensitivity than
the double stimulus method, assuming the same sample size. Therefore, our
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0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

Single stimulus

Double stimulus

51%

Similarity judgements

58%

59%

Forced choice

55%

64%

Effect size d

Fig. 2. The comparison of effect size for each experimental method. The larger the
effect size, the more accurate the method is. The y-axis is used only to better layout the
methods and show their relations. The percentages indicate the probability that for a
random pair of scenes and distortion types, the method on the right will result in higher
sensitivity than the method on the left. If the line connecting two conditions is red and
dashed, it indicates that there is no statistical difference between this pair of conditions
(Ho could not be rejected for α = 0.05 and adjusted for multiple comparisons)

data shows that the difference between direct rating and pairwise comparison
methods exists, but it does not seem to be as dramatic as the four-fold reduction
of standard deviation reported in [11].

Even though the pair-wise comparison methods are marginally more sensi-
tive, they have also the reputation of being tedious and requiring a very large
number of trials. However, we found that when a reduced pairwise comparison
design is used [14], pairwise comparison method can be significantly faster than
direct rating methods, even for a large number of compared conditions [7].

4 Scene Pre-selection Method

The experimental results concerning many cases and conducted in different ses-
sions are often noisy and their proper analysis and interpretation is not trivial.
Instead of studying a large number of scenes, focusing the measurement on a few
scenes that differ the most in their quality scores is proposed. The rationale is
that measuring two scenes that result in very similar quality scores does not con-
tribute to better understanding of how image content affects quality. Our main
intention is to reduce the effort in algorithm evaluation by selecting only the
representative scenes and running the full experiment on them. But to decide on
the representative scenes, their quality should be known, which makes it neces-
sary to run the experiment on all images. The image selection, however, can be
relatively efficient if the decision can be based on a small sample collected for all
images in a pilot experiment. By the pilot experiment, the first phase of experi-
ment to choose representative images is understood. In the practical application,
the subjective results to make the Pilot stage are unknown. Therefore to verify
the procedure, the Pilot stage was computed parallel with two different data:
subjective results and objective metrics.
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Fig. 3. Correlation between original and reduced TID2013 databases [12] based on
objective results
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Fig. 4. The results of input TID2013 [12] dataset redundancy estimation. ‘FSIMc’
denotes the correlation between full and reduced data, where quality is evaluated by
FSIMc metrics. Subjective experiment means the correlation between full and reduced
data, where quality is acquired throughout subjective experiment - forced choice
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Fig. 5. Correlation between original and reduced CISQ databases [3] based on objective
results

In the paper [4] the MS-SSIM method was proposed, however the MS-SSIM
metrics have much lower correlation values for the most relevant datasets. In the
paper the assumption that the metric should characterized by the Pearson’s cor-
relations about 0.9 was made. Therefore we used the FSIMc (Feature Similarity
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Fig. 6. The results of input CISQ [3] dataset redundancy estimation. ‘FSIMc’ denotes
the correlation between full and reduced data, where quality is evaluated by FSIMc

metrics. Subjective experiment means the correlation between full and reduced data,
where quality is acquired throughout subjective experiment - forced choice
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Fig. 7. Top: Correlation between original and reduced IVC SubQualityDB databases
[15] based on objective results. Bottom: The results of input IVC SubQualityDB [15]
dataset redundancy estimation. ‘FSIMc’ denotes the correlation between full and
reduced data, where quality is evaluated by FSIMc metrics. Subjective experiment
means the correlation between full and reduced data, where quality is acquired through-
out subjective experiment - double stimulus

Index Measure) [19] method, as it is reported with high Pearson’s correlations
between MOS and the objective scores.

We found that the best results, stable with an increasing cluster numbers
(starting from 3 clusters), and sample numbers (starting from 12 samples), were
received for the forced choice method that, as reported in [4,7], resulted in the
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smallest measurement variance and thus produced the most accurate results.
Promising results were obtained for the double stimulus technique, too. Their
correlation level was higher than 90 %.

For practical test of the approach the experiments are performed and ana-
lyzed not only on LIVE database [13], but also on the other standard well-
known databases: TID2013 [12] (Figs. 3 and 4), CISQ [3] (Figs. 5 and 6) and
IVC SubQualityDB [15] (Fig. 7).

5 Conclusions and Future Work

In the paper the efficient approach for subjective experiments was presented.
The forced-choice pairwise comparison method was reported to be the most
accurate from the tested methods. This method was also found to be the most
time-efficient if used in combination with a sorting algorithm that reduces the
number of comparisons. The modification of the earlier approach [4], for a scene-
preselection is presented. The approach is used to reduce the database size used
in subjective experiments and makes it less expensive and therefore more usable.
In the place of objective metrics, in the paper we set FSIMc method instead of
MS-SSIM, which have high Pearson correlation with subjective measurements.
To verify the procedure, the Pilot stage was computed parallely with two different
data: subjective results and objective metrics FSIMc. We check the approach
on the well-known databases LIVE [13], IVC SubQualityDB [15], TID2013 [11]
and CISQ [3]. The results obtained with FSIMc metric are similar as received
using MS-SSIM method.
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Abstract. The paper provides an approach for human action recog-
nition based on shape analysis. The developed approach is intended for
specific type of data, namely sequences of binary silhouettes representing
a person performing an action, and consists of several processing steps
including shape description as well as similarity or dissimilarity estima-
tion. The approach can deal with sequences of different length without
removing any frames. The paper also provides some experimental results
showing the classification accuracy and overall recognition effectiveness
of the proposed approach using several popular shape description algo-
rithms, namely the Two-Dimensional Fourier Descriptor, Generic Fourier
Descriptor, Point Distance Histogram and UNL-Fourier Descriptor.

1 Introduction

Human activity recognition has found applications in many areas, especially
in video surveillance systems. Nowadays surveillance and security solutions
are associated with advanced video content analysis algorithms which support
human operators in observation of many scenes and detection of various events
related e.g. to abnormal/unusual activities [17,20]. Human activity recognition
can be performed on various levels of complexity, depending on the type of activ-
ity. According to [18] the simplest level includes recognition of gestures, that is
elementary human body movements executed for a short time. In turn, an action
is composed of multiple temporarily organized gestures performed by a single
person, such as walking, running, bending or waving.

The literature provides a number of shape-based methods that are applied
for the recognition of actions using silhouette sequences. For instance, in [11]
Trace Transform for each silhouette is extracted, and the whole action sequence
is then represented by a final History Trace Template composed of the set of
transforms. In [12] an individual silhouette is converted into a one-dimensional
representation and then transformed into symbolic vector called SAX (Symbolic
Aggregate approXimation). An action is represented by a set of SAX vectors.
Some other approaches limit the number of silhouettes and action recognition is
based on selected key poses (characteristic frames), e.g. [1,5,15]. Silhouettes can
also be accumulated in order to generate spatio-temporal features. A common
technique in this category uses motion energy images and motion history images,
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
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and was proposed in [3]. The basis of the representation is a static vector-image
(temporal template) and the vector value at each pixel corresponds to motion
properties at that pixel location in the image. The authors of [10] introduced
other space-time approach, which utilizes Poisson equation to extract several
features, among others, space-time saliency and action dynamics. This approach
regards human actions as three-dimensional shapes—accumulated silhouettes in
the space-time volume.

This paper focuses solely on action recognition where the amount of processed
information about an action is limited to a sequence of binary silhouettes which
are then represented using selected shape description algorithms. These repre-
sentations are subjected to further processing and ultimately are compared on
the basis of template matching approach in order to identify overall recognition
effectiveness and final classification accuracy for a particular shape descriptor.
The rest of the paper is organized as follows: Sect. 2 presents the consecutive
steps of the proposed approach and describes the algorithms use for shape rep-
resentation, Sect. 3 presents some experimental results on action classification
and recognition, and Sect. 4 concludes the paper.

2 Developed Approach—Data Processing Steps

The developed approach addresses the problem of recognising an action of a
single person and uses information contained in a sequence of binary silhouettes.
According to [4], the use of silhouettes for action classification assumes that
human movement can be represented as a continuous pose change. Then action
descriptors can be obtained based on silhouettes extracted from consecutive
video frames and traditional classification approaches can be applied. The pro-
posed approach has been already tested using a part of the Weizmann dataset [2].
The original Weizmann dataset contains 90 low-resolution (180 × 144, 50 fps)
video sequences of 9 actors performing 10 actions. The corresponding binary
masks extracted using background subtraction are available and were used as
input data. We have selected five types of actions for the experiments: run (see
Fig. 1 for example), walk, bend, jump and one-hand wave. Some data and results
will be used in this section to illustrate several processing steps of our approach.
Therefore, the following description also includes explanation for the research
experiment.

Fig. 1. Exemplary silhouettes from a running action sequence (images come from the
Weizmann dataset [2])
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2.1 Step 1—Calculation of Shape Descriptor for Each Silhouette

In this step, each silhouette is represented by one shape descriptor using informa-
tion about its contour or region. We have already tested four shape description
algorithms, namely the Two-Dimensional Fourier Descriptor, Generic Fourier
Descriptor, Point Distance Histogram and UNL-Fourier Descriptor. All selected
algorithms enable to calculate shape representations of different size and in a
form of a vector. It is important due to the fact that we are trying to select
the smallest descriptor which simultaneously carries the most information. The
selected algorithms have been previously successfully employed for shape analy-
sis and in template matching approaches, e.g. in [7,9], and are described below.

The Two-Dimensional Fourier Descriptor is applied to a region shape. It is
calculated as a magnitude of the Fast Fourier Transform and has a form of a
matrix with absolute complex values [14]. This algorithm is used as a step in
the following two methods. The first one is the UNL-Fourier Descriptor [16]. It
is based on contour information and uses centroid to transform Cartesian coor-
dinates of a contour into polar coordinates. New coordinate values are then put
into a matrix, where rows represent distances from the centroid and columns the
corresponding angles. As a result, an image containing unfolded shape contour in
polar coordinates is obtained and then the Two-Dimensional Fourier Descriptor
is applied. The second Fourier-based description algorithm is the Generic Fourier
Descriptor, which is applied to a region shape and uses the transformation of
Cartesian points to polar coordinate system. All pixel coordinates from original
region shape image are transformed into polar coordinates and new values are
put to a rectangular Cartesian image [19]. Row elements correspond to distances
from centroid and the columns to 360 angles. The result has a form of an image
and as in the previous case the Two-Dimensional Fourier Descriptor is applied.

The Point Distance Histogram (PDH) is a shape descriptor that utilizes
information about shape contour [8]. In order to derive a PDH representation,
an origin of the polar transform of a contour is firstly selected, usually a centroid.
Polar coordinates are stored in two vectors—one for angles and one for radii.
In the next step, angle values are converted to the nearest integers. Then the
elements in both vectors are rearranged with respect to the increasing angle
values. If any equal angles exist, then only the element with the highest radii
value is left. Next, only radii vector is selected for further processing. Its elements
are normalized and assigned to bins in the histogram. Then values in histogram
bins are normalized according to the highest one and the final representation is
obtained.

2.2 Step 2—Matching All Shape Descriptors Within One Sequence

For a given sequence, this step includes calculation of dissimilarities between
first frame and the rest of frames using Euclidean distance. The resulting vector
containing distance values, normalized to interval [0, 1], is a one-dimensional
descriptor of a sequence—a distance vector. The number of its elements equals
the number of silhouettes in the input sequence. Figure 2 shows exemplary plots
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Fig. 2. Exemplary plots of distance vectors for three actions performed by the same
actor: bend, walk and run respectively. Low peaks correspond to the silhouettes that
are most similar to the first silhouette in a sequence. The exemplary distance vectors
were obtained using 2×2 subpart of the Two-Dimensional Fourier Descriptor. For walk
and run actions the periodicities are noticeable

of distance vectors of three different actions. The plots reveal action periodicities
and the differences between actions.

2.3 Step 3—Converting the Distance Vectors into Sequence
Representations

The next step aims to convert distance vectors into the form and size that
enables the calculation of similarity between them. Therefore, distance vectors
were treated as signals and it turned out that the best way to transform such a
signal was to use a periodogram. Periodogram is a spectral density estimation
of a signal and it can determine hidden periodicities in data [6]. In most cases,
the results have improved when fast Fourier transform was firstly applied to a
distance vector, the magnitude was extracted and after that the periodogram was
used. Due to the fact that distance vectors varied in size, the periodogram helped
to equalize final representations’ sizes. Ultimately, one periodogram represents
one silhouette sequence.

2.4 Step 4—Selection of Matching Procedure and Splitting Data

This step solves the problem of how to split data into templates and test objects.
Some initial tests showed that final results were dependent on which part of the
data was selected as templates (one template is a single class representative).
Therefore, being inspired by the k-fold cross-validation technique [13] we have
decided to perform the experiment several times using different set of templates
in each iteration. The final recognition effectiveness is then the average of the
results from all iterations. For instance, the first iteration used objects with
numbers from 1 to k as templates and objects with numbers from k + 1 to n as
test objects, then the second iteration used objects with numbers from k + 1 to
2 ∗ k as templates and the rest as test objects, and so on.
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2.5 Step 5—Estimation of the Similarity Between Sequence
Descriptors

This step includes the calculation of similarity between sequence descriptors
using template matching approach and variable template set as described in the
previous step. The correlation coefficient is used. Here template matching, for
one iteration, is understood as a process that compares each test object with all
templates and selects the most similar one, what simultaneously indicates the
probable class of a particular test object. Then the results can be interpreted
and analysed in three different ways (considering only the number of correct
classifications—‘true positive’):

1. Overall recognition effectiveness for each shape descriptor, averaged for all
classes and all iterations,

2. Classification accuracy for each iteration, each shape descriptor and all
classes,

3. Classification accuracy for each class, each shape descriptor and all iterations.

3 Experiments and Results

Several experiments have been carried out in order to verify the effectiveness
and accuracy of the proposed approach. Each experiment consisted of five steps
described in Sect. 3, except that for each experiment different shape descrip-
tion algorithm was used. Moreover, various size of shape representation were
employed, namely the 2×2, 5×5, 10×10, 25×25 and 50×50 absolute spectrum
subparts for the Two-Dimensional Fourier Descriptor, Generic Fourier Descrip-
tor and UNL-Fourier Descriptor, and 2, 5, 10, 25, 50, 75 and 100 histogram bins
for the Point Distance Histogram. In the experimental database there were 45
silhouette sequences of 9 actors performing 5 actions—bend, jump, run, walk and
one-hand wave—taken from the Weizmann dataset [2]. The number of frames
(silhouettes) in a sequence varied from 28 to 125. During the experiment each
subgroup of 5 sequences of one person performing these actions was iteratively
used as a template set. Percentage experimental results are presented below with
respect to the three result analysis manners (see Step 5. of the approach).

Average recognition effectiveness values for each shape descriptor, all classes
and all iterations are as follows:

– 49.2 %, 46.1 %, 42.8 %, 41.1 % and 39.4 % for the 2 × 2, 5 × 5, 10 × 10, 25 × 25
and 50× 50 subparts of the Two-Dimensional Fourier Descriptor respectively;

– 51.7 %, 51.4 %, 51.7 %, 52.2 % and 50.0 % for the 2 × 2, 5 × 5, 10 × 10, 25 × 25
and 50 × 50 subparts of the Generic Fourier Descriptor respectively;

– 36.7 %, 39.7 %, 37.8 %, 36.9 % and 39.7 % for the 2 × 2, 5 × 5, 10 × 10, 25 × 25
and 50 × 50 subparts of the UNL-Fourier Descriptor respectively;

– 39.7 %, 36.7 %, 36.1 %, 34.7 %, 34.4 %, 34.4 % and 34.4 % for the 2, 5, 10, 25,
50, 75 and 100 histogram bins of the Point Distance Histogram respectively.
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Table 1. Results for the experiment using Generic Fourier Descriptor—classification
accuracy for each iteration, each shape descriptor and averaged for all classes

Iteration Descriptor size

No 2 × 2 5 × 5 10 × 10 25 × 25 50 × 50

1 45.0 % 45.0 % 45.0 % 50.0 % 47.5 %

2 37.5 % 37.5 % 35.0 % 35.0 % 35.0 %

3 52.5 % 52.5 % 52.5 % 52.5 % 52.5 %

4 52.5 % 52.5 % 50.0 % 52.5 % 37.5 %

5 45.0 % 42.5 % 40.0 % 45.0 % 47.5 %

6 47.5 % 47.5 % 50.0 % 50.0 % 50.0 %

7 57.5 % 57.5 % 60.0 % 57.5 % 55.0 %

8 67.5% 67.5% 72.5% 70.0% 60.0%

9 60.0 % 60.0 % 60.0 % 57.5 % 65.0 %

The average results indicate the Generic Fourier Descriptor as the most effec-
tive shape description algorithm for the employed approach and selected data.
The percentage recognition effectiveness values are similar for all descriptor sizes.
Additional results will enable for a more detailed insight into the classification
accuracy using the Generic Fourier Descriptor (see Tables 1, 2 and 3). Table 1
illustrates the results obtained in each iteration and averaged for all classes. It
can be seen that the classification accuracy values vary between iterations and
that the best result is obtained in iteration no. 8. This can be interpreted in
such a way that templates used in this iteration are represented by the most
distinctive features enabling proper class indication.

In Table 2, the averaged results for all iterations can be found. It can be
clearly seen that ‘bend’ action is the most distinctive one, while the ‘jump’
action is the least recognizable. It is not obvious which shape description size
should be indicated as the best to employ for shape representation, because it
varies depending on the class. However, if only iteration no. 8 is taken under

Table 2. Results for the experiment using Generic Fourier Descriptor—classification
accuracy for each class, each shape descriptor and averaged for all iterations

Class Descriptor size

2×2 5×5 10×10 25×25 50×50

‘bend’ 87.5 % 87.5 % 88.9 % 88.9 % 87.5 %

‘jump’ 27.8 % 26.4 % 30.6 % 31.9 % 27.8 %

‘run’ 48.6 % 50.0 % 51.4 % 54.2 % 55.6 %

‘walk’ 38.9 % 37.5 % 43.1 % 43.1 % 44.4 %

‘wave’ 55.6 % 55.6 % 44.4 % 43.1 % 34.7 %
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Table 3. Classification accuracy for each class, various size of Generic Fourier Descrip-
tor and iteration no. 8

Class Descriptor size

2 × 2 5 × 5 10× 10 25 × 25 50 × 50

‘bend’ 100% 100% 100% 100 % 100%

‘jump’ 25.0 % 25.0 % 37.5% 37.5 % 25.0 %

‘run’ 87.5 % 87.5 % 87.5% 87.5 % 75.0 %

‘walk’ 62.5 % 62.5 % 75.0% 75.0 % 75.0 %

‘wave’ 62.5 % 62.5 % 62.5% 50.0 % 25.0 %

consideration—due to the most distinctive templates—it turns out that the pro-
posed approach is most effective when the 10×10 subpart of the Generic Fourier
Descriptor is used. Table 3 depicts percentage classification accuracy values for
iteration no. 8.

4 Summary and Conclusions

In the paper, an approach for action recognition based on silhouette sequences
has been presented. It uses various shape description algorithms to represent sil-
houettes and Euclidean distance to estimate dissimilarity between shape descrip-
tors within a sequence. Normalized distances create a vector representation of the
sequence. All sequence representations are further processed using fast Fourier
transform and periodogram, and ultimately are compared using template match-
ing approach and correlation coefficient. Experimental results showed that the
developed approach is most effective and accurate when the Generic Fourier
Descriptor is used. Generally, the results are promising, however the developed
approach needs further improvements and should be examined using more data.
Future works involve experimental verification of other shape descriptors and
matching measures, that will make the approach more effective.
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Abstract. This paper is concerned with obtaining disparity maps on
the basis of images from Equal Baseline Multiple Camera Set (EBMCS).
EBMCS consists of a central camera and side cameras. Algorithms for
obtaining disparity maps with the use of EBMCS take advantage of
aggregating windows similarly to stereo matching algorithms for a stereo
camera, a camera matrix or a camera array. The paper analyzes the
influence of aggregating window size on the quality of disparity maps.
Experiments presented in this paper include Sum of Sum of Squared
Differences (SSSD) and Sum of Sum of Absolute Differences (SSAD)
matching cost functions. Results show that for EBMCS with five cameras
the highest quality of disparity maps is obtained when the size of the
aggregating window is on average over 55% smaller than the size of the
most effective window for a pair of cameras.

1 Introduction

There is a variety of devices designed for estimating distances to objects. A list of
such equipment includes time-of-flight cameras (TOF) [6], Light Detection and
Ranging (LIDAR) [13], structured-light 3D scanners (such as Microsoft Kinect)
[2] and cameras [4]. All these tools, apart from cameras, perform measurements
by emitting a light beam and then recording its reflection. This kind of a distance
estimation method has a major disadvantage such that the intensity of emitted
light needs to be high enough to illuminate an examined object. The necessary
intensity depends on the existing light conditions and the distance from a device
to an object [1,6]. This problem does not apply to cameras which are useful in
both highly illuminated environments and when objects are located at a large
distance from a measuring device.

Typical equipment for this method of measuring is a stereo camera which
consists of two cameras aimed in the same direction. The same object visible
from both cameras is placed at different locations in a pair of images from
these cameras. Images from stereo cameras are processed by stereo matching
algorithms in order to reveal these disparities. A set of disparities for objects
and their parts visible in images forms a disparity map. Considering the distance
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 22
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between cameras and focal lengths of their lens disparity maps can be converted
to depth maps containing values of distances [9].

Disparity maps can be also obtained with the use of more than two cameras.
Camera arrays, camera matrices and other arrangements of cameras are used
[9,14]. This paper is concerned with obtaining disparity maps with the use of a
set of cameras called by the author of this paper Equal Baseline Multiple Camera
Set (EBMCS). The set consists of up to five cameras. In the set there is a central
camera and side cameras located around the central one [4].

This paper examines the issue of selecting for EBMCS the size of an aggre-
gating window which makes it possible to obtain the highest quality of disparity
maps. Aggregating windows are used in algorithms for obtaining disparity maps
by comparing parts of images from different cameras in order to detect areas
corresponding to the same viewed object. Different sizes of windows are suitable
for stereo cameras and multiple camera sets.

2 Related work

Okutomi and Kanade are authors of one of the most significant papers in the field
of multi-camera vision systems [9]. They described a method for obtaining depth
maps on the basis of images from a camera array. The array was considered as
a set of stereo cameras consisting of the first camera and some other camera in
the array. Each stereo camera has a different baseline that is a distance between
cameras. As a result, in different stereo cameras values of disparities are different
for the same object visible from these cameras. Okutomi and Kanade solved this
problem by using inverse distances from the array to viewed objects instead of
disparities.

Camera arrays are also used for purposes other than estimating distances. A
set of images from an array makes it possible to remove from images an object
visible in the foreground of a viewed scene. The removal results in replacing the
view of this object with the view of other object located behind the removed
one. Pei et al. performed such modifications on images containing views of people
[11]. The author of this paper also analyzed this kind of operations with images
of buildings and their surroundings [5].

Another kind of a camera arrangement was used by Park and Inoue [10].
They determined a reference camera and four side cameras equally distant from
the central one. The same kind of a camera arrangement was used in the research
presented in this paper. Methods for obtaining disparity maps from this set were
also proposed by the author of this paper [4].

Hensler et al. used a central cameras and side cameras similarly as Park and
Inoue [3]. However, their set contained three side cameras. Locations of cam-
eras corresponded to vertices of an equilateral triangle. Moreover, Nalpantidis
described a quad-camera system arranged in a form of a matrix [8]. Sets with
greater number of cameras were also used. Wilburn et al. experimented with
a set containing 100 cameras [14]. Sensors were arranged in a form of a cam-
era matrix which consisted of parallel camera arrays. Wilburn et al. used the
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Fig. 1. The arrangement of cameras in Equal Baseline Multiple Camera Set

matrix for making images of fast moving objects. Matusik used a camera matrix
consisting of 16 cameras for making 3D videos [7].

3 EBMCS Camera Arrangement

In the experiments presented in this paper, Equal Baseline Multiple Camera Set
is used. The set consists of a central camera and up to four cameras located
around the central one. The set containing five cameras is the same kind of a
camera set as the one used by Park and Inoue [10]. There is a left, a right, an up
and a down side camera. All cameras are placed in the same plane and aimed
in the same direction. Distances between each side camera and a central camera
are the same.

The central camera provides an image which is a reference one. Points of
this image correspond to points of a disparity map obtained with the use of
the described set. Images from other cameras are used for determining values of
points in the resulting disparity maps. The arrangement of cameras in EBMCS
is presented in Fig. 1. In order to evaluate EBMCS, experiments were performed
with two data sets. Data sets were prepared by making images of plants with
the use of EBMCS containing five cameras [4]. Sets consisted of images of Dwarf
Umbrella Tree (Fig. 2) and images of Ficus Tree (Fig. 3).

4 Matching Measures for EBMCS

The previous research performed by the author of this paper analyzed the per-
formance of different algorithms for obtaining disparity maps with the use of
EBMCS [4]. The research resulted in developing the Similar Areas Matching
algorithm dedicated to specifics of EBMCS. This algorithm does not use aggre-
gating windows which are the subject of this paper. The previous research was
also concerned with analyzing results of adapting different matching measures
for the purpose of obtaining disparity maps with the use of EBMCS.

All matching measures estimate levels of differences between some areas of
images. The size of areas is defined in a form of an aggregating window. A stereo
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Fig. 2. Images of Dwarf Umbrella Tree [4]

Fig. 3. Images of Ficus Tree [4]

matching algorithm compares points within the aggregating window in the ref-
erence image with points in the aggregating window located at corresponding
coordinates in the side image. Obtaining disparities with the use of EBMCS is
performed similarly as in case of processing images from a stereo camera. How-
ever, instead of comparing aggregating windows in two images these windows
are simultaneously matched in all images included in the set.

Different measures use different methods of estimating levels of differences
between parts of images covered by aggregating windows. The research per-
formed with EBMCS showed that using SSSD (Sum of Sum of Squared Differ-
ences) (Eq. 1) and SSAD (Sum of Sum of Absolute Differences) (Eq. 2) measures
generated the best results [4].

SSAD (p,d) =
∑

1≤i≤N

∑
b∈W

|I0(p + b) − Ii(p + b + di)| (1)

SSSD (p,d) =
∑

1≤i≤N

∑
b∈W

(I0(p + b) − Ii(p + b + di))
2 (2)

where SSAD and SSSD are values of measures, p is the point for which disparity
is calculated, d is a disparity, N is total number of points, W is an aggregating
window, Ii is the intensity of a point in an image from camera i and di is a
disparity in camera i. The central camera has index 0, side cameras have indexes
in the range from 1 to 4.

5 Quality Measure and Ground Truth

Disparity maps obtained from EBMCS were evaluated with the use of the per-
centage of bad matching pixels metric (BMP). The metric was described by



Influence of Aggregating Window Size on Disparity Maps 191

Fig. 4. Dwarf Umbrella Tree: (a) Ground truth (b) Disparity map, 2 cameras, aggre-
gating window 14 (c) Disparity map, 5 cameras, aggregating window 6; Ficus Tree:
(d) Ground truth (e) Disparity map, 2 cameras, aggregating window 9 (f) Disparity
map, 5 cameras, aggregating window 5.

Scharstein and Szeliski [12]. The formula for BMP is presented in Eq. 3.

BMP =
1
N

∑
p

(|DM (p) −DT (p)| > Z) (3)

where BMP is value of the metric, Z is the disparity error tolerance, N is
the number of considered points, DM (p) is the disparity of the point p located
in the disparity map and DT (p) is the disparity in ground truth at the same
coordinates. In the experiments presented in this paper, the error tolerance level
was set to 4. Moreover, the BMP measure was calculated for all point for which
ground truth contained disparities.

Ground truth was prepared for both data sets used in the experiments.
Ground truth data is presented in Fig. 4a (Dwarf Umbrella Tree) and Fig. 4d
(Ficus Tree). Intensities of points in Fig. 4 correspond to values of disparities.
The brighter is a point, the greater is its disparity.

Ground truth does not contain disparities for all points of the image. In some
areas of the image it was not possible to determine real values of disparities
because these points correspond to object located at the background of a viewed
scene or in border parts of the image [4].

6 Experiments

Experiments were performed with two data sets presented in Sect. 3. Results for
both SSAD and SSSD matching measures are presented in Fig. 5. Charts pre-
sented in figures refer to four different configurations of EBMCS. Configurations
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Fig. 5. Results of SSAD and SSSD measures with respect to aggregating window size

differ in the number of cameras included in EBMCS in the range between two
to five.

Vertical axes of charts show values of percentage of bad matching pixels
metric (Sect. 5). Horizontal axes correspond to sizes of aggregating windows.
In the experiments, square aggregating windows were used. The size r is the
number of points between the centre of the square and its border. The area of
an aggregating window is equal to (2r + 1)2 points.

In case of using a pair of cameras for images of Dwarf Umbrella Tree the
highest quality of disparity maps is obtained when the size of aggregating window
is equal to 14. The disparity map generated with this configuration and the SSSD
measure is presented in Fig. 4b. With the use of greater number of cameras, the
size of a matching window can be significantly reduced without decreasing the
quality of maps. EBMCS with five cameras and aggregating window equal to
only 1 generates disparity maps with the better quality than any window size
used with a pair of cameras. Moreover, with the use of a number of cameras
greater than 2, the quality of disparity map can be further improved by using
larger aggregating windows. In case of using the SSAD measure for the Dwarf
Umbrella Tree set, the best maps are acquired when windows size is 12. With the
use of the SSSD measure the most advantageous size of windows varies between
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6 and 9. Differences in values of BMP are not significant (lower than 1.86 %)
for the same number of cameras used with window sizes in this range. The best
results for SSSD are obtained with the use of five cameras and the aggregating
window equal to 6. The disparity map obtained for these parameters is presented
in Fig. 4c.

In case of using two cameras for images of Ficus Tree the best results are
obtained when the window size is equal to 9. However, increasing the number
of cameras to three does not cause the increase in the quality of disparity maps
when windows greater than 4 are used. This configuration of cameras is inef-
fective for this set of images. Nevertheless, results improve when four and five
cameras are used. Using five cameras with any kind of considered window sizes
leads to better results than using two cameras. The best results for five cameras
are obtained when the window size is 5 for both SSAD and SSSD. Figure 4e
presents results of using two cameras with SSSD and the aggregating window
equal to 9 for images of Ficus Tree. The result for five cameras, the SSSD measure
and the window equal to 5 is shown in Fig. 4f.

7 Summary

The main advantage of using Equal Baseline Multiple Camera Set is the possi-
bility to acquire disparity maps which have a higher quality than maps obtained
with the use of a single stereo camera. Moreover, the camera set can be applied
in conditions in which other kinds of devices for estimating distances cannot
be used. TOF cameras and structured light 3D scanners (including Microsoft
Kinect camera) does not provide accurate data when distances are measured
to objects which are illuminated by intensive natural light in an out-door envi-
ronment. These devices also cannot precisely measure distances to large objects
such as buildings.

An algorithm for obtaining disparity maps from EBMCS needs to process
more images than a matching algorithm for a stereo camera. It may seem that
this leads to the increase in the number of required calculations. However, with
the use of EBMCS the size of aggregating windows can be reduced. In case
of obtaining disparity maps with the highest quality the most advantageous
window size for five cameras is, on average, equal to 7 for the analyzed data sets,
while average size of the best window for stereo cameras is 11.5. The area of the
rectangle window in the first case is equal to 255 (Sect. 6), the area in the second
case is on average 576. Therefore, the size of the best window for five cameras
is more than 55 % lower than the best window for a stereo camera. Moreover,
even for the smallest window size EBMCS produces better results than stereo
camera with a large aggregating window. With the use of EBMCS the quality
of disparity maps can be improved without the necessity to increase the number
of calculations. Experiments were performed for algorithms based on SSAD and
SSSD measures, however in further work the author is planning to verify the
usability of EBMCS with different kinds of algorithms for obtaining disparity
maps.
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Abstract. Computer-Aided Diagnosis (CAD) in digital pathology very
often boils down to examination of nuclei using morphological analysis.
To determine the characteristics of nuclei, they need to be segmented
from the background or other objects in the image (e.g. red blood cells).
Despite a tremendous work that has been done to improve segmentation
methods, nuclei segmentation remains a very challenging problem. This
particularly applies to the cytological images, where nuclei often touch,
overlap, cluster, are obscured, or destroyed. Most well known methods
of image processing cannot cope with this challenge. Nevertheless, in
this study we demonstrated that methods like image thresholding, edge
detection, erosion and fast marching, when combined, give satisfactory
segmentation results. The proposed approach uses isodata image thresh-
olding and Canny edge detection to find nuclei regions in the image. Then
this information is employed to determine centers of the nuclei using con-
ditional erosion. Finally, fast marching algorithm extracts nuclei. The
method was applied to extract nuclei from microscopic images of cyto-
logical material obtained from breast. Different morphometric, textural,
colorimetric and topological features were computed for segmented nuclei
to describe cases (patients). The effectiveness of the segmentation was
evaluated in terms of classification accuracy of breast cancer, where the
cases were classified as either benign or malignant. The acquired predic-
tive accuracy was 98%, which is very promising and shows that the pre-
sented method ensures accurate nuclei segmentaion in cytological images.

Keywords: Nuclei segmentation · Image thresholding · Fast marching ·
Breast cancer · Cytology

1 Introduction

Studies and diagnoses diseases by analysis of microscopic images of cells have
been a goal of human pathology since the middle of the 19th century. Recent
advances in this field have revolutionized pathology by the introduction of digital
microscopy. Nowadays, more and more pathologists examine the biological mate-
rial on a computer screen instead of reviewing it under a microscope. But still,
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 23
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they must devote many years to gain experience to become specialist in the iden-
tification of cancer cells. Along with the development of advanced vision systems
and computer science, quantitative cytopathology can support the pathologist’s
work by the automation of nuclei segmentation, cell population count, comput-
ing statistics of morphological features or cell classification. But to accomplish
these tasks we need accurate algorithm for cell or nucleus segmentation. If we
look at cytological specimen under a microscope, we will see a lot of clumps of
nuclei which create complex, random and heterogeneous structures without clear
boundaries. Unfortunately, their segmentation is rather a challenging task.

Many publications present the possibility of using watershed methods, graph
cuts, level sets, image thresholding and data clustering based methods for nucleus
segmentation [3–7]. However, the problem is still open because there are no
universal segmentation methods that can be applied for images representing
biological material from different tissues.

In this work we limit our researches and discussion to the issue of nuclei seg-
mentation in cytological images of biological material obtained from breast using
fine needle biopsy (FNB). We propose a two-stage procedure to extract nuclei
from the image. Firstly, isodata based image thresholding is used to background-
foreground segmentation. Then, Canny edge detector is applied to highlight
boundaries between the nuclei in foreground region. Nonetheless, separation of
nuclei is still not perfect. Thus, conditional erosion is used to find the centers of
the nuclei. They are used to initialize the fast marching algorithm which extracts
individual nuclei. The effectiveness of nuclei segmentation is verified in terms of
classification accuracy of breast cancer malignancy. This is done by using mor-
phometric, colorimetric, textural and topological features of nuclei.

The remainder of this paper is organized as follows. In Sect. 2, Materials and
Methods are described. Section 3 gives the description of the experiments and
study of the results obtained for proposed method. Concluding remarks are given
in Sect. 4.

2 Materials and Methods

2.1 Study Dataset

The first step of the diagnostic process begins with the acquisition of biological
material from the breast. The cytological material was obtained by FNB from
50 patients of the Regional Hospital in Zielona Góra, Poland. The set contains
25 benign and 25 malignant lesions cases. Smears from the biological material
were fixed in spray fixative and dyed with hematoxylin and eosin. Cytological
preparations were then digitalized into virtual slides using the Olympus VS120
Virtual Microscopy System. Virtual slides offer a radically improved level of
detail in comparison to the images grabbed with analog camera. One can clearly
observe clumps of chromatin (especially in malignant cases), nucleoli, and nuclear
membranes. Next, on each slide, a pathologist selected 11 distinct areas which
were converted to 8 bit/channel RGB TIFF files the size of 1583 × 828 pixels.
The number of areas per one patient was recommended by the pathologists at
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the hospital and allows for a correct diagnosis. The image database contains
550 images (11 images per patient). Both malignant and benign sets contain
the same number of images (275 images describing 25 cases). All cancers were
histologically confirmed and all patients with benign disease were either biopsied
or followed for a year.

2.2 Nuclei Segmentation

The whole procedure starts from converting original image I to the binary image
BW with nuclei region highlighted. Binary image BW is the result of image
thresholding and edge detection [9,11]. Threshold θ is calculated iteratively using
isodata procedure [8]. The histogram is initially divided into two parts using a
starting threshold θ0 such as half of the maximum dynamic range. The sample
mean mf 0 of the gray values associated with the foreground (nuclei) pixels and
the sample mean mb,0 of the gray values associated with the background pixels
are determined. Then, new threshold value θk is computed as the average of
these two sample means. The process of computing new threshold continues,
until the threshold does not change any more. This procedure is repeated for
each image separately. Unfortunately, image thresholding procedure is not able
to extract individual nuclei from densely packed clumps Fig. 1(b). To overcome
this problem we propose to use Canny edge detection algorithm to find the
nuclei borders. Edges are mapped on a results of thresholding in order to cut
individual nuclei from clumps. It can be observed that on this stage of image
segmentation some nuclei are properly segmented but there are also some nuclei
that are stuck together Fig. 1(c). Further processing is necessary to obtain more
nuclei for analysis.

A key stage of proposed segmentation procedure is to correctly mark nuclei
centers to seed fast marching algorithm. The method is based on the concept
of conditional erosion [14]. Procedure assumes that the erosion is conducted
as long as the size of the processed nucleus is large enough. Two masks for
erosion operation are designed. They can be referred as fine and coarse erosion
structuring elements. The coarse erosion tends to preserve the actual shape but
reduces the size of clustered nuclei. This can make the nucleus to disappear
because of huge reduction in the size. On the other hand, fine erosion mask is
less likely to make the nucleus disappear, but it will lead to the loss of original
shape. The erosion operation of the binary image I by the structuring element
B is defined by:

I � B̌ = {x ∈ R
2 | (B + x) ⊂ I}, (1)

where B̌ is a reflection of set B. Conditional erosion is applied to binary image
BW obtained in the previous step of segmentation. Means of objects that have
survived the conditional erosion become initial seeds used by the fast marching
to segment individual nuclei Fig. 1(d).

Fast marching method is a special case of the level sets approach for monoton-
ically advancing fronts. It was introduced by [10] and can be used to extract com-
plex shapes from 2D and 3D images. In our work it is used to split the clustered
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nuclei. Algorithm starts with the initial front Γ0. Next the front Γ evaluates
with speed F (x, y) in the normal direction where F is always either positive or
negative. Front passes through a point (x, y) at the time T (x, y). Under this
formulation the arrival time function T (x, y) satisfies the Eikonal equation:

|�T |F = 1. (2)

In order to solve the equation, the gradient |�T | is estimated using upwind
entropy-satisfying scheme. By limiting our considerations to two-dimensional
grid, we must solve following quadratic equation:

1/F 2
i,j = max

(
max(d−x

i,j T, 0),−min(d+x
i,j T, 0)

)2

+ max
(
max(d−y

i,j T, 0),−min(d+y
i,j T, 0)

)2
, (3)

where
d±x

ij T = (Ti±1,j − Ti,j)/h,

d±y
ij T = (Ti,j±1 − Ti,j)/h,

(4)

and h is the grid step. If the quadratic equation yields more than one solution,
the greatest is chosen. The behavior of the front is driven by the speed function
F . It must be designed in a way that the front stops exactly at the boundary of
the nuclei. We decided to use speed function based on image local gradient:

F = e−α|�(Hσ∗I)|, (5)

where α is a weighting factor, I is the original image and Hσ is a Gaussian
smooth operator.

Standard fast marching is well suited to foreground-background segmenta-
tion. Nevertheless, our application must deal with multiple objects. It was real-
ized by using multi-label fast marching [12]. Number of labels is determined by
the number of nuclei detected by the conditional erosion. Each seed is associated
with the unique label (segment). Even after applying fast marching procedure,
we still can find spurious nuclei in the segmentation results. To exclude unwanted
outliers, we decided to filter out objects with the area lower than 100 and bigger
than 3000. Furthermore, we removed all objects with circularity ratio lower than
0.5 Fig. 1(e).

Cr =
4πA

p2
, (6)

where Cr is a circularity ratio, A is an object area and p is an object perimeter.
All these threshold values was chosen experimentally based on the knowledge
about the shape and size of nuclei.

2.3 Feature Extraction

For each isolated nucleus 42 features are extracted. Then, for each image, the
mean (M), median (D), standard deviation (T), kurtosis (K), skewness (S) and
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Fig. 1. Input image, final and intermediate results of the proposed segmentation
procedure

interquartile range (I) are determined giving a total number of 252 features.
The first group of features is related to the size and shape of the nuclei. This
is represented by the following features: Area (A), Perimeter (P), Eccentricity
(Ecc), Major Axis Length (MjAL), Minor Axis Length (MnAL), Shape Factor
(SF), Convex Deficiency (CD), Bending Energy (BE).

The second group of features is related to the distribution of nuclei in the
image. Healthy tissue usually form single-layered structures, while cancerous
cells tends to break up which increases the probability of encountering separated
nuclei. To express this relation, features representing the distance to centroid of
all nuclei, and the distance to k-nearest nuclei are used: Distance to Centroid of
All Nuclei (D2A), Distance to c-Nearest Nuclei (D2cNN).

The third group of features is related to the distribution of chromatin
in the nuclei. This is represented with texture features based on gray-level
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co-occurrence matrix (GLCM) [2] and gray-level run-length matrix (GLRLM)
[13], as well as the mean and variance of pixel values in each RGB channel.

Based on the statistics computed for the images, the same statistics are
determined for cases (patients).

2.4 Classification

For classification, we use Naive Bayes model. Predictive accuracy was calculated
with the leave-one-out procedure. There were 50 folds (the number of patients),
and each fold consist of single patient (11 images). Two measures of the classi-
fication accuracy were defined:

– patient accuracy - the percentage ratio of successfully diagnosed cases
(patients) to the total number of cases,

– image accuracy - the percentage ratio of successfully classified images to the
total number of images,

To determine the image accuracy, all of the images were classified individually
but with the restriction that the images belonging to the same patient were
never at the same time in the training and testing set. Patient accuracy was
determined by classifying cases described by features aggregated over 11 images.
A suboptimal sets of input features were determined using sequential forward
selection algorithm.

3 Experimental Results

In order to verify the effectiveness of the proposed nuclei segmentation app-
roach, we applied this method to extract nuclei from 550 cytological images.
These images came from cytological examinations performed for 50 patients.
Every patient was described by 11 images (see Sect. 2.1 for details). Then, for
each image, 252 features were extracted as in Sect. 2.3. Based on image features,
aggregated statistics was calculated for every case (patient). Segmentation accu-
racy was measured in terms of predictive accuracy of Naive Bayes model. Taking
into account the fact that testing set is quite small, we decided to estimate predic-
tive accuracy using leave-one-out procedure. Results of this study are presented
in the Table 1. Sequential forward selection was employed to choose suboptimal
set of input features. The procedure choose 6 and 8 input features respectively
for the patient accuracy and image accuracy. To see how the fusion of image
thresholding with fast marching method improved the nuclei segmentation, we
presented an illustrative example in Fig. 2. We can observe in Fig. 2(b) that
image thresholding alone is not able to segment nuclei properly. In contrast, our
approach is able to segment sufficient number of nuclei to prepare the diagnosis
Fig. 2(a).



Combining Image Thresholding and Fast Marching for Nuclei Extraction 201

Fig. 2. Results of nuclei segmentation

Table 1. Classification results (D, T, S, K and I after underscore are median, standard
deviation, skewness, kurtosis and interquartile range respectively)

Predictive accuracy (Naive Bayes) Input features

Accuracy (patients) 98% D2NNN I, VR S, GLCM 01 K, Ecc S, SF I,

GLRLM 03 S

Accuracy (images) 87.64% D2NNN I, MnAL S, P T, MB D, VR T,

MR D, Ecc T, VG S

4 Conclusions

Content of cytological images is highly complex and its analysis is difficult in an
automated way. The crucial step of this analysis is nuclei segmentation. Gen-
erally such methods of image processing as image thresholding, edge detection
or active contours are not able to extract nuclei with satisfactory quality. Thus,
we can not build model able to classify cancerous nuclei. To tackle this problem
we proposed to combine different image processing algorithms [1]. The effective-
ness of the proposed approach was measured in terms of predictive accuracy of
Naive-Bayes model. To ensure the reliability of the results, leave-one-out cross-
validation was used to compute the predictive accuracy. Our study shows that
proposed segmentation procedure allows to compute nuclei features that dis-
criminate benign from malignant cases with predictive accuracy equal to 98 %
for patients and 87.6 % for images. In the case of the patient classification, this
means that only one case was wrongly classified. We observed that proposed
segmentation method is not able to segment all nuclei, however the number of
extracted nuclei is sufficient for diagnosis. We consider that further studies in
this area will be necessary to test the effectiveness of the method when larger
and richer database of cytological images will be available.

Acknowledgments. The research was supported by National Science Centre, Poland
(2015/17/B/ST7/03704).
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Abstract. The article presents the problem of parameter value selec-
tion of the multiclass “one against all” approach of an AdaBoost algo-
rithm in tasks of object recognition based on two-dimensional graphical
images. AdaBoost classifier with Haar features is still used in mobile
devices due to the processing speed in contrast to other methods like
deep learning or SVM but its main drawback is the need to assembly
the results of binary two-class classifiers in recognition problems. In this
paper an original method of selecting the parameter values of the assem-
bling algorithm using many similar face recognition tasks is proposed.
The parameter optimization is done by checking all possible vectors of
parameter values. The recognition results with optimized parameter val-
ues is 10% better in 8-class face database famous48 (http://eti.pg.edu.
pl/documents/176468/27493127/famous48.zip) tasks than using random
heuristic which can be represented by the average of all possible vectors
of parameter values.

Keywords: Face recognition · Multiclass AdaBoost classifier · Haar
features

1 Introduction

One of the basic criteria for the assessment of pattern recognition systems beyond
the classification accuracy of test examples (generalisation) is the recognition
speed. It is crucial in some applications, such as object tracking in real time or
gesture control interfaces. In the tasks of object recognition in graphical images
two kinds of methods are currently used: specialized methods which utilise knowl-
edge of recognized specific types of objects and more universal methods. In the
case of face recognition a typical specialised method designates the individual
characteristic points (centers of eyes, eyebrows, the center of mouth, etc.) and
then calculates and compares the parameters of the Gabor filters in these char-
acteristic points using simple classifier such as a nearest neighbour classifier.

Examples of more general methods which give very high generalisation are
support vector machine (SVM) with a histogram of oriented gradient features
(HOG) [1] and convolutional neural networks (CNN) [6]. Both methods give very

c© Springer International Publishing AG 2017
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small generalisation error but are not enough quick for using in real time appli-
cations especially in mobile devices. The cascaded version of AdaBoost using
Haar features [8] or other features like Census [5] or HOG [1] in binary version
[2] is an example of the method with worse generalisation but quick enough. In
the case of a sequence of images, worse generalisation can be compensated by
merging particular images recognition results using HMM.

The main drawback of AdaBoost classifier in recognition tasks is that this is
a two-class (binary) classifier and in K-class cases the sophisticated multiclass
direct version of AdaBoost algorithm or simple “one vs all” approach is needed.
The main disadvantage of direct methods like AdaBoost.M1 [4] and SAMME
[9] is the need to use multiclass “strong” weak classifiers which contradict the
weak classifier idea and may reduce generalisation. In AdaBoost.M2 [4] and
in AdaBoost.OC [7] algorithms the strong classifiers are assembled with binary
weak classifiers. All direct methods do not allow to use many similar classification
tasks to optimise their performance in easy way which is the main contribution
of this work.

Due to above disadvantages of direct multiclass AdaBoost algorithms, in this
work the simple approach “one vs all” was taken into consideration.

2 The Binary AdaBoost Classifier with Haar-Like
Features for Object Detection

The main idea of boosting [4] is to improve overall strong classifier by adding
subsequent weak classifiers which are as simple as possible. The vector of training
examples weights is used to pay more attention to wrongly classified examples
in the previous steps.

2.1 Strong AdaBoost Classifier Training

At each step of the while loop in Table 1 the best weak classifier due to weighted
error from a great quantity of possible weak classifiers is chosen. At the last step
of while loop the best threshold value Θ of a strong classifier is calculated using
validation or mixed set of examples. The strong classifier training process stops
when the false positive error f <= fmax providing that true positive rate is over
assumed value d >= dmin. The strong classification function H(x) consisted with
T weak classifiers as a result of AdaBoost training process is described by the
formula:

H(x) =

⎧
⎨
⎩

1 if S =
∑T

t=1 αtht(x) ≥ Θ

0 otherwise,
(1)

where αt = log(1 − εt) − log εt is a weight of t-th weak classifier, ht(x) is t-th
weak classifier output value, x is an input image pixel intensity vector, Θ is a
threshold.
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Table 1. AdaBoost strong classifier (single layer in a cascade) learning algorithm

2.2 The Cascaded Version of AdaBoost Classifier for Object
Detection

The main idea of cascaded version [8] of AdaBoost algorithm (Fig. 1) is to reduce
time complexity thanks to early rejection images which don’t pass early cascade
layers. Each layer is trained to reject not so big part of negative images, for
instance 50 % which results in use only a few arithmetical operations per layer.
It is especially important in the case of unbalanced datasets e.g. when there
are many times more negative examples than positive ones. During a cascade
learning process each layer in Fig. 1 is trained using strong AdaBoost classifier
training algorithm described in Sect. 2.1 using examples which are not rejected
in previous layers.

Fig. 1. The AdaBoost cascade
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3 The Binary Classifiers Assembling Algorithm

The first training stage in the simple K-class AdaBoost in “one vs all” fashion
training process is to train K binary classifiers each for distinguishing k-th class
objects from all other objects. This purpose is achieved by K independent cas-
cade training processes described in Sect. 2.2 with specific labeling of images: in
each k-th process label 1 (positive) is assigned for images from class k and label
0 (negative) for images from other classes.

In the first classification step the input 2D image is presented to each of early
prepared K binary classifiers and after summation it can lead to one of three
possible cases:

1. Kpos = 1 – exactly one binary classifier classifies an image as positive one,
2. Kpos > 1 – more than one classifies an image as positive one,
3. Kpos = 0 – all binary classifiers classify an image as negative one,

where Kpos is a number of binary classifiers which classify an image as positive
example. In the case (1) the decision of multiclass classifier is obvious: the class
of image is determined by the positively returned binary classifier. In the cases
(2) and (3) the usage of additional information is necessary. For instance the
couples of values (Si, Θi) for each cascade layer i = 1 . . . L can be used in many
configurations as differences or quotients between Si and Θi. It is not known
which is better especially in connection with methods of combining results from
particular cascade layers to take into account which layers are more important.
These problems suggest a conclusion that binary classifiers assembling algorithm
in second training stage can be optimised based on its parameter values adap-
tation. As the minimization of generalisation error is a purpose of optimisation,
the reliable parameter values can be obtained by using many recognition tasks
as “training examples” at the second stage.

3.1 The Assembling Algorithm Parametrization

In the most general method we can treat all the accessible cascade parameters as
Θi, Si, i = 1 . . . L from all binary classifiers as input variables of unknown func-
tion that assigns the class number for an input image. This function can then be
approximated by a multilayer artificial neural network or symbolic expression
tree so that the optimisation can be done by simulated annealing, genetic algo-
rithm or genetic programming. This approach has some drawbacks such as the
variability of the number of input values due to the different number of layers
or too great complexity of such optimisation tasks which would have required a
large amount of training data and a very long training.

A simpler solution which is proposed in this work consists of assuming a
simple assembling algorithm with a constant quantity of heuristically chosen
binary parameters which can be adapted using enumerated searching. In the
Kpos > 1 cases when more than one binary classifier returns a positive answer
5 important parameters using vectors of 6 binary values were chosen which was
described in Table 2. For the Kpos = 0 cases a vector of 7 binary values were
chosen (Table 3).
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Table 2. Parametrization for Kpos > 1 cases

Bit number Parameter interpretation Binary values

1 Relation type 0 - difference: S − Θ
1 - quotient: S/Θ

2, 3 Type of layers weighting 0, 0 - exponential distribution
0, 1 - linear distribution
1, 0 - extremal value
1, 1 - constant weights

4 Direction of weight changes 0 - decreasing or minimum
1 - increasing or maximum

5 Normalisation 0 - values divided by sum of weights
1 - direct values

6 Subset of detectors 0 - all L detectors
1 - only positive detectors

Table 3. Parametrization for Kpos = 0 cases

Bit number Parameter interpretation Binary values

1–5 The same as 1-5 bits for Kpos > 1 cases

6 Criterion type 0 - (S − Θ) or (S/Θ)
1 - length of layer sequence
with positive detections

7 Number of layers taken into account 0 - all layers
1 - only layers with positive
detections

3.2 The Framework of Optimisation Procedure

Each vector of parameter values can be treated as a sequence of bits:
(p1, p2, . . . , p6) for Kpos > 1 cases and (q1, q2, . . . , q7) for Kpos = 1 cases. There
are 26 = 64 possible vectors for Kpos > 1 cases and 128 for Kpos = 0. Taking
into account that both types of cases are disjunctive, each case can be separately
optimised using below framework:

1. choose random binary values for Kpos = 0, q0 = (1, 1, 1, 0, 1, 1, 1),
2. find optimal values for training tasks p = (p1, p2, . . . , p6) for Kpos > 1,
3. find optimal values q = (q1, q2, . . . , q7) for Kpos = 0.

Earlier S values calculation for all cascade layers and all example images allow
all possible value sequences to check one by one with low time complexity.

3.3 Description of Assembling Algorithm Parameters

The first parameter represents the relation type r. If p1 = 1 it is a quotient of
a sum of weighted weak classifiers and threshold value ri = Si/Θi, i = 1 . . . L,
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where L is the number of layers, S =
∑T

t=1 αtht(x) is a weighted sum of weak
classifiers decisions in a i-th layer, else if p1 = 0, ri = Si − Θi. In both cases the
strong classifier decision Hi(x) is more reliable as the ri value is larger.

This relation has to be calculated for each cascade layer. The importance of
particular layers is expressed by the second parameter represented by a couple of
bits p2, p3 which describes the weights in weighted sums of chosen cascade layer
relations. If (p2 = 0, p3 = 1), the weights grow or decline linearly depended on
parameter p4: wi = i when p4 = 1 or wi = L − i when p4 = 0, where i = 1 . . . L.
In the case (p2 = 0, p3 = 1), wi = i when p4 = 1 or wi = L − i when p4 = 0. In
the case (p2 = 1, p3 = 1), the importance for all layers are equal: wi = 1. The
class of image is described by the number of a binary classifier with the greatest
S value:

C(x) = argmax
k

∑Lk

i=1 wikrik∑Lk

i=1 wik

, (2)

where k is a number of a binary classifier. If p5 = 1 the weighted sum is not
normalised e.g. in Eq. 2 the denominator is empty. The normalisation described
by p5 is important according to the unrestricted number of layers L. The case
(p2 = 1, p3 = 0) is an exception when the minimum value is taken into account
mini(ri), i = 1 . . . L if p4 = 0 or maxi(ri) if p4 = 1.

The first 5 binary parameters in the case Kpos = 0 are analogical to Kpos > 1
case. If the additional parameter q6 = 1, the number of layers in a sequence of
positive detections are a criterion inside argmax(.) expression in Eq. 2 instead of
weighted sum of r. The parameter q7 is used to indicate which layers are taken
to weighted sum evaluation in Eq. 2: if q7 = 0, all layers and if q7 = 1, only layers
with positive detections.

3.4 Data Preparation and Binary Classifier Training Stage

The face recognition tasks with its own face database famous48 are used for
experiments of assembling algorithm parameter optimisation. The database con-
tains faces of 48 famous people (classes). Each class is represented by average
150 gray scale 24×24 images, summing up to 6835 example images. Each image
has constant mean and variation of pixel intensities. The face placement inside
an image is also normalised. The centers of eyes are always placed at the same
points of image on the horizontal line, a center of mouth on the vertical line
which bisects an image.

The set of 48 personal classes was divided into 6 subsets each containing 8
classes. In each subset of classes the set of all images from these classes was
divided into subsets of training and test examples in 4 different ways. The test
examples contribution is about 25% of all examples. In such a way 6 ∗ 4 = 24
8-class face recognition tasks were generated. In the first training stage 8 binary
classifiers for each task were trained by an AdaBoost algorithm using Haar-like
features and modular detection system [3].
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4 Experiments and Optimization Results

Table 4 presents optimisation results for 5 experiments with different recognition
tasks for parameter optimisation (training tasks) and for test. Each number in
the second or third column denotes the subset of people e.g. classes {1, 2, . . . , 8}
for number 1, classes {9, 10, . . . , 16} for number 2 and so on. The quantity of
tasks in the table should be multiplied by 4 because of 4 ways of training/test
examples division ways.

Table 4. The assembling parameter optimisation results

Exp. No. Training tasks Test tasks Values of chosen Test example classification average

parameters accuracy in test tasks

Chosen params Mean Max Min

1 1, 2, 3, 4 5, 6 p = (1, 0, 0, 0, 1, 1)

q = (1, 0, 1, 0, 0, 0, 0)

0.885 0.797 0.885 0.676

2 3, 4, 5, 6 1, 2 p = (1, 0, 0, 0, 1, 0)

q = (1, 0, 1, 0, 0, 0, 0)

0.825 0.721 0.830 0.579

3 1, 2, 5, 6 3, 4 p = (1, 0, 1, 0, 0, 0)

q = (1, 0, 1, 0, 0, 0, 0)

0.811 0.705 0.816 0.563

4 1, 3, 5 2, 4, 6 p = (1, 0, 0, 0, 1, 1)

q = (1, 0, 1, 0, 0, 0, 0)

0.857 0.761 0.857 0.630

5 2, 4, 6 1, 3, 5 p = (1, 0, 0, 0, 1, 0)

q = (1, 0, 1, 0, 0, 0, 0)

0.827 0.721 0.828 0.583

In each optimisation experiment the best vector of parameter values for
Kpos > 1 cases e.g. (1, 0, 0, 0, 1, 1) in first experiments is used to evaluate
results of Kpos = 0 cases parameter optimisation according to the framework in
Sect. 3.2. The most significant results of optimisation are written by bold fonts
and describe the average classification accuracy of test examples in test tasks
e.g. tasks enumerated in third column for the chosen (best for training tasks)
parameter value sequence. In each experiment an improvement in comparison
to mean value averaged for all possible vectors of the parameter values (in the
next column) was indicated. This mean value can be representative for results
obtained by a random heuristic assembling algorithm.

5 Conclusions

The AdaBoost multiclass assembling algorithm parameter optimisation method
proposed in this work allows us to obtain about 10% lower average generalisation
error in test (unknown) recognition tasks than random heuristic (mean value)
as was showed in Table 4. The novelty in comparison to other methods is due
to usage of many similar multiclass recognition tasks from the same domain to
obtain high reliability of estimating solution. In this work the face recognition
domain was used to find the best solution.

In future research the following issues should be investigated:
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– checking whether obtained results are valid also in other object type recogni-
tion or even in any classification tasks,

– direct multiclass versions like AdaBoost.M2, OC, ECC optimisation using
many similar tasks,

– checking whether the assembling algorithm optimisation becomes more impor-
tant in decreasing amount of training examples.

All above issues need to retrain binary classifiers which is very time consuming.
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5. Küblbeck, C., Ernst, A.: Face detection and tracking in video sequences using the
modified census transformation. Image Vis. Comput. 24(6), 564–572 (2006)

6. LeCun, Y., Boser, B., Denker, J.S., Henderson, D., Howard, R.E., Hubbard, W.,
Jackel, L.D.: Backpropagation applied to handwritten zip code recognition. Neural
Comput. 1(4), 541–551 (1989)

7. Schapire, R.E.: Using output codes to boost multiclass learning problems. In: Pro-
ceedings of the Fourteenth International Conference on Machine Learning (ICML
1997), pp. 313–321 (1997)

8. Viola, P., Jones, M.: Robust real-time face detection. Int. J. Comput. Vision 57(2),
137–154 (2004)

9. Zhu, J., Rosset, S., Zou, H., Hastie, T.: Multi-class adaboost. Stat. Interface 2,
349–366 (2009)



Communications



CIPRNet Training Lecture: Hybrid Simulation
of Distributed Large-Scale Critical

Infrastructures

Massimo Ficco(B)

Department of Industrial and Information Engineering,
Second University of Naples (SUN), Via Roma 29, 81031 Aversa, Italy

ficco@unina.it

Abstract. Modern critical infrastructures represent the pivotal assets
upon which the current society greatly relies to support welfare, economy,
and quality of life. Nowadays, the trend is to re-organize these infrastruc-
tures by applying a System of Systems concept, where the sparse islands
are progressively interconnected by means of proper middleware solu-
tions through local or wide-area networks. The huge complexity of such
systems makes the integration task among components extremely chal-
lenging. Indeed, it may introduce unexpected system behaviors, mainly
affecting dependability and performance, that usually become evident
only during systems operations and, in particular, in presence of stress or
unexpected conditions. Additionally, as they cannot be detected earlier,
these problems require complex on-site operations resulting in increased
maintenance costs and overspending in terms of personnel resources.
A promising way to cope with these new complex systems and to reduce
maintenance costs, is to reproduce such distributed systems locally, and
let them run prior to the actual execution on-site, in order to get knowl-
edge about their real behavior and define mitigation means and improve-
ment actions. On the other hand, the evaluation of this systems requires
sophisticated modeling, simulation, and experimentation infrastructure,
which needs the integration of existing simulation environments, real
sub-systems, and experimental platforms, which have to interact in a
coordinated way. Therefore, hybrid and distributed simulation strategies,
supported by novel technologies for resources virtualization and working
environment reproduction, represent the most promising way to define
the needed strategies to actually support such complex paradigms [1,2].
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Abstract. This paper proposes the use of the Latin Multiplication for
the WSNs (Wireless Sensor Networks), in which Hot-Potato protocol
(H-P) is used. It is shown that making small modifications in the protocol
increases the probability of reaching a destination node by the packet
injected by the source node. The same rule was observed in the direction
from thin node to the sink. The probability is determined for the assumed
number of hops. The results of this research show us that from practical
point of view the most useful solution is to direct the packet along a
directed route, which does not consist of cycles with the length equals
to two.

Keywords: WSN (Wireless Sensor Networks) · Hot-potato protocol ·
Path · Directed route

1 Introduction

Wireless Sensor Networks consist of many inexpensive nodes, which are equipped
with sensors and a radio transceivers which enable communication with other
nodes in the network. Sometimes nodes are distributed on a quite large area.
What is most characteristic for these nodes, is their low power energy consump-
tion, because in most cases they are supplied from batteries and are expected
to work for a long time [5]. WSNs have a wide range of applications, including:
military, seismic applications, access control and surveillance applications and
are also used in tracking applications for certain animal species. They can also
act as “last mile” networks in advanced measurement AMI systems, which are
used for automatic meter reading [9], e.g. electricity, gas consumption, etc. In
case of the WSN node installed as electricity meters or used in smart lighting
systems [7] the energy issues do not occur. In WSNs one of the node acts as the
acquisition node. The task of this node is to collect, store and process information
from other nodes in the network, while the remaining nodes perform measure-
ment functions, or additionally perform as the transit nodes, if the multi-hop
technique was implemented. On the one hand, the important advantage of WSN
networks is the high rate of data acquisition and distribution, which is very
c© Springer International Publishing AG 2017
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Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 26
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important from the point of view of the whole system [2]. On the other hand,
the lifetime of the nodes depends on the power source capacity. Regardless of the
ability to recover energy from the environment by using various kinds of trans-
ducers, e.g. photovoltaic cells, it is crucial to minimize the power consumption
of the network nodes. Therefore, the basic assumption of the proposed commu-
nication protocols was to solve the problem of long-term nodes power supply [1].
However, in this work the WSN is considered in the context of the telemetric
system for monitoring the electric energy consumption.

2 WSNs Communication Protocols

Due to the fact that in this work only WSNs for monitoring the electric energy
consumption are considered, the old problem of WSN node power supply does
not occur. Therefore, it is assumed that only simple, energy greedy communi-
cation protocols will be considered. These protocols are mostly based on the
“multi-path” and “multi-hop” techniques [1,9]. This assumption allows to real-
ize transmission with high reliability, because using “multi-path” technique, the
packets are transmitted via many different paths and it also allows to reduce the
memory capacity of the nodes. This last advantage is very important because
of the fact that the nodes of the systems for remote meter reading use their
large area of the memory encryption algorithms implementation. In addition, an
increasing part of RAM is used for the implementation of the transceiver buffers,
due to the need of sending longer and longer packets via WSN. Despite these
advantages the protocols based on “multi-hop” and “multipath” have their draw-
backs, among which the most frequently mentioned is high emission as result of
the need of setting the paths. Due to this fact the authors of [4], for the first time
proposed the use of Hot Potato (H-P) protocol for WSNs dedicated for the mon-
itoring of the electricity consumption. The general idea of H-P protocol is based
on the immediate packet sending by a monitored node to one of the adjacent
nodes, which then forwards the packet to the next node etc. until the packet will
be received by the acquisition node. Because the packet is immediately trans-
mitted by intermediate node to the next node, packet buffering is not required.
Only the addresses of neighboring nodes must be kept in their memory. The exis-
tence of only a single packet in the whole network at any given time excludes
the possibility of a collision. It is why H-P protocol is classified as low emission
protocol, unlike the “multi-path” protocol. As is apparent from the description,
the path that a packet travels from a monitored node to the acquisition node
(as well as in the opposite direction) can be described by directed route, which
means that the nodes and arcs may even be repeated multiple times. H-P proto-
col was described for the first time in the mid-sixties, however, the widespread
use occurred only in the second half of the nineties, when researchers realized
that it is better to send packets over high speed fiber links via even more nodes
than buffer these packets until the release of the optimal direction [3,11]. In this
work, it is proposed to use the Latin Multiplication for the Hot Potato protocol
employed in WSNs, which is used AMR. Latin Multiplication provides a simple
way to make various modifications to the Hot Potato protocol.
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The work is organized as follows: the method, with the usage of the Latin
Multiplication, of H-P WSN network analysis is shown in the 3rd section; in
the 4th section results for the exemplary networks, which is analyzed in the 3rd
section, are presented; the 5th section contains a summary and conclusions.

3 WSN Analysis

As it was previously explained, the subject of this analysis is the Wireless Sensor
Network used for the consumption profiles reading of the electricity counters. The
most frequently used frequency bands for the implementation of such networks
are the ISM (Industrial Scientific and Medical) bands i.e. 433 MHz, 866 MHz
2.4 GHz. In Fig. 1(a) the network under consideration is shown. This network
consist of seven nodes signed from a to g, a transmission range of each the nodes
is also presented in this figure. In turn, the topological structure of the network,
where each edge of the graph is a bi-directional link. Such a network can be
described using the graph, where nodes of the network are represented by the
nodes of the graph, while the one-direction links are represented by the arcs of
the graph. In this case, the network will be described in a binary matrix of linear
transformation P with n rows and n columns, in which pij is equal to 1, when
there is an arc between nodes i and j, otherwise it is equal to 0.

Fig. 1. Analyzed sensor network (a) nodes distribution together with their radio range
(b) topological structure of the network

Matrix of linear transformation for the graph presented in Fig. 1(b) is as
follow:

P =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 1 1 0 0 0 0
1 0 0 1 0 0 0
1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 0 1 0
0 0 1 1 1 0 0
0 0 0 1 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
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3.1 Hot Potato Protocol

It has been already explained in previous unit, that in H-P protocol, the packet
that was sent by a monitored node to the acquisition node travels along the
directed route of some length. To make the analysis of such a network, it is
necessary to define the number of directed routes between all the pairs of the
nodes. It is known, from graph theory, that element p

(k)
ij a kth powered matrix

P equals to the number of the k-length directed routes between the nodes i and
j [10]. Below, the second, the third and the fourth power of the matrix P is
presented, respectively.

P
(2)

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

2 0 0 1 1 1 0
0 2 1 0 0 1 1
0 1 3 1 1 1 0
1 0 1 3 1 0 0
1 0 1 1 2 1 0
1 1 1 0 1 3 1
0 1 0 0 0 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
P

(3)
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 3 4 1 1 2 1
3 0 1 4 2 1 0
4 1 2 2 4 5 1
1 4 2 0 1 5 3
1 2 4 1 2 4 1
2 1 5 5 4 2 0
1 0 1 3 1 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
P

(4)
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

7 1 3 6 6 6 1
1 7 6 1 2 7 4
3 6 13 7 7 8 2
6 1 7 12 7 3 0
6 2 7 7 8 7 1
6 7 8 3 7 14 5
1 4 2 0 1 5 3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

Based on the obtained matrixes, it is possible to determine numbers of
directed routes between the acquisition node and any other node in the net-
work. It should be noted, that as the acquisition node was assumed the root of
the graph tree, from the Fig. 1(b) i.e. d node [4]. Due to the fact that the network
has only seven nodes, a proper choice of the acquisition node will not have much
significance. However, in the case of several tens or more nodes, this choice will
affect the time of reading of all the counters. Below, Table 1 shows the number
of directed routes between the d node and other nodes in the network, which
have the length of k = 1, 2, ..., 6, respectively.

Table 1. The number of directed routes of k length from d to other nodes

Destination node Sum of paths

k a b c d e f g

1 0 1 0 0 0 1 1 3

2 1 0 1 3 1 0 0 6

3 1 4 2 0 1 5 3 16

4 6 1 7 12 7 3 0 36

5 8 18 16 4 10 26 12 94

6 34 12 44 56 42 30 4 222

3.2 First Modification of the Hot Potato Protocol

There is another method which allows to determine the number of straight paths
along which the packet is transmitted from the source node to the destination
at a given number of hops based on the Latin Multiplication [6]. It should be
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Fig. 2. M (1) matrix

Fig. 3. M̃ (1) matrix

noted that the straight path is described as a series of consecutive vertexes
such that each of them is not repeated. Latin Multiplication is a type of matrix
multiplication, which allows to determine all elementary paths, determined by
the number of arcs of length 1, 2..., till Hamiltonian path, which has the length
of n− 1. This method is shown for the network of Fig. 1(b). On the basis of e.g.
the neighborhood matrix or binary matrix of linear transformation, the Latin
Multiplication - M (1) is created in the following way: if (i, j)-element of the
neighborhood matrix equals to 1 then the (i, j)-element of M (1) matrix takes
the value of i, j. Applying assumed symbology, M (1) matrix, for the graph of
Fig. 1(b), is shown in Fig. 2.

It should be noted that the matrix M (1) defines all the possible paths of
length equal to 1. Next, from this matrix, the next M̃ (1) matrix is formed by
removing the first letter of each element of the matrix. Obtained M̃ (1) matrix is
shown in Fig. 3.

Fig. 4. M (2) matrix

Here, by matrix multiplication (line by column) the M (2) = M (1)M̃ (1) is
obtained, an (i, k)-element of this matrix has value of 0 if M (1)(i, j) is equal to
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Fig. 5. M (3) matrix

Fig. 6. M (5) matrix

0 or M̃ (1)(j, k) is equal to 0 for every j. Zero occurs also in case where the k-
node of the M̃ (1)(j, k) occurs in the set of nodes of the element M (1)(i, j). When
M (1)(i, j) element contains more than one sequence of nodes, then we proceed
analogously obtaining more paths. Here in Figs. 4, 5 and 6 matrix containing all
the paths of length equal to two, three and five (determined by the number of
arcs) are presented, respectively.

Table 2. Numbers of straight paths of length k from node d to other destination nodes

Destination node Sum of paths

k a b c d e f g

1 0 1 0 0 0 1 1 3

2 1 0 1 0 1 0 0 3

3 1 0 2 0 1 0 0 4

4 1 1 0 0 1 1 0 4

5 0 1 0 0 1 1 0 3

6 0 0 0 0 0 0 0 0
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Table 2 sets out the numbers of straight paths of length k = 1, 2, ..., n − 1
from the source node to other nodes in the network, assuming that the node d
is the source node.

On the basis of the number of paths of a specified length k from the node
d to the other nodes in the network it can easily determine the probability of
getting information from the source node to the destination one. Given that each
node in the network knows only its neighbours, sending packets along straight
paths will require a modification of the H-P protocol consists in placing in the
transmitted packet a list of all previously visited nodes. The last step is checking,
in every relaying node, if the packet has not already been in the node that was
choose to be the next in transmitting path.

3.3 The Second Modification of the H-P Protocol

Latin Multiplication can also be used to determine the directed routes R =
{x1, u1, x2, u2, ..., ul−1, xl} of any length - l, so that:

∧
1<i<l

[〈xi−1, ui−1, xi〉 ∈ R] ∧ [〈xi, uj , xi−1〉 /∈ R] (1)

Fig. 7. M (4) matrix

which means that the packet from the xi node may be directed to all adjacent
nodes through the uj arc, except the node from which the packet was sent to the
xi node. It should be noted that the Latin Multiplication allows to determine all
the directed routes of a given length l between all pairs of nodes in the graph. To
make this possible, it should be assumed that the matrix element M (l)(i, k) will
equal to 0 only when element M (l−1)(i, j) equals to zero or element M̃ (1)(j, k)
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Fig. 8. M (6) matrix

equals to zero for every j or both equal to zero. To realize the directed route of
the length l, while still meeting the constraint (1), element M (l)(i, k) has to be
equal to zero in the case when the last but one node, in the string of nodes of
the element M (l−1)(i, j), is equal to M̃ (1)(j, k) element. It should be emphasized
that the introduction of the constraint (1) does not eliminate the possibility of
a cycle in the directed route; cycles can occur, however, with a length greater
than two. In Figs. 7 and 8 the directed routes having a length equal to 4, 6,
respectively and meeting the constraint (1) are shown. It should be noted that
the length of the two matrices M (2) in both cases is identical.

Table 3. Number of directed routes from node d to destination nodes with the length
of k, which meet

Destination node Sum of paths

k a b c d e f g

1 0 1 0 0 0 1 1 3

2 1 0 1 0 1 0 0 3

3 1 0 2 0 1 0 0 4

4 1 1 0 0 1 3 0 6

5 0 1 1 3 2 1 0 8

6 1 2 2 2 1 1 3 12
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Successive matrices, containing the directed route meeting the constraint (1)
with a length of k = 3, 5, 7, 8, 9, ... are not presented in this work. Table 3 shows
the number of directed routes from node d to other nodes in the network.

4 Obtained Results

Results shown in Tables 1, 2, 3 enable obtaining the probability of receiving
information from a source node d (in the general case, the source node can
be adopted by any other node) to the destination nodes for assumed length of
the route (paths in Table 2). This probability can be obtained by dividing the
number of directed routes to the destination node by the total number of routes
of predetermined length. In Fig. 9 the probability of achieving the node e from the
node d having the length of the route/path 1-6 for each of the presented approach
is presented. Based on this figure it can be said that the highest probability
of reaching packet from node d to node e is when the packet travels along a
straight path, but in this case the H-P protocol needs a bigger modification,
which is based on the registration of all the nodes met on the route. The resulting
probability values in this case can provide an upper estimation for the two other
algorithms. In the case when the packet travels along the directed route meeting
the constraint (1) the probability of receiving the packet by node e is bigger for
the most routes than for the routes without any limitations. In addition, the
implementation of this case requires memorizing only the last but one node in
the address field.

Fig. 9. The probability of achieving the node e from the node d having the length of
the route/path 1, 2, 3, 4, 5, 6 for each of the presented approach
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5 Summary and Conclusions

In this paper Latin Multiplication was used to analyze WSN network with Hot
Potato protocol reading meters for the electric energy consumption. As a result,
it is possible to determine the probability of the packet from acquisition node
reaching a receiving node at a given number of steps analytically. In addition,
there is a possibility of introducing additional constraints on routes/paths along
which the sent packet moves. Using this method, due to the flexible ability of
introducing constraints, has a definite advantage over the simulation methods,
because it does not require multiple repetition of simulation runs for the esti-
mation results. The obtained result for the seven-nodal network shows that the
highest probability of reaching packet from source node to the destination node
is when the package moves along the path. However, this requires the greatest
interference in the Hot Potato protocol. The best results, from the practical point
of view, requiring little interference in the Hot Potato protocol are obtained when
the packet moves along the directed route with constraint that the node can send
a packet to any successor, except the node which received the packet. Proposed
in this work method may be implemented in acquisition nodes to decide which
H-P variant is better for specific WSNs, taking into account their differences
in topologies or in propagation conditions. Proposed method is not limited to
WSNs, only. It can be implemented in any telemetry communication system that
uses shared medium and needs multi-hop technique as a result of using short
range devices as transceivers [7,8].
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Abstract. The idea of service oriented architecture (SOA) and the wide
adoption of the cloud computing cause the rapid advancement of web
applications. Also the constantly increasing expectations of end-users
concerning the usability of graphical interfaces have become a driving
force for new information and communication technologies. However, as
new technologies, frameworks and software solutions are created, it often
happens that accidentally software flaws are introduced. In many cases,
those flaws may have serious implications, such as privileges escalation,
server and client sides infection with the malware or sensitive data leak-
age. Therefore, recent cyber incidents concerning web applications show
that the new countermeasures are needed in order to protect the web
layer. In this paper we propose the method that adapts the Extreme
Learning Machine to solve the two class classification problem in the
Web Layer Anomaly Detection domain. Our experiments give promising
results proving that this technique can be used to effectively detect cyber
attacks targeting web applications.

Keywords: Cyber security · Anomaly detection · Machine-learning

1 Introduction

Currently, it can be noticed that the increasing number of cyber criminals and
hackers is getting interested in attacking and compromising the web-based appli-
cations. This comes from the fact that it is relatively easy to find a design or
source code flaws in the web services. There are even search engines that help
to find vulnerable web pages. There are different reasons why the attackers are
interested in hacking an web page. Probably, what can be recently observed,
the sensitive data (passwords, personal data, etc.) are of increasing value. Such
data can be easily sold on black market, giving direct economic income and in
result, the strong incentive and motivation for the criminals. Vulnerable pages
can also be used to spread the malicious contents (viruses, worms, spam, etc.).
Despite the fact that, there are tools [4,5,15], methodologies, and guidelines [1]
helping the developers to address the security issues concerning web pages, still
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 27
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the vulnerable web applications are a common element in the vector of many
cyber attacks [16,18].

Among all the attacks targeting web-servers, the SQLIA (SQL Injection
Attack) still remains one of the most important network threat, which is ranked
as one of the top threats on the OWASP list [1]. The code injection and other
similar exploits are the results of interfacing a scripting language by directly
passing information through another language and are ultimately caused by
insufficient input validation. Particularly, the SQL Injection Attacks refer to a
code-injection attacks category in which part of the user’s input is interpreted
as SQL code. A successful injection can cause serious consequences including
data loss, corruption, lack of accountability or the denial of access. Additionally,
the level of prevalence is described as common, while level of detectability is
identified as average [11].

This paper is structured as follows. Firstly, we present the main building
blocks of our method for detecting the cyber attacks. Afterwards, we present the
detailed insight on key elements, namely data encoding and attacks detection
by means of Extreme Learning Machines classifier. The evaluation methodology,
experiments descriptions and results are given after. The paper is concluded with
final remarks and plans for future work.

2 Related Work

There are several tools and methods that are dedicated to combat SQL injection
attacks exploiting the above mentioned application flaws. Some of the frequently
used tools use static code analysis approaches in order to find the vulnerabilities
that may be exploited by any cyber attack. However, as it is stated in [11],
the difficulty relates to fact that many kinds of security vulnerabilities are hard
to be found automatically (e.g. access control issues, authentication problems).
Therefore, currently such tools are able to automatically find a relatively small
fraction of the application security flaws.

There are also solutions that adapt signature-based approach to describe
(and detect) cyber attacks. Some examples include SCALP [4], PHPIDS [13],
Snort [14]. The advantage of such tools is their ability to process huge amounts
of data. This is due to the fact, that there are efficient algorithms that are able
to check given piece of text against pattern (usually expressed as PCRE [12]
regular expressions) in a short time.

However, the common drawback is that an expert knowledge is required to
build such patters describing cyber attack. Moreover, such attacks like SQL injec-
tion are easy to obfuscate (e.g. using URL encoding). This makes the problem
of providing reliable pattern of an attack difficult.

3 Proposed Method Overview

The architectural blueprint of the proposed method is shown in Fig. 1. The input
for the attack detection procedure is the HTTP request sent from client to server.
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Basing on such requests we want to model the content of the HTTP connection.
In this approach, we make the assumption that the consecutive requests are
statistically independent from each other. Hence, some attacks may exhibit pat-
terns that sequentially appear over the time (e.g. scanning, probing, parameter
tampering, sessions takeovers), and thus could be detected by correlating events
in the time domain. However, we left that aspect for the future work. Therefore,
we inspect each request and classify it as normal or anomalous when it arrives.

Fig. 1. The proposed algorithm overview. It adapts machine learning approach. First,
the model is established on the learning data, afterwards new data samples are com-
pared to the model (“Validate Content” block) in order to detect a cyber attack. The
method returns binary result (A/N), where A indicates anomaly and N normal.

As it is suggested in [9], it is convenient to break each request into a sequence
of so called tokens and values pairs. This concept comes from RFC2616 docu-
ment, which describes HTTP protocol. An example of such a pair would be
“method = GET” or “content type = html”. However, before we start the
analyses of the request content, we apply simple categorisation. We group the
requests by URL addresses and HTTP methods (e.g. PUT, POST, GET). This
approach allows us to detect suspicious calls requesting unknown (not existing)
resources. After the categorisation process we analyse the content of the request.
The most probable areas of the request that may contain injected malicious code
is either so called query string (commonly associated with the GET method),
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or request content. Therefore, we introduce here our machine-learning based
approach for such validation.

4 Request Content Validation Algorithm

4.1 Extreme Learning Machine

The ELM (Extreme Learning Machine) is the method for the data classification
that has been proposed by Huang et al. [7]. This approach extends the idea
of single-hidden-layer neural networks (SLFNs) that are learnt without iterative
process. The neurons in the hidden layer may not be necessarily the neurons in a
classical sense, and they are not tuned during the learning phase. More precisely
a response f(x) for a signal x is calculated using the following equation

f(x) = h(x)β (1)

where β indicates the output layer weights and h(x) is the response of hidden
layer to the input signal x. The h layer performs random and non-linear projec-
tion. More precisely, each neuron in a hidden layer is fully connected to d input
signals through the set of randomly initialised weights w. Each neuron has also
a bias b which is also randomly selected. Therefore, the Eq. 1, for L neurons in
the hidden layer h, and some activation function G, will represented as

f(x) =
L∑

i=1

G(wi, bi, x)βi (2)

Therefore, for the whole training dataset X,T = {(xj , tj)}N
j=1 (where xj ∈ Rd

and tj ∈ −1, 1), one can express the activation matrix as

Hij = G(wi, bi, xj) (3)

From this point, we can formulate the Extreme Learning Machine optimisa-
tion problem as

maximise
β

‖Hβ − T‖2

where Hij = G(wi, bi, xj), i = 1, ..., h, j = 1, ..., N (4)

This can be solved by adapting state of the art linear algebra tools. As it
is described in [8], the optimal solution in terms of mean squared error can
be achieved using the Moore-Penrose (MP) pseudo-inverse (indicated as H†) of
matrix H, such that β can be calculated using formula

β = H†T (5)

The H† Moore-Penrose inverse matrix can be achieved using traditional
orthogonal projection method, so that it can be calculated as

H† = (HT H)−1HT (6)
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whenever HT H is non-singular or as

H† = HT (HT H)−1 (7)

whenever HHT is non-singular. However, to achieve better stability and gener-
alization performance, it is suggested to add positive value to the diagonal of
HT H or HHT when calculating β, so that the equation will have the following
form:

β = HT (
1
γ

+ HHT )−1T (8)

Finally, the classification of the new data sample x can be done using the
following equation

C(x) = sign(
L∑

i=1

G(wi, bi, x)βi). (9)

4.2 Data Encoding

Hereby, as in our previous works [3,10], we have used typical approach for textual
data encoding that adapts character distribution histograms. However, instead
of classical one byte per bin association, we count the number of characters such
that the decimal value in an ASCII table falls into particular ranges. Selected
ranges represent different type of symbols like numbers, quotes, letters or special
characters. We have distinguished the following ranges of characters:

– control characters (e.g. caret return, line feed, etc.) falling in range [0, 31],
– SPACE!"#$%&’()*+,-./ characters falling in range [32, 47],
– numbers contained in [48, 57],
– :;<=>?@ characters falling in range [58, 64],
– capital letters (range [65, 90]),
– [\]^ ‘ characters falling in range [91, 96],
– small letters (range [97, 122])
– characters falling in range [123, 127],
– other special characters falling in range [128, 255].

In result our histogram will have 9 bins. This is significant dimensionality
reduction in contrast to sparse 256-bin histograms (one bin per byte character).
Moreover, we apply per token normalisation. More precisely, for each token,
which is extracted from the query string or payload (see Fig. 1), we use the
following formula:

Vi =
(Vi − Vi)2

Vi

(10)

where Vi indicates the i-th component of feature vector V , and Vi mean value
of Vi calculated for a given token, respectively.
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5 Experiments

In this paper we use known benchmark dataset for web application cyber attacks
and anomalies detection CSIC’10 [2] (quite recent one in comparison to other
known datasets). However, it is already 5 years old and does not contain some of
the recent web application anomalies. Therefore, we decided to enhance it with
additional data coming from the monitoring of requests to real web application
[10].

We intended to incorporate into the original dataset the traffic volume that
will contain wider variety of HTTP requests, which were generated by more up-
to-date web applications. The original dataset currently contains mainly requests
that are complied with “application/x-www-form-urlencoded” encoding stan-
dard. However, the modern web applications are currently using also different
types of request content, e.g. “applicaiton/json”, “text/x-gwt-rpc”, or any other
proprietary types.

We increased the original CSIC’10 dataset by 3.6 %. We added 2.08 % of
normal samples (around 1500 requests) and 7.9 % of new attacks (around 2000
of anomalous requests). To gather these samples we set up a GWT-based web
application that provides feature-rich GIS (Geographic Information System). In
this application we identified several malicious code injection vulnerabilities. We
used these vulnerabilities to convey cyber attacks.

6 Results

We have compared our method to other techniques that can be classified (accord-
ing to provided in the introduction classification) as signature-based or anomaly-
based. In all the cases we have measured the effectiveness of the methods using
True Positives (TP) and False Positives (FP) ratios.

It can be noticed that signature-based methods achieve quite low detection
ratios, while having low number of false positives. In our experiments, we have
adapted two popular and often used application firewalls, namely PHPIDS and
ApacheMod.

Moreover, we have compared our method to the compression-based method
proposed in [17] and the approach adapting Nearest Neighbour search in Leven-
shtein distance [6]. In all cases our method can achieve better results, allowing us

Table 1. Comparison of effectiveness.

Type Method TP rate FP rate

Signature-based PHPIDS 0.2040 0.0125

ApacheMod 0.2630 0.0034

Anomaly-based Compression 0.4300 0.0000

LVSD 0.6230 0.0010

Proposed method 0.9498 0.0079
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to detect almost 95 % of attack attempts while having low number of false posi-
tives (less than 1 % see Table 1). However, in case of ApacheMod, Compression-
based technique, and LVSD the FP Ratios are lower, but the result for our
method is comparable and very acceptable.

7 Conclusions

In this approach we propose the method that adapts the Extreme Learning
Machine to solve the two class classification problem in the Web Layer Anomaly
Detection domain. Our experiments have been conducted on the extended CSIC
dataset that incorporates samples gathered for GIS web-based application that
implements recent development concepts such as SPA (Single Page Application)
and RIA (Rich Internet Applications) to provide cross platform and responsive
user interface. Our experiments give promising results proving that this tech-
nique can be used to effectively detect cyber attacks targeting web applications
while still having low number of false positives.
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Abstract. Distributed Denial of Service attacks are one of the main
problem of computer networks. There is no any method for protecting
network user from source of the attack. Such attack could block network
resources for many hours, while existing methods for protecting networks
are using only firewalls and IDS/IPS mechanisms. Such solutions are
not enough nowadays. This article presents the concept of Quality of
Services methods and some well know network protocols for preparing
network to fight with the DDoS attacks. This proposed concept lets the
administrator to protect their network resources during the attack.

1 Introduction

Everybody knows that IT systems are nowadays omnipresent and users need a
fast access to information from every part of the network. Nowadays Distrib-
uted Denial of Service attacks have become a problem as they cause network
unavailability by blocking services via seizing system resources in computers in
the network until they stop working. A user who has already started working in
the system loses the connection and cannot even log out of the system, which
has to do it for him after the connection timeout is reached or when a broken
connection is detected. DDoS attacks are nowadays a serious obstacle for IT
systems efficient functioning and they have to be eliminated. Common methods
of fighting the DDoS attack problems [2–4,9,12] are usually limited to using
the Intrusion Detection System and Intrusion Prevention System (IDS/IPS in
short) solutions. Such systems are efficient provided that they have a description
of well know attacks or some kind of Artificial Intelligence solution which could
learn the actions in some specific scenarios of attack. Other solutions suggest
using a firewall mounted on the network edge. However, this firewall will only
block the incoming traffic on specific ports or IP address ranges, which is not
sufficient. This paper presents a concept of the Quality of Services mechanisms
which implemented in routers could eliminate the DDoS attacks.

The structure of this paper is as follows. Section 2 shortly describes the issue
of the DDoS attacks and introduces the proposed method for fighting them.
Section 3 provides a conclusion and discussion over the developed method.

c© Springer International Publishing AG 2017
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2 CONCEPT of QoS Method

2.1 Description of the DDoS Attacks

The DDoS attacks are widely described in the literature [4,5]. These attacks can
be performed on various system resources: TCP/IP sockets [5,13] or DNS servers.
Regardless of the method, the main principle is to simulate so many correct user
connections that their number exceeds the actual system performance and drives
it to abnormal operation. Papers [4,5,7–9] describe methods for dealing with the
DDoS attacks by their global detection and the necessity of cooperation between
network providers. The transmission of the attackers packets is done through the
provider’s network and if it cannot be blocked, it leads to data link saturation.
Such saturation results in lack of connection to the server. The proposed solutions
to prevent such situations are not specific and their implementation is associated
with many problems. The most common concern is the limited performance of
network devices. However, it is possible to limit the incoming traffic on a firewall
and allow the servers to deal with the already established connection. This will
let the users finish their work and the new users will be able to connect to the
server. The QoS method implemented on routers are counting incoming traffic
and decide which packet will be transferred to other network as first, and which
will be the last. Such method are well known and implemented by network
providers on their routers.

2.2 QoS Method Used on Routers

The QoS method implemented on routers are counting incoming traffic and
decide which packet will be transferred to other network as first, and which will
be the last. Such method are well known and implemented by network providers
on their routers.

There were also some new QoS method ideas which could work on one routers
and try to protect network resources locally [4]. But this solution will do not
recognize the source of the attack and do not solve the problem. The hacker
could still send their packet to the server.

Routers are exchanging lot of information between each other about reacha-
bility of the IP networks. This is done by routing protocols like OSPF, BGP or
multicast routing protocols [10,11]. This mechanism could be used in new QoS
method.

2.3 Proposition of the New QoS Method

Many QoS method are counting packets, but they do not know if the packet
is a part of DDoS attack on some server. To fight with DDoS attack a new
services for the network is required. Such services could use some well know
mechanism like exchanging information between routers, SNMP protocols for
getting another knowledge of traffic statistics. The proposition of the authors
for new QoS Services which could works on routers has got a following steps:
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– routers are collecting statistic of transferred traffic (1),
– statistics are divided into the counters of traffic to specific destination (2),
– routers are exchanging their statistic over SNMP (3),
– server which is an aim of the DDoS attack send a SNMP message to their

router that it is under attack (4),
– routers are passing information between each other about the IP address of

the aim of the attack (5),
– according to routers statistic they are looking for the source of the attack (6),
– when the sources of the attack are recognized, they are blocked (7).

Fig. 1. QoS method concept in practice

This steps are presented on Fig. 1. This idea is very simple and could be
implemented in easy way. The only thing to do is to implement it by network
providers on their routers. All other proposed mechanism are well known.

2.4 Web Browsers Test

This method will not solve whole DDoS attack problems, but it will enable users
to close their active connection when attack will start. Some test using Web
browsers were made. Over 90 % of users used Internet Explorers (12 %), Mozilla
Firefox (27 %) and Google Chrome (55 %) [1]. Using three most popular web
browsers some test were made. Test procedure were to connect to web server
which not exist and check how browser will send packets. Test condition:

– operating system Windows Vista,
– Internet Explorer version 9.0.8112.16421,
– Mozilla Firefox version 16.0.2,
– Google Chrome version 23.0.1271.64 m.
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Table 1. Wireshark Web browsers connection test result

Number of packets Delays before next packet is send from browsers [seconds]

Mozilla Firefox Internet Explorer Google Chrome

1 0 0 0

2 0,254 0,001 0,001

3 2,996 2,995 0,25

4 3,246 2,995 2,996

5 8,997 8,995 2,996

6 9,247 8,995 3,246

7 20,996 20,995 8,997

8 21,239 23,991 8,997

9 21,246 29,992 9,248

10 23,995

11 24,235

12 24,245

13 29,998

14 30,238

15 30,248

16 42,231

17 45,23

18 51,233

Results of debug packets from Wireshark program are presented in Table 1.
As it could be noticed, Mozilla Firefox browser tries to make a connection 18
times, while Google Chrome and Internet Explorer stops after 9 connection
attempt.

Closing active connection and finishing work by users will be possible because
of presented web pages browsers way of working. During browsers tests, authors
recognize fact, that web page browsers made their work for user with some
retransmission and they try to connect to web server more the once. Depending
on browser which is chosen, there is nine chance to transfer appropriate data.

3 Conclusions

In this article a new concept of eliminating DDoS attacks was introduced. The
methods suggested in the literature can block the access to the resources when
the attack occurs, by using a firewall along with IDS/IPS mechanisms. During
the time of the blockage no user from an external network can connect to the
desired resources. The users who worked with the server lose their connection.

The method described in this article allows the network to find the sources of
the attack. Then, such sources could be blocked and other users could still work
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with the server which was the aim of the attack. The part of this idea which
has to be improved is a step 6 when routers are looking of the source of the
attack. This is possible to do using for example fuzzy logic, which is described
in literature [7]. Some other possibilities could be Kosinski’s Fuzzy Numbers
which are often better for some arithmetic reasons [6]. Besides the fact of the
chosen algorithm for step 6, authors has a lot of idea which could be used [5,8].
This concept should be easy in implementation and during future test some
algorithm will be implemented. Such idea should be considered to become some
RFC standard. If there will be not any work on this topic, the DDoS attack will
be huge problem in the future network.
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Abstract. A quick access to information is very important nowadays.
Many systems exchange their data via radio links. These radio links are
characterized by low bitrates and high bit error rate. In such situation,
standard data exchange mechanisms cannot be used. In order to ensure
the high quality for data transmission, other mechanisms have to be
implemented. Such mechanism should be flexible and should adapt to the
prevailing conditions of transmission. They should also allow to achieve
optimum usage of the transmission medium. One of such mechanisms is
the Battlefield Replication Mechanism. It has been adapted to work on
mentioned radio links. This article presents the mechanisms for ensuring
the delivery of the data used in the BRM - implemented and tested in
practice.

Keywords: QoS · Radio replication mechanism

1 Instroduction

Data communications systems that transmit data through low bit rates links
are a special case. Such links are mainly used by the public services: the police,
military, medical and crisis staff [7]. In such systems, data rate transfer can be
decreased even to 1200 bps. Sending IP packets which size is 1400 Bytes can
last over 9 s and depends on the protocol which is used. The time required for
different size of packets on mentioned link is presented in Table 1.

At these speeds, transmission packet queues may fill up relatively quickly,
depending on the amount of data to be transmitted in a particular application.
With an average packet size of 768 bytes, the system has 5.1 s to analyze the
packets in the queue and decide which packet should be transmitted in the first
place. This gives an opportunity to optimize the queues of data packets.

If the transmission is done by radio links, the radio waves reach all receivers
which are in the range of the transmitter. Such transmission usually works in
broadcast mode. This gives an opportunity for optimization. If there is a need
to send the same data packet to all recipients, there is no need to transfer them
separately and simply only one single packet could be transmitted to all of the
radios. Moreover, when the transmission is made only to selected recipients, this
c© Springer International Publishing AG 2017
R.S. Choraś (ed.), Image Processing and Communications Challenges 8,
Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 29
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Table 1. Time required for packet transferred over a link with data rate 1200 bps

IP Packet size [Bytes] Transmission time [s]

51 0,4

255 1,7

510 3,4

768 5,1

1024 6,8

1400 9

can be done by indicating the recipients via the message in the radio network,
but the transmission also is working in broadcast mode.

Data exchange in radio networks with low data rates is often characterized
by a very high bit error rate. This is a challenge for the systems. One of the
existing solutions which solve this problem is the Battlefield Replication Mecha-
nism - BRM. The following sections of this article contains a description of this
protocol with a mechanism which guarantees data packets delivery to the right
destination.

2 A System with the BRM - Case Study

2.1 BRM Description

Battlefield Replication Mechanism is a data transmission protocol developed
by engineers from TELDAT company [8]. BRM is using UDP (User Datagram
Protocol), which is presented in Fig. 1.

As it is known, UDP uses a set of IP protocols and is a connectionless protocol
which is not giving any guarantee that data packets will be delivered to the
destination. The benefits of this protocol are: simplicity, lack of additional tasks
(i.e. tracing session, establishing the connections) and the baud rate.

BRM protocol eliminates the disadvantages of using UDP, adds many new
opportunities which improve its performance and ensures high security (encryp-
tion) of the transmission. BRM enables the exchange of operational data between
databases (both version of the C2IEDM and JC3IEDM model can be used).
BRM from its design phase was adapted to make the best and most effective
work on low pass and unstable radio links, taking into account the current secu-
rity requirements in ICT systems [1,2,4,5]. This protocol sends the minimum
information required, ensures efficient bandwidth usage, adapting transmission
parameters to the constantly changing environment. In order to ensure a high
level of security of the transmitted information during various missions, the
entire transmission is encrypted, and the data are further grouped, filtered and
compressed (these treatments can increase the efficiency of transmission).

Each data transmission is encrypted using a symmetric key generated for this
transmission. This key is exchanged (using the method of secure key exchange)



242 R. Palka et al.

Fig. 1. Radio transmission with BRM protocol

between the points of replication during the connection phase, and is known only
to the parties directly enumerating the data. Of course there is the ability to
dynamically change it during runtime.

The most important features of the BRM protocol:

– uses a well-known and standardized UDP protocol;
– provides the delivery confirmation data;
– ensures high security - data encryption;
– operates on a low-throughput radio links;
– ensures an efficient use of the transmission links - additional compression;
– adatps the transmission depending on the transmission condition;
– provides a secure exchange of the encryption key;
– enables an automatic renewal of the encryption key;
– has a build-in mechanism for eliminating errors - integrity of the operational

data;
– enables the replication of the data between C2IEDM and JC3IEDM databases

of MIP program (sending the minimum required amount of data without loss
of information).

2.2 Mechanisms Implemented in BRM

Sending information through the BRM mechanism consists of several steps, giv-
ing the assurance of delivering data (through the retry message). Data exchange
mechanism guarantees delivering the data to the point of replication to which
the connection exists. A confirmation mechanism is shown in Fig. 2. In this sce-
nario, it is assumed that the first mobile vehicle is going one way, and at this
time the BRM sends the position to the second mobile vehicle in the following
manner:
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– position is transmitted as a data packet called light, which means that it
consists of minimal amount of data for passing information about the position
and movement,

– if the packet will not reach the destination (second vehicle) in the config-
ured amount of time (according to data errors or some other problems in the
transmission) which in the presented situation lasts 15 s and is called Await-
ingTimeOut, there will be a retransmission started till the situation when
vehicle 1 will get an acknowledge from the second vehicle.

Fig. 2. Data confirmation mechanism

BRM is also equipped with a mechanism of missing data analysis and their
replenishment. Figure 3 illustrates the operation of the mentioned mechanism.
In the same situation as mentioned previously:

– the first vehicle sends a packet in light version(which consist of minimum
information about position and movement) to the second vehicle over the
radio link;

– second vehicle tries to save the data into the database;
– if the procedure of saving data fails (the second vehicle will not have the

information about the first vehicle), there will be a special packet generated,
which informs the first vehicle that the procedure of saving data failed;

– if the first vehicle gets the information about problems in saving data, it will
generate new packets which consist of all of the required information for saving
data into the database.

The mechanism of data exchange can operate with any radio station: from
HF via VHF, Personal Radio to Wide Digital Radio. It should be noted that the
radio used to transmit data, has to support IP and UDP transmission, which
the BRM protocol uses.
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Fig. 3. Data analysis mechanism in BRM

The format of BRM package is shown in Fig. 4. In order to optimize the per-
formance, the BRM protocol sends the data as tasks and identifies the appro-
priate task by the header added in the package.

Fig. 4. BRM package structure

In accordance with the principle of this operation, the data can be transferred
in full, standard or limited version. The types of packages are shown in Fig. 5.

If the average packet size is about 136 bytes and the transmission speed is at
1200 bps, the packet transmission time is 906 ms. The transmission system has
got almost one second in average for the optimization of the queues.
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Fig. 5. Types of BRM packages

2.3 Queues Mechanism in BRM

The BRM protocol uses queue optimization mechanisms, based on the experience
gained in the study of routing protocols [9]. The first step of the optimization is
dropping packets consisting the same information. This could be made because
packet flow to the queue could be faster than the transmission from the queue
over the radio link. The transmission of the packet which consist the same data
is unnecessary.

When the radio works in broadcast mode, all of the receivers get the same
data. There is no requirement for sending packets in unicast mode if the packets
are consisting the same data. In such situation the queue is optimized and data
are exchanged by only one packet which consists the same information. This
mechanism is changing unicast transmission to multicast mode and works also
in some specific situations in broadcast mode.

The above mentioned mechanisms are used for queues optimization which
lets us save data throughput and is separated from the application layer in that
fact, so there are no requirements for any additional task to do in the application.
The above mentioned mechanism could be also used in any type of transmission
medium.

3 Conclusions

This article presents the practical implementation of the transmission mechanism
of data within links with low data rates. This mechanism is using optimization
procedures for the queues. The devices have got a lot of time for queues opti-
mization in the network with low data rates links. When they poses some free
computing power it gives very good results, while simple packet dropping can
cause increasing of data flow and finally blocking the network. BRM mechanism
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is widely used in data transmission for the military systems [6] and also could
be successfully used for communication with aircrafts [3].
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Abstract. The article presents the research results of home WiFi net-
work, designed to connect devices of the Internet of Things. Conducted
stress tests had the objective to determine the parameters of the network
and to what extent can it be integrated with other services. A particu-
larly important aspect of a converged network is to ensure the comfort
of people who access to web services and reliable communication in the
machine-to-machine relationship. The study should help to determine
whether sharing of a single network between IoT devices and the typical
family access to Internet services is possible.

Keywords: Network stress test · IoT · WiFi

1 Introduction

The construction of convergent networks, providing the ability to share different
services, realized on the basis of IP technology is the new trend [1] of development
illustrated in Fig. 1. Observed growth of interest in WiFi technology in the IoT
applications caused greater access of cheap communication modules with low
power consumption [4]. Modules such as System-on-a-Chip have simplified the
process of designing wireless IoT devices in relation to modular devices in which
part of the connection is separated from the microprocessor. Formed IoT devices-
network traffic is insignificant in relation to other sources of data transmission
in IP network as shown in Table 1.

However, the location of the installation of IoT devices in one common space
with other services can result in adverse interactions, such as loss of measure-
ment data, delays in control etc. An important element in the design of reliable
communication infrastructure in the converged sensor networks input is to know
its potential and behavior in critical situations (congestion, failures). One of the
methods for determining these parameters is a stress test (Table 2).

Observation of the network status is the basis for determining its quality
using measurements associated with the following data transfer parameters in
the network such as Latency or Throughput Fault evidence.

Latency reflects the speed of the network. The lower the latency is the faster
the network works. The packet of data travel between the sensor node and the
gateway node through the network. The amount of data that passed through

c© Springer International Publishing AG 2017
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Advances in Intelligent Systems and Computing 525, DOI 10.1007/978-3-319-47274-4 30
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Table 1. Comparison of throughput of Internet applications

Application Throughput

IoT low power 100 bps–100Kbps

Web - access 60–500Kbps

Audio 100–1000Kbps

Video 1–6 Mbps

File Sharing 2–8 Mbps

Table 2. Quality requirements for various classes of network services

Class network services Delay Jitter Services

Real Time (RT) 100 ms 50 ms Video, IoT RT devices

Time Critical 400 ms unimportant data control, IoT control

Non Real Time 1 s unimportant Web services, IoT Beacon

Best Effort unimportant unimportant e-mail

Fig. 1. New home WiFi concept

network (in segment time e.g. per seconds) is a useful information about potential
of stable data transfer. The high throughput is required for video streaming with
quality of service. Another important information about network is the degree
of fault tolerance or fault resilience. Fault tolerance gives us information on the
stable operation of any server services which should not notice any failure. Fault
resilience gives us information about a fault which may be observed only for
uncommitted data.
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2 WiFi Internet of Things Architecture

We can encounter various options for convergence networks and services, how-
ever, if viewed from the point of view of used technologies of access devices, they
can be divided into two categories of accessibility to services depending on the
location of the server:

– services are available locally
– services are available globally.

Fig. 2. WiFi IoT architecture: (a) LAN server localization, (b) WAN server localization

The first of them contains the categories in local network and the second one
is within the scope of the global network (Fig. 2). For these variants one should
adjust the test procedures.

3 Network Stress Test

There are several types of stress tests, for example tests related to the definition
of uptime or network devices associated with the reliability of data transmission.
The first one requires climatic chambers and flow generators of large amounts
of data. The second one opens network congestion similar to a DoS (Denial of
Service) attack [6], creating a data transfer to test the throughput of the devices
to connect or services. The tests associated with the generation of packet flow in
the network are used to determine the behavior of the network in the following
three categories: Latency, Throughput and Fault evidence [7].

We considered two sample topologies, one for the local network and the other
one involving a global network as shown in Fig. 2.

In the experiment 14 Intel Galileo 2 microcontrollers playing the role of the
IoT devices have been used, together with the Access Point with router - Banana
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Pi R1, which plays the role of gateway providing access to the Internet. The IoT
services server provides the IoT in the form of a micro-computer based on the
Orange Pi. The topology of WAN connection is presented in Fig. 2, where server
which provides the IoT is on the side of the global network. This structure reflects
the latest trends in IoT applications, where IoT control services has been moved
from local network to remote services in the cloud.

For the measurement and generation of network traffic [5] IPerf and JPerf
tools have been used (available at https://iperf.fr). The JPerf works in graph
mode and it is useful to visualize the measurement data. This program was
selected among alternative programs, which characteristics can be found at
https://www.caida.org/tools/taxonomy/perftaxonomy.xml.

The network link is delimited by the pair of hosts - client and server - with
running IPerf software for client and JPerf for server. Client software has been
installed on all IntelGalileo IoT hosts, server only on Orange Pi IoT Services
Server. The server was connected using the wired network in the Fast Ethernet
100BaseTX standard. Access to a global network has been implemented in the
standard Fast Ethernet 1000BaseT. The ISP restricts the bandwidth at 6 Mb/s
inbound and 1 Mb/s for outgoing data.

All of IoT devices have been linked with AccessPoint within short 3 m dis-
tances (Fig. 3).

Fig. 3. All strong links

This software is installed as real time recorder with complete automatization
of measurements and processing of stored data.

An additional advantage of the selected measurement tools is the ability to
running in parallel multiple instances of a program that allows you to generate
traffic that simulates using several sensors connected to a single IntelGalileo 2
at the same time. IPerf is ideal for performing stress tests because the tool is
trying to use all of the available bandwidth to transfer data.

The state of network quality with connected link can be tested as follows:

– by Ping command for Latency with response time,
– IPerf UDP (typical protocol for sensors usage) test for Jitter with latency

variation,
– IPerf UDP test for bandwidth throughput and datagram loss,

https://iperf.fr
https://www.caida.org/tools/taxonomy/perftaxonomy.xml
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– IPerf TCP (typical protocol for actuator usage) test for bandwidth throughput
and transmission errors.

Observation for each topology was held according to the following scheme
shown in Fig. 4.

Fig. 4. Measurement test scheme

The results of data throughput tests (measurements on every IoT WiFi inter-
face) for all IoT devices with IoT Server Services are shown in Table 3 for LAN
and in Table 4 for WAN.

Table 3. The values of the measurements carried out in a local area network (link:
server - IoT device, UDP - throughput, Ping - delay)

Device No 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Max Throughput [Kbps] 456 506 459 393 395 499 579 498 599 410 391 442 432 514

Average Thr. [Kbps] 325 239 299 249 235 201 422 298 379 210 211 212 239 314

Max Delay [ms] 10 20 18 45 15 32 43 18 39 10 32 21 19 24

Min Delay [ms] 2 4 3 4 3 4 2 5 4 3 5 5 5 4

Average Delay [ms] 8 7 6 7 6 6 9 8 5 5 7 6 5 6

3.1 Throughput and Jitter Test

During the experiments three series of measurements have been made; each of
them had to define the interactions between the IoT devices of the network and
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Table 4. The values of measurements carried out in a wide area network (link: server -
IoT device, UDP - throughput, Ping - delay)

Device No 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Max Througput [Kbps] 152 121 140 189 123 121 176 128 211 174 151 172 158 154

Avarage Thr. [Kbps] 120 111 123 129 115 101 122 118 109 130 114 112 139 124

Max Delay [ms] 508 567 499 565 536 432 632 475 432 534 442 456 669 544

Min Delay [ms] 41 53 123 222 33 24 22 15 24 13 35 25 19 14

Avarage Delay [ms] 80 74 69 78 65 63 99 58 75 55 87 62 59 55

availability of the services. Measurement data clearly show a downward trend in
the transmission between the positions of the IoT and WiFi router, as a result of
sharing of the limited wireless resource and some problems with efficient routing
(Figs. 5 and 6).

Fig. 5. Snapshot of JPerf UDP bandwidth and Jitter tests (left column - WAN con-
nection, right column - LAN connection, 1st row - 1 IoT interface, 2nd row - 5 IoT
interfaces, 3rd row - 10 IoT interfaces, 4th row - 14 IoT interfaces)

3.2 Latency Test

Examination of delays in the network was performed independently from the
other tests, providing that the study conducted in parallel, using the Ping tool,
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Fig. 6. Snap shot of JPerf TCP Fault Test (1st row - 1 IoT interfaces, 2nd row - 5 IoT
interfaces, 3rd row - 10 IoT interfaces, 4th row - 14 IoT interfaces)

may introduce errors in the measurements. Delay test is particularly important
in the case of extensive network delays because it has much greater value in
relation to delays in local (Table 3) or wide networks (Table 4), because it allows
you to determine the suitability of the compounds for the management of the
IoT devices with the external server services.

3.3 Fault Test

Examination of frequency of occurrence of transmission errors involved the deter-
mination of the number of accidents and their duration. Considerable number of
transmission errors has grown along with the number of connected IoT devices,
the cause of this phenomenon is the router, which is unable to handle such a large
network traffic (Table 5).

Table 5. Time failure shared in total transmission time for WAN and LAN - TCP
connection registered on server interface.

Connection 1IoT 5IoT 10IoT 14IoT

WAN 3.3 % 34.1 % 63.2 % 85.0 %

LAN 0.0 % 20.1 % 34.1 % 79.1 %
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4 Conclusions

The stress tests which had been carried out allowed to check available capacity
and reliability of the network. At the same time they ensured registration of
data about delays and jitter data transmission in the network. In the proposed
example of network the weakest element turned out to be the Banana Pi R1
router, because it caused serious problems for a large amount of network traffic.
It has been observed for the case of a smaller number of connected devices, that
IoT network will be able to coexist with the home network, assuming that only
a low amount of traffic will be generated by the IoT devices. The network testing
has demonstrated a clear deterioration of stability with increasing number of the
IoT devices.
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Abstract. In this article a bit error rate for redundant transmission is
determined. The method is based on the error rate of received bitstream
for different levels of redundancy and does not require any information
about transmission channel and original data. The main goal was to
derive a simple closed form expression that leads to good performance
and makes the calculation of bit error rate easy to implement in the low
power receiver nodes for wireless sensor network.

Keywords: Bit error rate · Retransmissions · Redundancy

1 Introduction and Motivation

The vast majority of current and future communication applications are exposed
to a number of factors such as: electromagnetic interference (EMI), ther-
mal noise, signal distortion during transmission (attenuation), crosstalk, echo,
impulse noise (e.g. engines, relays), phase jitter etc. These factors can cause bit or
packet losses, especially across heavily loaded links. The most popular methods
to minimize losses are based on timeouts and retransmissions of messages that
are not acknowledged by the receiver. They are derived from Automatic Repeat
reQuest (ARQ) and are widely used i.e. in Ethernet (TCP protocol, ITU-T G.hn
specification) [4,9,10]. Unfortunately ARQ cannot be used in transmit-only sys-
tems consisting of many transmitters (sensors) and one receiver (gateway node),
like in topologies and systems appropriate for low cost wireless sensor networks
(WSN), the key technology for Internet of Things (IoT) [1,2,7].

Typically, a tiny-sized and limited-power sensor transforms light, vibration,
sound and chemical signals into digital data and then transfers them to the
microcontroller which processes the data and sends it through the wireless trans-
mitter (RF module) to the the sink node. To decrease bit error rate (BER) in
this configuration, a Forward Error Correction (FEC) technique can be used [3].
FEC provides error correction without retransmissions and reduces the cost of
the sensor network elements. It can be classified as block codes and convolu-
tional codes, where block codes are the most popular error correction codes, for
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example: repetition, Hamming, Reed-Solomon, low density parity check (LDPC)
or turbo product codes [5,6,8].

The simplest FEC block code method is the repetition (n, 1) code, where
each data bit is transmitted n times. It is a relatively inefficient method from
the point of view of bandwidth utilization, however, it has better reliability than
Hamming codes if the bit error transmissions are bursty (e.g. fading channel) or if
the signal-to-noise ratio (SNR) is very low. Therefore, in this article a method of
determining of BER in this type of FEC for WSN, where each sensor has simple
and cheap (less than $1) transmitter and works in one sink node environment,
is investigated.

2 Derivation and Results

BER is the relation of number of received error bits for a given number of
transmitted bits and is denoted here by p, where p ∈ [0, 1]. It should have
small values in general (typically less than 10−6), except for low SNR. There is
a very simple relationship between bit error rate and packet error rate (PER)
represented by the following formula:

PPER = 1 − (1 − p)N , (1)

where N is the packet size. This relationship can be approximated, but only for
small bit error rates, by:

P̃PER = p · N. (2)

Looking from the point of view of reliability, Figs. 1 and 2 show the proba-
bility that a packet is received correctly, which corresponds to 1 − PPER. One
can see that only for very small values of p, the relationship for both PPER vs p
and PPER vs N is almost linear.

It is assumed that the original packet is not known and the bit errors do
not affect the packet length. Redundant packets are received and then compared
with each other, using XOR operation. If there is a difference in a given bit
position, an error is registered. Intuitively, the probability of the registered error
should be n·p, where n is the number of redundant packets, but it is not, because
all bits in the same position could be changed. One can write an expression for
the probability that minimum one bit is different for n received packets, i.e. the
probability that not all bits are changed or unchanged:

q = 1 − [(1 − p)n + pn] (3)

One can easily calculate a tangent for the above expression, determining a
derivative for p = 0:

q′ = p · n · [
(1 − p)n−1 − pn−1

] ∣∣
p=0

= p · n, (4)

which is the same as the intuitive expression value mentioned earlier. Unfortu-
nately, the relationship between BER and bit error detection is highly nonlinear
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Fig. 1. Probability of correct packet reception versus BER for different packet sizes

Fig. 2. Relationship between probability of correct packet reception and packet sizes
for different BER values (smaller on the left, bigger on the right)

(Fig. 3) and, as can be clearly seen in Figs. 4 and 5, q cannot be approximated
by this linear relationship due to the big discrepancies, especially for high values
of p or n.

It is difficult to find a solution for p directly from (3), but the (1 − p)n

term can be extracted to binomial series B(p, n) and the expression for q can be
rewrited as:
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Fig. 3. Probability of incorrect bit detection against BER for different levels of
redundancy

q = 1 − B(p, n) − pn, (5)

where B(p, n) is the finite sum, since n is an integer, and has the following form:

B(p, n) =
n∑

k=0

(
n

k

)
· (−1)k · pk = 1 − n · p +

n · (n − 1)
2

· p2

+ −n · (n − 1) · (n − 2)
6

· p3 + · · · + n · (−1)n−1 · pn−1 + (−1)n · pn.
(6)

Substituting (6) into (5) one can get another expression (that gives almost
exact values of q) for the base equation in (3), gaining four terms when sum-
ming up:

q̃ =
n−1∑
k=1

n! · (−1)k−1 · pk
k! · (n − k)!

= q − ẽ, (7)

where correction ẽ is only present for even values of n:

ẽ = pn · [
(−1)n−1 − 1

]
. (8)

In order to determine bit error rate based on q value, it is proposed to take
two first terms of q̃:

q̂ =
n · p̂ · (2 − n · p̂ + p̂)

2
. (9)

Then, solving quadratic equation for the value of p̂:

p̂2 · [n · (n − 1)] + 2 · n · p̂ − 2 · q̂ = 0, (10)
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Fig. 4. Probability of incorrect bit detection for higher BER

Fig. 5. Probability of incorrect bit detection for lower BER

one obtains the following solutions:

p̂ =
1 ±

√
1 − 2 · q̂ + 2·q̂

n

n − 1
. (11)

Taking into consideration that p̂ is probability of the bit error and 0 ≤ p̂ ≤
1, one should take only the solution which includes the minus sign in place
of ± in the above equation. However, in Fig. 6 one can see the second part of
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the solution which forms a characteristic square root curve. Each curve has a
certain point that corresponds to the maximum value of p. This point (q0, p0)
can be determined under the condition that the expression under the square root
operator sign should be zero, obtaining the following result:

(q0, p0) =
(

n

2 · (n − 1)
,

1
n − 1

)
. (12)

Several initial values of (q0, p0) pairs for increasing level of redundancy are
presented in Table 1.

Table 1. Coordinates of (q0, p0) for BER vs q curves

n = 2 n = 3 n = 4 n = 5 . . . n → ∞
q0 1 3/4 2/3 5/8 1/2

p0 1 1/2 1/3 1/4 0

Fig. 6. BER based on the probability of incorrect bit detection for different levels of
redundancy
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3 Conclusions

Reliable communication does not require complex devices, protocols and stan-
dards, especially for wireless sensors that periodically sense the environment
and transmits data to the sink node. Most of sensors can only be equipped with
transmitter that reduces the power consumption as well as the cost of WSN but
should fulfill the requirements for the network project parameters, i.e. maximum
range, SNR, number of nodes, which implies demand for bandwidth, etc. Since
each node can transmit at the same time, wireless signal can interfere which
is manifested by errors in the sink node. Therefore, one should use some FEC
technique that at least detects incorrect data. It is proposed to use the simplest
method based on multiple transmissions of the same packet. Additionally, it is
possible to correct wrong bits received during worse SNR conditions. It is not
bandwidth efficient, but resistant to errors that occur in bursts, especially when
interleaving is implemented. The only drawback is that detected errors could
not be directly mapped to BER measure, which is the main indicator of data
reliability. In this article, it has been proposed how to determine and calculate
its value for different levels of redundancy using derived closed form expression.
Since the form of the expression is quite simple, it could be easily implemented
in any receiver.

References

1. Akyildiz, I.F., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless sensor net-
works: a survey. Comput. Netw. 38, 393–422 (2002)

2. Bandyopadhyay, S., Bhattacharyya, A.: Lightweight internet protocols for web
enablement of sensors using constrained gateway devices. In: International Confer-
ence on Computing, Networking and Communications, pp. 334–340 (2013)

3. Begen, A., Roca, V.: Forward Error Correction (FEC) Framework. RFC 6363
(2011)

4. Ben-Tovim, E.: ITU G.hn - broadband home networking. In: Berger, L., Schwager,
A., Pagani, P., Schneider, D. (eds.) MIMO Power Line Communications: Narrow
and Broadband Standards, EMC, and Advanced Processing. Devices, Circuits, and
Systems. CRC Press, Boca Raton (2014)

5. Chen, L.-J., Sun, T., Sanadidi, M.Y., Gerla, M.: Improving wireless link through-
put via interleaved FEC. In: Ninth International Symposium on Computers and
Communications (ISCC 2004), pp. 539–544 (2004)

6. Gondo, C.: Unified turbo/LDPC code decoder architecture for deep-space commu-
nications. IEEE Trans. Aerosp. Electron. Syst. 50(4), 3115–3125 (2014)

7. Lake, D., Rayes, A., Morrow, M.: The internet of things. Internet Protoc. J. 15(3),
10–19 (2012)

8. Singh, A., Chandran, H.: Low complexity FEC systems for satellite communication.
Netw. Protoc. Algorithms 4(1), 58–68 (2012)

9. Tanenbaum, A.S., Wetherall, D.J.: Computer Networks, 5th edn. Pearson, Upper
Saddle River (2010)

10. Vacirca, F., De Vendictis, A., Baiocchi, A.: Optimal design of hybrid FEC/ARQ
schemes for TCP over wireless links with Rayleigh fading. IEEE Trans. Mob. Com-
put. 5(4), 289–302 (2006)



Power Consumption Optimization
in Datacenters Using PSO Tuning in Fuzzy

Rule-Based Systems

Rocio Perez de Prado1(B), Jose Enrique Munoz-Exposito1,
Sebastian Garcia-Galan1, C. Mora Garcia1, and Adam Marchewka2

1 Universidad de Jaen, EPS Linares, CCTL Avenida de la Universidad, Jaen, Spain
rperez@ujaen.es

2 Institute of Telecommunications and Computer Science,
UTP University of Science and Technology in Bydgoszcz, Bydgoszcz, Poland

adimar@utp.edu.pl

Abstract. This paper presents a strategy for reducing power consump-
tion in a data centers in cloud computing. A more efficient use of
resources using optimal scheduling of tasks is proposed. The scheduling
strategy uses a fuzzy rule-based system (FRBS) with automatic learning
for knowledge adquisition. The learning strategy is inspired on Particle
Swarm Optimization algorithm and it allows the tuning of fuzzy sets of
the FRBS without the need for obtaining new rules in a way that the
initial rule base introduced by an expert is maintained through the whole
performance of the scheduler.

1 Introduction

Cloud computing is an trending information technology nowadays which has
become one of the most relevant large-scale distributed computing [9]. The most
important advantage is the easy access to information and services from any-
where, lower hardware costs and software, and diversity of devices for managing
information. However, the main disadvantage is the associated power consump-
tion. In order to provide all cloud services it is necessary that cloud suppliers
have large data centers, that consume a lot of electricity (high power consump-
tion). This consumption produces environmental pollution and in this way it is
important to improve their performance. According to the studies by Jonathan
G. Koomey [6,7], the increase of energy in data centers from 2005 to 2010 was
56 %, and have already doubled the energy consumption between 2000 and 2010,
corresponding to 1.1 % and 1.5 % of total energy consumed. Over these years this
rate has been increasing, and it is expected to be even greater according to stor-
age and management data growth of the Internet of Things (IoT), which provides
a total of 26 billion connected devices by 2020, according to tech consultancy
Gartner. This means that the energy consumption in data management will be
something to consider. The use of photovoltaic solar and wind energy will reduce
pollution and CO2. Renewables are a very important to reduce the impact of
c© Springer International Publishing AG 2017
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data centers, but they are not the only solution. This paper presents a strategy
for improving the scheduling of tasks, that reduces the power consumption on
data centers.

This paper is organized as follows. Section 2 establishes some basic notation
and background. Section 3 formally introduces the proposed genetic algorithm.
In Sect. 4, simulations and results are shown and finally in Sect. 5 we conclude
with final remarks and conclusions.

2 Background

In this section a short overview for cloud computing and cloud scheduling is
presented.

2.1 Cloud Computing

Cloud computing is a current trend that involves the supply of computing
resources as services. Major suppliers provide services to multiple customers
remotely via Internet. Three types of services offered in the cloud can be differ-
entiated:

– Infrastructure as a Service, IaaS.
– Platform as a Service, PaaS.
– Software as a Service, SaaS.

This paper focuses on the IaaS layer. It is based on the outsourcing of data
processing machines and storage model. With this model a separation between
the perceived infrastructure by users and the real systems where operations are
performed is obtained. Iaas uses virtualization platforms, the goal of virtualiza-
tion is to imitate the hardware implementation needed. Using these programs,
we can create ‘virtual machines’ where operating systems and software required
can be installed. Some applications to create virtual machines are VMware or
Virtualbox.

Using virtualization presents some advantages:

– Security. If an installed application in a virtual machine is vulnerable, the
attack will take place only in a restricted area, affecting the associated
resources of that machine.

– Backup system. It can be programmed to back up the entire virtual machine.
Also, a limited backup just enough to re-start the machine is possible.

– Robustness to hardware errors. If the physical system (server) hosting the
application virtualization and virtual machines fail, another server and virtual
machines copy can substitute them.

– Ease to manage migrations.
– Testing applications installed in the virtual machine without instability prob-

lems, since save points can be used within the machine and in this way, it is
possible to undo the last performed installation.
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2.2 Cloud Scheduling

In cloud computing optimization, the efficiency must take into account in two
points of view:

– Companies must provide sufficient resources to the user, to have a fast and
convenient experience. The company optimizes the execution time increasing
the number of users served.

– On the other hand we must reduce power consumption. Data centers have high
power consumption. Thus it will be making profitable the available resources
and a efficiently use of them.

Since virtualization is a great method for saving resources, it will be the strat-
egy used for power optimization. This will include allocation of virtual machines,
and this mapping can be performed by heuristics schedulers or strategies based
on artificial intelligent, for example fuzzy rules based systems.

Heuristic scheduling is a paradigm that solves the assignment of virtual
machines using heuristic algorithms that evaluates fitness functions. In results
section, five strategies are presented, to compare and test the proposed strategy.

Fuzzy logic systems address the imprecision of the input and output variables
by defining fuzzy numbers and fuzzy sets that can be expressed in linguistic vari-
ables (e.g. small, medium and large). Fuzzy rule-based approach to modelling is
based on verbally formulated rules overlapped throughout the parameter space.
They use numerical interpolation to handle complex non-linear relationships.
Many of existing systems need the rules to be formulated by an expert. However
rules can be also generated automatically on the basis of numerical data. To
obtain knowledge, there exist different strategies. Pittsburgh [12] and Michigan
[2] are based on the use of evolutionary algorithms [3] where learning fuzzy rules
is performed. Another strategy is KASIA (Knowledge Acquisition Approach with
a Swarm Intelligence), and it performs learning of fuzzy rules, but is based on
an a acquisition of knowledge algorithm using swarm intelligence (PSO).

3 Proposed Algorithm

This paper presents an scheduling algorithm based on tuning fuzzy sets on a
FRBS [3]. Tuning uses a strategy based on PSO and it is named as PSO tuning
(PSOT). PSOT is used for optimization in FRBS, it will focus on the optimiza-
tion of better fuzzy sets.

The particle swarm optimization or PSO has demonstrated its utility in a
wide range of research areas [1,4,11,13]. It has been experimentally shown that
PSO achieve rapid convergence. Moreover, PSO algorithm is based on an a
stochastic evolution of swarm intelligence and has proven to outperform other
optimization algorithms such as genetic algorithms. One of the main advantages
of these algorithms is related to its simple implementation and reduced number of
binding parameters. PSO not need genetic operators (i.e. crossing or mutation)
because the particles are updated themselves considering its internal speeds.
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Furthermore, the particles have memory and consider exchanges information,
which in particular reduces the number of communications between particles.
Moreover, it can exercise greater control over the convergence of the particles
compared to genetic algorithms, which considerably decreases the number of
required assessments.

In canonical PSO, each individual is known as a “particle” and it moves
within a multidimensional space representing the search space. The system is
initialized with a set of M particles randomly distributed in the n-dimensional
search space R

N . Furthermore, a real function f is defined in such space con-
stituting the fitness function, f : RN → R. Each particle position is modified
through iterations with the aim of finding the optimum position, where an opti-
mum value for the fitness function or optimum state is achieved. This modi-
fication is done on the basis of three components leading the whole process:
an inertial component, a self-recognition component or an inner tendency to
return to its best position, and a social component representing the swarm par-
ticle leaning to move toward the best position found by its neighbors. Thus, at
every iteration (t + 1), position x and velocity v of particle i are updated by the
following expression:

v
(t+1)
i = ωvt

i + d1r1(Pbt
i − xt

i) + d2r2(Gbt − xt
i) (1)

x
(t+1)
i = xt

i + v
(t+1)
i (2)

where d1, d2 are constant weight factors, Pbi represents the best position
achieved by particle i, Gbi indicates the best position found by the neighbors of
particle i, r1, r2 are random factors in the [0,1] interval, and ω denotes inertia
weight. Moreover, to ensure the algorithm convergence, v values are constrained
to the interval [−vmax, vmax]. Furthermore, another key factor for convergence is
to set efficiently the inertia weight ω. A high value for ω favors the global search,
whereas a low value favors local search. In other words, ω can be configured to
balance both types of search and, thus, to reduce the number of required opera-
tions to reach the optimum value. Hence, ω is usually associated to a decreasing
value through iterations in a way that local searches are intensified once the
whole space has been explored. Typically, ω is initialized with a value that is
close to the unity.

The proposed PSOT algorithms considers a particle as a fuzzy set (Fig. 1).
A fuzzy set is characterized according to two parameters: mean and standard
deviation. Therefore a PSOT particle has the structure shown in Eq. 3.

Pi =

⎛
⎝

tdi
1,1 meani

1,2

... ...
stdi

m,1 meani
m,2

⎞
⎠ (3)

where std is the standard deviation of the fuzzy set, mean is the mean of the
set, i is the number of particle and n is the number of parameters.

The particles are randomly generated, within a limited workspace. Its dimen-
sion is fixed and it is linked to the number of variables and the fuzzy set of each
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Fig. 1. Fuzzy set

variable. The particles change their position according to the velocity in Eq. 1,
considering that the velocity of each particle is determined by Eq. 4

Vi =

⎛
⎝

V i
1,1 V i

1,2

... ...
V i

m,1 V i
m,2

⎞
⎠ (4)

The variation of each average particle changes the position of fuzzy sets, while
the variation of the standard deviation changes the shape (Fig. 2). All particles
and velocities are initialized within the workspace, but some restrictions are
needed, due to the value of updated particles can exceed the results domain.
The algorithm selects a δ value such |Pi| < Pi∗δ

4 . The process continues until the
stop condition is reached.

Fig. 2. Tuning fuzzy sets using PSOT

The proposed tuning scheduler algorithm based on PSO is summarized below.
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PSOT algorithm

1. Swarm: Num particles,
Num iter, Init rate (r0), Inertial weight ω, Factors c1 and c2.

2. Random setting of Swarm position.
3. Random setting of velocity.
4. Velocity Constraints.
5. Initialize Gbest(P ∗)/Pbest(P#)

Do
Do

1. Update position. Eq. 2.
2. Constraints RB-Swarm position.

|Pi| < Pi∗δ
4

3. Evaluate-Fitness. Evaluation system.
Particles ++

While(Num particles)
Update Gbest (P ∗).

Do
1. Update Pbest (P#).
2. Update velocity. Eq. 1.
3. Velocity Constraints.

Particles ++
While(Num particles)

iter++
While(Num iter)
Return solution: Gbest (P ∗)

4 Simulation and Results

Several tests have been conducted to evaluate the proposed scheduling scheme.
Concretely, the scheduler is tested through simulations scenarios and traces from
real world. In our tests, the environment is based on Real CloudSim Java simu-
lator [8].

Moreover, in order to test the efficiency of proposed system, the results of
simulation are compared with other literature classic scheduling algorithms: Ran-
dom, Round Robin (RR), MinMin, Maxmin and Sufferage [5]. In the Round
Robin algorithm, each virtual machine is allocated in a different host, making
a cycle. Hosts that cannot allocate virtual machines are skipped. In the Best
Resource Selection algorithm, the host with the highest MIPS in use divide
MIPS ratio is allocated. MinMin allocates virtual machine in the host with min-
imum power after allocation. MaxMin allocates virtual machine in the host with
maximum power after allocation. The Sufferage heuristic is based on the idea
that better mappings can be generated by assigning a virtual machine to a host
that would suffer most in terms of expected power consumption if that particular
virtual machine is not assigned to it. The results are compared with other FRBS
schedulers: KASIA [10] and Pittsburgh [12].

The simulation environment consisting of 100 nodes with 250 virtual
machines and 250 tasks to serve the system. Nodes, virtual machines and tasks
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are heterogeneous: all have different characteristics. To perform a reliable study
have been conducted 30 experiments with each scheduler.

Five variables related to power consumption have been selected for schedul-
ing. The variables are:

– MIPS. Microprocessor without Interlocked Pipeline Stages.
– Pow. Power consumed in a node
– CPUutil. CPU utilization.
– Powalloc. Power consumed after allocation of a virtual machine.
– Utilalloc. CPU utilization after allocation of a virtual machine.

The FRBS has 5 inputs variables with 3 membership functions and 1 output
variable with 5 membership functions. The rules base used is:

1. IF (mips IS low) OR (pow IS low) OR (utilalloc IS medium) THEN out IS
NOT low

2. IF (mips IS low) OR (pow IS NOT low) OR (cputil IS hight) OR (powalloc
IS hight) THEN out IS low

3. IF (mips IS medium) OR (pow IS medium) OR (utilalloc IS low) OR (powal-
loc IS hight) THEN out IS low

4. IF (mips IS NOT low) OR (pow IS hight) OR (cputil IS medium) (utilalloc
IS NOT low) THEN out IS low

5. IF (mips IS medium) OR (cputil IS hight) OR (utilalloc IS NOT low) OR
(powalloc IS hight) THEN out IS medium

Table 1 presents an energy power consumption comparison between these
algorithms, compared to the algorithm proposed in this work. Results suggest
that PSOT performs better than heuristic. It is shown that PSOT scheduler
achieves the best performance in terms of power consumption in comparison to
heuristic algorithms and similar to KASIA and Pittsburht results.

Table 1. Power consumption results

Power (kW)

Heuristic scheduling FRBS

Random Round Robin MinMin MaxMin Sufferage Pittsburgh KASIA PSOT

6.568 6.990 6.531 6.569 6.631 6.293 6.330 6.313

Figure 3 shows the convergence for proposed algorithm. A summary of power
consumption is presented in Fig. 4. It can be observed that exists a significant
difference between evolutionary and heuristics strategies.
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Fig. 3. PSOT convergence

Fig. 4. Reglas del sistema FRBS

5 Conclusions

This paper proposes the development of a system based on FRBS tuning sched-
uler to improve the allocation of virtual machines and tasks in IaaS data centers.
Its use reduces the power consumption generated by this infrastructure.

Large data centers make use of a lot of electricity due to the required high
power consumption for their performance. Since they are a source of air pollu-
tion and other environmental problems and high companies costs, it is relevant
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to increase their efficiency in electricity management. In this work a schedul-
ing algorithm for cloud computing has been presented. It uses a FRBS system
for scheduling in homogeneus and heterogeneus datacenters and reduces power
consumption. Results indicate that a FRBS tuning scheduler achieves better
performance in terms of power consumption in comparison to classic schedul-
ing algorithms: it reduces consumption respect to the best of its competitors in
medium and large datacenters, respectively, and thus, it arises as a competitive
green scheduling strategy for cloud computing.
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Abstract. In recent years Cloud deployment gained popularity mainly
because of reducing IT operational costs. Cloud vendors and middleware
companies work hard on hosting their services for many customers at
the same time. This requires solving two fundamental problems: how to
isolate customer data one from an- other and how to securely access it.
This article shows how to use TLS/SNI mechanism to create a multi-
tenant router which will be used in Infinispan project.

Keywords: Cloud · PaaS · SaaS · Multi-tenant applications · Hosted
software

1 Introduction

The simplest way to host services in Cloud environment is to use Infrastructure
as a Service (IaaS). This solution has been used starting from 2003 when Xen
hypervisor was invented. Hosting multiple guest operation systems requires a
lot of physical resources (memory, disk I/O and CPU). In 2008 Linux Contain-
ers project addressed this problem introducing lightweight system virtualization
based on Linux CGroups and Chroot. Seven years later Docker combined LXC
project concepts with layering and packaging and became a new standard for
virtual machines. Projects like Docker and Kubernetes are used as a foundation
of modern cloud environment such as Google Compute Engine or OpenShift by
Red Hat [1].

With on-demand application scaling, a new type of services can be sold by
Cloud vendors - Platform as a Service. This allows vendors to utilize resources
better and maintain a single cluster instead of multiple installations. This setup
performs very well for stateless applications where customer passes data into the
service and gather results (for example a service for sending emails). However
serving data stores is much more complicated and requires separating data per
each tenant. The second concern is to maintain security context for accessing
the data so that each tenant could access only his own partition.

c© Springer International Publishing AG 2017
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Unfortunately there is no generic solution for the first part of the prob-
lem (isolating data) and each software vendor needs to come up with his own
ideas. Database vendors often use database schema approach (schema per ten-
ant) whereas data grid vendors can separate data store clusters from each other.
The second part (security context) is much more interesting. A lot of software
deployed in the Cloud uses REST as a main interface. However HTTP messages
contain a lot of overhead and gaining maximum performance requires using
transport protocols and sockets directly (UDP and TCP). The most popular
security protocol that can be used with this setup is SSL/TLS. Additionally a
TLS extension called Service Name Indication (SNI) allows transmitting client
host name and choosing proper key store on server side. The same mechanism can
be reused for choosing proper data partition simplifying data isolation aspect.
This article explains the idea of separating applications in paragraph two. In the
third paragraph the router concept is explained in details and high performance
application requirements are discussed in paragraph four. Paragraphs five and
six explain how SNI works and how to use it in multi-tenant environment. The
implementation and evaluation results were gathered in paragraphs seven and
eight followed by the conclusion.

The value added of this paper is an evaluation of the idea of using transport
layer security (SSL/TLS) for a multi-tenant routing with implementation and
evaluation of the results.

2 Separating Applications in Cloud Based Environment

Separating hundreds of applications within a Cloud is complicated and chal-
lenging. Cloud vendor needs to control whether a hosted application can or can
not call each other’s endpoints and manage security context in which such com-
munication can occurs. Modern Cloud management solutions often use Docker
(or Linux Containers in general [2]) as a containers for user applications. This
approach has a lot of advantages against traditional Virtual Machines, which is
performance [3] and portability (LXC is supported out of the box by Linux OS).

Running multiple guest applications (or multiple guest operation systems in
general) requires separating them one from another. One of the simplest ways
how to deal with it is to divide applications by tenants (Fig. 1). Applications
within one tenant should be able to should not.

Fig. 1. Multi-tenant communication
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Tenants can be coarse grained like companies or fine grained like projects or
departments within a company.

The separation is often done in layer 2 and 3 of the OSI model and over the
years the industry came up with different standards to achieve that [4] but the
high level concept remains the same. Each VM (or container) is attached to a
virtual NIC and packets are routed through a virtual switch. The implementation
needs also to handle layer 3 and moving VM from one compute node to another.
Some of the Cloud vendors mention what technology is used in their products,
for example OpenShift by Red Hat uses Open vSwitches [5] and Google Cloud
Platform developed their own project called Andromeda [6].

3 Multi-tenant Applications

Separating applications from other tenants is not always the case. Sometimes the
Cloud vendors (or even tenants) want to share a single application for multiple
clients. The most common example is sharing a database (Fig. 2). This model has
also been used by many organizations on premise - a single database installation
serves data for multiple projects.

Fig. 2. Multi-tenant application

One of the biggest challenges of supporting multi tenancy is how to separate
user data from each other. Database industry came up with a concept of data-
base schema [7]. It allows to host multiple data containers in a single database
instance. This approach requires a clear separation between data hosting layer
and transport in the application. This approach might not always be valid for
high performance, data intensive application where each tenant might have dif-
ferent transport requirements. In such case there needs to be a way to define
transport related settings per tenant.

4 Using SNI Server Name for Identifying Client

The Transport Layer Security (TLS) is responsible for establishing (or resum-
ing) secure session between a server and a client. In order to decrypt the data
both server and client need to follow a handshake procedure which involves the
following:
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1. Negotiating cipher suite
2. Authentication
3. Exchanging keys

When designing services for Cloud which will be consumed in PaaS fashion,
the server needs to use different encryption keys for each client while its IP
address remains the same. Similar problem occurs when hosting multiple virtual
web servers on a single IP address and using the host header for multiplexing. For
TCP or UDP based transports the host header is encrypted and therefore the
server can not read it before finishing TLS handshake. In order to accomplish
the handshake the server needs to choose proper certificate based on clients
hostname (Service Name Indication) [8,9]. A simplified flow diagram might be
found on Fig. 3.

Fig. 3. TLS handshake with SNI

An obtained SNI host name can be easily used for both authentication and
choosing proper tenant for hosted service. The SNI approach for routing has
an additional advantage - when the client uses wrong credentials, it is being
reported as handshake errors (which makes a potential attack vector smaller as
the attacker does not know if given tenant exists or the credentials are incorrect).

5 SNI Based Multi-tenant Router Implementation

In a typical Cloud environment, hosted services are separated from the out-
side network and additional routing component is needed to forward requests
to inner servers from the clients (Fig. 2). Services deployed in the Cloud need
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also to isolate tenants from each other. This problem is typical for all data con-
tainers including databases, in memory stores (data grids), caches etc. Some
applications allow hosting multi data containers within a single process. Infinis-
pan HotRod Server is one of such applications however each data container (an
‘EmbeddedCacheManager’ to be accurate) uses its own TCP Socket and binds
to a different port (Fig. 4).

Fig. 4. Multiple data containers inside single hot rod process

The multi-tenant router separates HotRod servers from TCP Servers and
starts a single frontend for all inner services (Fig. 5). This approach has smaller
resource consumption (opposed to starting a frontend server per each HotRod)
and completely decouples forwarding requests from data container operations.

Fig. 5. Multiple data containers and a router

Each TCP Server uses Netty framework which is based on handlers archi-
tecture. All handlers are gathered together in a concept called a Pipeline where
each handler is responsible for a piece of work (for example encrypting data using
SSL or decoding data into user defined structures) [10]. This kind of pattern is
very common when designing network protocols and many popular libraries use
it (JGroups framework for example).

The router uses concept called Routes for forwarding datagrams from input to
proper HotRod instance. Each route consists of ‘RouteSource’ and ‘RouteDesit-
nation’. A ‘RouteSource’ is responsible for recognizing used network protocol
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and gathering all necessary information to distinguish clients - in case of SNI
based ‘RouteSource’ this would be also SNI Host Name. A ‘RouteDestination’ is
responsible for forwarding data to proper component - in case of HotRod server
it takes all its handlers and adds them to the pipeline (Fig. 5).

Routing function implementation pseudo-code

Input: Inbound TLS/SNI connection ic
SNI Handler sh
Routing table rt
Connection pipline p

Output: RouteDestination rd

if(sh.handshakeAccepted(ic))
shn = sh.getHostname()
Collection<Route> r = rt.getRoutes()
// Use lazy evaluation for routes
Route rd = r

.filter(ri -> ri.source() is SNISource)

.filter(ri -> ri.sniHostName() == shn)

.filter(ri -> ri.desitnation() is HotRodDestination)

.getFirst()
if(rd == null)

throw Exception("No Route")
pipeline.removeHandler(sh)
pipline.addHandlers(rd.sestination().handlers())

else
throw Exception(‘‘No TLS/SNI Connection’’)

The algorithm is very straightforward and its complexity is proportional to
the number of routes in the routing table. Using a Big-O notation it might be
written as:

T (n) = O(n). (1)

An optimized implementation has been proposed as a multi tenancy imple-
mentation for Infinispan project [11].

6 Prototype Evaluation

The basic implementation allows connecting TLS/SNI based connections to a
HotRod server. A RouteSource and a RouteDestination interfaces are generic
enough to connect all various types of services. However this flexibility comes
with a cost of performance. In order to determine how much overhead it adds,
a JMH [12] test was performed and the results were gathered in tables below
[13]. The test server configuration was the following: Linux OS (Fedora F23),
Intel R©Core i7-4900MQ CPU @ 2.80 GHz, 16 GB RAM (Tables 1 and 2).
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Table 1. Initializing connections

Test description Calculation method Number of iterations Test result Units

Single server without SNI Average 31 3.046 ms/op

Single server with TLS/SNI Average 31 12.725 ms/op

2 servers and SNI router Average 31 13.471 ms/op

Table 2. Performing 10 000 Cache PUT operations (op in this context is equal to
10 000 put operations)

Test description Calculation method Number of iterations Test result Units

Single server without SNI Average 31 430.075 ms/op

Single server with TLS/SNI Average 31 847.909 ms/op

2 servers and SNI router Average 31 1022.655 ms/op

7 Conclusions

New application development and deployment trends like virtualization, Docker
containers or hosting applications as a service gain popularity very quickly [1].
When considering data store applications like databases or data grids, hosting
a single service for multiple tenants is one of the best ways to lower opera-
tional costs and increase user experience. Multi tenancy is not an easy thing to
implement though and requires additional care for separating data. Since hosted
services are deployed in the Cloud and many configurations require advanced
routing (like Hybrid Clouds), it is a good custom to encrypt all connections. The
TLS/SNI router implementation turns out to be helpful when addressing both
those concerns at the same time. TLS ensures the connection is encrypted and
SNI allows to recognize tenant and helps this way choosing the right partition
to access. There are some scenarios where additional routing step is required
when TLS is not used (in that case a custom protocol can be used or when
considering HTTP transport, some additional headers might be added to the
HTTP datagram). How- ever a generic router implementation should be flexible
enough to support this scenarios as well (additional RouteSource implementa-
tion are required in that case). Using TLS/SNI for routing adds some additional
overhead for communication (more than 1 milliseconds for initializing connec-
tion and 175 milliseconds for performing 10 000 operations). Additional delay
for initializing connection is expected and usually do no harm but adding 17
microseconds per each operation might be a bit too high for low latency envi-
ronments (and data grids should be considered as such). Route filtering might
seem like a good candidate for optimization, but it can speed up only initializing
connections (after the handshake, the routing handler removes itself from the
pipeline). Exposing settings for tuning connection pools as well as using EPoll
are much better candidates for optimization. Servers like Infinispan HotRod
are designed carefully for optimal performance and the router should expose as
many configuration parameters as possible to allow fine tuning for achieving best
possible results in each scenario.
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