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Preface to Hydrocarbon and Lipid Microbiology
Protocols1

All active cellular systems require water as the principal medium and solvent for their metabolic and

ecophysiological activities. Hydrophobic compounds and structures, which tend to exclude water,

although providing inter alia excellent sources of energy and a means of biological compartmental-

ization, present problems of cellular handling, poor bioavailability and, in some cases, toxicity.

Microbes both synthesize and exploit a vast range of hydrophobic organics, which includes biogenic

lipids, oils and volatile compounds, geochemically transformed organics of biological origin

(i.e. petroleum and other fossil hydrocarbons) and manufactured industrial organics. The underlying

interactions between microbes and hydrophobic compounds have major consequences not only for

the lifestyles of the microbes involved but also for biogeochemistry, climate change, environmental

pollution, human health and a range of biotechnological applications. The significance of this

“greasy microbiology” is reflected in both the scale and breadth of research on the various aspects

of the topic. Despite this, there was, as far as we know, no treatise available that covers the subject.

In an attempt to capture the essence of greasy microbiology, the Handbook of Hydrocarbon and
Lipid Microbiology (http://www.springer.com/life+sciences/microbiology/book/978-3-540-77584-

3) was published by Springer in 2010 (Timmis 2010). This five-volume handbook is, we believe,

unique and of considerable service to the community and its research endeavours, as evidenced by

the large number of chapter downloads. Volume 5 of the handbook, unlike volumes 1–4 which

summarize current knowledge on hydrocarbon microbiology, consists of a collection of experimen-

tal protocols and appendices pertinent to research on the topic.

A second edition of the handbook is now in preparation and a decision was taken to split off

the methods section and publish it separately as part of the Springer Protocols program (http://

www.springerprotocols.com/). The multi-volume work Hydrocarbon and Lipid Microbiology
Protocols, while rooted in Volume 5 of the Handbook, has evolved significantly, in terms of

range of topics, conceptual structure and protocol format. Research methods, as well as

instrumentation and strategic approaches to problems and analyses, are evolving at an unprec-

edented pace, which can be bewildering for newcomers to the field and to experienced

researchers desiring to take new approaches to problems. In attempting to be comprehensive

– a one-stop source of protocols for research in greasy microbiology – the protocol volumes

inevitably contain both subject-specific and more generic protocols, including sampling in the

field, chemical analyses, detection of specific functional groups of microorganisms and com-

munity composition, isolation and cultivation of such organisms, biochemical analyses and

activity measurements, ultrastructure and imaging methods, genetic and genomic analyses,

1 Adapted in part from the Preface to Handbook of Hydrocarbon and Lipid Microbiology.

v

http://www.springerprotocols.com/
http://www.springerprotocols.com/


systems and synthetic biology tool usage, diverse applications, and the exploitation of bioin-

formatic, statistical and modelling tools. Thus, while the work is aimed at researchers working

on the microbiology of hydrocarbons, lipids and other hydrophobic organics, much of it will be

equally applicable to research in environmental microbiology and, indeed, microbiology in

general. This, we believe, is a significant strength of these volumes.

We are extremely grateful to the members of our Scientific Advisory Board, who have

made invaluable suggestions of topics and authors, as well as contributing protocols them-

selves, and to generous ad hoc advisors likeWei Huang, Manfred Auer and Lars Blank. We also

express our appreciation of Jutta Lindenborn of Springer who steered this work with profes-

sionalism, patience and good humour.

Colchester, Essex, UK Terry J. McGenity

Braunschweig, Germany Kenneth N. Timmis

Palma de Mallorca, Spain Balbina Nogales
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Introduction to Activities and Phenotypes

Florin Musat

Abstract

Crude oil and lipids greatly influence the structure and function of microbial communities, owing to merely
physical effects such as hindering the diffusion of oxygen or light to communities trapped beneath oil layers,
to toxicity of the highly soluble oil hydrocarbons, or to the utilization of hydrocarbons or lipids as growth
substrates by microorganisms. This chapter brings together methods to investigate the effects of crude oil
or lipids on the diversity and function of microbial communities. These can be principally grouped into
protocols devoted to analyze the functional diversity of microbial communities in response to hydrocarbons
or lipids, protocols aiming to resolve the specific interactions of microorganisms with hydrophobic phases,
protocols to study the effects of hydrocarbons or lipids on bulk metabolic activities of microbial commu-
nities, and tools to identify specific genes involved in metabolic processes. Most of the protocols presented
here can be applied directly on environmental samples, or on laboratory-scale micro/mesocosms, thereby
allowing a direct comparison between pristine samples and samples contaminated experimentally with
hydrocarbons.

Keywords Biosurfactants, Chemotactism, Crude oil, Functional diversity, Hydrophobic phases,
Lipids, Methanogenesis, Respiration rates, Sulfate reduction, Transposon mutagenesis

Microbial communities are very complex assemblages, owing to the
diversity of microbial species, with species richness estimated in the
range of thousands per gram of soil, for example [1], to the inter-
actions of microorganisms with each other and with the environ-
ment (e.g., attachment to sediment particles, formation of
microcolonies or biofilms, or selection of functional types based
on physical–chemical gradients). Consideration of crude oil or
lipids as carbon and energy sources for microorganisms adds a
new dimension to already very complex systems. Crude oils, for
example, are very complex mixtures consisting, by moderate esti-
mates, of tens of thousands of individual compounds. For that
reason, contamination of a given environment with crude oil adds
to the complexity of microbial communities’ structure and func-
tion. Crude oils can interact and/or influence microbial commu-
nities in many ways. For example, oil spills in the open sea or at the
surface of sediments lead to the formation of a viscous layer,

T.J. McGenity et al. (eds.), Hydrocarbon and Lipid Microbiology Protocols, Springer Protocols Handbooks, (2017) 1–6,
DOI 10.1007/8623_2015_145, © Springer-Verlag Berlin Heidelberg 2015, Published online: 18 November 2015
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impending the diffusion of oxygen or light. This merely physical
effect will greatly affect phototrophic and aerobic microorganisms
trapped beneath the oil layers, leading to changes in respiration
rates of the community as a whole, inhibition of photosynthesis, or
even establishment of anoxic conditions in the case of very thick
and dense oil layers. Crude oils have also a strong toxic effect on the
meiofauna of marine sediments, for example, abolishing the eco-
logical role of these organisms, which in turn will affect microbial
communities. As an example, following massive oil spills in coastal
environments, thick cyanobacterial layers developed on top of
weathered oil slicks. One of the reasons for this development was
the elimination by oil of invertebrates feeding on cyanobacteria,
thereby allowing the latter to bloom. Elimination of the meiofauna
by oil may have also other effects on the ecosystem as a whole,
ultimately influencing the physiology and structure of microbial
communities, such as abolishing the role of meiofauna in the aera-
tion of sediments or providing hot spots of carbon and nitrogen
from dead biomass. Crude oil hydrocarbons, notably the low-
molecular-mass, highly soluble fraction, can also have a toxic effect
on the microorganisms themselves. Nevertheless, probably one of
the most remarkable features of microorganisms is their ability to
utilize oil hydrocarbons as growth substrates. Biodegradation by
microorganisms is essentially the main route of hydrocarbon
removal from the environment, and relatively recent research has
shown that in addition to the well-known aerobic degradation
processes, anaerobic microorganisms can also grow with hydrocar-
bons as substrates under various electron acceptor conditions, such
as sulfate-, metal-, or nitrate-reducing conditions, and even under
methanogenic conditions.

This volume comprises protocols to analyze the functional
diversity of microbial communities in response to hydrocarbons
or lipids, the specific interactions of microorganisms with hydro-
phobic phases, the effects of hydrocarbons or lipids on the bulk
metabolic activity of microbial communities (e.g., aerobic respira-
tion, sulfate reduction, and methanogenesis rates), and the tools to
identify specific genes involved in metabolic processes. Most of the
protocols described here can be applied directly on environmental
samples or on laboratory-scale micro-/mesocosms, thereby allow-
ing a direct comparison between pristine samples and samples con-
taminated experimentally with hydrocarbons.

Microorganisms may show apparently contrasting responses to
the presence of hydrocarbons or lipids. On the one hand, elevated
concentrations of hydrophobic compounds, for example, of low-
molecular-mass hydrocarbons which have relatively high water sol-
ubility, may constitute a solvent stress for microorganisms due to
their tendency to accumulate in cellular membranes. As a response,
microorganisms may alter the composition of the cellular mem-
branes, one of the best-known examples being the conversion of

2 Florin Musat



cis- to trans-unsaturated fatty acids, leading to a decrease in mem-
brane fluidity. The cis–trans conversion is an enzymatic reaction,
catalyzed by an isomerase which was found in several genera,
including well-known hydrocarbon-degrading microorganisms. In
this volume, protocols to determine the trans/cis ratio of unsatu-
rated fatty acids are presented. These protocols can be applied in
cultures, mesocosm experiments, or directly in the environment
and provide a useful bioindicator to the extent of solvent stress
response of individual microorganisms or the community as a whole.
On the other hand, microorganisms can use hydrocarbons and lipids
as growth substrates. In this case, growth is often limited by the
hydrophobicity and in general poor water solubility of the would-be
substrates, causing mass-transfer limitations. Obvious examples are
high-molecular-mass hydrocarbons and lipids, such as long-chain
alkanes and fatty acids. For example, n-hexadecane which is very
often used as a model compound for the biodegradation of n-alkanes
has a solubility in water of only 2.3 � 10�7 mmol L�1 [2]. To cope
with these growth-limiting factors, microorganisms have developed
various mechanisms to gain better access to hydrophobic substrates,
including attachment to hydrophobic phases, a presently debated
active uptake of hydrocarbons, production of biosurfactants, or
chemotaxis toward hydrocarbons. In this section, protocols to mea-
sure the uptake/transport of hydrocarbons in microorganisms, the
production of biosurfactants, and the chemotactic response of
microorganisms toward hydrocarbons are presented. In addition,
methods to assess the potential of microorganisms to interact with
hydrocarbon layers are discussed.

A substantial section of this volume is dealing with physiologi-
cal responses of microbial communities as a whole to the presence
of hydrocarbons and lipids. Contamination of oxic environments,
for example, by crude oil spills, could most likely result in changes
of bulk respiration rates, either by reduction of oxygen consump-
tion due to toxicity of oil components on the microorganisms or by
stimulation of respiration due to enrichment of hydrocarbon degra-
ders. The type and magnitude of the microbial community
response depend on several factors, such as the chemical composi-
tion and the amount of spilled oil, the in situ temperature, the
availability of other nutrients (e.g., nitrogen), or the preexposure
of the microbial community itself to hydrocarbons, to name only a
few. Measurement of bulk respiration rates could provide a useful
tool to measure the overall activity of cells and to estimate, for
example, if a microbial community is shifting toward hydrocarbon
consumption. Here, two methods to measure respiration rates
based on oxygen consumption are described. The methods are
based on utilization of liquid cultures/samples and can thus be
used with pure or enriched cultures, as well as with environmental
water samples.

Introduction to Activities and Phenotypes 3



Contamination by crude oil of marine sediments (e.g., inter-
tidal sediments) or soils may lead to rapid oxygen consumption and
establishment of anoxic layers. In such layers, hydrocarbons and
lipids can be used as substrates by anaerobic microorganisms such
as sulfate reducers and methanogens. Since sulfate is relatively
abundant in seawater, hydrocarbon degradation coupled to sulfate
reduction is more frequent in marine environments, while metha-
nogenesis is more common in terrestrial environments and in dee-
per marine sediments where other terminal electron acceptors have
been depleted. During the past two decades, numerous sulfate-
reducing bacteria (SRBs) have been enriched or isolated in pure
culture that are able to degrade both aliphatic (n-alkanes of various
chain lengths, cycloalkanes) and aromatic hydrocarbons. It has
been also shown that sulfate-reducing bacteria can degrade hydro-
carbons directly from crude oil. Molecular ecology studies have also
revealed that phylogenetic lineages related to cultured
hydrocarbon-degrading SRBs are abundant in hydrocarbon-
impacted marine sediments, for example, natural gas or oil seeps.
All these studies point out to an important role of SRB in degrada-
tion of hydrocarbons, and hence in the carbon and sulfur cycling, in
anoxic environments. In this volume, protocols to measure the
activity of sulfate-reducing bacteria in water injection systems are
described. On a broader scale, the sulfate-reducing activity can be
measured in the laboratory on any anoxic sample provided with
crude oil or model hydrocarbons, as a diagnostic for the potential
of SRBs to degrade hydrocarbons. The activity of sulfate-reducing
microorganisms in oil field operations, e.g., water injection into
reservoirs for secondary oil recovery, leads frequently to an
increased sulfide content in the produced oil (souring). Souring
can occur directly in the oil reservoir or in oil processing facilities
and is a major concern for the oil industry. Understanding the
activity (and the factors influencing it) of sulfate-reducing micro-
organisms is therefore essential to devise effective protocols for
souring limitation in field operations. In this volume, protocols to
study the souring potential in oil fields, as well as protocols to test
the effectiveness of various souring control methods, are outlined.
In anoxic environments where other electron acceptors (e.g.,
nitrate, Fe(III), sulfate) have been depleted, biodegradation of
organic matter is carried out by methanogenic microorganisms.
Relatively recently it has been shown that also hydrocarbons can
be degraded by methanogenic microorganisms, a process which has
been proposed to take place also in crude oil reservoirs. Protocols
to measure methanogenesis on a laboratory scale, using cultures or
slurry incubations, complete this section on evaluating the physio-
logical capabilities of microbial communities in relation to hydro-
carbons or lipids as substrates.

Crude oil is composed mainly of hydrocarbons, and hence it
has a high load of carbon and a very low content of other elements
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such as sulfur, nitrogen, and phosphorus [3]. Nitrogen in particular
is a strongly growth-limiting element in many environments, and
crude oil contamination will further misbalance the ratio of carbon
to nitrogen. As a consequence, high concentrations of hydrocar-
bons or lipids may lead to a stimulation of N2-fixing microorgan-
isms. In this volume, methods to measure the impact of
hydrocarbons on rates of N2 fixation with bulk environmental
samples or laboratory microcosms are described. In addition, pro-
tocols to measure N2 fixation by individual cells, based on fluores-
cence in situ hybridization and nanoSIMS-based chemical imaging,
are being presented.

In order to understand the role of individual species in the
metabolism of hydrocarbons and lipids, one needs to assess the
phenotypical (functional) diversity of a microbial community.
In this volume, cultivation-based microtiter plates (microarrays)
for the identification of microbial isolates and the functional finger-
printing of microbial communities are detailed. Although it is only
emerging in the field of hydrocarbon and lipid microbiology, this
approach has a great potential to screen large numbers of isolates
under selective growth conditions. The protocol discusses the
advantages of the phenotyping microarrays (e.g., the high through-
put with respect to both number of isolates and number of sub-
strates that can be tested), as well as the inherent limitations of the
approach, mostly derived from the use of reduced dyes as indicators
of cellular activity, or selection induced by the cultivation condi-
tions. Finally, this volume addresses protocols to determine the role
of specific, essential genes in catabolic pathways. Exemplified with
identification of genes involved in the synthesis of poly(3-
hydroxybutyrate), the disruption of single genes by transposon
mutagenesis can be envisioned to be applicable to identify genes
involved in the metabolism of hydrocarbons or lipids. This method
is based on the use of one of the best-known transposons, Tn5, and
the generation and analysis of Tn5-induced mutants in a target
strain.

Overall, the protocols of the present volume allow to analyze
the functions of microbial communities in relation to hydrocarbons
and lipids at several levels, ranging from overall responses of micro-
organisms to hydrophobic phases and bulk activity measurements,
to the functional diversity of microbial isolates and the role of
specific genes in metabolic processes. The protocols have also a
high range of applications, from environmental samples, laboratory
incubations with sediments, or water samples to enriched or pure
cultures, and their application may ensure a comprehensive under-
standing of the impact of hydrophobic mixtures on the functional
(physiological) potential of microbial assemblages.

Introduction to Activities and Phenotypes 5
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Protocols for the Measurement of Bacterial Chemotaxis
to Hydrocarbons

Jayna L. Ditty and Rebecca E. Parales

Abstract

Bacterial chemotaxis is the process by which bacteria sense and respond to environmental stimuli. While the
mechanism for chemotaxis has been extensively studied in enteric bacteria, studies in soil bacteria that are
attracted to aromatic acids and aromatic hydrocarbons in addition to sugars and amino acids are lacking.
Here we describe detailed protocols for the quantitative and qualitative assessment of chemotaxis responses
to analyze responses to hydrocarbon and aromatic acid attractants to identify the specific receptors involved.

Keywords: Aromatic hydrocarbons, Attractant, Chemotaxis, Energy taxis, Methyl-accepting chemo-
taxis protein

1 Introduction

The ability of bacteria to sense chemical gradients in their environ-
ment, and move toward the source of an attractant or away from
the source of a repellant, is known as bacterial chemotaxis. Chemo-
taxis has been studied for over 60 years, primarily in the enteric
Escherichia coli and Salmonella model systems. The bacterial che-
motaxis system is based on a modified two-component signal
transduction system that recognizes extracellular chemicals and
relays that information intracellularly to effect a change in flagellar
rotation, ultimately resulting in directed cellular movement
(reviewed in [1–4]). Briefly, cytoplasmic membrane receptors called
methyl-accepting chemotaxis proteins (MCPs) detect the presence
of chemoattractant (or repellant) gradients through ligand-binding
sites and transmit the binding signal to a soluble two-component
relay system (CheA and CheY), which interacts with the flagellar
machinery to modify flagellar rotation (Fig. 1). The resulting
changes in the direction of flagellar rotation modulate swimming
behavior and ultimately the movement toward attractants or away
from repellants. In addition to their role in the detection of che-
moeffector molecules, the MCPs are involved in adaptation, a

T.J. McGenity et al. (eds.), Hydrocarbon and Lipid Microbiology Protocols, Springer Protocols Handbooks, (2017) 7–42,
DOI 10.1007/8623_2015_112, © Springer-Verlag Berlin Heidelberg 2015, Published online: 08 July 2015
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primitive “memory” mechanism mediated by methylation of spe-
cific amino acid residues on the cytoplasmic portion of the MCP
that allow bacteria to sense, adapt, and respond to higher concen-
trations of chemoeffector molecules ranging over five orders of
magnitude ([5], Fig. 1).

While many of the components that make up the bacterial
chemotaxis system are conserved, the types and numbers of che-
moeffectors detected by different bacteria vary widely [6, 7]. For
example, E. coli has four known MCPs that primarily detect sugars
and amino acids and one MCP-like energy taxis receptor (Aer),
while soil bacteria such as the pseudomonads, which are known for
their broad catabolic abilities, have significantly more chemorecep-
tor proteins. Based on genomic sequence analyses, Pseudomonas

OM

CM

CheY

CW
rotation

CCW
rotation

CheW

CheR

CheB

CH3 CH3

CheW

P

P

CheACheAP

MCP

CH3

CH3

CheY

CheB

CheR

MCP

Fig. 1 General mechanism for chemotaxis in bacteria [1–4]. In the absence of attractant (left ), CheA kinase,
which is bound to cytoplasmic membrane chemoreceptors called methyl-accepting chemotaxis proteins
(MCPs), actively autophosphorylates. CheA is a member of the two-component CheA-P/CheY-P signal
transduction system, which directs clockwise (CW) rotation of the flagellar motor and causes frequent cellular
“tumbles” or changes of direction. In the presence of chemoattractant (right ), MCPs bind effector molecules
through a ligand-binding domain located in the periplasm, and the signal is transmitted across the cytoplasmic
membrane, causing a decrease in CheA kinase activity. Under these conditions, most of the CheY is
unphosphorylated and no longer elicits tumbles, causing the cell to swim for a longer period up the gradient
of attractant. A system for adaptation to increasing concentrations of attractant involves methylation of
specific glutamate residues on the cytoplasmic side of the MCP by CheR (methyltransferase). In the absence
of attractant, methylation by CheR is balanced by methyl group removal by CheB-P, a methylesterase that is
active when phosphorylated by CheA-P. In the presence of attractant, CheB is unphosphorylated, and the
increased methylation of the MCPs results in a conformational change that increases CheA activity
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aeruginosa PAO1 (an opportunistic pathogen) has 26 MCP-like
genes [8], and P. putida F1 (a model strain for bioremediation [9])
has 27 MCP-like genes [10]. Various studies have shown that these
and other soil bacteria respond to a wide variety of attractants,
including aromatic acids and hydrocarbons [11–21]. The ability
of bacteria to sense and respond to aromatic compounds and other
pollutants has been linked to enhanced biodegradation of these
types of compounds [22–26]. As such, there is significant interest
in assessing the chemotactic responses of bacteria to aromatic acids
and hydrocarbons.

The protocols for measuring chemotaxis have evolved over the
years in response to different assessment needs. Some chemotaxis
assays are quantitative, while others are qualitative. While more
time-consuming and laborious, quantitative assays are particularly
useful for comparing subtle differences in the responses of related
strains; for example, partial defects in chemotactic responses often
need to be quantified to determine if differences are significant. As a
result, appropriate statistical analyses are also necessary. Qualitative
assays are useful for the initial demonstration of a response to a
chemical, for screening large numbers of chemicals, for determin-
ing if a response is inducible, and for screening the responses of
large numbers of strains, such as in a search for a chemoreceptor
mutant. Most qualitative assays provide a visual result that can
be documented photographically using techniques that will be
described here.

Oftentimes, the attractant under study also serves as a source of
carbon and energy for the bacterial strain, and some of the chemo-
taxis assays described here require growth of the strain as part of the
assay. In such assays, like the soft agar swim plate assay (see below),
care must be taken to ensure that growth rates of strains being
compared are similar. For example, if comparing the responses of a
wild-type strain to a putative chemotaxis mutant, it is important to
demonstrate that both strains have similar growth rates on the
attractant before concluding that any observed differences are due
to chemotaxis defects alone. In some cases, chemotactic responses
are metabolism dependent, which can be due to the cell detecting
an intermediate in the degradation of the test chemical or a
response to the energy obtained when cells are growing on the
test chemical. Therefore, assays must be carried out to differentiate
between chemotaxis and energy taxis. In energy taxis, the most
studied type of receptor (E. coli Aer and its orthologs) is a MCP-
like protein with a characteristic topology that includes an
N-terminal, cytosolic PAS domain followed by a pair of transmem-
brane regions linked by a short periplasmic loop [27–30]. This
topology distinguishes aerotaxis/energy taxis receptors from
prototypical chemoreceptors, which possess a periplasmic ligand-
binding domain flanked by two transmembrane regions. The PAS
domain of Aer detects the intracellular flux of oxidized and reduced
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flavin adenine dinucleotide as a proxy for the cellular energy level,
and cell behavior is modulated in response [27–30]. Analysis aer
mutant strains and catabolic mutant strains can be used to differen-
tiate between chemotaxis and energy taxis responses [31, 32].

Depending on the solubility, toxicity, and volatility of a partic-
ular attractant, some assays may be more or less useful, and the
concentration of hydrocarbon used can be critical. Because of the
toxicity of hydrocarbons, some chemicals may be attractants at low
to intermediate concentrations and repellants at high concentra-
tions (for an example, see Fig. 4b; [21]). As some assays can be used
to monitor both positive and negative responses, it is important to
test different chemoeffector concentrations and also use different
types of assays to determine whether the chemical is being sensed as
an attractant or repellant. In fact, it is always recommended that
more than one type of assay be used to confirm any new response.

We cannot stress enough that the key to obtaining reliable and
reproducible results from any chemotaxis assay is using cultures
with a high percentage of motile cells. Use of poorly motile cultures
will yield ambiguous data and a high level of frustration, and many
of the Notes associated with the various chemotaxis assays
described below give tips on how to best maintain motile cultures.
Highly motile strains can be enriched by repeatedly passing cultures
in soft agar plates (described in detail below). If possible, this
enrichment for a motile population should be done before chemo-
taxis studies are initiated. Such cultures can be stored frozen and
revived as needed as these cultures should retain a high number of
motile cells once they are growing and actively metabolizing. It is
highly recommended that this newly selected motile culture (and
perhaps it should be given a new or modified strain name different
from that of the original isolate) be used as the host strain for any
future geneticmanipulations (e.g., chemotaxis ormetabolicmutants),
so that all strains under study are isogenic, and no confounding
mutations accumulate under selection in soft agar plates [33].

The chemotaxis protocols described here have simple equip-
ment requirements and can be easily conducted in any microbiolo-
gical laboratory. The overarching purpose of this chemotaxis
protocol chapter is to outline protocols for either swim plate
(Sect. 3.1), agar plug (Sect. 3.2), or capillary (Sect. 3.3)-based
assays; describe the fundamental theory behind each type of assay
and the advantages and limitations of each; and outline which type(s)
of chemotaxis assay will best address your chemotaxis question.
However, it should be noted that some chemotaxis techniques that
require the use of specific equipment are not described in detail here.
The following is a brief summary of these assays; please see the
associated references for details. Computer-assisted motion analysis
allows for the quantitative assessment of both motility and chemo-
taxis; however, this method requires computer software capable of
tracking individual cells. The parameters of such software typically
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must be optimized for each bacterial strain due to differences in cell
size, shape, and swimming behavior. This assay monitors the swim-
ming paths of individual cells in response to chemoattractants, and
behavior is assessed quantitatively in terms of the average number of
changes of swimming direction per second for a population of cells.
For some bacteria, swimming speed changes (chemokinesis) in
response to the attractant, and this can also be assessed using
computer-assisted motion analysis [13, 34, 35]. Another version of
a computer-assisted technique is the tethered cell assay, which
requires specific anti-flagellin antibodies for the organism (or a
close relative) under study. Cells are attached to a microscope slide
by a single flagellum using the flagellin-specific antibody (multiply-
flagellated cells must undergo a sheering process so that each cell on
average retains a single flagellum). The direction of flagellar rotation
changes in response to addition of a chemoeffector; these changes
can be recorded and analyzed. Quantification can be carried out
manually by analyzing videos of cells, but software capable of auto-
mated quantification makes the process much more efficient [36,
37]. Lastly, microfluidic assays require specially fabricated microflui-
dic chambers and computer software to analyze cell behavior. This
type of assay can be used to test responses to competing gradients of
attractants and/or repellants [38–41].

The specificities of MCP receptors for their cognate chemoef-
fectors have also been investigated via quantitative biochemical
assays. For example, fluorescence resonance energy transfer
(FRET) has been used to quantify the signal arising from a
ligand-induced change in the binding of fluorescently labeled
forms of CheY and CheZ. The FRET signal was shown to correlate
linearly with chemotaxis [42]. In addition, isothermal titration
calorimetry, which is used to detect changes in heat caused by
molecular interactions, has been successfully used with purified
MCP ligand-binding domains to quantify receptor/chemoeffector
interactions [43, 44].

2 Materials

2.1 Swim Plate

Assays

2.1.1 Qualitative Swim

Plate Assay

1. Noble agar, 0.25 g in 50 ml distilled water (see Note 1)

2. Concentrated (2�) minimal salts broth (MSB [45]) with 0.1%
Hutner’s mineral base [46] in 50 ml distilled water (seeNote 2)

3. Autoclave

4. 45�C water bath

5. Sterile stock carbon source

6. Three, 90 � 15 mm Petri dishes

7. Sterile toothpicks

8. Isolated bacterial colonies
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9. 30�C incubator

10. Bucket of light (for backlighting) and digital camera (see
Note 3)

2.1.2 Quantitative Swim

Plate Assay

1. Overnight bacterial culture (3.0 ml) grown in Luria-Bertani
medium [47] (see Note 4)

2. Noble agar, 0.5 g in 100 ml distilled water (see Note 1)

3. Concentrated (2�) minimal salts broth (MSB [45]) with 0.1%
Hutner’s mineral base [46] in 100 ml distilled water (see
Note 2)

4. Autoclave

5. 45�C water bath

6. Sterile stock carbon source(s)

7. Three, 140 � 20 mm Petri dishes

8. Sterile 15 ml centrifuge tubes

9. Centrifuge

10. Sterile MSB medium

11. Sterile 150 � 13 mm glass test tubes

12. Spectrophotometer

13. P10 micropipette (and sterile tips)

14. 30�C incubator

15. Ruler, in mm

16. Bucket of light (for backlighting) and digital camera (see
Note 3)

2.2 Agar/Agarose

Plug-Based Assays

2.2.1 Agarose Plug Assay

1. Bacterial culture (10 ml) grown to mid-exponential growth
phase (optical density at 600 nm between 0.3 and 0.7)

2. Sterile 150 � 13 mm glass test tubes

3. Spectrophotometer

4. Sterile stock carbon source(s)

5. 1.0 ml aliquots of 2% low-melting temperature agarose
(NuSieve GTG Agarose, see Note 5) suspended in chemotaxis
buffer (see Note 6)

6. Chemotaxis buffer (CB; 50 mM potassium phosphate buffer
[pH 7.0], 0.05% glycerol,10 μM EDTA)

7. A few crystals of Coomassie blue

8. 65�C block heater

9. Razor blade

10. Plastic coverslips, 24 � 24 mm

11. Glass microscope slides, 26 � 75 mm
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12. Glass coverslips, 24 � 24 mm

13. Phase-contrast microscope with �40� objective and 10� ocu-
lar objective

14. Sterile, 1.5 ml microfuge tubes

15. Microfuge

16. Sterile, aerated chemotaxis buffer (CB) (see Note 6)

17. P1000 and P20 micropipettes and sterile tips

18. Sterile stock solution 100 mM glycerol

19. Bucket of light (for backlighting) and digital camera (see
Note 3)

2.2.2 Chemical-in-Plug

Assay

1. Bacterial culture (10 ml) grown to mid-exponential growth
phase (optical density at 600 nm between 0.3 and 0.7)

2. Sterile 13 � 150 mm glass test tubes

3. Spectrophotometer

4. 10 ml aliquots of sterile 4.0% Noble agar in 16 � 150 mm glass
test tube

5. 10 ml aliquots of sterile 2� CB in 16 � 150 mm glass test tube

6. Sterile stock attractant source, 50� to 100� concentration

7. Sterile 90 � 15 mm Petri dish

8. 2.5 ml aliquots of 0.5% Noble agar in CB

9. 40�C block heater

10. Centrifuge

11. 33 � 10 mm Petri plates

12. Sterile P1000 micropipette tip

13. Sterile scissors (sterilize by dipping in ethanol and flaming)

14. Sterile glass rod (sterilize by dipping in ethanol and flaming)

15. Bucket of light (for backlighting) and digital camera (see
Note 3)

2.2.3 Gradient Plate

Assay

1. Overnight bacterial culture (5.0 ml) grown in Luria-Bertani
medium [47] (see Note 4)

2. Sterile 13 � 150 mm glass test tubes

3. Sterile minimal salts broth (MSB [45]) with 0.1% Hutner’s
mineral base [46] in 50 ml distilled water (see Note 2)

4. Spectrophotometer

5. Noble agar, 0.25 g in 50 ml distilled water (see Note 1)

6. Concentrated (2�) minimal salts broth (MSB [45]) with 0.1%
Hutner’s mineral base [46] in 50 ml distilled water (seeNote 2)

7. Autoclave

8. 45�C water bath
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9. Sterile stock carbon source

10. Three, 90 � 15 mm Petri dishes

11. 10 ml aliquot of sterile 4.0% Noble agar in 16 � 150 mm glass
test tube

12. 10 ml aliquot of sterile 2� CB in 16 � 150 mm glass test tube

13. Sterile stock attractant source, 50� to 100� concentration

14. Sterile 90 � 15 mm Petri dish

15. Sterile P1000 micropipette tips

16. Sterile scissors (sterilize by dipping in ethanol and flaming)

17. Sterile glass rod (sterilize by dipping in ethanol and flaming)

18. Sterile P10 micropipette tips and micropipettor

19. Bucket of light (for backlighting) and digital camera (see
Note 3)

2.3 Capillary-Based

Assays

2.3.1 Quantitative

Capillary Assay

1. Bacterial culture (100.0 ml) grown to mid-exponential phase
(optical density at 600 nm between 0.3 and 0.7)

2. Drummond Microcaps® 1-μl microcapillary tubes and bulb
dispenser

3. Sterile glass scintillation vials

4. Sterile stock attractant

5. Two sterile forceps (sterilize by dipping in ethanol and flaming)

6. Bunsen burner and 95% ethanol

7. Sterile chemotaxis chambers: sterile 90 � 15 mm Petri dishes
each containing a 25 � 75 mm glass microscope slide, a
22 � 22 mm glass coverslip, and a glass U-tube (see Note 7)

8. Sterile 13 � 150 mm glass test tubes

9. Sterile, aerated CB

10. Centrifuge

11. Phase-contrast microscope with �40� objective

12. Autoclavable squirt bottle containing sterile CB

13. Sterile 13 � 150 mm glass test tubes containing 1 ml CB for a
tenfold dilution series

14. Luria-Bertani agar plates [47] or other general growth medium

2.3.2 High-Throughput

Quantitative Capillary

Assay

1. Bacterial culture (100.0 ml) grown to mid-exponential phase
(optical density at 600 nm between 0.3 and 0.7)

2. Melted 3.0% general-purpose agar (about 100 ml)

3. At least 4 sterile 96-well plates (one “microcapillary” plate, one
“attractant array” plate, one “cell” plate, and a series of “dilu-
tion” plates) and one sterile 96-well plate lid (wash plate)
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4. Sterile P200 tip tray spacer

5. Multichannel pipette

6. 96 sterile Drummond Microcaps® 1-μl microcapillary tubes,
flame closed on one end (see Note 8)

7. Vacuum chamber

8. Sterile 13 � 150 mm glass test tubes

9. Sterile, aerated CB

10. Centrifuge

11. Phase-contrast microscope with �40� objective

12. Square 120 � 120 mm LB plates

2.3.3 Qualitative

Capillary Assay

1. Bacterial culture (100.0 ml) grown to mid-exponential phase
(optical density at 600 nm between 0.3 and 0.7)

2. Drummond Microcaps® 1-μl microcapillary tubes

3. 5.0 ml 2% agarose in sterile CB

4. Sterile glass scintillation vials

5. Sterile stock attractant

6. Forceps

7. Bunsen burner and 95% ethanol

8. Chemotaxis chambers: a 90 � 15 mm glass Petri dish contain-
ing a 25 � 75 mm glass microscope slide, a 22 � 22 mm glass
coverslip, and a glass U-tube (see Note 7)

9. Sterile 13 � 150 mm glass test tubes

10. Sterile, aerated CB

11. Centrifuge

12. Phase-contrast microscope with 4� and �40� objective, 10�
ocular objective, and capability for negative contrast pseudo
dark-field or oblique dark-field settings (see Note 9) equipped
with a digital camera

3 Methods

Themethods described here are grouped based on the source of the
attractant. For example, in all swim plate assays (see Sect. 3.1),
metabolism of the attractant by the bacterial cells is required in
order to generate the concentration gradient that is sensed by the
bacteria. In plug assays (see Sect. 3.2), the attractant is diffusing
from a semisolid plug made of agar or agarose, and metabolism of
the attractant chemical is therefore not required. Finally, in
capillary-based assays (see Sect. 3.3), the chemical is diffusing
from a microcapillary, and again, metabolism of the chemical is
not required.
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3.1 Swim Plate

Assays

3.1.1 Qualitative Swim

Plate Assay

Soft agar swim plate assays were first developed by Julius Adler to
study chemotaxis in E. coli [48]. The assay is based on the ability of
bacteria to detect metabolizable carbon sources in their environ-
ment. Bacterial cells are stabbed with a toothpick into the center of
a Petri dish containing soft agar through which bacterial cells can
swim (seeNote 10), and a low concentration of attractant such that
movement of the cells is necessary for the acquisition of carbon and
energy source. A chemotactic response is visualized as a sharp ring
of growth that forms as the bacteria move outward from the origi-
nal point of inoculation as they multiply in number and swim
through the agar, following the gradient of attractant created as
they metabolize the compound.

The qualitative swim plate assay is very easy to set up and
execute, and the responses of multiple strains can be compared on
the same plate (Fig. 2a). Swim plates can be used to enrich for
generally non-chemotactic and/or nonmotile mutants by sequen-
tially transferring cells that do not move out from the point of
inoculation and are also useful for the enrichment of chemorecep-
tor mutants [15, 49, 50]. This can be done following chemical or
transposon mutagenesis, or the process can be used to identify
spontaneous mutants. Once several transfers have been carried
out, one should streak for single colonies on an appropriate
medium and test individual colonies for the desired phenotype.
Conversely, swim plates are recommended for the enrichment of
highly motile populations of bacteria (seeNote 11). A rich medium
can be used for these swim plates (seeNote 12), whereas a minimal
medium should be used for analyzing responses to specific carbon
sources.

The disadvantage of this assay is that only compounds that are
metabolized by the bacterium of interest can be used as attractants,
as the assay requires that the cells create their own chemical con-
centration gradient by metabolizing the attractant present in the
soft agar medium. As noted in the introduction, since the response
of cells to the attractant involves both growth and chemotaxis, only
cultures with similar growth rates on the attractant under study can
be compared using this assay. In addition, attraction to volatile
aromatic hydrocarbons can be difficult to assess via this assay due
to the requirement for a gradient to be generated in the agar plate.

1. Prepare swim plates by autoclaving the 50 ml Noble agar
solution and 50 ml 2� minimal salts broth (MSB; 40 mM
phosphate, pH 7.3; 0.1% ammonium sulfate; 0.1% rather
than 1% Hutner’s mineral base [46, 50] in separate Erlenmeyer
flasks (see Note 13). After sterilization, cool to 45�C in a water
bath.

2. Add the stock carbon source to the MSB salts solution to the
appropriate final concentration (0.5–2.0 mM; see Note 14).
Add theMSB salts solution to the Noble agar solution andmix.
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Fig. 2 Representative swim plate assay results. In these assays a chemotactic response is visualized as a
sharp ring of growth that forms as the bacteria move outward from the original point of inoculation (center of
the ring of growth, indicated by arrows) as they multiply in number and swim through the agar, following the
gradient of attractant created as they metabolize the compound. (a) Qualitative swim plate assays. A
representative image of Pseudomonas putida strains in soft agar (0.3%) containing 1 mM phenylacetic acid
is shown (left panel ). WT, wild-type strain P. putida F1; cheA::Km, a generally non-chemotactic strain with an
insertionally inactivated cheA gene [31] can grow on the metabolizable carbon source but cannot respond;
catabolic mutant derivatives of strain F1, ΔpaaF andΔpaaI [31], are unable to grow on phenylacetic acid, and
as metabolism of the test attractant is required for the analysis of chemotaxis by the swim plate method, the
responses of these mutants cannot be evaluated with this assay. Qualitative swim plate assays comparing
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3. Pour approximately 33 ml into individual 90 � 15 mm Petri
dishes (see Note 15), and allow the plates to solidify at room
temperature. The medium is only semisolid and plates must be
handled very carefully and never inverted to avoid disturbing
the agar.

4. Using a sterile toothpick, pick one colony and stab it into the
agar at the center of the plate in a vertical motion. Alternatively,
if comparing responses of multiple strains, stab a colony of each
strain at equally spaced locations – typically up to four colonies
can be compared on a single plate.

5. Place the swim plates in a 30�C incubator, right side up (see
Note 16) and incubate until colonies form, typically 16 to 24 h
(see Note 17).

6. After incubation, visually observe the swim plate for the pres-
ence or absence of a large, circular bacterial colony that
migrated from the original point of inoculation (see Note 18).

7. Digitally record results from each trial for each condition by
taking images with backlighting (see Note 3).

3.1.2 Quantitative Swim

Plate Assay

Responses obtained in swim plate assays can also be quantified by
carefully controlling the amount of cells inoculated and measuring
either the final diameter of the growth ring or the rate of ring
formation (Fig. 2b, left panel). Multiple replicate plates should be
inoculated, diameters measured and averaged, and statistical ana-
lyses should be conducted (Fig. 2b, right panel) to demonstrate
significant differences in attraction when assessing different strains
[10]. In this assay the attractant is also the carbon and energy source,
so the colony size results from a combination of both growth and
chemotaxis. It is therefore important to inoculate equivalent num-
bers of cells and to confirm that the growth rates of any strains being
compared are the same on the carbon source(s) under study before
concluding that phenotypic differences are due specifically to che-
motaxis defects. If growth rates with the compound differ in liquid
medium, an additional chemotaxis assay that does not involve
metabolism should be used [10]. When comparing multiple strains,
the best results are obtained when the responses of various strains

�

Fig. 2 (continued) wild type and receptor mutants is shown (right panel). A soft agar plate containing 1 mM
benzoate was inoculated with the wild-type P. putida F1 (WT), the energy taxis mutant Δaer2 [31], ΔpcaY, a
mutant lacking the aromatic acid chemoreceptor [71], and the double mutant lacking both pcaY and aer2. The
single ΔpcaY and Δaer2 mutants show a slightly reduced colony size on benzoate compared to wild type,
whereas the double mutant shows a more significant defect. (b) Quantitative swim plate analyses. The colony
diameters (n � 3) from quantitative isoleucine (1 mM) swim plates were measured (representative plate
shown in the left panel). Means with the same letter are not significantly different (p < 0.05; one-way ANOVA,
Tukey multiple comparison test)
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are assessed on the same plate (see Note 19). Quantitative swim
plate assays can be carried out in standard 90 � 15mmPetri dishes,
but colony size differences are often more obvious when large
diameter Petri plates (140 � 20 mm) are used.

1. Inoculate cells in 3.0 ml of LB or other relevant medium and
allow cultures to grow for 18 to 24 h prior to the experiment.

2. Prepare swim plates as described in steps 1 to 3 in Sect. 3.1,
except increase the total volume to 200 ml to pour three,
140 � 20 mm Petri plates.

3. Using sterile 15 ml centrifuge tubes, harvest cells from
each overnight culture by centrifugation at 4,500 rpm for
5 min (see Note 20).

4. Remove the supernatant and add 5.0 ml of MSB medium and
gently resuspend the cells by inversion (see Note 21).

5. Transfer 3.0 ml of each resuspended culture into sterile
13 � 150 mm glass test tubes and adjust the optical density
at 600 nm to 0.40 � 0.02 using sterile MSB medium
(see Note 22).

6. Using a micropipette, remove a 2.0 μl aliquot of the resus-
pended cells from step 5 and inoculate into the swim plates
(see Note 23).

7. Place the swim plates in a 30�C incubator, right side up
(see Note 16), and incubate for 16–24 h (see Note 17).

8. After incubation, visually observe the swim plate for the pres-
ence or absence of large, circular bacterial colonies that
migrated from the original point of inoculation (see Note
18). Measure the diameter of the swim ring (in mm) from at
least triplicate experiments.

9. Digitally record results from each trial for each condition by
taking images with backlighting (see Note 3).

3.2 Agar/Agarose

Plug-Based Assays

3.2.1 Agarose Plug Assay

Chemotaxis can be visualized qualitatively with the agarose plug
assay [51]. This assay is useful for testing responses to volatile
hydrocarbons, such as toluene, which are fairly soluble in aqueous
medium [21]. In this assay, molten agarose containing the chemical
to be tested is allowed to solidify between a microscope slide and a
coverslip supported by two plastic strips (Fig. 3a). A suspension of
motile cells is then introduced into the chamber surrounding the
agarose plug. A response is indicated by the accumulation of a band
of cells around the outside of the agarose plug, which may be
immediately adjacent to the plug or somewhat further away
(Fig. 3b). The location of the band of cells depends on the chemical
concentration and whether it is being sensed as an attractant or a
repellant. Responses can typically be seen within 5 min, and the
assay does not involve growth on the compound. It does, however,
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Fig. 3 Representative agar/agarose plug-based assays. (a) Graphical representation of an agarose plug assay.
(b) Qualitative chemotactic response of P. putida F1 to 2% Casamino acids (center panel ) and 5 mM
phenylacetic acid (right panel ), relative to an agarose plug containing buffer alone (left panel, negative
control). The white arrows indicate a chemotactic response, which is visualized as a white ring of cells
accumulating at the optimum attractant concentration that diffused away from the center plug. (c) Response
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yield best results if the culture is very motile, so care should be taken
when harvesting cells for the assay. Since repellants can elicit a
response in the assay, an alternative assay should be carried out to
definitively determine whether the hydrocarbon is being sensed as
an attractant or a repellant.

The advantages of the qualitative agarose plug assay are that it is
relatively quick and easy to set up, making it particularly useful for
screening many isolates or mutant strains for responses or for
screening responses to several different chemicals. This assay can
be used to determine if a chemotactic response is inducible by pre-
growing the cells in appropriate medium. In addition, the response
is obvious to the naked eye, and it can be easily documented via
digital imagery using backlighting [52] (see Note 3). A disadvan-
tage is that some brands/batches of low-melting temperature aga-
rose contain compounds that elicit chemotactic responses. It is
therefore essential to set up control assays with plugs containing
only buffer for every set of experiments.

1. Inoculate cells in an appropriate medium (10 ml) and grow the
cells to mid-exponential growth phase to an optical density at
600 nm between 0.3 and 0.7 (see Note 24).

2. Prepare 10� stock solutions of control and test attractants
and/or repellants (see Note 25). Set the stock solutions aside
until use in the assay.

3. Melt 1.0 ml aliquots of 2% low-melting temperature agarose in
a 65�C block heater. Add a few crystals of Coomassie blue and
suspend (seeNote 26). Keep the agarose molten until use in the
assay.

4. Prepare the agarose plug chambers. Using a razor blade, score
plastic coverslips into four equal strips and split. Set two plastic
strips approximately 16 mm apart on a glass microscope slide.
Place a glass coverslip on top of the two plastic strips for each
chamber, making sure the edges of the glass coverslip will cover

�

Fig. 3 (continued) of P. putida F1 to 5 mM phenylacetic acid (right panel ) as assessed by chemical-in-plug
assays relative to a buffer control (left panel ). The white arrow indicates a chemotactic response which is
visualized as a white ring of cells accumulating at the optimum attractant concentration that diffused from
the center plug. (d) Analysis of wild-type P. putida F1 (WT), the energy taxis mutant (Δaer2 ), and the
complemented mutant (Δaer2 + aer2 ) [31] to phenylacetic acid in gradient plug assays (right panel )
compared to a buffer plug control (left panel ). The white arrows indicate positive chemotaxis responses,
which are visualized as oblong colonies growing toward the attractant-containing plug. Representative images
from experiments conducted in triplicate are shown. (e) Quantitative analysis of gradient plate assays.
Analysis of wild-type P. putida F1 (WT), the phenylacetic acid metabolic mutant (ΔpaaF ), and the comple-
mented mutant (ΔpaaF + paaF ) to phenylacetic acid via gradient plug assays. One representative image
(n � 3) is shown (left panel ). Graphical representation showing the measurements taken for quantitative
gradient plate assays (center panel ). The D1 and D2 distances were averaged and used to calculate the
response index (RI) for the wild-type P. putida F1 (WT) and ΔpaaF catabolic mutant (right panel )
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one-half of each plastic strip. Set the chambers aside until use in
the assay.

5. Once the cells have reached exponential phase, check the
culture for motility using a phase-contrast microscope (see
Note 27).

6. Harvest cells in sterile 1.5 ml microfuge tubes. Harvest enough
cell material to obtain 1.0 ml of cells with an optical density of
0.7 at 600 nm (see Note 28). To harvest the cell pellet, spin
cells in a microcentrifuge for 3 min at 5,000 rpm (seeNote 20).

7. Wash the cell pellet by removing the supernatant and gently resus-
pending the cells in 1.0 ml of sterile, aerated CB (see Notes 6
and21) followedbycentrifugation for3minat5,000 rpm.Repeat
this step to ensure that any residual carbon source or attractant has
been removed from the cell suspension.

8. After the washes, gently resuspend the cell pellet in a final
volume of 1.0 ml of aerated CB, and verify that the cell culture
is motile via microscopy (see Note 27).

9. To prepare the agarose plug mixture, transfer 18 μl of the
molten 2% low-melting temperature agarose into a sterile
microfuge tube and add 2.0 μl of the 10� stock attractant or
repellent solution and mix.

10. Remove the glass coverslip from the plug chamber. Quickly,
aliquot 12 μl of the agarose plug mixture onto the glass micro-
scope slide, centered between the two plastic strips. Wait
approximately 30 s to allow the plug to cool slightly before
covering with the glass coverslip. Allow the agarose to
completely cool and solidify between the slide and coverslip
for about 4 min before initiating the assay (see Note 29).

11. To initiate the agarose plug assay, flood the chamber with
approximately 230 μl of the motile cell suspension and record
the time. Make sure to completely fill the chamber with cells
(see Note 30).

12. Allow the assays to incubate at room temperature (typically
from 5 to 15 min, see Note 31) and then visually observe the
area around the agarose plug for the presence or absence of a
visible white ring of accumulated cells (see Note 32).

13. Digitally record results from each trial for each condition taking
images with backlighting (see Note 3).

14. After the assay is complete, place the agarose plug chamber
under the phase-contrast microscope to verify that the cells are
still motile (see Note 33).

3.2.2 Chemical-in-Plug

Assay

The chemical-in-plug assay was originally designed to detect and
assess repellant responses in E. coli [53]. In these assays, a 2% Noble
agar plug containing a repellant is placed on top of motile cells
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suspended in 0.25% agar. A repellant response will result in the
development of a clear area around the plug within approximately
30 min. Measurements of the distance from the plug to the ring
have been used to generate concentration-response curves. Adapta-
tions made to the original assay have allowed for the measurement
of positive chemotaxis (Fig. 3c) in Petri dishes with an agar plug
containing an attractant [31, 54]. Similar to the agarose plug assay,
a positive chemotactic response is indicated by the formation of a
dense ring of cells around or near the agar plug.

The advantages of the qualitative chemical-in-plug assay are
similar to those of the agarose-plug assays. Responses do not
require growth and can generally be seen within 30–60 min; there-
fore, the assay is useful for testing whether a response is inducible
by pre-growing cultures under different conditions. In addition,
since these assays are conducted using a suspension of motile bac-
teria in a Petri dish, it is possible to test multiple agarose plugs with
different attractants in the same plate [54]. Finally, the cell
responses are more stable because the cells are suspended in a low
concentration of agar, making it easier to transport plates to a
camera for documentation. It has been suggested that nonmotile
and/or non-chemotactic mutant strains be used as negative con-
trols for this assay, as false positive chemotactic responses have been
observed using this method [55]. The protocol described here was
designed to test one attractant in small-diameter (33 � 10 mm)
Petri dishes [31].

1. Inoculate cells in 10ml of an appropriate medium and grow the
cells to mid-exponential growth phase to an optical density of
0.5 at 600 nm (see Note 24).

2. Prepare 2.0% agar plugs by first autoclaving 10 ml of 4.0%
Noble agar in 16 � 150 mm glass test tubes. Keep the agar
molten in a 40�C water bath. Add 10 ml of 2� CB for a final
volume of 20 ml. Introduce the appropriate amount of attrac-
tant, repellent, or CB for the desired final concentration into a
90 � 15 mm Petri dish. Pour the 20 ml of 2% CB-Noble agar
into the Petri dish (to an approximate depth of 5.0 mm)
and swirl plate gently to mix the attractant with the agar (see
Note 34).

3. Prepare the 2.5 ml aliquots of molten 0.5% Noble agar.

4. Once grown, collect a cell pellet from approximately 2.5 ml
of the culture by centrifugation at 4,500 rpm for 5 min (see
Note 20).

5. Decant the supernatant and gently resuspend cells by inversion
with 2.5 ml 2� sterile, aerated CB (seeNotes 6 and 21). Check
for cell motility (see Note 27).
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6. Mix the cell suspension by inversion with 2.5 ml of the molten
0.5% Noble agar, and pour the suspension into a 33 � 10 mm
Petri plate.

7. Cut the tip off of a sterile P1000 micropipette tip. Using the
uncut sterile end, excise a 2% agarose plug. Using a sterile glass
rod, gently push the agar plug out of the micropipette tip and
into the center of the Petri dish containing the cell suspension.

8. Allow the assays to incubate at room temperature for
30 min–1 h (see Note 35) and then visually observe the area
around the agarose plug for the presence or absence of a visible
white ring of accumulated cells.

9. Digitally record results from each trial for each condition taking
images with backlighting (see Note 3).

3.2.3 Gradient Plate

Assay

This assay combines aspects of the swim plate (see Sect. 3.1.1) and
chemical-in-plug assay (see Sect. 3.2.2), allowing for the detection
of responses to attractants that are not metabolized by the test
organism [31, 56]. Although only compounds that serve as growth
substrates can be tested as chemoattractants in the swim plate assay,
this related gradient plate assay can be used to test chemotaxis to
metabolizable or nonmetabolizable chemicals. The attractant is
provided in an agar plug that is placed on the surface of a soft
agar plate containing a medium with a carbon and energy source,
preferably a weak or non-attractant for the bacteria. Cultures are
inoculated approximately 2.0 cm from the attractant plug, and if
the compound diffusing from the plug is sensed as an attractant, an
oblong colony grows in the direction of the plug (Fig. 3d). A
chemotactic response can typically be seen in 20–24 h depending
on the strain, growth substrate, and attractant. Since nonmetabo-
lizable substrates can be used, this assay can test responses of
catabolic mutants as well as structural analogues of metabolizable
compounds. Since the cells are growing during the assay, less care
to maintain motile cultures is required. The response to the attrac-
tant can be quantified (Fig. 3e) by calculating a response index (RI),
where the distance from the point of inoculation to the edge of the
colony growth closest to the agar plug (D1) is divided by the sum of
D1 and the distance from the point of inoculation to the edge of
the colony growth farthest from the agar plug (D2). Calculated RI
values greater than 0.52 and less than 0.48 were shown to corre-
spond to attractant and repellent responses, respectively, while
intermediate values represented nonresponses [56].

1. Inoculate cells in 5.0 ml of LB or other appropriate growth
medium and place into the 30�C shaking incubator approxi-
mately 24 h prior to the experiment.

2. Prepare swim plates as described in steps 1–3 in Sect. 3.1.1, but
add sterile glycerol (or other appropriate carbon and energy
source) to a final concentration of 1 mM.
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3. Prepare agar plugs as described in step 2 in Sect. 3.2.2.

4. Harvest a cell pellet from 3.0 ml of the overnight culture in
sterile centrifuge tubes by centrifugation at 4,500 rpm for
5 min.

5. Remove the supernatant and add 5.0 ml MSB medium and
resuspend the cells by inversion or pipetting.

6. Transfer 3.0 ml of the resuspended cells into a sterile
13 � 150 mm glass test tube and adjust the optical density to
0.5 at 600 nm using sterile MSB medium.

7. Cut the tip off of a sterile P1000 micropipette tip. Using the
uncut sterile end, excise a 2% agarose plug. Using a sterile glass
rod, gently push out the agar plug and place it onto the center
of the Petri dish containing the solidified soft agar medium.

8. Inoculate the swim plates by pipetting 2.0 μl of the cell suspen-
sion from step 7 2.0 cm away from the center of the placed agar
plug (see Note 36).

9. Incubate at 30�C for 20–24 h (see Note 17) and then visually
observe the area around the point of inoculation and the agar
plug. A positive response is indicated by an oblong colony
migrating from the point of inoculation toward the agar plug.

10. Digitally record results from each trial for each condition taking
images with backlighting (see Note 3).

11. For quantitative results, carry out at least three replicates and
measure the radius of the colony toward and away from
the plug for each strain. Calculate RI as shown in Fig. 3e
(see Note 37).

3.3 Capillary Assays

3.3.1 Quantitative

Capillary Assay

Chemotactic behavior can also be measured quantitatively by asses-
sing the number of individual cells that respond to an attractant
using the capillary assay [48, 57]. A microcapillary tube containing
a solution of attractant is placed into a suspension of motile bacteria
housed in a chemotaxis chamber (see Note 38 and Fig. 4a). As the
attractant diffuses from the mouth of the microcapillary tube into
the surroundingmedium, a concentration gradient of the attractant
is formed. Chemotactic cells then respond to the concentration
gradient by swimming up the gradient, and if the concentration is
optimal inside, the cells will enter and accumulate in the microca-
pillary tube. This assay can also be used to assess repellant
responses, as fewer cells accumulate in the microcapillary relative
to the buffer controls (see Fig. 4b). A modified version of the
capillary assay has also been used for the quantitative measurement
of negative chemotaxis (see Note 39). After an incubation ranging
from 30 to 60 min, the microcapillary tube is removed from the
chemotaxis chamber, and the number of cells it contains is enum-
erated by serial dilution in sterile minimal medium followed by
spreading on appropriate plates to determine colony-forming
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units (CFU)/ml to quantify the chemotactic response. A strong
chemotactic response can even be visible to the naked eye as a white
cloud of cells that accumulate around the mouth of the microca-
pillary tube. One can also use the capillary assay to qualitatively
assess chemotaxis by direct observation (see Sect. 3.3.3).

Although the quantitative capillary assay is rather tedious and
time-consuming, it provides a direct quantitative measurement of
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Fig. 4 Representative capillary-based assays. (a) Graphical representation of a quantitative capillary assay set
up. (b) Quantitative chemotactic response of P. putida F1 to toluene shown in a concentration-response curve.
Capillary assays were performed using 1 μl microcapillary tubes containing various concentrations of toluene
suspended in chemotaxis buffer. The number of bacteria that migrated into each microcapillary was
calculated by carrying out serial dilutions of the capillary contents. The resulting colonies were counted and
used to calculate the number of bacteria present in the microcapillaries containing each concentration of
toluene (n � 15), for both uninduced (grown in minimal medium containing pyruvate; white squares) and
induced (grown in minimal medium containing pyruvate and toluene vapor; gray circles) cells. A significantly
greater number of induced P. putida F1 cells were present in capillaries containing 1 mM toluene (p < 0.05,
two-way ANOVA, Tukey multiple comparison test) compared to buffer alone and all other toluene concentra-
tions tested, demonstrating an inducible response to this concentration (double asterisk). Significantly lower
numbers of induced P. putida F1 accumulated in capillaries containing 10 and 100 mM toluene (both
concentrations over the limit of solubility) compared to the uninduced cells (p < 0.05, single asterisk) and
the buffer control, demonstrating an inducible repellant response to these high toluene concentrations. (c)
Image of a high-throughput chemotaxis assay setup. (d) Graphic representation of a qualitative capillary assay
setup. The main difference in qualitative assays is that the microcapillary is filled with attractant in a solid
form, and the accumulation of cells responding to the attractant diffusing from the capillary are visualized by
microscopy in the viewing area. (e) Response of induced P. putida F1 to a saturating concentration of toluene
(lower panels) as assessed in qualitative capillary assays by dark-field microscopy relative to a buffer control
(top panels). The white accumulation of cells at the tip of the microcapillary (viewing area) indicates a positive
chemotactic response to toluene (saturated) over a 10 min time course
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the response of a population of bacterial cells to a gradient of
attractant, which is what cells encounter in their natural environ-
ment. This assay can be used to determine the threshold concen-
tration detected as well as the optimum concentration for the
response by testing a range of attractant concentrations, which
can be plotted in a concentration-response curve [15, 58]. In
addition, when cells are grown under the appropriate conditions,
this method can be used to determine if a response to a particular
attractant is constitutive or inducible [15, 59–61]. Several
biological and technical replicates should be carried out to obtain
statistically significant results, and appropriate statistical analyses
should be conducted to determine significant differences between
concentration responses. Although the capillary assay is quite sen-
sitive, the cells must be very motile to obtain reproducible results;
therefore, checking the motility of washed cells is critical (see Note
27). In addition, if the cells lose motility over the course of the
experiment, the results are not valid.

1. Inoculate cells in 100 ml of an appropriate medium and grow
the cells to mid-exponential growth phase to a cell density
between 0.3 and 0.7 at 600 nm (see Note 24).

2. Fill 1.0 μl microcapillary tubes with attractant or buffer as
follows (see Note 40). Add 5.0 ml of sterile CB or attractant
in CB to a sterile glass scintillation vial. Using sterile forceps,
pick up a sterile 1.0 μl microcapillary tube and flame one end in
a Bunsen burner until the end is melted closed and becomes red
hot. Swipe the length of the microcapillary through the flame
twice (see Note 41), and place the open end in the scintillation
vial containing the attractant of interest. Repeat until you have
enough filled capillaries for all planned test and control experi-
ments plus a few extra just in case.

3. Set up the appropriate number of the chemotaxis chambers: a
sterile glass U-tube sandwiched between a glass microscope
slide and glass coverslip inside a sterile 90 � 15 mm glass
Petri dish (see Notes 7, 38 and 42).

4. Harvest cells from 10 ml of the bacterial culture in sterile
centrifuge tubes by centrifugation at 4,500 rpm for 5 min (see
Note 20).

5. Remove the supernatant and gently resuspend the cells in
5.0 ml sterile, aerated CB by inversion (see Notes 6 and 21).

6. Harvest the cells from step 5 by centrifugation at 4,500 rpm for
5 min. Gently resuspend cells to an optical density of
0.1–0.15 at 600 nm in sterile, aerated CB. Check for cell
motility (see Note 27).

7. Fill a chemotaxis chamber with the motile cell suspension.
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8. Insert the capillary into the cell suspension (see Notes 43 and
44) and replace the lid of the Petri dish. Make note of the start
time and incubate for 30 min at 30�C (or relevant temp/ time).

9. Repeat steps 7–8 for each assay. Assays for each attractant and
control should be conducted in triplicate.

10. After incubation, remove the microcapillary using sterile for-
ceps and rinse excess cells from the outside of the capillary by
rinsing with sterile CB.

11. Using an additional set of sterile forceps, break off the closed
end of the microcapillary and expel the contents into the first
tube of a tenfold serial dilution series (see Note 45). Place the
chemotaxis chamber under the phase-contrast microscope to
verify that the cells are still motile.

12. Complete the series of tenfold dilutions (see Note 46) and mix
well. Plate aliquots onto duplicate LB plates and repeat for all
dilutions.

13. Incubate at 30� for 24 h (or appropriate temperature/time).
Count colonies from plates that have between 30 and 300
colonies, and calculate the response in CFUs/ml taking into
account the dilution factor.

3.3.2 High-Throughput

Quantitative Capillary

Assay

One of the major drawbacks to the quantitative capillary assay is
that it can be tedious and time consuming; however, the use of the
high-throughput 96-well microtiter plate format capillary assay
eliminates some of the time-consuming steps and also allows
more replicates to be carried out simultaneously (Fig. 4c). This
assay is based on the method developed by Bainer et al. [62] for
E. coli and allows for multiple chemotaxis assays to be conducted at
the same time [60]. Basically, microcapillaries that are sealed and
suspended in a 96-well plate with 3% agar are filled with buffer or an
attractant under vacuum. The plate with suspendedmicrocapillaries
is inserted into the wells of a second 96-well plate prefilled with a
motile bacterial cell suspension with an empty sterile pipette tip tray
inserted between the plates as a spacer. After incubation, the plate
with the suspended microcapillaries is removed and the contents of
each capillary are collected, diluted, and enumerated as CFUs by
plate counts. This assay is designed for up to 96 simultaneous
quantitative capillary assays to be conducted; the number of assays
can be modified for your needs.

1. Inoculate cells in 100 ml of an appropriate medium and grow
the cells to mid-exponential growth phase to an optical density
between 0.3 and 0.7 at 600 nm (see Note 24).

2. Prepare the microcapillary plate by melting 100 ml of 3.0% agar
and distribute 300 μl into each well of a 96-well plate using a
multichannel pipettor (see Note 47). Allow agar to solidify.
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3. Prepare the attractant array plate by distributing 100 μl of the
attractant or CB into each well of a sterile 96-well plate (see
Note 40).

4. Embed the flame-sealed end of the empty, sterilized and flame-
sealed microcapillary tubes into each pad of agar in the micro-
capillary plate using sterile forceps (see Note 48).

5. Invert the microcapillary plate on top of the attractant array
plate and completely submerge the microcapillaries in the solu-
tions such that they are touching the bottom of the wells (see
Note 49), forming a plate sandwich.

6. Fill the microcapillaries with solution by placing the plate sand-
wich in a vacuum chamber [63]. Pull a vacuum for 1 min
(see Note 50).

7. Harvest 10 ml of the cells from step 1 by centrifugation at
4,500 rpm for 5 min (see Note 20).

8. Gently wash and resuspend cells (see Sect. 3.2.1, step 7) to
an optical density of 0.1–0.15 at 600 nm in sterile, aerated
CB (see Note 6). Check for cell motility (see Note 27).

9. Prepare the cell plate by pipetting 300 μl of the washed cell
suspension into each well of a 96-well plate (cell suspension
plate). Invert a sterile P200 tip tray (spacer plate) on top of the
cell suspension plate to serve as a spacer between the cells and
the microcapillaries.

10. Remove the microcapillary plate from the plate sandwich and
wash excess attractant solution from the outside of the micro-
capillaries by swirling the plate for 5 s in a sterile microtiter plate
lid filled with sterile CB. Visually inspect the tips of the micro-
capillaries to ensure no air bubbles were inadvertently intro-
duced (see Note 44).

11. Invert the microcapillary plate and submerge the microcapil-
laries through the spacer plate and into the cells of the cell
suspension plate such that the tips of the microcapillaries are
suspended in the middle of the cell suspensions.

12. Incubate at room (or other) temperature for 30–60 min
depending on your strain and attractant. During this incuba-
tion period, prepare the first dilution plate by pipetting 200 μl
of sterile CB into each well of a 96-well plate. For each
subsequent tenfold dilution plate, dispense 180 μl of sterile
CB into each well of a 96-well plate (see Note 46).

13. Remove the microcapillary plate and wash excess cells from the
outside of the microcapillaries by swirling the plate for 5 s in a
sterile microtiter plate lid filled with sterile CB.

14. Remove the microcapillaries from the agar pads using sterile
forceps and place the tip end down into the respective wells of
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the first dilution plate. Using an additional set of sterile forceps,
break off the closed end of the microcapillary and expel the
contents into the respective wells of the first dilution plate (see
Note 45). Place a sample of the cells under the phase-contrast
microscope to verify that the cells are still motile (seeNote 33).

15. Complete the series of tenfold dilutions in the prepared 96-well
plates (see step 13) using a multichannel pipettor and mix
well. Using the multichannel pipettor, spot 10 μl aliquots
onto duplicate square LB plates. Repeat for all dilutions (see
Note 46).

16. Incubate at an appropriate temperature until the colonies are
large enough to enumerate and calculate the response in
CFUs/ml taking into account the dilution factor.

3.3.3 Qualitative

Capillary Assay

In this modification of the quantitative capillary assay, cells accu-
mulate (Fig. 4d, viewing area) at the mouth of a microcapillary
containing an attractant in solid form, either as crystals of the
chemical or suspended in agarose, to prevent cells from swimming
into the capillary [10, 64, 65]. When viewed by dark-field
(or pseudo dark field, see Note 9) microscopy, cells responding to
the attractant diffusing from the capillary appear as a bright white
cloud that accumulates over time (Fig. 4e, lower panel). Depending
on the strain and attractant, responses can be observed in
1–30 min. This assay is useful for screening a range of potential
attractants, different concentrations of attractants, the responses of
different bacterial strains, or a series of mutant strains. It can also
be used to determine if chemotactic responses are inducible by
pre-growing cells under different conditions prior to setting up
the assay. Another advantage to this method is that the response
to a particular attractant or repellant can easily be followed through
time if images are taken at multiple time points. The results of
this qualitative assay have been quantified microscopically by count-
ing the number of bacterial cells accumulating near the mouth of
a capillary containing attractant [64]. The qualitative capillary
assay has worked particularly well to test the ability of sparingly
soluble compounds, such as naphthalene, to serve as chemoattrac-
tants [17].

1. Inoculate cells in 100 ml of an appropriate medium and grow
the cells to mid-exponential growth phase to a cell density
between 0.3 and 0.7 at 600 nm (see Note 24).

2. Fill 1.0 μl microcapillary tubes with attractant or buffer as
follows (see Note 40). Melt 5.0 ml 2% agarose made in CB
and place in a sterile glass scintillation vial. Add sterile attractant
or buffer control to the molten agarose. While the solution is
still molten, pick up a sterile 1.0 μl microcapillary tube using
forceps, and flame one end in a Bunsen burner until the end is
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melted closed and becomes red hot. Swipe the length of the
microcapillary through the flame twice (seeNote 41), and place
the open end in the scintillation vial containing the attractant of
interest. Allow the agarose to solidify.

3. Set up the appropriate number of chemotaxis chambers: a glass
U-tube sandwiched between a glass microscope slide and glass
coverslip inside a Petri dish (see Note 38).

4. Harvest cells from 10 ml of the bacterial culture in sterile
centrifuge tubes by centrifugation at 4,500 rpm for 5 min (see
Note 20).

5. Remove the supernatant and gently resuspend the cells in
5.0 ml aerated sterile CB by inversion (see Notes 6 and 21).

6. Harvest the cells from step 5 by centrifugation at 4,500 rpm for
5 min. Resuspend cells to an optical density of 0.3 at 600 nm in
sterile, aerated CB. Check for cell motility (see Note 27).

7. Fill a chemotaxis chamber with the motile cell suspension.
Place the microscope slide under the 4� objective of a phase-
contrast microscope equipped with a digital camera (see Note
51). Focus the image on the center of the cell suspension using
a dark-field setting (see Note 9).

8. Remove one capillary tube from the solidified attractant and
insert the capillary tube into the cell suspension (see Notes 43
and 44). Quickly, adjust the stage such that the tip of the
microcapillary is in the center of the field of view and adjust
the fine focus if necessary (see Notes 52 and 53).

9. If attempting to demonstrate a chemotactic response over time,
obtain the first digital image as quickly as possible and record
the time. Allow the cells to respond for up to 60min and obtain
the final digital image (see Note 54).

10. Verify under the phase-contrast microscope that the cells are
still motile (see Note 33).

3.3.4 Competition

Capillary Assay

One can determine whether the same or different chemoreceptors
are used to detect two different attractants using a competition
assay [58, 66]. The assay can be done either as a qualitative or
quantitative assay. It is carried out by including a “competing”
attractant, typically at its peak response concentration in both the
cell suspension and in the capillary. The “test” attractant is present
only in the capillary, and if both compounds are detected by the
same chemoreceptor, the response to the test attractant will be
reduced or eliminated. Results can be confirmed by switching the
locations of the two attractants under study.
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4 Notes

1. It is important to use a purified form of agar for chemotaxis
assays, as contaminants in general-purpose agars can oftentimes
be chemoattractants for various bacterial species. We have
found Noble agar (Difco, Becton, Dickinson and Co, Franklin
Lakes, NJ) to be the best choice of agars for chemotaxis
applications.

2. A minimal medium should be chosen that suits the growth of
your bacterial strain. We have found that lowering the concen-
tration of base minerals in the medium aids in the chemotactic
response.

3. The “bucket of light” is a quick and inexpensive apparatus that
provides indirect illumination of swim agar plates, agarose plug
assays, or chemical-in-plug assays via backlighting [52]. It is
also helpful to acquire digital images as black and white or gray
scale for best contrast.

4. A general-purpose growth medium that supports growth of the
bacterial strain can be used for overnight cultures since the cells
will be washed, diluted, and inoculated into the swim plate
medium for growth.

5. The use of pure agarose is imperative, as we have found that
many types of low-melting-temperature agarose contain con-
taminating compounds that are sensed by the bacteria as attrac-
tants. Because of this, negative controls lacking attractant in the
plug are absolutely essential. We have also found that the
agarose tends to degrade if solidified and remelted more than
two times.

6. Chemotaxis buffer (CB) is typically a phosphate-based buffer
that supports motility. The basic formulation of this buffer that
is presented here has been used in studies with pseudomonads.
In general, the CB should contain a chelating agent, such as
EDTA, to remove traces of heavy metal ions that can inhibit
motility [61]. However, the presence of magnesium ions seems
potentially important in E. coli [67]. Therefore, the CB may
need to be adjusted on a strain-specific basis. When used for
resuspending obligate aerobes, the CB should be aerated by
vigorous shaking to help cells maintain motility. In addition, an
energy source such as glycerol can be added to prolong motility
[17, 21]. For studies of chemotaxis toward phosphate, a
phosphate-free HEPES-based buffer should be used [64].

7. Glass U-tubes can be easily made by flame sealing the ends of a
100-μl volume 5 cm glass capillary tube. Using two forceps
placed at either end of the capillary tube, heat the center of the
tube until it is bendable. Bring the two ends of the capillary
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toward each other until a “U” shape has been formed, ensuring
that the arms of the U-tube are parallel and in the same plane,
such that they will lay flat on the surface of a microscope slide.

8. To save time, one can attach many capillaries in a line on sticky
tape to flame seal the ends en masse. These can then be put in a
glass scintillation vial and autoclaved.

9. When visualizing a qualitative response of cells to an attractant,
it is often easier to image the cells using negative contrast
pseudo dark-field or oblique dark-field settings on your
phase-contrast microscope [68], such that bright white cell
“clouds” can be seen and imaged on a black background.
Pseudo dark-field images can be generated by setting the con-
denser to a different phase setting than what is appropriate for
the chosen objective. The pseudo dark-field effect will allow for
the visualization and imaging of white illuminated cells on a
dark background.

10. Although soft agar plate assays are oftentimes referred to as
“swarm plates” in the literature, a more appropriate name for
these assays is “swim plate” assays. Swarming motility refers to
movement across a solid surface with the use of flagella and/or
pili, while swimming motility is the motile behavior of bacteria
driven by flagella in a liquid or semisolid medium [69].

11. Bacterial populations with a higher percentage of motile cells
can be obtained by transferring a culture from the outside of
the ring of growth to the center of a fresh plate and repeating
the process 2–3 times. After each transfer, the growing ring of
cells should move more rapidly toward the edge of the plate.
Once several transfers have been carried out, one should streak
for single colonies from a sample obtained from the outer ring
of the final swim plate. This culture should be stored as a frozen
stock, and when revived it should retain a large percentage of
motile cells. In some cases, particularly with some environmen-
tal isolates or laboratory strains that have been stored for many
years, cultures have very few motile cells and will form a very
asymmetric colony on the initial swim plate. This “bleb” of
motile cells that escapes from the point of inoculation should
be transferred to a fresh swim plate, and it may take more than
three transfers to obtain a highly motile culture.

12. A general-purpose, complex growth medium that supports the
robust growth of your bacterial strain is best used when select-
ing for motile variants. We have found the use of 0.1� LB
medium to be an optimal concentration for the selection of
motile pseudomonads in swim plates.

13. The protocol described here is for a total volume of 100 ml,
which will generate approximately three swim plates. This proto-
col can be scaled up for larger numbers of swim plates as needed.
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14. Youmay need to optimize the attractant concentration for your
strain. We have found 1 mM to be a good starting concentra-
tion for aromatic acids. Volatile hydrocarbons should be added
to the medium immediately before pouring plates, after the
molten agar has cooled to 45 �C to minimize loss to
volatilization.

15. It is important to pour thick swim plates to minimize desicca-
tion. Swim plates should be used within a day or two of pouring
the medium or they will dry out and become too solid for cell
migration. Because of this issue and because of the fact that
swim plates are difficult to store due to the low agar content,
only pour the number of plates needed for the current experi-
ment. If necessary, 2� soft agar and 2�minimal salts solutions
can be made, autoclaved, and stored separately in airtight,
microwavable containers until use.

16. It is important that you do not invert the plates for incubation.
The agar solution is not solid enough to endure inverted
growth conditions.

17. The growth time and temperature conditions will vary depend-
ing on the bacterial strain and the type and amount of carbon
source. With slowly growing organisms or moderate thermo-
philes with optimum growth temperatures above 37�C, the
plates should be incubated in a moist atmosphere to keep
them from desiccating. This can be accomplished by placing
the plates in a plastic container or ziplock plastic bag containing
a damp paper towel.

18. Oftentimes, a cone-shaped double ring can be visualized in
swim plates. The outermost ring near the bottom of the plate
where cells may be more oxygen limited is formed due to
energy taxis, in which the oxidation and reduction of FAD in
response to metabolic changes in energy state directs swim-
ming behavior [27, 28], while the inner ring represents the
chemotactic response to the chemical attractant. We have
found that conducting various chemotaxis assays in an aer
mutant background is helpful in differentiating energy taxis
vs. chemotaxis responses, especially because in some cases
energy taxis can mask chemotaxis defects in the swim plate
assay [31, 32, 70].

19. To allow for significant growth without interruption from
neighboring colonies, we suggest that no more than three
different strains should be assessed for chemotaxis in quantita-
tive swim plate assays in regular 90 � 15 mm Petri dishes. The
assay described here can be adapted for large diameter
140 � 20 mm Petri dishes that can contain 50 ml of swim
plate medium. These plates can easily accommodate four
strains.
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20. When harvesting cells by centrifugation for chemotaxis assays
that involve an immediate response (cultures are not growing
during the assay), it is imperative to harvest cultures under
gentle conditions to preserve the flagellar structure. Typically,
bacterial flagella will remain intact during longer centrifugation
times at slower speeds.

21. It is critical to gently resuspend cells from the pellet to preserve
flagellar integrity. Gently inverting the centrifuge tube to dis-
tribute the cells back into solution accomplishes this. If neces-
sary, cut a larger bore on a P1000 micropipette tip and
resuspend by slow repeat pipetting to prevent shearing.

22. It is critical that the optical density of cells does not vary outside
this range to ensure that equal numbers of cells are being used
for each strain.

23. When inoculating the cells into the agar medium, dispense the
cells midway into the agar to ensure the cells will be inducing
swimming behavior. Do not allow the micropipette tip to
penetrate through to the bottom of the plate. If given access
to the solid surface of the bottom of the plate, swarming
motility could potentially be induced [69].

24. We have found that this range in optical density yields highly
motile cells. Different bacterial strains may be more or less
motile at different stages of growth; therefore, this may need
to be adjusted for your strain of interest.

25. CB alone should always be used as a negative control. This is
extremely important because some bacteria are attracted to
contaminants present in some batches of low-melting temper-
ature agarose. If this is the case, a positive response can be
interpreted only if the response to the plug containing attrac-
tant is obviously much stronger to the control plug. The
response should also then be confirmed with an alternative
assay. Positive controls should also be included to verify that
the culture was motile and generally chemotactic. Typical posi-
tive control attractants include 2% (final concentration) Casa-
mino acids or a simple attractant such as succinate at an
appropriate concentration (e.g., 10 mM). Final concentrations
for aromatic compounds will depend on their solubility and
toxicity.

26. Coomassie blue is added to the agarose for contrast in photo-
graphic images so that the edge of the agarose plug can be easily
discriminated from the surrounding cell suspension.

27. Only proceed with the assay if greater than 60% of the cells in
the population appear to be motile under phase-contrast
microscopy.
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28. In our experience, this density is optimal for good contrast in
photographic images. If the culture is too dense, it is difficult to
visualize and document a white ring of cells because there is not
enough contrast.

29. Allowing the agarose plug to completely cool and solidify is
important so that it will not mix with or be diluted when the
cell suspension is added to the chamber.

30. The average volume of the chamber space is 230 μl. To flood
the chamber, place the tip of the suspension-filled 1,000 μl
micropipette tip into the chamber space between the glass
slide and touching the glass coverslip. As the micropipettor is
carefully depressed, the cell solution will flood the chamber and
surround the plug using surface tension. Gently pressing down
on the coverslip while dispensing the suspension facilitates the
process.

31. The incubation time may need to be adjusted depending on the
bacterial strain. However, if an incubation time longer than
15 min is required to see a response, the cells may become
limited for oxygen and may begin to respond to oxygen diffus-
ing in at the open sides of the chamber.

32. Because the cells are inserted into the chamber from one direc-
tion and flood around the agarose plug, diffusing attractants
from the agarose plug can be displaced in the directional cur-
rents generated by the insertion of cells, resulting in an oblong
attractant plume to which the cells are attracted. Because of
this, a comma-shaped ring of cells indicating a positive chemo-
tactic response can often be seen (Fig. 3b).

33. Verification that the cells are still motile at this point in the assay
should be carried out when negative results are obtained to
confirm that the absence of a response was because the com-
pound is not an attractant and not simply because the cells were
sessile.

34. For aromatic compounds, we have found that a final concen-
tration of 1.0–10 mM is optimum for a chemotactic response.
It is useful to carry out some preliminary experiments to deter-
mine the optimum concentration.

35. If an incubation time longer than 60 min is required to see a
response, it may be difficult to conclude that the response is to
the attractant itself or could potentially be a response to a
metabolic intermediate generated during the assay. Similarly,
if checking whether or not a particular response is inducible,
longer incubation times may result in induction of cultures that
were not pre-grown in the presence of the attractant.

36. The optimum distance between the plug and the point of
inoculation may need to be modified depending on the
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solubility of the compound being tested. It is useful to carry
out some preliminary assays varying distances (2–3.5 cm), and
then use the best parameters to do the actual assays. Once the
optimal spacing is determined, set up a cardboard template
with the center (plug) and equidistant inoculation points
marked for quick and reproducible inoculation.

37. Results from this method have been successfully quantified by
measuring the distances from the site of inoculation to the
colony edges closest and furthest from the attractant source
and using those values to calculate a response index [56].

38. The chemotaxis chamber consists of a sterile U-shaped glass
capillary tube (see Note 7) between a sterile glass microscope
slide and a sterile glass coverslip, housed in a sterile Petri dish to
maintain aseptic conditions. Batches of glass U-tubes, slides,
and coverslips can be separately autoclaved, and chambers can
be assembled as needed using flame-sterilized forceps.

39. For these assays, the test repellent is included in the bacterial
suspension rather than the capillary, and the number of bacteria
that enter the capillary to escape from the repellant is compared
to a control lacking the repellant as a measure of chemo-
repulsion [53].

40. It is important to fill the microcapillaries just before the assay,
especially for volatile compounds. Fresh stocks of volatile com-
pounds should be used. With poorly soluble and/or volatile
hydrocarbon attractants, it can be helpful to shake the com-
pound solution until just before filling to keep the solution
saturated.

41. Once sealed, heated, and submerged in the attractant or con-
trol solution, the attractant will be pulled into the capillary due
to capillary action. Alternatively, capillaries can be filled under
vacuum. Scintillation vials containing attractant solutions and
sealed capillaries should be placed in a vacuum chamber as
described in Sect. 3.3.2 [63].

42. Some researchers have had difficulty generating U-shaped
tubes from glass capillaries to support the coverslip; as a result,
the chamber set up has been modified with the use of two
straight glass capillaries to overcome this issue [17].

43. Carefully roll and tap the microcapillary against the inside of
the sterile Petri dish to remove residual attractant from the
outside of the capillary.

44. Verify that an air bubble was not introduced at the tip of the
microcapillary. The presence of an air bubble could keep the
attractant from properly diffusing into the cell suspension. In
addition, it could elicit an aerotaxis response.
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45. A bulb dispenser that comes with the purchase of the micro-
capillaries can be used for expelling cells into the diluent. This
step is typically the most difficult part of the capillary assay, as
expulsion of the microcapillary contents can be tricky. Since
such a small volume is being dispensed, it is helpful to place the
tip of the microcapillary on the side of the glass test tube, so
that surface tension will help draw the cell suspension from the
microcapillary. An alternative way to address the expulsion
problem is to break off the end (after rinsing the capillary)
and place the microcapillary into a sterile microfuge tube and
expel the contents via centrifugation.

46. The number of dilutions will need to be determined based on
the bacterial strain and the strength of the response. To save
time and agar plates, dilutions can be made in 96-well plates,
and 10 μl aliquots can be spotted onto LB plates using a
multichannel pipettor.

47. Sterile Texan™ (Excel Scientific, Victorville, CA) multi-well
reagent reservoirs are helpful for the distribution of molten
agar using a multichannel pipette. Once distributed, tap the
96-well plate to be sure no bubbles are present in the agar pads.

48. Be sure that the microcapillaries are submerged all the way to
the bottom of each well so that they are securely embedded in
the agar pad and the tips are at the same height. If you are
conducting fewer than 96 assays, be sure to space the micro-
capillaries at equal distances (especially if you are only using a
few rows), so that the assembled plate sandwich (step 5) will be
balanced and well supported.

49. Tap the microcapillary plate to make sure all microcapillaries are
touching the bottom of the attractant array plate. If the micro-
capillaries do not touch the bottom, they may not fill
completely under vacuum.

50. You may need to test your vacuum settings and determine the
amount of time needed to fill the capillaries. On average, each
1 μl capillary should take up 0.6 μl of solution. Be careful to
release the vacuum slowly.

51. The optimum camera settings include black and white image,
no flash, and the macro setting engaged.

52. It is helpful to set the microscope stage in the correct focus
plane using a mock set up of the chemotaxis chamber with a
microcapillary inserted before you begin the assays. Once you
have focused on the tip of the microcapillary, you can easily
remove and insert slides onto the set stage. Once the test
microcapillary has been inserted, a quick fine focus adjustment
should be all that is necessary before taking the first image.
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53. You may also have to adjust the stage relative to the strength of
your response. It is best to focus in the plane that corresponds
to the middle of the capillary, such that the capillary itself is in
focus and you can see the crisp edges lining the capillary.

54. Obtaining images of the chemotactic response at time zero and
the end of the assay is sufficient. Typical assays should not take
more than 30 min, and if an incubation time longer than
60 min is required to see a response, it may be difficult to
differentiate if the response is to the attractant itself or could
potentially be a response to a metabolic intermediate.
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Determining the Tendency of Microorganisms to Interact
with Hydrocarbon Phases

Hauke Harms and Lukas Y. Wick

Abstract

Three procedures for the determination of the hydrophobicity of microorganisms and/or their tendency to
physically interact with hydrocarbon phases are presented. These include the bacterial/microbial adhesion
to hydrocarbon (BATH/MATH) test, hydrophobic interaction chromatography and contact angle mea-
surements of filter-retained microbial cell layers.

Keywords: Bacteria/microbial adhesion to hydrocarbons (BATH/MATH), Contact angle measure-
ment (CAM), Hydrophobic interaction chromatography (HIC)

1 Introduction

A common feature of hydrocarbons, oils and lipids is their poor
tendency to dissolve in water. Instead, already small amounts of
these compounds are likely to exceed the water solubility in a given
environmental situation and to exist as a separate phase which forms
a distinct, small (energy minimised when the compound is a liquid)
interface with the adjacent water phase. Depending on the situa-
tion, the oil phase will float as a layer on top of surface water or
groundwater or become dispersed as an oil-in-water emulsion. For
microorganisms capable of degrading these compounds, this means
that they either have to rely on the relatively small concentrations of
water-dissolved compound or to interact directly with the non-
aqueous phase. From the perspective of microbial nutrition, attach-
ment to separate-phase substrates drastically shortens the paths of
substrate diffusion through the water phase to the organisms or
enables them to take up the substrate via nonaqueous-phase-based
mechanisms.
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1.1 Attachment

to Hydrocarbons:

Hydrophobic

Interaction and

Competing Forces

The tendency to attach to oil droplets or hydrocarbon crystals is
very common among hydrocarbon-degrading microorganisms and
appears to be a prerequisite for efficient biodegradation (see,
e.g. [1]). However, a strong tendency to attach to oil might as
well increase the bioavailability of toxic oil constituents to degrad-
ing microorganisms. Accordingly, interference with the attachment
process, e.g. via the application of surface-active chemicals, may
have quite contrasting effects [2]. Reduced oil degradation after
surfactant-mediated detachment can be the consequences. On the
contrary, surfactants may increase the attachment of hydrophilic
bacteria by rendering them hydrophobic, which may result in
increased biodegradation or toxicity as consequences of the
enhanced bioavailability of the oil.

Many observations indicate that microbial attachment to
hydrocarbons, oils and lipids represents an adaptation to the utilisa-
tion of these compounds. The strongest hints come from the
finding that microorganisms may regulate their surface characteris-
tics, depending on the need to interact with the separate phase. For
instance, it has been observed that oil-degrading bacteria synthesise
specific surface molecules that mediate the attachment and are
capable of releasing them in order to detach from the hydrocarbon
when the interaction is not needed anymore (see [3] for review).
Mycobacterium spp. have been found to regulate the length (and
thus the hydrophobicity) of mycolic acids in their cell envelopes
depending on the hydrophobicity of their growth substrate [4].

While cell surface hydrophobicity is an important factor for the
attachment to hydrocarbons, it is not the first one to become active
when a microorganism approaches an interface. Besides the chemi-
cal complexity of a cell surface, the colloidal size of bacteria intro-
duces further complication. The hydrophobic interaction, the
expulsion of the cell surface components by strongly coherent
water molecules, is acting only at a short distance corresponding
to a few diameters of a water molecule. For the hydrophobic effect
to become active, the microorganism has to come that close to the
interface. The probability of such a close encounter, however, is
controlled by longer-ranging colloidal forces accounted for in the
classical DLVO theory of colloid stability [5]. The DLVO theory
explains the interaction of colloidal particles with interfaces in terms
of the interplay between van der Waals and electrostatic interac-
tions. Applied to bacteria and environmental interfaces, the van der
Waals interactions are typically attractive and thus counteract the
electrostatic repulsion between typically negatively charged micro-
organisms and negatively charged environmental interfaces [6]. As
the decay of both individual forces as a function of distance follows
different laws, the DLVO theory allows for attractive energy
minima at a distance of typically 5–10 nm from the interface [7].
This means that at least theoretically, microorganisms may attach
without making direct contact with the interface, a situation that
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should impede short-range hydrophobic interaction to take place.
In reality, however, microbial surfaces are rough by virtue of their
surface molecules, which in turn may find their way to the interface
unless the balance between the long-ranging DLVO forces is highly
unfavourable [7]. Whereas van der Waals interactions are entirely
controlled by material properties of the two interacting partners,
electrostatic interactions can be shielded by ions in the aqueous
medium that separates the microorganisms and the interface, the
extent of shielding being a direct function of the ionic strength.
This leads to a situation where the hydrophobic effect may come
into play between a given combination of hydrocarbon and micro-
organism under high salt conditions (e.g. in sea water), whereas the
interaction is dominated by electrostatic repulsion in a low salt
environment (e.g. in groundwater). Accordingly, the cell surface
charge of bacteria has been inferred from their differential adhesion
to hydrocarbons at low and high ionic strength [8].

From the foregoing, one can firstly conclude that electrostatic
interaction is a force to be considered when attempting to predict
microbial attachment to hydrocarbons. The latter may surprise
when one considers that constituents of hydrophobic phases are
unlikely to possess charges. The electrostatic charge of hydrocarbon
droplets and its influence on bacterial attachment have, however,
been recognised and accounted for [9]. It can at least partly be
ascribed to the sorption of amphiphilic molecules to the
hydrocarbon-water interface (e.g. fatty acids, anionic surfactants)
and even be observed for hydrophobic polymers such as Teflon or
polystyrene, which do not carry structural charges [10].

2 Materials

2.1 Protocol 1:

Microbial/Bacterial

Adhesion to

Hydrocarbons

Bacterial suspension (OD578: 0.4–0.6) in 0.01 M potassium phos-
phate buffer pH 7

Hexadecane

2.2 Protocol 2:

Hydrophobic

Interaction

Chromatography

of Bacteria: Column

Filtration Experiments

PFA-Teflon (Teflon 350; DuPont) beads, 250–500 μm diameter

Glass columns of 10 cm length and 1 cm inner diameter with a glass
frit at the bottom (Fig. 1)

Vacuum pump with tubing

Glass pipette (10 ml) with cut tip (2 mm opening)

Peristaltic pump with tubing

Bacterial suspension (OD280: 0.6)

Phosphate-buffered salines of desired ionic strengths and pH
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2.3 Protocol 3:

Contact Angle

Measurements

with Bacteria

Bacterial suspension (OD578: 1–2) in 0.05 M phosphate-buffered
saline pH 7

0.45 μm micropore cellulose acetate filters 2.5 cm diameter

Filtration set

Vacuum pump with tubing

Double-sided adhesive tape

Goniometer microscope

3 Methods to Study the Hydrophobicity of Microorganisms and the Interaction
with Hydrocarbon Phases

Experimenters interested in hydrophobicity as a determinant of
bacterial interaction can either directly address the interaction of
interest or try to get an isolated view on the contribution of the

Fig. 1 Glass columns filled with PFA-Teflon beads for hydrophobic interaction
chromatography of bacterial suspensions: a inflow tube, b glass column filled
with PFA-Teflon, c glass frit to separate column bed from outflow, d outflow
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hydrophobic effect to the interaction. As an example, somebody
interested in the attachment of certain bacteria to a specific type of
diesel oil in groundwater may choose to perform an attachment
experiment using the very combination of interaction partners and
groundwater. A protocol for microbial (bacterial) attachment to
hydrocarbons (MATH or BATH) is presented below (protocol 1).
It relies on the partitioning of microbial suspensions between a
hydrophobic phase, a water phase, and the interface between them.
The outcome will be of use to predict the interaction in the ground-
water aquifer of interest, but be of limited value for other situations
such as the interaction of the same combination of bacteria and diesel
in ocean water, which due to its high ionic strength shields electro-
static forces, not tomention the interaction of other combinations of
bacteria and oils. A more isolated view on the hydrophobicity com-
ponent and a higher degree of transferability will be obtained when
the microbial attachment experiment is performed either at high
ionic strength, at the pH at which the bacteria or the hydrocarbons
are uncharged or, if these pH values are unknown, at a range of pH
values (e.g. pH 2–7) that is likely include conditions at which elec-
trostatic interactions are suppressed (variation of protocol 1).

An equivalent method for the direct investigation of the inter-
action with hydrophobic solids is a type of hydrophobic interaction
chromatography in percolated columns which is adapted to whole
bacteria (protocol 2; [10]). As in the MATH/BATH test, the
choice of the composition of the mobile aqueous phase (pH,
ionic strength) decides if the overall interaction is addressed or a
more isolated view of effects of the organisms’ hydrophobicity is
gained. Pore geometries resulting from uniform, spherical collec-
tors allow the calculation of collision rates, which through compar-
ison with macroscopic filtration rates can be used to calculate
collector efficiencies [11].

A more isolated view on the actual hydrophobicity of micro-
organisms is obtained when the interaction of water (or other
liquids of known physicochemical characteristics) with microorgan-
isms is addressed directly. This is typically done by contact angle
measurements on closed layers of bacteria or fungi on micropore
filters (protocol 3; [12, 13]). An advantage of contact angle mea-
surements is that they generate data that can be used for interaction
energy calculations. When results of contact angle measurements of
bacteria are compared with results from the BATH test, the higher-
resolution power of contact angle measurements becomes obvious.
The BATH test appears to allow only a relatively rough qualitative
distinction of hydrophilic, intermediate and hydrophobic organ-
isms, depending on the tendencies to stay in the water, accumulate
in the interface or enter the hydrophobic phase. Water contact
angle measurement in contrast allows the continuous distribution
of bacterial and fungal species over a scale ranging from about 20�

(very hydrophilic) to more than 100� (very hydrophobic; [10, 13]).
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3.1 Protocol 1:

Microbial/Bacterial

Adhesion to

Hydrocarbons

TheMATH/BATH test has been originally described byRosenberg
and co-workers in 1980 [14] and evaluates the relative hydropho-
bicity ofmicrobial cells. As it is highly dependent on the variations in
the experimental conditions (e.g. the ionic strength/pH of the
aqueous phase, the hydrocarbon-type, the hydrocarbon to water
volume ratios, the geometry of the test tubes or the mixing time
[15]), there are many modifications described in literature. This
protocol outlines a modification of the kinetic BATH test by Lich-
tenberg et al. [16].

Step 1: Preparation of Microbial Suspensions: Prepare bacterial cul-
tures of known origin and growth history, as bacteria change their
surface properties depending on growth phase, substrate utilised or
environmental conditions. Harvest the cells by centrifugation, wash
them at least twice in dilute potassium phosphate buffer (0.01 M,
pH 7) and resuspend in a small volume of the same buffer.

Step 2: Microbial Adhesion to Hexadecane: Prepare cell suspensions
of an optical density Ao (at 578 nm) of 0.4–0.6 (0.01 M potassium
phosphate buffer; pH 7). Next, add 0.15 mL of hexadecane to
3 mL of the bacterial suspension, vortex the two-phase system for
t ¼ 10 s and then allow the two phases to settle for 10 min at room
temperature. Measure after that At, i.e. the optical density in the
water phase at time t. Vortexing, settling and ODmeasurement are
repeated identically with the same sample until the total vortexing
time has summed up to � 60 s. Control experiments with suspen-
sion of identical optical density in the absence of hexadecane are
recommended to account for potential changes in Ao during vor-
texing. As the BATH/MATH test strongly depends on pH and the
ionic strength of the aqueous phase, strictly standardised conditions
should be applied

Step 3: Data Analysis: Express the optical density ratios log
(At/Ao)*100 and plot it as a function of the vortexing time (t).
Linear least square fitting now yields the initial removal coefficient
Ro (per time) as a measure of the adhesion of cells to hexadecane
and hence offers their BATH/MATH-based hydrophobicity, i.e.
with high Ro for hydrophobic cells. BATH/MATH-based hydro-
phobicity is normally derived from triplicate samples.

3.1.1 Time-Saving

Alternative

For rapid screening of the partitioning of cells to hexadecane,
vortex the above-described two-phase system for 1 min, allow the
suspension to settle for 10 min at room temperature and measure
the optical density At as described above. Express the BATH/
MATH results as the proportion of the cells which have been
excluded from the aqueous phase P (%), i.e. P ¼ 100 * (Ao �
At)/Ao. Note that this approach strongly depends on the hydro-
carbon/water volume ratios and hence apply strictly standardised
conditions.
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3.2 Protocol 2:

Hydrophobic

Interaction

Chromatography

of Bacteria: Column

Filtration Experiments

With this protocol, the interaction of bacteria with hydrophobic
solid materials can be quantified. The protocol has been developed
and tested with spheres of PFA-Teflon (a copolymer of perfluor-
oalkoxyheptafluoropropylene and polytetrafluoroethylene also
referred to as Teflon 350; DuPont) of 250–500 μm average dia-
meters, but can as well be conducted with other hydrophobic,
spherical materials of similar, uniform size (see Note 1).

Step 1: Submersion of the Hydrophobic Polymer Granules: Place a
layer of polymer granules of about 3 cm thickness into a serum
bottle. Add a water volume bigger than the granule bed volume on
top of the polymer. The extreme hydrophobicity of the polymer
will keep the water from penetrating the porous bed. To make the
water enter the pore space, exert for 3 min a negative pressure to
the bottle by pressing a tubing (of equal diameter as the bottle
neck) evacuated by a vacuum pump to the bottle opening. Upon
relieving the negative pressure, part of the water will sink into the
porous bed completely filling the pore space.

Step 2: Filling of Glass Columns with Submerged Polymer Granules:

Place glass columns (Fig. 1) in a rack. At the lower end, the column
should be delimited by a glass frit with pore size slightly smaller than
the polymer granules. Connect the lower column outlets to plastic
syringes filled with water and fill the columns from the bottom.
Transfer the submerged polymer with a 10-mL glass pipette which
has been cut to allow the polymer granules to enter. Avoid exposure
of the beads to air. Fill all columns to the top while repeatedly
agitating them to facilitate settling of the granules. Connect the
top of the columns to tubing of a peristaltic pump and detach the
syringes. Flush the columns with at least five pore volumes in con-
tinuous flow mode with the medium of choice for the filtration
experiment. Adjust the flow velocity to a linear rate of 30 cm h�1.

Step 3: Filtration Experiment: Replace the inflow solution by a
bacterial suspension of an OD280 of 0.6 in the same medium at
the same flow rate (see Note 2). Monitor the OD280 of the inflow-
ing and outflowing suspension. Use the time-resolved effluent/
influent data to establish a breakthrough curve (see Fig. 2).

Step 4: Data Interpretation: Use the model developed by Martin
et al. [11] to calculate the collector efficiency from plateau effluent
concentrations (see Note 3). Alternatively, infer actual collector
efficiencies by comparison of plateau removal rates with those
obtained under conditions resulting in collector efficiencies of 1,
i.e. guaranteed adhesion of bacteria upon a single collision. These
conditions can be obtained by complete suppression of electrostatic
repulsion by either percolating cells suspended in phosphate-
buffered saline of 1 M ionic strength or by varying the pH between
2 and 7 and choosing the resulting maximum removal for compari-
son (see Note 4).
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3.3 Protocol 3:

Contact Angle

Measurements

with Bacteria

Several experimental methods to measure surface contact angles
exist, such as the static sessile drop, the dynamic sessile drop or the
dynamic Wilhelmy method [17, 18]. Here we describe the com-
monly used static sessile drop method, which measures the angle
formed between the liquid/solid and liquid/air interface after
placement of a droplet of water on a bacterial lawn.

Step 1: Preparation of Microbial Lawns: Prepare bacterial cultures of
known origin and growth history (seeNote 5). Harvest the cells by
centrifugation, wash them at least twice in dilute phosphate saline
buffer (PBS) of an ionic strength of 0.05 M (per litre: 0.145 g
KH2PO4, 0.595 g K2HPO4, 2.465 g NaCl) and resuspend them in
a small volume of 0.05 M PBS to obtain an optical density at
578 nm of 1–2. Bacterial mats for measuring the contact angles
are prepared by collecting the uniformly suspended cells on a 0.45
micropore membrane filters (20 mm diameter). The best way to
reproducibly obtain homogeneous, continuous bacterial lawns is to
slowly deposit ca. 50 layers of bacteria on the filter by applying
negative pressure (i.e. by filtering a mixture of ca. 0.2 mL of cell
suspension and 10 mL 0.05 M PBS) (see Note 6). Mount subse-
quently the wet membranes with double-sided adhesive tape to a
microscopy slide (see Fig. 3) and dry them for about 2 h under
standardised conditions (see Note 7).

Step 2: Contact Angle Analysis: Measure the cell hydrophobicity by a
goniometer, if possible, with the help of an automated, real-time

Fig. 2 Breakthrough curves obtained with Pseudomonas putida mt2 at various
ionic strengths. Comparison of removal rates (difference between plateau height
and 1) with those at 1 M were used to infer collector efficiencies at lower ionic
strengths. In the present example, collector efficiencies of 0.94 (0.1 M) and 0.77
(0.01 M) were inferred from comparison with the assumed collector efficiency of
1 at an ionic strength of 1 M
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image analysis system (e.g. drop shape analysis system DSA 100;
Kr€uss GmbH, Germany) to capture the contact angle of water
θw (or any other pure liquid: θx) on the bacterial lawn. The basic
requirements of a goniometer consist of a solid support system, a
microsyringe for positioning the droplets on the bacterial lawns
(Fig. 3) and a suitable measuring device to derive the contact
angle from the droplets’ measured height h and base width b accord-
ing to θ ¼ 2 tan�1*(2 h/b). In order to obtain statistically reliable
data, place 3–5 droplets on each of triplicate filters (seeNote 8).

Step 3: Data Interpretation: Microbial cells exhibiting water contact
angles of θw < 20�, 20� � θ � 50� and θw > 50� are considered to
be hydrophilic, intermediately hydrophilic and hydrophobic,
respectively [10]. Contact angles are also used to obtain informa-
tion on the free energies of surfaces. A more detailed description of
the derivation and calculations of free energies is beyond the possi-
bility of this protocol and is described elsewhere [19].

4 Notes

1. Due to lower static charge, less hydrophobic polystyrene is
easier to handle.

2. UV detection at 280 nm is approximately six times more sensi-
tive than at 600 nm, thus allowing filtration experiments with
dilute suspensions.

3. An Excel file for convenient calculation of the collector effi-
ciency can be obtained from the authors of this chapter.

4. Verify microscopically that the bacterial suspension does not
aggregate.

5. Bacteria change their surface properties depending on growth
phase, substrate utilised or environmental conditions.

Fig. 3 (A) Video still of sessile water droplet (a) added by a needle (b) on a lawn of hydrophobic bacteria (c).
(B) View of a bacterial lawn (c) collected on a micropore filter (d ) fixed on a microscope slide (e) with a double-
sided adhesive tape (f )
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6. Avoid rough and discontinuous bacterial mats as they lead to
contact angle hysteresis.

7. Keep in mind that the water content of the sample can influ-
ence the contact angle values and that when studying unknown
strains, analyses of water contact angles as a function of drying
time are recommended.

8. Sometimes a strong time dependence of the contact angles
after droplet placement (by preference with hydrophilic cells)
is observed. It is hence important to standardise the interval (t)
after which the measurement is taken. In literature, both
extrapolation of the angle measured to t ¼ 0 (more suitable
for highly hydrophilic bacteria) and an establishment of a ‘con-
tact angle equilibrium’ (t ¼ 5–7 s) have been proposed.
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Protocol for the Measurement of Hydrocarbon Transport
in Bacteria

Jayna L. Ditty, Nancy N. Nichols, and Rebecca E. Parales

Abstract

Due to the hydrophobicity, volatility, and relatively low aqueous solubility of aliphatic and aromatic
hydrocarbons, transport of these chemicals by bacteria has not been extensively studied. These issues
make transport assays difficult to carry out, and as a result, strong evidence for the active transport of
hydrocarbons is lacking. Here we describe a detailed protocol for the measurement of hydrocarbon
transport in bacteria and suggest key equipment and control experiments required to obtain convincing
results.

Keywords: Aromatic hydrocarbons, Metabolic inhibitors, Radiolabeled substrates, Specific activity,
Transport

1 Introduction

The mechanism of transport of aliphatic and aromatic hydrocar-
bons in bacteria is not well understood. Because hydrocarbons are
innately hydrophobic, these molecules freely diffuse through cellu-
lar membranes, resulting in intracellular toxicity if not regulated
(reviewed in [1]). Therefore, in order to grow on hydrocarbons,
bacteria must take up sufficient amounts of these toxic chemicals to
allow them to grow but must maintain intracellular concentrations
below toxic levels [2–4]. It is not clear at this time if bacteria actively
transport hydrocarbons or if they enter cells solely by diffusion.

In Gram-negative bacteria, the outer membrane is an effective
permeability barrier for both hydrophilic and hydrophobic mole-
cules due to the thick sugar layer supplied by lipopolysaccharide
on the outer leaflet [5]. As such, some genes and proteins that
allow for the passage of hydrocarbons across the Gram-negative
outer membrane have been identified and characterized [6–13].
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However, there is little compelling evidence that suggests the need
for active transport of hydrocarbons across the cytoplasmic mem-
brane [14–17]. Due to the low polarity and lipophilic nature of
aromatic hydrocarbons, these types of molecules freely pass
through the cytoplasmic membrane [5]. Because of their low
pKas, aromatic acids are predominantly protonated at neutral pH,
and these uncharged molecules can also freely permeate cell mem-
branes. Aromatic acid and hydrocarbon concentration gradients
can be established through diffusion and metabolism alone, which
has led to the argument that active transport mechanisms may not
be necessary for their uptake [18]. However, some transporter
proteins and active transport mechanisms have been identified for
aromatic acids [19–24]. On the other hand, genes encoding puta-
tive aromatic hydrocarbon transport proteins are generally not
present in known hydrocarbon catabolic operons, and specific
hydrocarbon transport mutants have not been isolated. In addition,
there is conflicting evidence in the literature regarding active trans-
port of hydrocarbons across the cell membrane [14–17]. There-
fore, additional studies are needed to definitively determine
whether active transport mechanisms are required for aromatic or
aliphatic hydrocarbons.

One reason for the lack of data on hydrocarbon transport
mechanisms is the technical difficulty of hydrocarbon transport
experiments, due to the volatilization of hydrocarbons as well as
their tendency to adsorb to glassware and plastic. Therefore, careful
experimental procedures are required to accurately assess hydrocar-
bon uptake by cells. Results of assays with wild-type strains and
mutants lacking the putative transport protein-encoding gene
should be compared. For example, in Pseudomonas putida, the
rate of transport of 4-hydroxybenzoate is reduced approximately
12-fold and transport of 3,4-dihydroxybenzoate (protocatechuate,
3,4-HBA) is reduced 18-fold in a pcaK mutant compared to wild
type (Fig. 1a, b, and Table 1). PcaK is a permease specific for
transport of 4-hydroxybenzoate and 3,4-dihydroxybenzoate [24].
Transport of benzoate, which is not a substrate for PcaK, is unaf-
fected in the mutant strain (Fig. 1c).

Experiments attempting to demonstrate active transport of
hydrocarbons should include strategies to distinguish between
hydrocarbon transport versus the accumulation of intermediates
resulting from metabolism of the substrate. This latter issue is
particularly important for hydrocarbon substrates, which freely
diffuse across cellular membranes. Assays with catabolic mutants
unable to incorporate the hydrocarbon substrate into cell material
and/or expression of the gene encoding the transport protein in a
heterologous host lacking the hydrocarbon metabolic pathway can
clearly distinguish hydrocarbon transport from metabolism
(Fig. 1d). In addition, saturation due to active transport may be
most obvious in strains that are not metabolizing the radiolabeled
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substrate. Assays in the presence of specific metabolic inhibitors are
also important to determine the type of energy source that is
required for hydrocarbon accumulation [24].

The protocol described here is an updated compilation of
published methods to measure aromatic acid and aromatic hydro-
carbon uptake using radiolabeled substrates [2, 24–31]. While a
few studies have reported the ability to assess transport of non-
radiolabeled substrates [32–34], these assays have not yet been
modified for the measurement of hydrocarbon uptake in bacterial
systems and therefore are not described here. The general principle
of the transport assay is to grow bacterial cultures under the appro-
priate conditions to ensure the transport system of interest is
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Fig. 1 Example of aromatic acid transport data using wild-type and mutant strains and a heterologous host. (a)
Uptake of radiolabeled 4-hydroxybenzoate (circles), (b) 3,4-dihydroxybenzoate (squares), and (c) benzoate
(triangles) by wild-type (closed symbols) and transport deficient pcaK� mutant (open symbols) P. putida
strains. For these transport assays, cells were cultured under appropriate inducing conditions. Cells for assays
of 4-hydroxybenzoate and 3,4-dihydroxybenzoate uptake were grown on 4-hydroxybenzoate, and cells for
assay of benzoate uptake were grown on benzoate. The data shown are from a single representative assay
carried out in duplicate. (d) Heterologous expression of the aromatic acid transporter PcaK in E. coli results in
4-hydroxybenzoate transport. When the PcaK protein is produced in a heterologous host incapable of
metabolizing the substrate, transport saturates quickly (closed squares) relative to a vector control (open
squares). Note that the y-axis values differ in panels A, B, C, and D and the x-axis is different in panel D. Data
presented in D was adapted from Fig. 8 presented in [24] (Copyright # American Society for Microbiology,
Journal of Bacteriology, volume 174, 1994, pp. 6479–6488)
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induced. After harvesting the cells and removing any residual sub-
strate from the growth medium, the cells are exposed to optimized
levels of radioactive hydrocarbon substrate and samples are taken
over time to measure accumulated substrate. Samples are filtered to
remove unincorporated substrate and allow measurement of
labeled substrate present inside cells. Transport results are pre-
sented as a specific activity rate relative to protein concentration.

2 Materials (see Note 1)

2.1 Preparation of

the Transport Assay

Cocktail

1. 1.0 M glucose

2. 1.0 M sodium succinate

3. 5.0 mM unlabeled hydrocarbon substrate (see Note 2)

4. 3.0 mM 14C-labeled hydrocarbon substrate (seeNotes 2 and 3)

5. 25 mM potassium phosphate buffer (KPB), pH 7: 1.53 ml
1.0MK2HPO4 and 0.96ml 1.0MKH2PO4 in 100ml distilled
water total volume (see Note 4)

6. Acid-washed 13 mm disposable borosilicate glass test tubes (see
Note 5)

2.2 Growth and

Preparation of Cells

1. Aeration of cells: glass Pasteur pipette, tubing, and source of
forced air

2. Cell suspension buffer: 25 mM KPB, pH 7

3. Bacterial cells: each bacterial strain grown to mid-exponential
phase under appropriate growth conditions (see Sect. 3.2)

4. Protein precipitation: 25% trichloroacetic acid and 0.1 M
NaOH

5. Protein assay reagents (e.g., Protein Bio-Rad Protein Assay Kit
(Bio-Rad, Hercules, CA)).

Table 1
Rates of aromatic acid transport in wild-type and pcaK� mutant strains

Specific activitya

Wild typeb pcaK�

4-Hydroxybenzoate 31.3 2.47

3,4-Dihydroxybenzoate 89.2 4.95

Benzoate 3.76 2.79

The transport rates calculated here are based on the data presented in Fig. 1a–c, respec-
tively. Rates were determined from the linear portion of each curve. Protein concentra-

tions were calculated as outlined in Sect. 3.2
anmol substrate/min/mg cellular protein
bWild-type P. putida PRS2000 and the pcaK� mutant strain PCH722-Gm are described
in [24]
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2.3 Transport Assay 1. 0.2 μm pore size Whatman® polycarbonate membrane filters

2. Model 1225 Sampling Vacuum Manifold (Millipore, Billerica,
MA)

3. Wash buffer: 25 mM KPB, pH 7

4. Digital minute/second timer

5. Scintillation vials, scintillation fluid, and scintillation counter

2.4 Determination of

Energy Requirements

1. 30 mM sodium azide

2. 50 μM carbonyl cyanide m-chlorophenylhydrazone (CCCP)

3. 5 mM dinitrophenol (DNP)

4. 10 mM KCN

3 Methods

3.1 Preparation of

the Transport Assay

Cocktail

The key requirement for any transport assay cocktail is that it
contains saturating amounts of substrate. While determining the
saturating concentration of a volatile hydrocarbon can be difficult,
it is necessary to ensure that saturating levels for each individual
transporter/substrate pair are achieved before transport assays can
be implemented; this ensures that cellular transport and the
subsequent detection of intracellular substrate is not limited. In
addition to the hydrocarbon substrate, the addition of easily metab-
olizable energy sources will ensure that the bacterial cells have
sufficient energy to carry out active transport. Here, succinate and
glucose are provided; however the energy source(s) should be
chosen based on the metabolism of the microorganism of interest.
Also, in the protocol described here, potassium phosphate buffer
(KPB) pH 7 is used as the buffer for diluting and maintaining the
cell suspension. If necessary, an alternative buffer that is more
appropriate for the organism being studied should be substituted.

The transport cocktail should be mixed and used in a fume
hood due to the volatility of the hydrocarbon substrate. In addi-
tion, the cocktail should be mixed immediately before each set of
transport assays to reduce hydrocarbon adsorption to the glassware.
We recommend the use of acid-washed borosilicate glass test tubes
for both batch mixing and the dispersal of transport cocktail ali-
quots for individual assays, as hydrocarbons can stick to untreated
glass and plastics (seeNote 5). Investigators should also ensure that
radioactive materials licensing and radioactive disposal contracts are
current.

1. Combine the following for one transport assay:

1.2 μl 1.0 M glucose (energy source)

1.2 μl 1.0 M sodium succinate (energy source)
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6.0 μl 5.0 mM unlabeled hydrocarbon substrate (see Note 2)

3.0 μl 3.0 mM 14C-labeled hydrocarbon substrate

289 μl 25 mM KPB, pH 7

2. To make one large batch of transport cocktail, multiply the
above values by the total number of planned assays, ensuring
that enough replicates are available to determine statistical
significance (typically in duplicate or triplicate). After mixing,
300 μl aliquots should be distributed into 13 mm acid-washed
borosilicate glass test tubes for each transport assay to be
conducted.

3.2 Growth and

Preparation of Cells

(see Note 6)

An important factor for the successful measurement of active trans-
port is the use of cells that are harvested during the mid-
exponential phase of growth, to ensure that the cells are metaboli-
cally active. Another important consideration is the specific growth
requirements for different bacterial cultures. For example, it may be
informative to grow bacterial cultures under both inducing and
non-inducing conditions if transport of the substrate is regulated,
so that the transport characteristics can be compared between the
two growth conditions. It is also recommended that transport be
tested in either a catabolic mutant incapable of growth on the
transport substrate or expression of the transport gene in a heterol-
ogous host that is unable to metabolize the transport substrate.
Results of assays in the absence of substrate metabolism allow for a
clear differentiation between active accumulation of radiolabeled
substrate due to transport and accumulation of radioactive inter-
mediates resulting from metabolism of the transported substrate
(Fig. 1d).

1. Grow cells in an appropriate growth medium (75–100 ml)
under the optimal conditions for the organism under study
(temperature, aeration, etc.). To determine if transport is
inducible, cultures should be grown with and without potential
inducing substrates. Cells should be harvested during mid-
exponential phase.

2. Collect cells by centrifugation for 10 min at 5,000 � g at room
temperature.

3. Wash the cells by resuspending the cell pellet in 50 ml of
25 mM KPB, pH 7.

4. Collect the cells by centrifugation. Resuspend the cell pellet
in 25 mM KPB, pH 7, to a final cell density of 109 to 1010

cells/ml.

5. Aerate the cells by gently bubbling air through a Pasteur
pipette until the start of the assay (see Note 7).

6. Remove 100 μl of the cell suspension for determining protein
concentration. Precipitate the protein with 25 % trichloroacetic
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acid (TCA) [35]. Resuspend the protein pellet in 100 μl 0.1 M
NaOH, heat at 95�C for 10 min, and determine the protein-
concentration using an appropriate method (see Note 8)
[36, 37].

3.3 Transport Assay Before starting transport assays, have the transport cocktail mixed
and distributed (described in Sect. 3.1) and the cells harvested and
aerated (described in Sect. 3.2). The transport assay is initiated by
mixing cells with labeled substrate. Substrate uptake is halted at
timed intervals by vacuum filtration followed by washing and vac-
uum filtration. Once cells and transport cocktail have been mixed,
timed samples are immediately taken, on the order of seconds to
minutes. The accumulation of intracellular radiolabeled substrate is
then measured by scintillation counting of the cells retained on the
filters.

1. Place 0.2-μM pore Whatman® polycarbonate membrane filters
on the openings of a vacuum manifold (see Note 9). One filter
is used for each time point of each assay. Place sealing stoppers
on any openings not in use during the assay.

2. Assemble the vacuummanifold and turn on the vacuum. Leave
the vacuum on for the duration of the assay.

3. Wash the filters by adding 2.0 ml of 25 mMKPB, pH 7, to each
manifold opening. Wait until all the liquid is pulled through the
filters.

4. Start the transport assay reaction by adding 300 μl of the cell
suspension to 300 μl transport cocktail in the glass test tubes.
Immediately, start a timer when the cells are added to the
cocktail.

5. At timed intervals, transfer 100 μl of the transport assay
mixture to a membrane filter on the vacuum manifold (see
Note 10).

6. Immediately after the liquid has been pulled though the filter,
wash the cells by adding 2.0 ml of 25 mM KPB, pH 7 (see
Notes 11 and 12).

7. After all samples have been collected and washed, release the
vacuum and place the filters in scintillation vials with an appro-
priate amount of scintillation fluid and determine DPM
according to the instructions for your scintillation counter.

8. From the remaining unfiltered transport assay mix, remove two
20-μl samples and place each in a scintillation vial to obtain
total counts of the radiolabeled hydrocarbon reaction mixture.
In addition, determine the background DPM levels for two
vials of scintillation fluid, without filters or reaction mix.
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9. Before carrying out additional assays, check the level of liquid
in the reservoirs of the vacuum manifold, and empty if neces-
sary, discarding radioactive waste appropriately.

3.4 Determination of

the Energy

Requirement

Because active substrate transport requires energy, measuring
uptake by starved cells can be used to determine if energy is
required for transport. To determine whether energy in the form
of either ATP or proton motive force is being used, metabolic
inhibitors that deplete cellular ATP pools or dissipate the electro-
chemical gradient across the membrane can be used. Here we
provide protocols for the use of sodium azide, which inhibits
cytochrome oxidase; dinitrophenol (DNP) and carbonyl cyanide
m-chlorophenylhydrazone (CCCP), which dissipate the proton
gradient; and KCN, which eliminates electron transport. Many
other inhibitors have been described [2, 24, 25, 28–31], and
additional experiments to characterize the energy source are dis-
cussed elsewhere [29, 30].

1. Grow and wash cells as described in Sect. 3.2

2. Deplete cellular energy stores by resuspending cells in an equal
volume of growth medium or buffer lacking an energy source.
Incubate for 18 h under the same conditions used for growth
(see Note 13).

3. Prepare two reaction mixtures as described in Sect. 3.1, but
omit energy sources such as glucose or succinate from one
mixture.

4. Carry out transport assays as described in Sect. 3.3 in duplicate,
using reaction cocktails with and without added energy source.
Compare the specific activities for the two conditions (calculate
as described in Sect. 4.4) to determine if uptake occurred in the
absence of energy source.

5. To assess the effect of metabolic inhibitors, treat starved cells as
described in Note 14.

6. After inhibitor treatment, incubate cells with an energy source
(10 mM glucose or succinate) for an additional 15 min. Per-
form transport assays to determine if cells exposed to an inhibi-
tor can accumulate substrate.

7. Calculate specific activity of substrate uptake (see Sect. 3.5) and
compare to results in the absence of inhibitors.

3.5 Calculations The specific activity of the transporter can be calculated if cells
accumulate hydrocarbons using a transport protein.

1. Subtract background counts from the counts obtained at each
time point to obtain corrected disintegrations per minute
(DPM) values.

2. Using the two 20-μl unfiltered samples, determine the amount
of hydrocarbon substrate per DPM in the reaction. For
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example, (65 μM hydrocarbon substrate/ml) (0.02 ml) ¼ 1.3
nmol. The average of two 20-μl samples in this example gives
approximately 20,000 DPM. Therefore, 1.3 nmol of hydrocar-
bon substrate/20,000 DPM ¼ 6.5 x 10�5 nmol/DPM.

3. Determine the amount of substrate retained on each filter.
Convert the DPM for each filtered assay sample to nmoles of
hydrocarbon substrate accumulated by dividing the DPM for
each filter by the value calculated in step 2. Plot the results
versus time to determine the rate of uptake. If uptake is linear,
the slope of the line can be used to determine the rate of uptake
(Table 1). Convert the specific rate of uptake into nmoles
accumulated per minute (see Note 15).

4. Correct for the amount of protein on each filter after determining
the protein concentration in the saved 100 μl samples (Sect. 3.2,
step 6).

For example, (mg/ml protein calculated in Sect. 3.2, step
6) � (0.3 ml cells/0.6 ml total reaction volume) � (0.1 ml
volume sample per filter) ¼ total mg protein on each filter.

5. Determine the specific activity of uptake by dividing the nmoles
of hydrocarbon uptake per minute (step 3) by the amount of
protein present in the assay (step 4).

4 Notes

1. In the list of Materials (see Sect. 2), we provide the names of
specific vendors for materials and a transport apparatus that
have worked well in our experience.

2. The amounts used in this protocol generate a total saturating
hydrocarbon substrate concentration of approximately 65 μM
(50 μM unlabeled and 15 μM radiolabeled); however, saturat-
ing conditions may be different for each transport system.
Saturating conditions should be experimentally determined
on an individual basis. The total amount of added radioactive
substrate should consist of 100,000 DPM per 100-μl reaction
volume, and the unlabeled hydrocarbon substrate should then
be added to supplement the total hydrocarbon concentration
to ensure saturating levels. This method minimizes the amount
of radioactivity used. The radiolabeled substrate of interest may
not be commercially available and may be expensive or difficult
to synthesize.

3. Solubility may be an issue with many hydrocarbon substrates. If
this is the case, the hydrocarbon should be dissolved in an
appropriate solvent [2] or surfactant [39], and the solvent or
surfactant should be included in all control solutions.

4. The pH of the potassium phosphate buffer should be checked
prior to use and adjusted to pH 7 if necessary.
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5. Hydrocarbons are known to adsorb to glassware [40]. If
adsorption is an issue with your substrate, the glassware should
be treated with a chromic acid for 16 h followed by water rinse.
The glassware should then be soaked for 16 h with nitric acid
and again rinsed with water [2]. For easy and cost-effective
removal of radioactive materials after each assay, disposable
borosilicate glassware is recommended.

6. The experimental approach provided is appropriate for aerobic
bacteria; adjustments will be necessary for assessing hydrocar-
bon transport in anaerobes.

7. Introducing air at a rate of approximately one air bubble per
second keeps most bacterial cultures aerated without damaging
or concentrating the cells over the course of the transport
assays. In some cases, introducing an extended “aeration and
starvation period” of 20–30 min may be helpful for the detec-
tion of radiolabeled substrate. This extended starvation period
can help to deplete remaining intracellular substrate, thereby
enhancing detection of the intracellular radiolabeled substrate.

8. Oftentimes, it is more convenient to store the cell samples and
conduct protein assays at a later date. If this is the case, it is best
to collect a cell pellet by centrifugation, remove the superna-
tant, and store the cell pellet at �20�C until use. When conve-
nient, completely thaw the cell pellet and proceed with the
TCA precipitation and subsequent protein assay.

9. Before the first assay, it is helpful to wet the openings of the
vacuum manifold with approximately 0.5 ml of 25 mM KPB,
pH 7, before placing the polycarbonate filters on the openings.
This will help keep the filters in place while you assemble the
vacuum manifold for the first time.

10. The appropriate time intervals between samples will need to be
empirically determined for each transport system. A typical set
of time intervals may be 5, 10, 15, 20, and 25 s or 15, 30, 60,
90, and 120 s. Depending upon how fast transport saturates,
some initial time points may need to be taken faster than 5 s.

11. Due to the speed at which transport assays occur, it is often
helpful to have two people conducting the assay. One person
initiates the assay and removes samples at the timed intervals.
The second person monitors the vacuum manifold openings
and washes the cells when the liquid has been completely pulled
through the filters. In a timed assay, it is important to wash each
sample immediately after the supernatant has been pulled
through the vacuum to eliminate any remaining substrate and
prevent additional uptake.

12. Active transport of nonpolar substrates may be difficult to
detect because the substrate can diffuse out of cells, especially
during assays in which the cells are not actively metabolizing
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the substrate and “trapping” it inside (such as in assays with a
catabolic mutant). To minimize this possibility, collection of
cell pellets by centrifugation through silicone oil may be
preferred over filtration and aqueous washing of cells. Silicone
oil terminates the reaction by stripping cells of the surround-
ing medium as the bacterial cells pass through the oil
[24, 38].

13. Measure intracellular levels of ATP in cells concomitantly with
transport assays to verify that energy stores have been depleted
[29, 30, 41].

14. Approximate concentrations and exposure times for metabolic
inhibitors: 30 mM sodium azide for 5–10 min, 10 mM potas-
sium cyanide (KCN) for 5 min [2] 50 μMCCCP for 1 min, and
5.0 mm DNP for 1 min [24].

15. If the transport of hydrocarbon saturates quickly, the initial
uptake rates should be calculated using time points that have
not yet saturated. For example, the transport rates calculated
for 4-hydroxybenzoate and 3,4-dihydroxybenzoate were deter-
mined from 0 to 60 s and the rate for benzoate was determined
over 180 s, corresponding to the linear portion of each data set
(Fig. 1a–c). In some cases, uptake may have already saturated
by the first time point (Fig. 1d). In such cases, the experiment
should be redesigned to take earlier time points. If it is not
possible to take earlier time points, the initial rate may need to
be estimated by extrapolating the values to zero.
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Respiration Rate Determined by Phosphorescence-Based
Sensors

Michael Konopka

Abstract

Respiration rates can be a powerful diagnostic tool that provides insight into the metabolic activity of the
cells. An optical-based method is well suited for making oxygen consumption measurements in microbial
populations, whether on a model organism or environmental sample. This approach utilizes phosphores-
cent dyes since the lifetime of their excited state depends on the oxygen concentration. Two systems are
described using closed sample chambers which can be constructed at minimal costs from off-the-shelf parts.
The first system is designed around a glass cuvette utilizing an oil layer as an oxygen barrier. The second
system is adapted to an existing microscope and uses a cavity well slide with a glass coverslip lid as the sample
chamber. In both systems a photomultiplier tube or gated CCD camera is used for detecting the phospho-
rescent signal which, when calibrated, provides a reliable measurement of oxygen concentration over time.

Keywords: Environmental microbiology, Oxygen sensor, Phosphorescence lifetime, Respiration rate
measurement

1 Introduction

Since cellular respiration changes in response to a wide number of
stimuli, measuring respiration can play a fundamental role in under-
standing the metabolic state of microbial cells, whether they are
model organisms, environmental isolates, or whole natural com-
munities [1]. Respiration rates can be inferred by directly measur-
ing the oxygen consumption (or uptake) by a cell sample over time.
Dissolved oxygen concentrations can be measured by a variety of
approaches [2, 3], although the most commonmethod uses a Clark
electrode because it fits the budget of most labs and requires a lower
level of technical expertise to operate. However, the Clark electrode
has a number of technical limitations which restrict its effectiveness.
Not only does it suffer from signal drift and low sensitivity, but the
electrode also consumes oxygen when performing measurements.
Additionally, scaling the electrode down in size is difficult, so larger
cultures or samples are required. Clark electrodes also require
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frequent calibrations to ensure consistent, accurate respiration rate
measurements.

Since sample chambers for Clark electrodes, and many other
oxygen measurement systems, are open to the air, the rate that
oxygen permeates into the sample must be determined as back-
ground for respiration rate calculations [4]. Electrodes measure
oxygen at a single point or area in the sample chamber, so
the diffusion of oxygen to the probe can also affect the calculation
[5, 6]. A closed system with an oxygen sensor dispersed throughout
the sample would minimize these concerns.

An optical probe of dissolved oxygen concentration is compat-
ible with a closed system. Commonly used families of dyes for
sensing oxygen in a sample include platinum porphyrins, palladium
porphyrins, and ruthenium compounds, which all utilize phospho-
rescence to determine the oxygen concentration. Phosphorescence
differs from fluorescence in terms of the timescale it takes for
electrons to decay from the excited state to the ground state
(Fig. 1). A fluorescent chromophore decays in picoseconds to
nanoseconds, while it takes microseconds for the electrons from
excited phosphorescent sensors to decay to the ground state. Part
of the reason for the longer timescale is because they transition
through an intermediate triplet state. While the electron is in the
triplet state, oxygen competes with the photo decay of the electrons
because it can accept a triplet-state electron and quench the photo-
luminescence. This is an inverse logarithmic relationship between
oxygen concentration and phosphorescence lifetime, meaning that
the higher the oxygen concentration, the faster the lifetime decay.

Phosphorescent sensors can be used to calculate the oxygen
concentration using the Stern-Volmer equation:

I 0=I ¼ τ0=τ ¼ 1þKQτ0 O2½ �
where I0 and τ0 are the intensity and phosphorescence lifetime,
respectively, at 0% oxygen; I and τ are the intensity and phospho-
rescence lifetime, respectively, at the oxygen concentration [O2];

Excited state

Ground state

Triplet state

Fluorescence
(ps-ns timescale)

Phosphorescence
(µs timescale)

hv hv

Fig. 1 Simplified representation of electron transitions between energy states for the excitation and emission
during fluorescence and phosphorescence
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and KQ is the Stern-Volmer constant [3, 7]. While the intensity of
phosphorescent sensors can be used to determine oxygen concen-
trations, measuring the phosphorescent lifetime has the advantages
of being independent of dye concentration and photobleaching.
Platinum meso-tetrakis(pentafluorophenyl)porphyrin is an excel-
lent sensing dye because it has a linear response to oxygen
concentration [8], although the dye must be imbedded in an
oxygen-permeable material like polydimethylsiloxane (PDMS) or
polystyrene beads [2, 3, 9]. There are also commercially available
beads which are already embedded with a platinum porphyrin [10].

All that is needed to measure oxygen concentration by phos-
phorescence in a closed sample chamber is an excitation source and
some method to measure the lifetime of the sensor. There are some
commercially available systems for doing lifetime measurements,
either in a cuvette or microplate reader, which could be adapted to
doing high-throughput oxygen consumption measurements.
However, unless one already has access to such systems, they may
be cost prohibitive. In addition, plastic-based plates or containers
have some limitations due to oxygen perfusion through those
materials [4]. Below two systems are described which were first
developed at the Microscale Life Sciences Center (MLSC) that
can be constructed in the lab for less than $5,000. Both are similar
in their design and instrumentation, although the implementation
of the sample chamber differs. The first is a user-constructed bench-
top system that uses a glass cuvette with a layer of oil to diffusional
seal the sample chamber to oxygen. The second system adapts to an
existing microscope by depositing the sensor at the bottom of a
cavity well slide which is then viewed through an objective. Both are
compatible with any aqueous-based cell sample, use a light-
emitting diode as the excitation source, and can use a photomulti-
plier tube to collect signal. The microscope-based system is more
versatile since it can also work with attached cells or use a gated
charge-coupled device to image the sensor [11].

2 Materials

2.1 Oxygen Sensor 1. Platinum porphyrin-based sensor embedded in oxygen-
permeable material (e.g., 40 nm FluoSpheres® carboxylate-
modified microspheres – platinum luminescent, F-20886,
Life Technologies, Grand Island NY)

2. Tabletop microcentrifuge (e.g., 5430, Eppendorf, Hamburg,
Germany)

3. Ultrapure water
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2.2 Device Input:

LED to Sample

1. Light-emitting diode (LED) in appropriate range for chosen
sensor. For commercially available beads referred to in
Sect. 2.1, an LED in the range of 390–405 nm can be used
(e.g., ThorLabs, Newton NJ).

2. Power supply.

3. Function generator.

4. Pulse delay generator (see Note 1).

2.3 Cuvette-Based

Measurement

1. Photomultiplier tube (PMT)

2. Power supply (see Note 2)

3. Glass cuvette

4. Cuvette holder (e.g., CVH100, ThorLabs, Newton, NJ, or
13950, Newport, Irvine, CA)

5. Castor oil (Sigma-Aldrich, St. Louis, MO)

6. 600 nm long pass filter (e.g., AT600lp, Chroma, Bellows Falls,
VT)

7. Oscilloscope (e.g., Tektronix, Beaverton, OR) or digital to
analog (D/A) converter (National Instruments, Austin TX)

8. Preamplifier (optional, see Note 3)

9. Posts, clamps, and an optical breadboard (e.g., optional, New-
port, Irvine CA)

2.4 Microscope-

Based Measurement

1. PMTor gated charge-coupled device (CCD) camera (e.g., iStar
ICCD, Andor, Belfast, Ireland)

2. Power supply (see Note 2)

3. Cavity well microscope slides (e.g., VWR, Radnor, PA,
see Note 4)

4. Glass coverslip

5. Plasma cleaner (optional, see Note 5)

6. Ethanol (200 proof, meets USP specifications)

7. Sterile forceps or tweezers

8. Filter cube with dichroic mirror appropriate to LED and
600 nm long pass filter for the emission (e.g., T412lpxt and
AT600lp, Chroma, Bellows Falls, VT) (see Note 6)

9. Oscilloscope (e.g. Tektronix, Beaverton, OR) or digital to
analog (D/A) converter (National Instruments, Austin, TX)

2.5 Data Analysis 1. Computer

2. Data analysis software (e.g., MATLAB, MathWorks, Natick,
MA)
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3 Methods

The oxygen sensor, LED for excitation, and method for data analy-
sis are all the same for both the glass cuvette and microscope-based
methods.

3.1 Oxygen Sensor The toxicity of potential oxygen sensors, including any compounds
they may be in solution with, is an important consideration. Since
commercially available beads are stored with an azide chemical to
inhibit microbial growth, it must be removed from any stock solu-
tion prior to use for respiration measurements [3]. Pelleting by
centrifugation and washing the beads are the simplest procedures
(see Note 7).

1. Pellet the beads using a tabletop microcentrifuge (>6,300�g
for 5 min). Remove the supernatant.

2. Wash and resuspend the beads with 2 mL ultrapure water.

3. To ensure that all preservative has been removed, pellet the
beads again using a tabletop microcentrifuge (>6,300�g for
5 min). Remove the supernatant.

4. Concentrate the stock solution by a factor of 10 by resuspend-
ing in 0.2 mL ultrapure water.

5. Store washed bead solution at 4�C in the dark. The stock
solution can be used for at least a year if kept dark to minimize
photobleaching.

3.2 Device Input: LED

to Sample

The LED requires both a power supply and method to pulse the
light source.

1. Connect the power supply to the LED. Power supply settings
will depend on the specific LED in the system.

2. Typically a square wave produced by a function generator at
5 Hz, 5 V peak-to-peak is sufficient to drive the light source.
The function generator is connected to the LED through a
pulse delay generator (see Note 2).

3.3 Cuvette-Based

Measurement

3.3.1 Apparatus

Construction

For best results, ambient light should be kept to a minimum when
working with a benchtop system. Either working in a dark room or
covering the entire system with a dark box would be sufficient.
Using an optical breadboard with posts and clamps to fasten the
components will improve the stability of the system. A simple
schematic of the system is shown in Fig. 2.

1. The cuvette holder is positioned in front of the LED so that
one face is perpendicular to the excitation source.

2. Align the 600 nm long pass filter next to the cuvette but at a
90� angle to the excitation source. Connect the PMT to the
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power supply and position it just past the filter and pointing at
the cuvette holder (see Note 8).

3. The PMT must be connected to a power supply and function
generator to collect data. Depending on the sensor and PMT,
the voltage required may vary. Try a starting voltage of
0.2–0.35 V until the system is optimized.

4. Connecting the PMT to a preamplifier may improve the signal-
to-noise ratio of the system (optional, see Note 3).

5. The output from the PMT or preamplifier is routed to an
oscilloscope, or through a D/A converter, which is then stored
to a computer for data analysis.

3.3.2 Sensor Preparation The sensor will be directly added from the stock solution of washed
beads to the cell culture in the cuvette. The final concentration of
bead/mL of culture required may depend on the sensitivity of the
device, although 10–200� dilution from the stock bead solution
should be sufficient [3].

3.3.3 Sample

Measurement

1. Place 1–3 mL of cell culture (starting with an OD600 of 0.1 is
recommended) in a sample glass cuvette (see Note 9).

2. Add prepared platinum porphyrin-based sensor (10–200�
dilution from stock solution) directly to the cuvette and mix.

3. Add a layer of castor oil to the top of the liquid culture in the
cuvette as an oxygen barrier (see Note 10).

4. Place the cuvette in the holder. Activate the LED pulses and
begin recording the lifetime measurements.

5. Repeat the lifetime measurements until a respiration rate can be
accurately measured, typically 5–30 min (see Note 11).

Phase delay
generator

Power
supply

LED Sample

PMT

Filter

hv

hv

Function
generator

hv

Preamplifier Oscilloscope

Computer

Fig. 2 Schematic for phosphorescence lifetime detection system using a PMT for detection. PMT can be
replaced with gated CCD camera
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6. To relate respiration rate measurements to cell number or cell
dry weight, collect an aliquot of the sample for further analysis
(see Note 12).

3.3.4 System Calibration The system must be calibrated with different concentrations of
oxygen in order to extract the exact respiration rates from measure-
ments [3]. While it may be possible to use only open air (21% O2)
and N2-sparged air (0% O2) in a two-point calibration curve, a 3–5
point calibration curve with premixed gas mixture is strongly
recommended to improve accuracy.

1. Fill the glass cuvette with the same growth media or buffer as
was used in the oxygen consumption measurements. Add
prepared platinum porphyrin-based sensor at the same dilution
and mix. Place the cuvette in the holder.

2. Place a needle or small tube attached to an N2 gas line so that it
is submerged below the surface of the media, and secure it in
place with tape or other adhesive (see Note 13).

3. Turn on the gas and begin bubbling the media in the cuvette.
Activate the LED pulses and begin recording the lifetime
measurements.

4. Continue recording until the lifetime stabilizes at a constant
value, which could take up to 30 min depending on the volume
of media and flow rate of the gas. The stable value that is
reached is the calibration value for 0% O2 concentration
(see Note 14).

5. Switch the needle or small tube to the next highest O2 gas
mixture. Repeat steps 4 and 5 for all O2 concentrations that are
part of the calibration curve. The stable values that are reached
in each case are the calibration values for the respective O2

concentrations (see Note 15).

3.4 Microscope-

Based Measurement

3.4.1 Apparatus

Construction

The setup for a microscope-based measurement is very similar to
that described in Sect. 3.3.1 for the glass cuvette-based system with
most differences relating to having an existing microscope plat-
form. Additionally, a gated CCD camera can be used instead of a
PMT for the lifetime measurements. Since the setup for a PMT was
described previously, this section will focus on parameters for the
gated CCD camera with the understanding that the PMT could
also be used on the microscope system by following section 3.3.1,
steps 3–5.

1. Mount the LED on the back port of the microscope so it is in
the excitation pathway.

2. Insert the filter cube and adjust the filter wheel so that the
appropriate dichroic mirror and emission filter are in the optical
path.
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3. Mount the PMT or gated CCD to one of microscope camera
(side or bottom) ports.

4. If using the gated CCD camera, connect it directly to the
computer. This allows one to image the sensor spot, although
it will be necessary to write some code using the camera’s
software development kit (see Note 16).

5. Connect the computer to the function generator associated
with the LED so that starting the camera acquisition software
will trigger the pulses to turn on the excitation light.

3.4.2 Sensor Preparation Belowone successful approach is described for adhering sensor beads
to a glass slide, although there are also alternative approaches [2].

1. Thoroughly clean the cavity well slide. Rinse with ultrapure
water. Blow dry with N2 gas (see Note 17).

2. Plasma clean the cavity well slide for at least 1 min (optional,
see Note 5).

3. Dip a sterile pipette tip (without the pipette itself) into the
stock bead solution and then gently touch the middle of the
cavity well with the pipette tip. Most of the bead solution will
adhere to the glass surface. Allow the spot to dry.

4. Melt the beads by placing the slide on a hot plate at 170�C for
10 min [10].

5. Pick up the well slide with sterile forceps or tweezers. Rinse the
slide by dipping it once in ethanol and then three times in
ultrapure water.

6. Place well slide in a sterile container (e.g., petri dish) for storage
at room temperature in the dark until needed for sample
measurements.

3.4.3 Sample

Measurement

1. Place an appropriate amount of sample to fill the cavity of a well
slide already prepared with sensor (see Note 9).

2. Carefully place a glass coverslip over the well. Make sure to
evacuate any excess sample and avoid introducing air bubbles
to the sample well (see Note 18).

3. Place the well slide on a standard glass slide already on the
microscope stage. Image the sensor dot using a 10� objective
or any other objective with a suitably long working distance to
image through both the glass slide and well slide. Either the
PMT or CCD camera can be used as the detector.

4. Repeat lifetime measurements until a respiration rate can be
accurately measured, typically 5–30 min (see Note 11).

5. To relate respiration rate measurements to cell number or cell
dry weight, collect an aliquot of the sample for further analysis
(see Note 12).
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3.4.4 System Calibration 1. Place the well slide prepared with the sensor in a small petri dish
or other transparent container which can be placed on the
microscope stage (see Note 19).

2. Fill the petri dish with the same buffer or media used for the
respiration rate measurements. Make sure that the sensor spot
is covered with the liquid.

3. Place the petri dish containing the well slide on the microscope
stage. Place a needle or small tube attached to an N2 gas line
so that it is submerged below the surface of the media and
secure it in place by taping the tube to the microscope stage (see
Note 13).

4. Turn on the gas and begin bubbling the media in the petri dish
with the submerged well slide. Activate the LED pulses and
begin recording the lifetime measurements.

5. Continue with the calibration as previously described for the
cuvette system in steps 3.3.4.4 and 3.3.4.5.

3.5 Data Analysis Measured lifetimes collected during the calibration with known
oxygen concentrations are fit to the Stern-Volmer equation to
determine the Stern-Volmer constant, KQ (see Note 20).

τ0=τ ¼ 1þKQ τ0 O2½ �
Recorded data from the PMT will be an exponential decay such

that

I ¼ I t¼0e
�t=τð Þ

where t is time, τ is the lifetime, and I t¼0 is the initial intensity at
time t ¼ 0 s. The lifetimes can be determined by directly fitting to
this equation with an analysis software package, although this may
be computationally intensive. Since the Stern-Volmer equation is
expressed relative to the lifetime at 0% O2, τ0, one can use the
logarithm of the ratio of two points on (or two areas under) the
decay curve (Fig. 3) as long as the same two points in time are used
for all calibration and oxygen consumption measurements [3]. The
area under the decay curve is the approach for measurements made
using a gated CCD on the microscope-based system. The Stern-
Volmer equation for fitting will take the alternative form of

log a0=b0ð Þ
log a=bð Þ ¼ 1þ constant � O2½ �

where the subscripted terms denote the conditions at 0% O2. After
determining the fitting constant, the O2 concentration can be
determined for any measured lifetime. Fitting the O2 concentration
versus time gives the oxygen consumption rate for the sample.
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4 Notes

1. It is also possible to use a combined Digital Delay/Pulse Gen-
erator (e.g., Model 577, Berkeley Nucleonics Corporation,
Berkeley, CA).

2. Many power supplies and function generators have multiple
outputs, so one of each for the system may be all that is
required.

3. Depending on the specifications of the PMT, a preamplifier
may improve the signal-to-noise ratio.

4. Some cavity well slides come with multiple wells. These can be
separated from each other by scoring the slide and breaking
them apart.

5. Plasma treating the slides can improve sensor bead adherence to
the glass surface, although it may not be necessary depending
on how thoroughly the slides are cleaned.

6. An excitation filter is normally not necessary if the spectrum of
the LED light is very narrow.

7. Washing and filtering with an appropriately sized filter for the
bead size (e.g., dialysis membrane) is an alternative method for
cleaning the preservative off the beads.

8. This alignment is consistent with the design of a simple fluo-
rimeter. The emission filter could also be a plastic film placed
directly on the PMT which transmits light in the appropriate
wavelength range.
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Fig. 3 Simplified method for measuring the lifetime of a phosphorescent oxygen sensor for use with the Stern-
Volmer equation by determining log(a/b). (a) Using the ratio of two points along the decay curve. (b) Using the
ratio of two integrated areas under the decay curve
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9. An OD600 of 0.1 is a good starting point, but depending on the
actual cellular rate of oxygen consumption, it may be necessary
to adjust the cell density. Low O2 consumption rates cannot be
accurately measured, while high O2 consumption rates will lead
to rapid oxygen depletion in the sample.

10. The oil will not form a complete diffusional seal, but the rate of
oxygen diffusion across the barrier will be significantly
decreased. The cell density in the sample should be high
enough so that oxygen consumption by cells in the sample is
significantly larger than oxygen diffusing across the oil barrier
into the sample. The thicker the layer of oil, the lower the
diffusion rate into the sample. Testing by the MLSC showed
that castor oil provided the best oxygen barrier. To characterize
the diffusion of oxygen across the oil barrier, first sparge the
media or buffer in a cuvette with N2 to remove the oxygen.
Apply the oil to the top of the media and monitor the oxygen
concentration by making lifetime measurements over time.

11. The time needed to complete the experiment will depend on
the oxygen consumption rate and the cell density of the sample.

12. Possible methods to determine the number of cells in a sample
include standard cell plating, counting cells under a micro-
scope, and flow cytometry techniques.

13. Humidifying the gas before bubbling it in the media for cali-
bration will help minimize evaporation during the calibration.

14. It is best to start with the 0% O2 calibration point and then use
increasing oxygen concentrations for subsequent calibration
points. Lowering the oxygen concentration in the media dur-
ing calibration will result in a longer measured lifetime, while
increasing the oxygen concentration gives shorter lifetimes.

15. For a three-point calibration curve, gas mixtures with 0%, 10%,
and 20% O2 are recommended. If using a sodium bicarbonate/
CO2 buffer, each mixture should also contain 5% CO2. The
balance of each gas mixture should be N2. Additional O2 con-
centrations may be added as other calibration points.

16. With a gated CCD camera, there are a number of options for
measuring the lifetime, and subsequent steps depend on the
specific method [10]. A recommended method uses an opti-
mized rapid lifetime determination (ORLD) technique [12].
Following an initial LED pulse, the intensity of emitted light
during a short time window is measured. After the subsequent
LED pulse, the intensity of a longer, later time window is
measured. For the commercial beads the best timings were a
10 μs window that begins 6 μs after the LED pulse and a 60 μs
window that begins 8.5 μs after the LED pulse. Camera gain
settings depend on the intensity of the LED light and amount
of sensor.
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17. If there are problems with sensor adhering to glass slides
cleaned with standard glass cleaners, try submerging the slide
in fuming sulfuric acid for 30 min. Make sure to carry out this
step in a chemical hood and wear personal protective equip-
ment, including rubber gloves, lab coats, and face shields.

18. When the coverslip is placed on the well slide, there will be
enough glass-to-glass contact to provide a full diffusional seal
for up to 80 min. The larger the surface area of the contact, the
longer the seal will hold.

19. If the well slide cannot be placed in a petri dish on the micro-
scope for calibration, the same amount of sensor can be
prepared in a borosilicate glass vial (e.g., 60975L-5, Kimble
Chase, Vineland, NJ). The vial would be filled with the media
or buffer to cover the sensor and then used on the microscope
for the calibration.

20. The fit can be done to determine KQ explicitly or the entire
constant term KQτ0 in front of [O2].
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Measuring the Impact of Hydrocarbons on Rates
of Nitrogen Fixation

Florin Musat and Niculina Musat

Abstract

Crude oils consist of complex mixtures of hydrocarbons, chemicals which are composed exclusively of
carbon and hydrogen atoms. With a very low nitrogen content, crude oil contamination through natural
seepage or anthropogenic activities leads to an overload of the affected environment with organic carbon.
Degradation of oil hydrocarbons by microorganisms is therefore limited by the availability of fixed nitrogen.
Studies of bioremediation of crude oil spills have shown that addition of nitrogen fertilizers or nitrogen salts
led to an enhancement of crude oil degradation. Fixed nitrogen in crude oil-contaminated environments
could also be provided by N2 fixation, a process carried out by diverse groups of chemoautotrophic,
heterotrophic, and phototrophic microorganisms. N2-fixing heterotrophic bacteria have been isolated
from environments contaminated with crude oil. Some of these bacteria were able to fix N2 while growing
with hydrocarbons as sole substrates. Microcosm studies showed that crude oil alters the N2-fixing
microbial populations or offers a substratum for the growth of N2-fixing phototrophic microorganisms.
Also, crude oil can indirectly stimulate the growth of N2-fixing microorganisms by reducing the grazing
pressure. In this chapter we describe methods to measure N2 fixation rates using sediment or water
microcosms. We present methods for preparation of microcosms with addition of crude oil. We describe
two methods to measure the bulk N2 fixation by the entire microcosm: the acetylene reduction assay and
the analysis of bulk N isotope ratios following incubations with 15N2. Also, we present a method to
determine N2 fixation at cellular level, based on nanoSIMS analysis of individual cells from microcosms
incubated with 15N2.

Keywords: 15N assimilation, 15N isotope labeling, Acetylene reduction assay, Crude oil, NanoSIMS,
Nitrogen fixation, Single cell

1 Introduction

Crude oils are composed of very complex mixtures of thousands to
tens of thousands of individual compounds, the majority of which
are aliphatic and aromatic hydrocarbons. By definition, hydrocar-
bons are composed solely of carbon and hydrogen atoms. Com-
pounds containing other elements, for example, sulfur, nitrogen, or
oxygen, are less abundant in crude oils [1]. Based on the analysis of
over 9000 oil samples, the sulfur content was determined to be
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around 1% by mass [1]. Sulfur is typically present in crude oil as
thiol functional groups, as sulfides and thiophene derivatives.
Nitrogen is even less abundant than sulfur, typically less than 0.2%
by mass [1]. Nitrogen is normally found in N-heterocyclic com-
pounds such as pyridine, quinoline, and benzoquinoline derivatives
and in high-molecular-mass polycyclic aromatic structures (asphal-
tenes). Crude oil spills in the biosphere, as a result of anthropogenic
activities or through natural seepage, will therefore lead to an
overload of the environment affected with organic carbon. Growth
of microorganisms able to degrade crude oil hydrocarbons will be
consequently limited by the availability of other nutrients, most
importantly nitrogen, followed by phosphorus and metals, notably
iron [2, 3]. Availability of sulfur is usually not a limiting factor for
the growth of crude oil-degrading microorganisms, since sulfate is
abundant in many aquatic environments, for example, 28 mM in
seawater.

Case studies of bioremediation of crude oil spills have shown
that addition of nitrogen as oleophilic fertilizers (usually together
with phosphorus) or inorganic nitrogen salts leads, in the majority
of applications, to an enhancement of the biodegradation of crude
oil or individual hydrocarbons [2, 4, 5]. In one of the most exten-
sive applications of bioremediation efforts following a crude oil
spill, that of Exxon Valdez, treatment of shorelines with nitrogen-
containing fertilizers resulted in a significant enhancement of crude
oil degradation [6]. It was concluded that the amount of nitrogen
added per unit of crude oil was the most important factor
controlling the extent of hydrocarbon biodegradation [6].
Enhancement of crude oil degradation by addition of inorganic
nitrogen salts was also demonstrated in microcosm experiments,
for example, with marine intertidal sediments [7] or with seawater
following an accidental oil spill [8].

Biological nitrogen fixation, the reduction and assimilation of
atmospheric N2 by microorganisms, has been recognized to com-
pensate for the strong limitation in available nitrogen, for example,
in marine environments (e.g., [9]). N2 fixation is carried out by
diverse groups of chemoautotrophic, heterotrophic, and photo-
trophic microorganisms [10]. Nitrogen fixation is essentially an
anaerobic process but many organisms have oxygen protection
mechanisms which allow them to fix nitrogen under oxic condi-
tions. These include controlled oxygen diffusion, increased respira-
tion rates, or expression of hydrogenases which will consume
oxygen, further enhancing the respiratory protection of nitroge-
nase [11]. In oxygenic phototrophic microorganisms, N2 fixation is
usually carried out by specialized, non-photosynthetic cells or is
confined into the dark phase of a diurnal cycle [11]. N2 fixation
requires a very high input of energy and, in heterotrophic micro-
organisms, is therefore limited by the availability of an energy
substrate. In principle, a high load of hydrocarbons as potential
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substrates following natural or anthropogenic spills of natural gas
or crude oil could alleviate such limitations and lead to a stimula-
tion of heterotrophic N2 fixation. Also, N2 fixed by microorganisms
not directly involved in hydrocarbon degradation (e.g., cyanobac-
teria) could be in principle transferred to heterotrophic hydrocar-
bon degraders, for example, by cell lysis or excretion of ammonia
(e.g., [12, 13]). In marine sediment microcosms, it was shown that
weathered oil provided a favorable substratum for the attachment
and proliferation of layers of N2-fixing microorganisms [13, 14].

Relatively few studies have addressed the effect of hydrocar-
bons or of crude oil on N2 fixation. The earliest indications that
hydrocarbon contamination may select for microbial communities
able to fix atmospheric nitrogen were provided by chemical analyses
of soils exposed to natural gas [15, 16]. These studies showed a
higher nitrogen content in soils exposed to natural gas (mostly
methane and ethane) compared with adjacent soils which have
not been exposed to hydrocarbons [15, 16]. The increase in nitro-
gen content was attributed to nitrogen fixation, a hypothesis partly
supported by the finding of microorganisms known to fix N2 in the
soils exposed to natural gas [15]. N2 fixation and an increase in the
total N content were also observed in soil microcosms amended
with butane [17]. In contrast to the apparent stimulation of N2

fixation by gaseous alkanes, a generally less coherent effect was
reported with crude oil. In arctic marine sediments and in marine
sediment microcosms, addition of crude oil did not significantly
stimulated N2 fixation, in comparison with pristine microcosms
[13, 18], while a seasonal stimulation of N2 fixation by addition
of crude oil was observed in salt-marsh sediments [19].

In general, crude oil led to various degrees of changes in the
diazotrophic populations, as shown by analyses of the nifH gene
(coding a subunit of nitrogenase, the enzyme catalyzing N2 fixa-
tion) diversity, abundance, and expression. Moderate effects of
crude oil on nifH diversity were found in marine sediment
microcosms [13] and in mudflat mesocosms [20]. In contrast, a
significant reduction in the nifH diversity was found in crude
oil-amended mangrove sediment mesocosms [21]. The first micro-
organisms reported to fix N2 during growth with hydrocarbons
were methane-oxidizing bacteria isolated from various soils, includ-
ing soil exposed to natural gas [22]. Microorganisms able to fix N2

while growing with n-alkanes, including butane, n-dodecane, and
n-tetradecane, were isolated from soils contaminated with crude oil
[23, 24]. Pure cultures able to fix N2 while growing with aromatic
hydrocarbons were also reported [23, 25, 26]. In addition,
hydrocarbon-degrading, diazotrophic microorganisms have been
isolated from oily sludge [27], fuel-contaminated Antarctic soils
[28], and crude oil-contaminated desert soil and seawater [29].
However, these microorganisms were shown to fix N2 while grow-
ing on polar substrates but not when grown on hydrocarbons.
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In conclusion, contamination with crude oil can have variable
effects on the rates of N2 fixation. In principle, crude oil contami-
nation may lead to an increase in the number of diazotrophs, by
selecting those microorganisms able to fix N2 and degrade hydro-
carbons. In addition, crude oil can indirectly stimulate the growth
of N2-fixing microorganisms by decreasing the grazing pressure
[20] or by providing a substratum for the growth of phototrophic
microorganisms [13]. In the present chapter, we describe methods
to study the effect of crude oil on nitrogen fixation using micro-
cosm experiments. We describe methods for the preparation of
microcosms with addition of crude oil and methods to quantify
nitrogen fixation including:

1. Measurements of nitrogen fixation rates using the acetylene
reduction assay. Acetylene is added to sealed microcosms and
the ethylene formed is quantified by gas chromatography. The
microcosms can be incubated in the light, in the dark, or under
a diurnal cycle, depending on the source of the sample, in order
to distinguish between phototrophic- and heterotrophic-
driven nitrogen fixation. This method will provide an overall
estimate of N2 fixation. It enables one to distinguish between
phototrophic- and heterotrophic-driven N2 fixation. N2 fixa-
tion rates of microcosms amended with crude oil can be com-
pared with rates in pristine microcosms to determine the effect
of crude oil on the diazotrophic microorganisms.

2. Measurements of N2 fixation using incubations with 15N2.
Sealed microcosms are provided with 15N2 (g) and incubated
as described for the acetylene reduction assay. Defined amounts
of samples are withdrawn and dried and the isotopic ratio
15N/14N is determined by mass spectrometry. Similar with
the acetylene reduction assay, this method provides an overall
quantification of the N2 fixed, without distinguishing N2-fixing
from non-fixing microorganisms. Versus the acetylene reduc-
tion assay, this method has the advantage of providing a direct
quantification of the amount of N2 fixed.

3. Measurements of N2 fixation at the cellular level using nano-
scale secondary ion mass spectrometry (nanoSIMS) analysis.
For this analysis, subsamples from the microcosms
incubated with 15N2 can be used. The samples are prepared
by chemical fixation. The microbial cells are transferred on gold
or gold-/palladium-coated polycarbonate filters and hybri-
dized with oligonucleotide probes followed by the deposition
of fluorine-containing tyramides using catalyzed reporter
deposition-fluorescence in situ hybridization (CARD-FISH)-
based protocols adapted for nanoSIMS analysis (e.g., halogen
in situ hybridization, HISH) for phylogenetic identification of
diazotrophic microorganisms. Subsequently, the filters are
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analyzed by nanoSIMS. This method allows the specific phylo-
genetic identification of single cells enriched in 15N. The data
obtained can be correlated with the abundance of a particular
phylogenetic group (determined by hybridization and epifluor-
escence microscopy; the F-containing tyramides are also fluores-
cent) and with the bulk quantification of assimilated 15N
determined bymass spectrometry to determine the contribution
of a particular phylogenetic group to the total 15N assimilation.
In addition, analysis of time series samples could determine the
flow of fixed nitrogen between members of the microbial
community.

2 Materials

2.1 Preparation

of Microcosms with

Addition of Crude Oil

1. 30-ml serum bottles (Sigma-Aldrich, www.sigmaaldrich.com),
outer diameter 36.6 mm, height 62.8 mm; the total volume of
these bottles varies (approximately 37 ml); determine the exact
total volume before starting the microcosms, as this will be
needed for concentration calculations.

2. Sediment and/or water samples, crude oil.

3. Artificial freshwater (in g l�1): KH2PO4 (0.5), NaCl (1.0),
MgSO4 � 7H2O (0.4), CaCl2 � 2H2O (0.1).

4. Artificial seawater (in g l�1): NaCl (26.4), MgCl2 � 6H2O
(5.6), MgSO4 � 7H2O (6.8), CaCl2 � 2H2O (1.47), KCl
(0.66), KBr (0.09).

2.2 Quantification

of Nitrogen Fixation

Using the Acetylene

Reduction Assay

1. Teflon-coated rubber stoppers, aluminum crimp seals
(Wheaton, www.wheaton.com).

2. Acetylene gas, purity �99.5% (Air Liquide, www.airliquide.
com). Ethylene 99.99% for calibration (Sigma-Aldrich).

3. Syringes with luer lock tip (Sigma-Aldrich), stopcock valve with
luer connection (Cole-Parmer).

4. Gas-tight syringe, 1 ml, with a push–pull closing valve with luer
connection (Restek, www.restek.com).

5. Gas chromatograph (Shimadzu), HP-PLOT U column, 30 m
length, 0.53 mm inner diameter, 20 μm film thickness (Agilent
Technologies).

2.3 Quantification

of Nitrogen Fixation

by Analysis of Bulk N

Isotope Ratios in

Incubations with 15N2

1. 15N2 gas (98 atom % 15N; Sigma-Aldrich).

2. Gas-tight syringes.

3. Microanalytical balance (Sartorius, www.sartorius.balances.
com), tin cups (Heraeus).

4. Glass fiber filters Whatman GF/F (Sigma-Aldrich).
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5. Peristaltic pump (Cole Parmer), swinnex filter holder (Merck
Millipore, www.emdmillipore.com), hole-punch tool (www.
hoffmann-group.com, Germany).

6. Elemental analyzer Thermo Flash EA, 1112 Series (Thermo
Finnigan), mass spectrometer Thermo Delta Plus Advantage
(Thermo Finnigan).

2.4 Quantification

of Nitrogen Fixation

by nanoSIMS Analysis

of 15N Incorporation

by Individual Cells

in Incubations

with 15N2

1. Phosphate-buffered saline (PBS) 10� (Life Technologies,
www.lifetechnologies.com); ethanol 96% analytical grade
(Sigma-Aldrich).

2. Paraformaldehyde (PFA) solution, 4% (v/v) in PBS 1�. Pre-
pare from 16% (v/v) PFA stock (EM-grade, Electron Micros-
copy Sciences).

3. Gold-coated GTTP polycarbonate filters (Whatman GmbH);
alternatively, coat GTTP polycarbonate filters with a pore size
of 0.22 μm (Millipore) with a thin (20–40 nm) layer of gold:
palladium (80:20) using a Sputter Coater instrument
(Polaron).

4. Sonopuls HD 2070, microprobe MS73 (www.bandelin.com).

5. Low-gelling-temperature agarose (Sigma-Aldrich). Prepare a
0.1–0.2% (w/v) solution in deionized water.

6. Lysozyme (Fluka); prepare a lysozyme solution of 10 mg ml�1

in Tris:EDTA buffer (0.1 M Tris, 0.05 M EDTA, pH 7.5).

7. Hybridization buffer: 0.9 M NaCl, 40 mM TrisHCl (Sigma-
Aldrich), 10% (w/v) dextran sulfate (Sigma-Aldrich), formam-
ide (Sigma-Aldrich; concentration depending on the oligonu-
cleotide probe used), 0.26 mg ml�1 sheared salmon sperm
DNA (Life Technologies), 0.2 mg ml�1 yeast RNA (Life Tech-
nologies), blocking reagent (Roche), 1� Denhardt’s reagent
(Life Technologies), SDS (Sigma-Aldrich).

Preparation of hybridization buffer for different formamide
concentrations: in a 50-ml tube, add 3.6 ml NaCl 5 M, 0.8 ml
TrisHCl 1 M, 2 g dextran sulfate, and 2 ml deionized water.
Keep the mixture on a water bath at 60�C and vortex intermit-
tently until the dextran sulfate is dissolved. Cool down on ice,
then add formamide (amount depending on the concentration
required by the oligonucleotide probe used), 516 μl sheared
salmon sperm DNA, 400 μl yeast RNA, 2 ml blocking reagent,
400 μl Denhardt’s reagent 50�, 10 μl SDS 20% (w/v). Add
deionized water to a final volume of 20 ml. Mix well, aliquot in
2 ml portions, and store at �20�C.

8. HRP-labeledoligonucleotideprobes (Biomers,www.biomers.net).
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9. Washing buffer: NaCl (concentration depending on the form-
amide concentration in the hybridization buffer; see below),
20 mM TrisHCl, 5 mM EDTA (do not add EDTA in washing
buffer for 0 to 20% formamide in hybridization buffer), 0.01%
(w/v) SDS, in deionized water.

Concentration on NaCl in washing buffer depending on
the concentration of formamide (FA, in v/v %) in hybridization
buffer: 0% FA – 0.9 MNaCl, 10% FA – 0.45MNaCl, 20% FA –
0.225 M NaCl, 30% FA – 0.112 M NaCl, 40% FA – 0.056
NaCl, 50% FA – 0.028 M NaCl, 60% FA – 0.014 M NaCl.

10. Tyramide HCl, succinimidyl ester of Oregon Green 488,
5-isomer (Molecular Probes Inc., www.lifetechnologies.com).
To prepare the F-containing tyramides, mix 500 μl of dye ester
(16 mM) with 125.4 μl of tyramide HCl stock (58 mM) and
incubate overnight at 4�C in the dark. Dilute with EtOH to a
final concentration of active dye of 1 mg ml�1, distribute in
50 μl aliquots, and desiccate under vacuum for 4–6 h. Keep the
tyramides thus prepared at �20�C. Before use, dissolve the
tyramides in dimethylformamide (1 mg ml�1) containing
20 mg ml�1 p-iodophenylboronic acid.

11. Amplification buffer: 2 ml of 20 � PBS, 0.4 ml blocking
reagent, 16 ml 5 M NaCl, add deionized water to a volume
of 40 ml. Add 4 g dextran sulfate. Heat at 40–60�C with
vigorous shaking until the dextran sulfate is dissolved. Store
the aliquots at 4�C.

12. DAPI (40,6-diamidino-2-phenylindole dihydrochloride, Life
technologies), Citifluor-glycerol-PBS solution AF1 (Citifluor
Ltd., www.citifluor.com), Vectashield (Vector Laboratories,
www.vectorlabs.com).

13. Fluorescence microscope (Zeiss, www.zeiss.com).

14. NanoSIMS 50 l (www.cameca.com). The applications of the
nanoSIMS-based methodologies in microbiology are relatively
recent, and the prices of the nanoSIMS instruments are rather
prohibitive for most laboratories. The nanoSIMS analysis can
be performed in collaboration with a research institute where
such instruments are available. For a list of laboratories and the
most common application of the nanoSIMS instruments, see
www.cameca.com.

15. Software for analysis of nanoSIMS data: WinImage (Cameca),
Look@NanoSIMS (free software, available for download at
magnum.mpi-bremen.de/~lpolerec/LANS/program/).
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3 Methods

3.1 Preparation

of Microcosms with

Addition of Crude Oil

3.1.1 Preparation

of Sediment Microcosms

In the following, the preparation of sediment microcosms contami-
nated with crude oil is described. To allow the preparation of a
relatively large number of replicate microcosms, the protocol con-
siders the use of 30-ml serum bottles. If larger amounts of sediment
are desired to be tested, the procedure described here can be
scaled up.

1. Add collected sediment to 30-ml serum bottles to achieve a
layer of 1 cm thickness. The sediment should be moist. Remove
any layer of water from the top sediment. Add 0.5 ml of crude
oil to the sediment in order to achieve a layer as homogeneous
as possible (Fig. 1). The amount of crude should not exceed
100 μl cm�2; addition of a thick layer of oil will lead to the
“sealing” of the sediment below, which will not have access to
oxygen diffusion. We obtained very good results with addition
of 70 μl cm�2 crude oil to 30-ml serum bottles. Add the crude
oil with a Pasteur glass pipette or with a microliter pipette
whose tip was cut to obtain a large opening (useful for addition
of very viscous crude oils) (Note 1). Prepare a number of
microcosms depending on the number of sampling points
required. For each time point sampled, prepare replicate micro-
cosms. For example, to follow the effect of crude oil on nitro-
gen fixation for an incubation time of 20 days, with sampling at
time ¼ 0, 10, and 20 days, prepare 9 microcosms, 3 for each
sampling time.

Fig. 1 Preparation of sediment microcosms with surface contamination of crude oil. (1) Add a layer of 1 cm of
moist, fresh sediment to an open bottle; remove any overlaying water; (2) add a thin layer of crude oil over the
sediment (100 μl cm�2); allow the oil to soak onto the sediment and to loose the volatile fraction by
evaporation for up to 5 days; (3) add water (freshwater or seawater, depending on the source of sediment)
slowly to not dislodge the oil layer; incubate under defined conditions (temperature, light–dark regime); (4) to
measure the N2 fixation, at defined time intervals, seal triplicate microcosms with rubber stoppers, and
replace a 10% v/v of the headspace with acetylene. Measure the production of ethylene at defined time
intervals (e.g., 2, 4, 6 h). Avoid incubating the microcosms with acetylene for more than 24 h. Prepare pristine,
reference microcosms in a similar way, by omitting the addition of crude oil

88 Florin Musat and Niculina Musat



2. Incubate the bottles with crude oil in a flume hood, at room
temperature, for up to 5 days, in order to evaporate the volatile
fraction of the crude oil (weathering or aging). During this
time, the crude oil will adhere to sediment. Check regularly the
moisture of the sediment. If the upper sediment layers show
signs of desiccation, add small amounts of sterile, distilled
water. Let the water flow slowly on the glass walls of the bottle,
in order to not disturb the crude oil layer (Fig. 1).

3. To prepare control microcosms, add a sediment layer of 1 cm
thickness to an equal number of bottles as prepared in step 1.
Incubate the control microcosms at room temperature for a
similar period of time as the microcosms with crude oil. Check
daily for desiccation of the upper sediment layers, and add
sterile, distilled water if needed.

4. After crude oil weathering, add a layer of water of 1 cm thick-
ness (Fig. 1; in the 30-ml serum bottles this corresponds to
about 7.5 ml). Use seawater or freshwater from the same
source as the sediment. For a more controlled environment,
use artificial seawater or freshwater (see Sect. 2). In the micro-
cosms with crude oil, add the water slowly on the glass walls, so
as to not disturb the oil layer (Note 2).

5. Incubate all bottles for the desired time frame under light,
dark, or light–dark conditions, depending on the sediment
source. For incubations in the light or under a light–dark
regime, to ensure that phototrophic microorganisms grow
only on top of the sediment or oiled sediment layers and not
on the side of the sediment column, wrap the bottles up to the
upper sediment level in black paper. Alternatively, the bottles
can be placed in larger vessels (e.g., aquaria) containing sedi-
ment and buried down to the upper sediment level. If the
microcosms are incubated under aerobic conditions, the bot-
tles are not closed unless they are amended with 15N2 (see
Sect. 3.3); compensate for evaporation by addition of sterile,
distilled water.

3.1.2 Preparation

of Water Microcosms

1. For preparation of microcosms with weathered crude oil, add a
thin layer (1 ml) of sterile, distilled water to replicate 30-ml
serum bottles. Add 0.5 ml crude oil and incubate for 5 days in a
flume hood at room temperature. After weathering, add the
water sample to achieve a layer of 2 cm (ca. 15 ml), and start the
incubation. Compensate for evaporation by addition of sterile,
distilled water.

2. For preparation of microcosms with fresh, non-weathered
crude oil, add the water samples to replicate 30-ml serum
bottles to achieve a layer of 2 cm (ca. 15 ml). Add 0.5 ml
crude oil and start the incubation.

Measuring the Impact of Hydrocarbons on Rates of Nitrogen Fixation 89



3.2 Quantification

of Nitrogen Fixation

Using the Acetylene

Reduction Assay

1. At defined times of incubation (e.g., t ¼ 0, 10, and 20 days),
seal replicate microcosms with crude oil and replicate pristine
microcosms with Teflon-coated butyl rubber stoppers and alu-
minum crimps.

2. Replace 10% v/v of the headspace volume with acetylene. Use a
syringe with a luer lock tip, fitted with a gas-tight valve and
needle (Fig. 1).

3. To quantify ethylene concentrations, withdraw 0.1 ml samples
from the headspace using a 1-ml gas-tight syringe with a
push–pull valve, and analyze them with a gas chromatograph
(GC14A, Shimadzu) equipped with a HP-PLOT U column
(0.53 mm inner diameter, 20 μm film thickness; Agilent Tech-
nologies) and an FID detector. GC operating conditions: injec-
tor 130�C, detector 150�C, oven 55�C. Use N2 as a carrier gas,
at a flow rate of 3 ml min�1.

4. Ethylene measurement intervals. Take an initial ethylene mea-
surement right after addition of acetylene. Continue measuring
at regular intervals (e.g., 2, 4, 6 h), for up to 24 h since
acetylene addition (Note 3).

5. Prepare an external calibration curve for ethylene. Using a gas-
tight syringe, add defined amounts of ethylene (e.g., 0.01,
0.05, 0.1% v/v) into empty, sealed glass vials of known volume.
Analyze the ethylene standards by GC, using the same condi-
tions as in step 4.

6. Using the calibration curve for ethylene, calculate the ethylene
concentration/rates in the microcosms. Acetylene reduction to
ethylene is equimolar; the measured concentration of ethylene
is equal to the concentration of acetylene reduced. The acety-
lene reduction rates can be expressed per surface area, per gram
sediment, or per ml water (Note 4).

3.3 Quantification

of Nitrogen Fixation

by Analysis of Bulk N

Isotope Ratios in

Incubations with 15N2

1. Preparation of microcosms for incubation with 15N2.

Sediment microcosms. Prepare pristine and crude oil-
contaminated sediment microcosms as described in Sect. 3.1.
Add freshwater or seawater to fill the serum bottles completely.
Carefully seal all bottles with Teflon-lined butyl rubber stoppers.

Water samples with weathered crude oil. Fill the bottles contain-
ing weathered oil completely with the water sample. To prevent
the removal of floating oil layers during filling, seal the bottle
before it is completely filled, and continue filling the water
sample using a syringe; pass a needle through the stopper to
remove the excess air.
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Water samples with non-weathered crude oil. Fill the bottles
completely with the water sample. Seal with Teflon-lined butyl
rubber stoppers. Inject the crude oil while keeping the bottle
inverted, and remove excess water through a second syringe.

2. Add 1 ml 15N2 (Sigma-Aldrich) to all bottles (pristine and oil-
amended) using a gas-tight syringe. Withdraw an equal volume
of water to equalize the pressure. Mix the sediment micro-
cosms by gentle horizontal shaking. Mix the water sample
bottles by end-to-end inverting for a few times.

3. Incubate under conditions dictated by the sample source (e.g.,
light regime, temperature) for up to 12 h.

4. Sampling

Sampling of sediment microcosms. Open a subset of bottles and
remove most of the water column using a glass pipette to ease
sampling. Collect sediment subsamples, and dry them over-
night in a freeze-dryer or in an oven at 60�C. The samples
can be stored at �20�C until further processing. Use a micro-
analytical balance (Sartorius) to weigh defined amounts of dry
sediment, place the sediment into tin cups (Heraeus CHN
cups), and press the tin cups into pellets.

Sampling of water microcosms. Withdraw a defined amount of
water using a syringe, and filter it onto pre-combusted (6 h at
450�C) 25-mm-diameter glass fiber filters (Whatman GF/F,
Sigma-Aldrich) using a peristaltic pump (Cole-Parmer) and a
swinnex filter holder. Dry the GF/F filters using a freeze-dryer
or in an oven at 60�C.Decalcify the filters for 24 h in a desiccator
in the presence of 37% HCl. Cut round pieces of 10 mm diame-
ter from the GF/F filters using a punch-out tool, pack them into
tin cups, and fold the tin cups into pellets (Note 5).

5. Analyze the tin cup samples for the N content and the N
isotopic composition in an automated elemental analyzer
(Thermo Flash EA, 1112 Series) coupled to a mass spectrome-
ter (Thermo Delta Plus Advantage, Thermo Finnigan).

3.4 Quantification of

Nitrogen Fixation by

NanoSIMS Analysis of
15N Incorporation by

Individual Cells in

Incubations with 15N2

This method determines the assimilation of 15N in individual cells
(Fig. 2). The cells can be identified phylogenetically using hybridi-
zation with 16S rRNA oligonucleotide probes. This method leads
to a precise identification of the N2-fixing microorganisms. In
addition, sampling of time series followed by nanoSIMS analysis
offers the possibility to follow the transfer of fixed nitrogen within
members of the microbial community. The N2-fixation rates of
individual cells can be correlated with the abundance of specific
phylogenetic groups and with the overall 15N2 fixation determined
by analysis of bulk N isotope ratios (Sect. 3.3).
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1. Preparation of microcosms with addition of crude oil and of
pristine microcosms, addition of 15N2, and incubation condi-
tions are similar to those described for the Sect. 3.3.

2. Incubate the microcosms for up to 12 h. Collect samples at
t ¼ 0 h (after addition of 15N2), t ¼ n h (0 < n < 12, n is user
defined), and t ¼ 12 h. If correlation of this method with the
bulk analysis of N isotope ratios (Sect. 3.3) is desired, collect
samples at the same time points as for Sect. 3.3.

Fig. 2 Example of a nanoSIMS analysis of N2 fixation in a marine environment. Seawater samples were
incubated with 15N2 for 6 h and chemically fixed. A field of 20 � 20 μm was analyzed at nanoSIMS, by
acquiring 12C14N� (a) and 12C15N� (b) secondary ion images. The images show a part of a filamentous,
heterocystous cyanobacterium (the central cell is a heterocyst) and a bacterial cell. Regions of interest (ROIs)
can be defined around the entire cells (c) or around hot spots of intracellular 15N accumulation (d) (in this
particular case, interpreted as granules of cyanophycin). The ROIs are used to calculate 15N/14N ratios, thereby
quantifying the enrichment in 15N. Values on the images (in c and d) show 15N/14N ratios (�10�2). The scale
next to all images represents counts per second of secondary ions
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3. Chemically fix the samples by adding an equal volumeof 4% (v/v)
paraformaldehyde in PBS 1� (end concentration 2% v/v; for
sediment samples, consider the equivalent volume of the
sample including the interstitial water) (Note 6). Incubate
for 1 h at room temperature or overnight at 4�C.

4. Removal of the PFA and sample storage

Sediment samples. Centrifuge the sediment samples for 10 min
at 10,000 rpm, 4�C, discard the aqueous phase, and wash with
an equal volume of PBS 1�. Repeat three times. Store the
sediment samples in a mix of 1� PBS:EtOH (1:1) at �20�C.

Water samples. Transfer the water samples directly on Au or
Au/Pd-coated GTTP filters using a peristaltic pump (Cole-
Parmer) and a swinnex filter holder (Note 7). Wash the filters
three times with 1� PBS, followed by 3 min each in 50, 80, and
96% v/v EtOH. Air-dry. Store at �20�C.

5. Addition of sediment samples on Au or Au/Pd-coated polycar-
bonate filters. Take a sediment subsample and sonicate it for 7
times on an ice bath at an amplitude of 42 μm, for 30 sec with a
30-sec pause. Withdraw samples from the supernatant and add
them on coated filters using a peristaltic pump (Cole-Parmer)
and a swinnex filter holder. The volume of supernatant to add
on a filter depends on the cell density in the sample. Determine
the cell density by adding various volumes of supernatant on
GTTP polycarbonate filters, DAPI staining (see step 15), and
microscopic investigation.

6. Immobilize the cells on filters by embedding in agarose. Dip
the filters in 0.1–0.2% (w/v) low-gelling-point agarose
prepared in deionized water (gel strength approximately
1,000 g cm�2). Place the filter facing down onto glass slides
and dry at 35�C. Add 1–2 ml of 96% v/v EtOH over the filters,
at room temperature, to help detach the filters from the slides
and to dehydrate them. Allow the filters to dry in air at room
temperature.

7. Cell wall permeabilization. Incubate the filters in the lysozyme
solution for 1 h at 37�C. Wash the filters twice with deionized
water.

8. Inactivation of endogenous peroxidases. Incubate the filters in
0.01 M HCl for 10 min at room temperature. Alternatively,
incubate the filters in 3% v/v H2O2 for 10 min at room tem-
perature. Wash twice in deionized water, followed by 1 min
each in 50, 80, and 96% EtOH (v/v in water). Allow the filters
to dry. Continue with the following step, or store the filters at
�20�C (Note 8).

9. Pre-hybridization. Incubate the filters for 1 h in hybridization
buffer without the HRP-labeled probe at 46�C.
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10. Add the HRP-labeled probe to a concentration of 50 ng μl�1.
Hybridize for 6 h at 46�C.

11. Wash off the unbound probe by incubating the filters for
15 min in 50 ml pre-warmed washing buffer at 48�C.

12. Transfer the filters in 1� PBS for 30 min. Do not allow the
samples to dry before and during the tyramide amplification
step.

13. Tyramide signal amplification. Incubate the filters for 20 min at
46�C in the dark in the reactant mixture containing amplifica-
tion buffer, fluorine-labeled tyramides, and 0.015% v/v H2O2.
The filters must be immersed in the solution mixture, or use a
wet chamber to prevent the filters from drying. Prepare the
reactant mixture right before use.

14. Wash the filters in the dark as follows: 15 min in 1� PBS, rinse
twice with deionized water, and wash once for 1min in 96% v/v
EtOH.

15. Counterstaining with DAPI. Place the filters on glass slides,
add 50 μl DAPI solution (1 μg ml�1), and incubate for 10 min
in the dark at 4�C. Wash twice in deionized water and once in
80% v/v EtOH for 1 min. Air-dry in the dark. Embed in
Citifluor/Vectashield 4:1 (v/v). Inspect the filters by epifluor-
escence microscopy to verify the success of the hybridization
procedure before running the samples at nanoSIMS.

16. Punch out round pieces of 5 mm diameter from the hybridized
filters, using a hole-punch tool.

17. NanoSIMS analysis. Mount the filter pieces onto the nano-
SIMS holder (Note 9). Sputter an area of 40 � 40 μm for
approximately 10 min with a Cs+ primary ion beam of 150
pA in order to pre-implant Cs+ ions into the outermost layers of
the sample [30]. After pre-sputtering, measure the sample
using a Cs+ primary ion beam of 0.3–0.8 pA focused onto a
spot of ca. 100 nm. Scan fields of 30 � 30, 20 � 20, or
15 � 15 μm (typical for microbial cells of 1–10 μm) using a
pixel size of 256 � 256 and a dwelling time of 1 ms per pixel
repeatedly, creating 10 to 30 images of the same field; the
images are combined (accumulated) to create the final image.
Acquire parallel secondary images of 12C14N�, 12C15N�

(Fig. 2), and 19 F� (usually during a nanoSIMS run, images
of 12C� secondary ions and secondary electrons are also
acquired; if labeling with 13C is done at the same time with
the 15N labeling, 13C� or 13C14N�secondary ions can also be
acquired). Use a mass resolution sufficient to separate isobars,
e.g., 13C� from 12CH� and 12C15N� from 13C14N�

(6,000 M/ΔM or above).
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18. NanoSIMS image processing. NanoSIMS images can be pro-
cessed with the CAMECA WinImage software or with the
Look@NanoSIMS free software. Sum all scans of each scanned
area, and apply image drift correction to obtain the final image.
Manually draw regions of interest (ROIs) around individual
cells recognized in the 12C14N� secondary ion or in the sec-
ondary electron images (Fig. 2). For each ROI, calculate the
12C15N�/12C14N� ratio. This will provide the enrichment in
15N of individual cells. Correlate the enrichment in 15N with
the cell identity (phylogenetic level depending on the probe
chosen) given by the 19F� secondary ion or 19F/12C ratio
image. Alternatively, fluorescence microscopy images can be
used to ensure correct identification of cells.

4 Notes

1. Do not add the crude oil dissolved in solvents; addition of
solvents will have a strong toxic effect on the microbial
community.

2. After addition of water, even if the crude oil was weathered,
some oil may still be removed from the sediment surface and
will float on the water. Do not remove this crude oil, as the total
amount per microcosm will be changed. Continue with the
incubation as described in step 5.

3. Acetylene has a high solubility in water (ca. 45 mmol l�1 at
20�C) and can be used as a substrate by microorganisms (e.g.,
[31]). Prolonged incubations in the presence of acetylene are
not recommended, since it may lead to changes in the microbial
community structure, for example, by the enrichment of acety-
lene degraders.

4. The conversion of acetylene reduction rates to N2 fixation rates
in complex environments is difficult. Direct correlation of
C2H2 and N2 reduction rates with various species of cyanobac-
teria showed C2H2/N2 ratios ranging from 2.58 to 9.29 [32].
We recommend using directly the C2H2 reduction rates.

5. The water microcosms can be sampled multiple times, if the
sample withdrawn is relatively small with respect to the total
volume and if an equal volume of water is injected after sam-
pling; in this case, the same microcosm can be used for a time
series; if the cell density is rather low and a large sample must be
filtered, replicate microcosms must be prepared if a time series
is desired.

6. Chemical fixation can be done with PFA concentration ranging
from 1 to 2% v/v.
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7. Choose the volume of sample to load on a filter depending on
the cell density; care has to be taken to not overload the filters.

8. Filters can be safely stored at �20�C for up to 30 days before
continuing with the hybridization.

9. The nanoSIMS holder is available at the nanoSIMS laboratory;
the procedures to mount the filters onto the nanoSIMS holders
and the loading of the holder into the nanoSIMS instrument
are usually done by the nanoSIMS technician or operator and
are not described here.
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Protocols for Measuring Activity of Sulphate-Reducing
Bacteria in Water Injection Systems
by Radiorespirometric Assay

Gunhild Bødtker and Terje Torsvik

Abstract

Growth and activity of sulphate-reducing bacteria (SRB) is a problem for offshore oil fields injecting sea
water for pressure support. Oxygen is traditionally removed before injection to reduce corrosion. The
anoxic conditions and high sulphate content of sea water promotes growth and activity of SRB in the water
injection system and in the reservoir. The major concern top side in the water injection system is micro-
biologically influenced corrosion (MIC) caused by SRB activity. Combined with the assessment of corro-
sion rates, monitoring of SRB activity is applied to evaluate treatment methods and optimize treatment
regimens. The aim is to reduce corrosion and maintenance cost and ensure a healthy work environment for
platform personnel. In the current chapter we will describe a radiorespirometric method for assessment of
H2S production rate in biofilm from water injection systems.

Keywords: Biofilm, H2S production rate, MIC, Sea water injection, Sulphate, Sulphate-reducing
bacteria, Sulphate-reduction rate

1 Introduction

Within the petroleum industry, growth and activity of sulphate-
reducing bacteria (SRB) is generally associated with microbiologi-
cally influenced corrosion (MIC) and reservoir souring. Injection
of sea water for pressure support during secondary oil recovery
promotes growth and activity of SRB, which cause corrosion of
steel and steel alloys. The theory of cathodic depolarization caused
by H2-scavenging SRB has traditionally been applied to explain
high corrosion rates in sulphate-rich environments, but has not
been proven experimentally [1]. More recent research suggests
that SRB utilizing electrons directly from metal may be responsible
for accelerating corrosion rates [1, 2]. In addition to the corrosive
effect that SRB have by attacking the metal directly, they produce
the highly corrosive gas hydrogen sulphide (H2S) as end product of
dissimilatory sulphate reduction.
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SRB also utilize a range of organic compounds as energy
source, whereof organic acids and hydrocarbons [3–5] are particu-
larly relevant in petroleum-related systems. Therefore, H2S gener-
ated from organic components present in reservoir formation water
and crude oil should be addressed in fields reinjecting produced
water and when assessing MIC in oil–water transport pipelines or
storage tanks. When injecting oligotrophic sea water, H2S is gen-
erated mainly from the metal surface and associated biofilm struc-
ture. However, unintentional stimulation of SRB may occur by use
of water additives containing growth-promoting components [6].
In systems rich in organic compounds, planktonic SRB will gener-
ate significant amounts of H2S in the water phase and/or at oil–-
water contacts.

The current chapter will concern sampling of biofilm from sea
water injection systems and the subsequent measurement of H2S
production rate by a radiorespirometric method modified after
Maxwell and Hamilton (1986) [7]. The method determines H2S
production rate in biofilm incubated with radioactive-labelled sul-
phate (35SO4

2�) by trapping H2S produced and measuring
of accumulated H2

35S. Other diffusion-based methods for assess-
ment of SRB reduction rates and reduced inorganic sulphur quan-
tification have been described for sediment samples [8–11].
Although the principle of the methods are similar, the current
method allows for real-time capture of H2S during incubation of
replicate sets of intact biofilm in addition to final capture of residual
acid volatile sulphur species (AVS; H2S, HS�, S2�, FeS) at end of
incubation. The current method also includes an improved H2S
trap that eliminates bias due to carryover of labelled sulphate. The
method is rapid, simple and sensitive (detects production rates
down to ~0.1 μg H2S/cm

2/day), but requires skills in anaerobic
techniques to avoid oxidation of samples and inhibition of SRB
activity.

Sampling and sampling procedures are a crucial part of micro-
bial analyses in general and for anaerobic microbial analyses in
particular. Biofilm from the water injection systems are sampled
by mounting metal coupons (biocoupons) flush with the inside of
the pipeline wall. The biocoupons are incubated for e.g. 3–12
months, depending on the need for sampling intervals. The mini-
mum incubation time is determined by the time needed for biofilm
formation on pristine coupons. In our experience regrowth occurs
within a month. A major cause for sample compromising lies in the
handling and transport of biofilm samples to the laboratory. Upon
sampling, the anaerobic biofilm should be placed in an airtight
container submerged in anoxic water from the sampling site
and transferred to the laboratory for analysis as soon as possible.
Storage at low temperature will reduce the change in biofilm com-
position before analysis. As a general rule mesophilic microorgan-
isms are stored at refrigerator temperature to slow metabolic
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activity and minimize growth before analysis. As for thermophilic
microorganism, room temperature will have the same effect, as they
generally do not grow below 40�C. However, room temperature
may promote mesophilic growth in thermophilic samples, thus
storage at low temperature is generally applied for all samples.

Determination of SRB activity is part of monitoring regimes in
offshore water injection systems, often in combination with assess-
ments of viable counts and real-time molecular quantification
(qPCR) of SRB and other relevant metabolic groups, enrichments
and total numbers of prokaryotic microorganisms [12–15]. The
determination of SRB activity in intact biofilm has several advan-
tages compared to quantitative culture-based and molecular meth-
ods, as it enables direct assessment of H2S production rate for the
whole SRB community. Viable counts of SRB are traditionally
performed in medium targetingDesulfovibrio species, and although
we have observed correlation between SRB activity levels and
Desulfovibrio sp. numbers [12–13], it is not possible to generally
link viable counts to in situ activity. For instance, during nitrate
treatment SRB may be inhibited by nitrite [16] or the increased
redox potential [17] but not killed. Some SRB may even reduce
nitrate and/or nitrite [18, 19]. Cultivation outside the system in
medium targeting SRB may thus give high viable counts indicating
high SRB activity, when the in situ sulphate respiration is in fact
inhibited by an active NRB community. The same argument is valid
for DNA-based quantifications. The current method does not take
into account the fate of total H2S generated during incubation,
only the net H2S production is accounted for. During nitrate
treatment chemolithotrophic NRB may oxidize H2

35S as it is gen-
erated in the biofilm, to either 35S0 (not recovered by the current
method) or back to 35SO4

2�, possibly masking SRB activity
completely. It is important to be aware of this limitation of the
method; it was not designed to account for the cycling of inorganic
sulphur. The aim is to assess in situ SRB activity by net H2S
production rates in offshore water injection systems and other
relevant systems, as tool in the monitoring and mitigation of
MIC. Although the current method only recovers AVS, it may
probably be modified to also recover FeS2 and S0.

2 Materials

2.1 Sampling

of Biofilm

1. Biopro 5 bio-probe system with 5 C-steel biocoupons assem-
bled in a housing made of Polytetrafluoroethylene (PTFE)
(Roxar, Stavanger, Norway) (Fig. 1). The biocoupons are
prepared and analyzed by onshore laboratory personnel.

2. Transport container for biocoupon housing (“body with
washer” Roxar, Stavanger, Norway) (Fig. 2).
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Fig. 1 The sketch shows a bio-probe in the access fitting, which provides the actual pressure seal and serves as
the carrier for the equipment to be installed in the pipe. The sketch was provided by Roxar, Stavanger, Norway
(http://www2.emersonprocess.com/en-us/brands/roxar/pages/roxar.aspx) and modified by authors by labelling

Fig. 2 The picture shows a transport container for biocoupons. The biocoupon housing is mounted and secured
in the container by a central corrosion-resistant screw. The container and lid is closed by screw threads. After
closing the container, anoxic sample water is carefully flushed through the valves before they are closed

http://www2.emersonprocess.com/en-us/brands/roxar/pages/roxar.aspx


2.2 Placement

and Retrieval

of Biocoupons

(Performed by

Platform Personnel)

1. Holder body in stainless steel (holds housing with biocoupons).

2. Hydraulic access and retrieval system for standard mechanical
200 system (Roxar, Stavanger, Norway).

2.3 Sampling

of Water

1. Sterile anaerobic culture bottles with rubber stoppers and
crimp seals for anoxic water samples.

2. Sterile tubing for sampling.

3. Forceps and crimper.

2.4 Radiorespiro-

metric Analysis

1. Anoxic solutions of 6 M HCl and 1 M zinc acetate.

2. Radioactive sulphate (35SO4
2�), 1 mCi/37mBq, specific activity

100mCi/mmol (Perkin Elmer,WalthamMass., US). Solid salt is
dissolved in 1 mL sterile distilled water (sdH2O) (seeNote 1).

3. Scintillation tubes (20 mL poly vials with cap).

4. Scintillation liquid (Ultima Gold™ F, Perkin Elmer, Waltham
Mass., US).

5. Center well, polypropylene 10 mm (Kimble Chase, Vineland
NJ., US).

6. Filter paper.

7. GR-2 Septa, 12.5 mm (Supelco, Bellefonte Pa., US) for side
arm (Fig. 3c).

8. Syringes: 50, 5, 1 mL; needles: 0.5 � 25 mm, 0.8 � 50 mm.

9. Gas: N2.

10. Custom glass tube-sets for incubation, with rubber stopper
connection and cap (see Fig. 3 and Note 2).

11. Tube incubator without lid.

3 Methods

The current method description considers the type of bioco-
upons and biocoupon housing that has been described in previ-
ous publications [12–14]. The biocoupons, placed in the
housing, are contained in a bio-probe that is mounted flush
with the pipeline inner surface (Fig. 1, Sects. 2.1 and 2.2).
With regard to sampling points along the water injection sys-
tem, it is important to consider the system that you are studying
so that you get relevant samples. A sketch of a generic sea water
injection system with suggestion of sampling points is given in
Fig. 4.
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3.1 Sampling

of Biofilm

Biofilm is collected on C-steel biocoupons that are incubated flush
mounted inside the water injection pipeline, embedded in a hous-
ing containing 5–6 biocoupons (see Note 3). After extraction from
the pipeline, the biocoupon housing is placed in a transport con-
tainer (Fig. 2) that ensures anoxic conditions during transport to
the laboratory. The container has valves that allow for careful
flushing and filling of anoxic sample water on site. Store the samples
cold.

1. Extract biocoupon housing from pipeline (performed by plat-
form personnel).

2. Place biocoupon housing in transport container, secure and
mount the top end to the bottom.

Fig. 3 Schematic drawing of experimental setup for radiorespirometric
measurements of sulphate reduction rate. The biocoupon with biofilm is
submerged in isotope solution (a). The H2S filter-trap is placed in the upper
tube, attached to the rubber stopper at the top of the tube (b). The lower and
upper tubes are connected by a hollow rubber stopper. HCl is added the samples
through the side port equipped with septum and screw cap (c)
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3. Carefully flood through with anoxic sample water and seal
container by closing the valves.

4. Store and transport at low temperature (e.g. 4–10�C).

3.2 Sampling

of Water

Water samples are collected from the sampling point of bioco-
upons, or upstream of their incubation site (see Note 4). Fill
anaerobic culture bottles completely before closing and sealing
with rubber stoppers and crimp seals, respectively. In addition to
using sterile bottles, it is important to ensure that sampling tubes
and other sampling equipment is clean and sterile.

1. Prepare for sampling by flushing the sample line (see Note 4).

2. Connect sterile sampling tube to the sampling point and place
the tubing at the bottom of the bottle and fill it completely
with water before closing (see Note 5).

3. Store at low temperature during transport to the laboratory
(e.g. 4–10�C).

3.3 Preparation

for Analysis

Depending on the total number of biocoupons, 3 or 4 are used for
the determination of sulphate reduction rate (1 for determination
of background, 2(3) for activity measurements). The remaining

Water sample

Sea water

Strainer

Nitrate/biocide

Deaeration
tower

Coupons
& water

Coupons
& water

Well head manifold

Fig. 4 A generic sketch of a sea water injection system equipped with a strainer for filtration of sea water and
a deaeration tower for removal of oxygen. Sampling points are indicated along the system, after deaeration
(low pressure) and at the well head (injection pressure)
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two biocoupons may be prepared by sonication for viable counts,
enrichments and molecular-based analyses [12].

1. Prepare a radioactive working area in a fume cupboard accord-
ing to regulations (bench coat, tape, shield, etc.).

2. Set the tube incubator at 30�C (see Note 6).

3. Mount and place 4 incubation tube-sets in a rack and start
flushing with N2 gas for 15 min (use side port, Fig. 3c).

4. Fold (see Note 7) and place filter paper in center well in upper
tube (Fig. 3b).

5. Assemble the lower and upper tube according to Fig. 3.

6. Prepare an isotope user-solution for each sample series by
sterile filtering 25 mL sample water into a 50 mL culture bottle
under N2-flushing. Use a 50 mL syringe with 0.2 μm filter
attached. Add 125 μL 35S-labelled sulphate prepared according
to the manufacturer or the equivalent from another supplier
(see Note 1).

3.4 Analysis 1. Add 4 mL isotope solution to each of the lower tubes by use of
a 5 mL syringe with long needle, while still under N2-flushing.

2. The biocoupons are separated from the housing (see Note 8)
and added directly to the lower incubation tubes under
N2-flushing.

3. Secure the connection between lower and upper tube by tape
(see Note 9).

4. Add 0.45 mL 1M zinc acetate to the filter in the upper tube by
using a 1 mL syringe with a long needle.

5. Stop N2-flushing and seal upper rubber stopper with tape.

6. Add 0.5 mL 6 M HCl to one of the biocoupons by injection
through the side port (Fig. 3c). Use this sample for background
measurement. Note the time, as this is the time for start of
incubation.

7. Incubate for 20–24 h.

8. At end of incubation, add 0.5 mL 6 M HCl to stop the SRB
activity and convert dissolved and precipitated (FeS) sulphide
to its gaseous phase (H2S) for entrapment in the top filter.
Leave for equilibration for 18–20 h.

9. Cut the center well from the rubber stopper directly into a
scintillation tube.

10. Fill the tube completely with scintillation liquid.

11. Leave for minimum 3 h in the dark before counting.

12. For estimation of total activity, extract three parallels of 0.1 mL
isotope user-solution and add 3 mL scintillation liquid,
respectively.
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13. Measure the activity (DPM) in filters and isotope solution
according to respective instruments and protocols.

3.5 Calculations The sulphate reduction rate is calculated according to the equation:

ΔSO4
2� ¼ C � 1:06� a

T �A
where:

ΔSO4
2� is the sulphate reduction rate in nmolSO4

2�/biocoupon/h.

C is the total concentration of sulphate in the incubation tube in
nmolSO4

2� (see Note 10).

1.06 is a factor that corrects for the microbiological partitioning of
sulphur isotopes [20].

a is DPM 35S2� on filter minus background.

A is DPM 35SO4
2� added incubation tube (activity is measured in

0.1 mL isotope solution, thus multiply with 40 for total activity
in 4 mL).

T is incubation time in hours.

Convert to production rate, μg H2S/cm
2/day, by taking into

account the surface area of the biocoupon, the molecular weight
of H2S and unit conversions.

4 Notes

1. The isotope user-solution is applied only for the one experi-
ment and is thereafter put away for storage until it is cold and
may be discharged. The remaining 35S-labelled sulphate may be
used for new samples series analyzed within the timeframe of a
few weeks. As you always assess the total activity in each isotope
user-solutions you prepare, the decay of 35S is relevant only
with regard to the sensitivity of the method. If using a decayed
35S-sulphate batch is considered, you should assess the residual
total DPM as well as the incubation time of your experiment
(note that the half-life of 35S is 87.4 days).

2. The original experimental design had only a bottom incubation
tube. We added a top tube to avoid contamination of the filter
by aerosol from the isotope solution (carryover of 35SO4

2�)
when adding the biocoupons or when adding acid at end of
incubation.

3. The biocoupons used in previous studies had an exposed area of
0.5 cm2 [12–14]. Different designs of biocoupons and housing
are produced by different supplies.
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4. Let the water flow at the sampling point for some time before
sampling. This will flush the sampling line and ensure collection
of water from the water injection system and not water that has
been residing in the sampling line. The time needed to flush
will be individual and needs to be considered for each systems.

5. By filling the bottles carefully from the bottom by use of a
sterile tube, you will minimize mixing of the sample water
with air and thus minimize the exposure to oxygen.

6. 30�C is here considered the general optimal growth tempera-
ture for mesophilic sea water bacteria, which is relevant for the
current sea water injection systems that have water tempera-
tures around 20–25�C. The incubation temperature should be
adjusted for the sampling location in question.

7. Cut the filter paper into 4 � 8 cm pieces and fold to get
maximum surface.

8. The separation of biocoupons from the housing may be per-
formed in anoxic chamber. However, with experience the pro-
cedure goes quickly and the biofilm exposure to oxygen is
limited before it is submerged in anoxic 35SO4

2� user-solution
in the lower N2-flushed incubation tube.

9. Development of gas during incubation and/or after acid addi-
tion at the end of incubation may cause the rubber stoppers to
pop off. Secure the connections with a strong tape, such as, e.g.
autoclaving or masking tape.

10. The sulphate content of sample water may be provided by the
platform operators (ion analysis of injection water) or may have
to be determined individually for other type of samples. Sul-
phate content may be determined by precipitation of SO4

2� as
BaSO4, which may be measured gravimetrically [21] or
turbidimetrically.
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Bacterial Solvent Responses and Tolerance: Cis–Trans
Isomerization

Hermann J. Heipieper and Nancy Hachicho

Abstract

The protocol describes the application of the membrane adaptive mechanism of Gram-negative bacteria
belonging to the genera Pseudomonas and Vibrio, the isomerization of cis- to trans-unsaturated membrane
fatty acids as a tool for the measurement of the toxicity of membrane-disturbing compounds. The degree of
isomerization directly depends on the toxicity and concentration of membrane-affecting agents. Synthesis
of trans fatty acids is apparent within 30 min after addition of stressors by direct isomerization of the
respective cis configuration of the double bond without shifting the position. The purpose of the conversion
of the cis configuration to trans is apparently a rapid decrease of the membrane fluidity to rising temperature
or the presence of toxic organic hydrocarbons. Therefore, for those bacteria in which this mechanism is
present, it offers the possibilities to use the trans/cis ratio of unsaturated fatty acids as an elegant, reliable,
and rapid bioindicator for membrane stress in experimental setups.

Keywords: Bacterial stress response, Cis/trans isomerization, Membrane fatty acids, Unsaturated
fatty acids

1 Introduction

About 20 years ago, the conversion of cis- to trans-unsaturated
fatty acids was found as a new adaptive mechanism enabling bacte-
ria belonging to the genera Vibrio [1] and Pseudomonas [2] to
decrease their membrane fluidity as a response to a rise in tempera-
ture as well as to the presence of toxic organic hydrocarbons.

P. putida cells increase the proportion of trans- to cis-unsatu-
rated fatty acids in their membrane in response to phenol exposure
to the cells [2]. Cis–trans conversion does not depend on culture
growth since it also occurs in non-growing cells, which do not carry
out de novo lipid biosynthesis [3]. Cis–trans conversion is an
enzymatic process and typically reaches its final trans to cis ratio
already 30 min after exposure to membrane-toxic agents. The
process is carried out by an enzyme called the cis–trans isomerase,
which is expressed constitutively in response to the membrane
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stress and does not depend on de novo protein or to fatty acid
biosynthesis [2, 4–6]. Thus, cis–trans isomerization turned out to
be a new adaptive response of bacteria allowing them to withstand
rises in temperature or toxic concentrations of membrane active
compounds, which otherwise would inhibit cell functions by caus-
ing an increase in membrane fluidity [7–9].

Gram-negative bacteria can also respond to an increase in
membrane fluidity by increasing the degree of saturated phospho-
lipid fatty acids [10–12]. In contrast to cis–trans isomerization,
however, changing the degree of phospholipid fatty acid saturation
is strictly dependent on growth and active fatty acid biosynthesis.
Indeed, it has been reported that exposure to solvents causes a shift
in the ratio of saturated to unsaturated fatty acids in the cell mem-
brane. However, exposure to concentrations that completely
inhibit cell growth will render the cells unable to adapt and part
of them may die [5]. The isomerization of cis- to trans-unsaturated
fatty acids offers an alternative solution to membrane protection in
non-growing cells. The conversion from a cis- to trans-unsaturated
double bond does not have the same quantitative effect on mem-
brane fluidity as a conversion in the ratio of saturated to unsatu-
rated fatty acids, but it still substantially influences the rigidity of
the membrane and leads to a protective effect [13, 14].

Incited by results mainly obtained with phenolic compounds, a
number of organic hydrocarbons were tested for their ability to
cause cis–trans isomerization in exposed cells. It was seen that the
degree of isomerization correlated with the toxicity and the hydro-
carbon concentration [15]. The concentration of hydrocarbons in
the membrane depends on their hydrophobicity, which can be
described as the logarithm of the octanol–water partition coeffi-
cient (logPow or logKow, or simply logP) [16, 17]. Organic solvents
with logP values between 1 and 4 are potentially more toxic for
microorganisms because they partition preferentially into mem-
branes [7, 16, 18]. Interestingly, a direct relation was found
between the growth-inhibiting toxicity of organic solvents and
their potential to cause cis–trans isomerization. This relation was
independent from the chemical structure of the compound [8, 19].

Besides organic solvents or increase in temperature, also
osmotic stress (e.g., those caused by NaCl and sucrose), exposure
to heavy metals or related nanoparticles [20], and exposure to some
antibiotics cause cis–trans isomerization [21, 22]. This indicates
that cis–trans isomerization is part of a general stress-response
adaptation mechanism of microorganisms [12, 23–25].

Recent BLAST analysis revealed that the cis–trans isomerase is
likely present in other bacteria than Pseudomonas or Vibrio. Poten-
tial candidates are members of the genera Methylococcus and Nitro-
somonas. In fact, the presence of trans-unsaturated fatty acids is
long known in these bacteria. Recently the cis–trans isomerase
activity was shown in Methylococcus capsulatus Bath [26] as well as
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in Alcanivorax borkumensis, a marine hydrocarbonoclastic
bacterium important for biodegradation of oil spills in marine
environments; cis–trans isomerization was found to protect the
cells against the toxicity of oil particles and toxic biodegradation
intermediates [27, 28].

The trans/cis ratio of unsaturated fatty acids in bacteria (at least
for those in which cis–trans isomerase activity is present) can thus
be applied as a bioindicator for membrane stress as a result of
toxicity exposure, either in experimental setups or in contaminated
environments. The procedure to use the trans/cis ratio as bio-
marker will be described in the following protocol.

2 Materials

2.1 Solutions and

Materials

Chloroform, methanol, hexane, and the methylation reagent: a
BF3/methanol solution can be obtained from Merck (Darmstadt,
Germany). Solvent-resistant plastic (centrifugation) tubes (Nal-
gene, Rochester, USA) and GC-autosampler flasks (Nalgene,
Rochester, USA) are the only special equipment needed. All extrac-
tion steps need to be performed under the fume hood and with the
usage of nitrile gloves. Solvent-resistant pipet tips should be used to
prevent contamination of samples with plastic components.

2.2 Time

Considerations

Harvesting of the cells by centrifugation and additional washing
step take about 30 min to 1 h of preparation. The disruption of the
cells, lipid extraction, and FAME synthesis need about 2 h of work.
In case of a GC–FID with autosampler capacity, the analysis of the
FAME can be done overnight. Data analysis is regularly done by the
GC-supporting hard- and software (e.g., ChemStation, Agilent).

3 Methods

3.1 Preparing Cells

from Pure Cultures

Containing Cis–Trans

Isomerase Activity

Cis–trans conversion is typically maximal 30 min after addition of
membrane-toxic agents to bacterial cells. As explained above, it is
not necessary to have actively growing cells for this assay, and also
resting cells can be taken for the analysis. For toxicity tests the
measurement of the final trans/cis ratio is appropriate and no
kinetic studies are necessary. Cells can be harvested about
30–60 min after the application of the stressor by centrifugation
for 15 min at 10,000�g, and the cell pellet is suspended in 2 mL
phosphate buffer (50 mM, pH 7.0). Afterwards, pellets are con-
centrated by centrifugation for 5 min at 10,000�g and stored at
�20�C before starting the extraction. The amount of cell mass in
the procedure should be at least 10 mg dry weight. 30 mL with a
cell density of about 5 � 108 mL�1 or a culture turbidity of 0.5 at
600 nm should be sufficient for subsequent fatty acid analysis.
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When using growing cells, it is necessary to harvest the cells in
the exponential growth phase and not at the entry to stationary
phase. Fatty acid composition changes when the cells enter the
stationary phase [29].

3.1.1 Lipid Extraction

and Methylation to Fatty

Acid Methyl Esters

The lipids of the cell pellets are extracted subsequently with chlo-
roform/methanol/water (1:1:1 v/v) as first described by Bligh and
Dyer [30] and shown schematically in Fig. 1. The fatty acids in the
resulting lipid extracts are methylated to the corresponding fatty
acid methyl esters (FAME) in order to make them feasible for GC
analysis by incubation for 15 min at 95�C in boron trifluoride/
methanol (20% boron trifluoride in methanol, Merck, Darmstadt,
Germany) [31]. Afterwards, the reaction is stopped by adding
300 μL H2O as well as 300 μL hexane to extract the FAME for
GC analysis. The procedure is very simple and summarized in the
scheme shown in Fig. 1.

3.1.2 Analysis of Fatty

Acid Composition by

GC–FID

Analysis of FAME in hexane is performed using a quadrupole GC
System (HP5890, Hewlett-Packard, Palo Alto, USA) equipped
with a split/splitless injector and a flame ionization detector
(GC–FID). The best column system in our hands for the separation
of cis- and trans-unsaturated FAME is a CP-Sil 88 capillary column
(Chrompack, Middelburg, the Netherlands; length, 50 m; inner

1010-1011 bacterial cells (about 15 mg dry weight) 
in 0.5 ml H2O

+ 1 ml methanol + 2 ml chloroform

3 min shaking (Vortex)

+ 0.5 ml H2O

30 sec shaking (Vortex)

centrifugate for 10 min at 1,000 g

transfer of chloroform phase (the lower liquid phase) 
in vials with ca. 2 ml volume

removal of the chloroform in a N2-gasstream

+ 0.6 ml BF3 in methanol (methylation of fatty acids to FAME)

incubation for 15 min at 95 0C 

+ 0.3 ml H2O + 0.3 ml hexane 

60 sec. shaking (Vortex)

transfer of the hexane phase (the upper phase)
in GC-autosampler flasks

Fig. 1 Scheme of the lipid extraction of cell pellets and the conversion of fatty
acids to fatty acid methyl esters (FAME) as routinely performed for analysis of
membrane fatty acid contents of microorganisms
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diameter, 0.25 mm; 0.25 μm film). GC conditions are the
following: Injector temperature was held at 240�C and detector
temperature was held at 270�C. The injection should be splitless
and carrier gas is He at a flow rate of 2 mL min�1. The temperature
program is 40�C, 2 min isothermal; 8�C min�1 to 220�C; and
5 min isothermal at 220�C. The pressure program is 27.7 psi
(¼186.15 kPa), 2 min isobaric; 0.82 psi min�1 (5.65 kPa min�1)
to a final pressure of 45.7 psi; and 5.55 min isobaric at 45.7 psi
(310.26 kPa). Fatty acids can be identified by GC from retention
time of authentic reference compounds obtained from Supelco
(Bellefonte, USA).

In our hands, the GC-column system applied for the FAME
procedure of the Sherlock Microbial Identification System (MIDI
Inc., Newark, Del.), which uses a GC–FID gas chromatography
system and an Ultra2 nonpolar capillary column (length, 25 m;
inside diameter, 0.20 mm; film thickness, 0.33 μm; Agilent), is
functional but less effective regarding the separation properties of
FAMEs than the Sil 88 capillary column.

3.2 Troubleshooting In the Bligh and Dyer procedure of 1959, it is necessary to obtain a
clear chloroform phase (the lower liquid phase). When high bio-
mass content is used, this phase can be very small. This can be
solved simply by adding more (about 0.5 mL) chloroform to the
tubes and shaking once more for 1 min. After another centrifuga-
tion for 10 min at 1,000�g, the volume of the chloroform phase
should be large enough.

For analysis of growing cultures, it is necessary to harvest the
cells in the exponential growth phase, because the fatty acid com-
position changes when the cells enter the stationary phase [29].

Because cis–trans isomerase activity is constitutive and usually
high, even mechanical stress on cell pellets can have an effect on the
trans/cis ratios [29]. Therefore, the procedure after harvesting the
cell pellets such as storage (at �20�C) and the time needed to start
the Bligh and Dyer extraction after melting the pellets should be
unified to avoid artificially high trans/cis values.

3.3 Data Analysis

Regarding Trans/Cis

Ratio of Unsaturated

Fatty Acids

Regularly, the degree of cis–trans isomerization of unsaturated fatty
acids is given as the ratio of all trans-unsaturated fatty acids divided
by the corresponding cis-unsaturated fatty acids (see equation). In
some strains, where the amount of C18:1trans fatty acids is very
low, only the C16 trans/cis ratio can be used (C16:1trans/
C16:1cis).

trans=cis ratio :
C16 : 1trans þ C18 : 1transð Þ

C16 : 1cis þ C18 : 1cisð Þ
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4 Notes

4.1 Application of

the Obtained Trans/Cis

Ratios as an Indicator

for Membrane Toxicity

Stress

The above-described protocol can be used to measure toxicity of
any compound producing membrane damage. This is especially
true for hydrocarbons. Figure 2 gives an example, here for toluene
as toxicant. The toxicity of a hydrocarbon can be predicted by its
hydrophobicity (logP) and water solubility [8, 19]. For toxic
hydrocarbons a direct dose dependency between their aqueous
phase concentration and the final trans/cis ratio occurs [15, 21,
32–34]. A direct relation between toxicity, given as the effective
concentration (EC50) leading to 50% growth inhibition, and cis/
trans isomerization was measured for a range of hydrocarbons and
is described as the concentration causing a half-maximum increase
in the trans/cis ratios (Fig. 3). In principle, the procedure can be
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Fig. 2 Effect of toluene on growth rates (filled circle) and trans/cis ratio (open
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Fig. 3 Correlation between the hydrophobicity, given as the logP value of
different organic hydrocarbons, growth inhibition, and trans/cis ratio of
Pseudomonas putida cells. Growth inhibition (open circle) is given as the EC50
concentration, and the TC50 (filled circle) is given as the concentrations which
caused an increase in the trans/cis ratio of unsaturated fatty acids to 50% of the
maximum trans/cis level reached at saturating concentrations of the toxicant
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used to assess the toxicity of unknown hydrocarbons in known pure
cultures, the cellular fitness of mutants to those hydrocarbons, and
hydrocarbon toxicity to new bacterial isolates. The limitation
regarding the occurrence of the cis–trans isomerase will restrict
the use of the trans/cis ratio to those genera which are able to
express the enzyme and show the conversion.

4.2 Research Needs An open question remains the use of the trans/cis ratio as a bio-
marker for membrane toxicity stress in environmental samples or
contaminated sites. Such applications have been suggested; in fact,
a trans/cis ratio greater than 0.1 was proposed to serve as an index
for starvation or stress in environmental samples [35]. However, a
clear knowledge about the behavior of bacteria containing the
cis–trans isomerase, especially with respect to long-term application
of stressors, and a statistical validation seem necessary, before the
determination of the trans/cis index might be a valuable option in
studying the toxicity status of natural samples [36, 37].
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Protocols for Measuring Biosurfactant Production
in Microbial Cultures

Roger Marchant and Ibrahim M. Banat

Abstract

Microbial biosurfactants have wide structural and functional diversity which consequently requires the
adoption of a range of techniques to investigate these amphiphilic molecules. Literature on the production
and analytical detection of biosurfactants is overwhelmed with assertions of high yields for such products
which are mostly over exaggerated estimates due to the use of flawed or inaccurate analytical techniques. In
this chapter we focus on quantitative methods available to allow accurate estimates of production and yield
data to be generated.

Keywords Colorimetric methods, HPLC/MS, Rhamnolipid, Sophorolipid, Surface/
interfacial tension, UPLC

1 Introduction

Biosurfactants are amphiphilic molecules mainly produced by bac-
teria, yeasts and fungi. They possess both hydrophilic and hydro-
phobic moieties and are able to display a variety of surface activities
that, among other roles, help solubilising hydrophobic substrates
and are the subject of intense investigation [1, 2]. One of the major
potential applications is their use as replacements for synthetic
surfactants in many existing and future industrial and environmen-
tal applications [3]. Diverse functional properties, viz. emulsifica-
tion, wetting, foaming, cleansing, phase separation, surface activity
and reduction in viscosity of crude oil, makes it feasible to utilise
them for numerous environmental, food, pharmaceutical, medical,
cleaning and other industrial application purposes [4–9].

Accurate measurement of biosurfactant production and deter-
mination of final yields from microbial fermentations are things
which have been rarely or never achieved by researchers up to the
present time. The reasons for this are complex but are due to factors
such as the diversity of the congeners produced and their chemical

T.J. McGenity et al. (eds.), Hydrocarbon and Lipid Microbiology Protocols, Springer Protocols Handbooks, (2017) 119–128,
DOI 10.1007/8623_2014_10, © Springer-Verlag Berlin Heidelberg 2014, Published online: 04 December 2014

119



similarity plus the need for sophisticated methodology for analysis.
There have been many publications describing several qualitative
methods for the screening and detection of biosurfactant produc-
ing cultures and product in cell culture broths. Such methods
include haemolysis of erythrocytes, axisymmetric drop shape analy-
sis, cell surface hydrophobicity, drop collapse, oil spread on sur-
faces, tilted glass slide, blue agar plate method, emulsification
activity, agar plate method and direct colony or broth chro-
matographic technique. All these methods have been adequately
reviewed by Satpute et al. [10].

In this chapter we will not deal with these varied methods that
have traditionally been employed for screening for biosurfactant
production as they are generally indirect methods using the physi-
cochemical properties of surfactants and emulsifiers as indicators of
production rather than direct quantitative measures. There are also
a number of methods that have been used quantitatively to asses
production, but which in reality are only semi-quantitative at best,
these methods will be described and evaluated. Finally we will focus
on the critical quantitative methods that are now being developed
to allow accurate production and yield data to be generated. The
field of microbial biosurfactant research is beset with claims for
efficient and large product yields which on closer examination can
be shown to be massive overestimates based on the use of flawed
methodology.

2 Materials

Bradford Reagent: Dissolve 100 mg Coomassie Brilliant Blue G-
250 in 50 ml 95 % (v/v) ethanol, and add 100 ml 85 % (w/v)
phosphoric acid. Dilute to 1 l when the dye has completely dis-
solved and then filter through Whatman Number 1 filter paper just
before use. 1 M NaOH can be used in the assay mixture if the
lipopeptide is not completely soluble in the Bradford Reagent.

3 Methods

3.1 Semi-

quantitative Methods

3.1.1 Surface Tension

The reduction in surface tension of a culture broth as the organism
grows is indicative that the organism may be producing a specific
surface active compound, although many molecules show the same
characteristic and may only be subsidiary metabolites. It is a rela-
tively simple procedure to measure the surface tension (ST) of a
culture broth during the growth cycle using the the Du Nouy
method using a digital tensiometer equipped with a platinum-
iridium ring. Distilled water is used to calibrate the instrument
and mean values of replicates are necessary for reproducible results.
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The ST value for pure water is 72.8 mN/m at 20�C and microbial
biosurfactants may reduce the value to around 27 mN/m.
Although ST measurements do give numerical values, the data are
of limited use in quantifying the biosurfactant production for the
following reasons:

1. The ST value falls to a minimum at the Critical Micelle Con-
centration (CMC) for a specific biosurfactant molecule and any
further increases in biosurfactant concentration produce no
further decline in ST value. For the most active biosurfactants,
the CMC value may be very low, e.g. rhamnolipid CMC values
have been variously determined as in the range 24–65 mg/L.
Since biosurfactant production may be in the range of tens to
hundreds of grams per litre, the initial decline in ST in a culture
covers only a small portion of the production cycle. The value
of the method can be extended, however, by using a dilution
series and calculating approximate yields on the basis of titre.

2. Microbial biosurfactants are not produced as a single molecular
species but as a mixture of different congeners. Very often this
mixture is exceedingly complex and the variations in structure
lead to each congener having different surface-active proper-
ties. A further complication is that different culture conditions
may alter the proportion of the individual congeners. It is clear
therefore that an overall measurement like ST can only give an
indication of biosurfactant production and no specific quanti-
tative information concerning individual congeners.

3. Measuring the STof a culture broth also fails to take account of
the contribution to the ST value by constituents of the growth
medium and the changes that take place during microbial
growth. For example, the use of oleic acid as a carbon source
may lead to its emulsification and reduction of surface tension
measurements in the broth culture.

4. Theoretically isolating and purifying the individual congeners
from the mixture should allow true CMC values to be deter-
mined, however, separation of a complex mixture of different
but similar congeners is seldom feasible [11].

3.1.2 Interfacial Tension Interfacial tension (IFT) is a measure of the cohesive energy present
at an interface, e.g. liquid/liquid or gas/liquid phases. The surface
activity of biosurfactants reduces the IFT in a similar fashion to the
ST effect. The IFT can be measured using specific pieces of equip-
ment, or through examination of the axisymmetric shape of a
hanging or supine drop [12], the units of measurement for IFT
are the same as ST, i.e. mN/m. The same comments made about
the limitations of ST measurement apply to IFT.
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3.2 Colorimetric

Methods

3.2.1 Orcinol Method

Colorimetric methods to determine the production of biosurfac-
tants in microbial cultures have many immediate attractions. They
offer the prospect of a simple, rapid, reproducible and accurate
methodology; however, in the case of biosurfactants, this prospect
is not one that is fulfilled. The orcinol method for the determina-
tion of rhamnolipids [13] is one that has been used extensively in
the literature to report production and yields of rhamnolipids;
unfortunately in most applications, it is fatally flawed as we will
discuss later. The method is carried out as follows: cell-free super-
natant from a microbial culture is diluted 10 times and 100 μl of
this sample added to 900 μl of fresh orcinol reagent (0.19%
orcinol in 53% sulphuric acid). The sample is then incubated in
a water bath at 80�C for 30 min, cooled to room temperature for
15 min and finally the absorbance measured at 421 nm
(Abs421nm). The rhamnose content is calculated by comparison
with a standard curve prepared with L-rhamnose at concentrations
of 0–50 μg/ml. Rhamnolipid concentration is obtained by multi-
plying the rhamnose content by 3.0, which represents the rham-
nolipid/rhamnose correlation [14]. The measurements should be
carried out in duplicate and may be expected to consistently show
less than 5% variation. The underlying problems with the orcinol
method for the determination of glycolipid biosurfactants is that
the reagent reacts with any pentose sugar and is not specific for
rhamnose; indeed orcinol has been used for the quantification of
both DNA and RNA. The second point is that it is in any case an
indirect method for rhamnolipid determination, and the final
calculation of rhamnolipid concentration depends on an estimated
proportion of rhamnose to total glycolipid quantity which will
vary from culture to culture and between different fermentation
runs in addition to variations of sugar content and proportions
between the different biosurfactant congeners such as mono- and
di-rhamnose sugar containing rhamnolipids. The effect of these
problems is that the orcinol method always overestimates the
quantity of rhamnolipid present, sometimes to an alarming
degree. Carrying out the determination on the culture broth
will compound the error, but even using an extraction and purifi-
cation protocol as described by Smyth et al. [11, 15] will not
remove the errors. Some workers have attempted to improve the
accuracy of the method by using a standard of rhamnolipid rather
than pure rhamnose; however, this does not prevent the interfer-
ence of contaminating pentoses in the sample. In conclusion we
can say that the orcinol method is really only of value in a
comparative quantitative role within a single experiment and
should not be used where absolute values are required to make
comparisons between different studies.
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3.2.2 Bradford Method Just as orcinol can be used as an indirect method to measure the
pentose portion of a glycolipid biosurfactant, the Bradford method
[16] to estimate protein can used as an indirect method for lipo-
peptide biosurfactant quantification. The assay is carried out as
follows:

Samples should contain between 5 and 100 μg protein in a
volume of 100 μl. If the lipopeptide to be assayed is not soluble in
the Bradford reagent, add an equal volume of 1 M NaOH to each
sample and vortex (if this option is used, the NaOH should also be
added to the standards). Standards containing 5–100 μg of a suit-
able protein, e.g. albumin, should be prepared for calibration of the
method. Add 5 ml of the Bradford Reagent to each sample and
incubate for 5 min and then measure the absorbance at 595 nm.

The Bradford Reagent reacts primarily with arginine residues
and less so with histidine, lysine tyrosine, tryptophan and phenylal-
anine residues. This means that the overall reaction is very depen-
dent on the composition of the peptide being assayed. It is
therefore obvious that this method, like the orcinol method, has
severe limitations for the quantification of biosurfactant production
and should only be used to obtain relative yields under one set of
conditions rather than as an absolute quantification method.

3.3 Gravimetric

Methods

The most obvious and perhaps the simplest quantification method
is gravimetric analysis, i.e. isolating/separating and then directly
weighing the amount of product. While this approach has a great
deal of merit, there are significant problems in applying it to
biosurfactant production. Methods for the isolation and purifica-
tion of a range of low molecular weight and high molecular weight
biosurfactants have been detailed by Smyth et al. [11, 15]. One
major complication for the isolation of the ‘pure’ biosurfactant is
the type of substrate used for the growth of the microbial producer.
Very often this takes the form of an excess amount of a pure fatty
acid or fatty acid mixture such as rapeseed oil, which has to be
removed before the further purification of the biosurfactant can
take place. Solvent extraction, e.g. hexane, can be used for this
removal; however, it can be difficult to determine whether excess
fatty acid removal has been effectively achieved. The purity of the
finally isolated biosurfactant can be checked before gravimetric
analysis using analytical methods such as direct injection mass
spectrometry; however, not all contaminating molecules will give
a signal and this methodology can only really be used in a negative
mode; i.e. if a contaminant is seen then the surfactant preparation is
not pure, but if no contaminants are seen this does not necessarily
mean the preparation is pure. Despite the drawbacks of the gravi-
metric method, it does provide a reasonably good comparative
measure providing care is taken with the isolation and purification
steps.
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Fig. 1 Separation of rhamnolipid congeners produced by B. thailandensis E264. (a) LC-QToF-MS of rhamno-
lipid crude extract after SPE purification. Static phase, Agilent poroshell SB-C3, 2.1 � 100 mm, particle size
2.7 μm. Mobile phase 1, H2O (4 mM ammonium acetate), and mobile phase 2, MeCN, were used for
chromatographic separation as follows: 0–17 min 50–70% mobile phase 2, 17.0–17.5 min 70% mobile
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3.4 Rigorous

Quantitative Methods

The very nature of most biosurfactants produced by microorgan-
isms makes absolute quantification a very difficult task. The mix-
tures of different congeners differing only slightly in structure, but
with possibly widely variant functionalities, provide a major obsta-
cle to accurate differential quantification. As we have seen with the
indirect methods or the measurement of a fractional component of
the molecules, these techniques can produce grossly misleading
results which are usually overestimates of quantity. An effective
approach therefore must include separation and characterisation
technologies which allow individual components of the mixtures
to be identified and quantified. These requirements effectively limit
the possible methods to combinations of HPLC and mass spec-
trometry; see Fig. 1 which shows an example of such separation for
rhamnolipid congeners produced by B. thailandensis.

HPLC is a practical and efficient method for separating indi-
vidual components of biosurfactant mixtures, particularly glycoli-
pids. The precise conditions which need to be used for complete
separation of a specific set of biosurfactant congeners have to be
determined experimentally each time, but we can give the condi-
tions for separation of some of the systems that have already been
developed.

3.4.1 Rhamnolipids and

Sophorolipids

The first step in the process of analysing a culture broth involves the
removal of the cells by centrifuging followed by some measure of
purifying the biosurfactant through acidification to precipitate the
glycolipids combined with solvent extraction [11]. The purified
extract (5 μl of a 1 mg/mL solution) of the glycolipid is then
diluted in methanol (95 μl) and 10 μl used for HPLC analyses
coupled to a tandem quadrupole mass spectrometer. Analysis of
mixtures containing predominantly C10C10 rhamnolipids can be
performed using a Luna C18 250 � 4.6 mm 5 μm column (Phe-
nomenex, Cheshire, UK) with a mobile phase consisting of water +
4 mM ammonium acetate (phase A) and acetonitrile (phase B) and
the operating conditions as follows: 70:30 (A:B) to 30:70 (A:B)
over 50 min and back to 70:30 (A:B) over 5 min with hold for
5 min.

Analysis of sophorolipids can be carried out using a similar C18

column with the same mobile phases and chromatographic condi-
tions as above. Flow rates of 0.5 ml/min are appropriate. The mass

�

Fig. 1 (continued) phase 2, 17.5–18.0 min 70%–50% mobile phase 2 and 18–20 min 50% mobile phase 2.
(b) QToF-MS profile of rhamnolipid crude extract after SPE purification. SPE purification was carried out using
Strata SI-1 silica (55 μm, 70 A) 2 g/12 ml Giga Tubes. CHCl3 was used to clean the column before the sample
was added. The sample was then dissolved in CHCl3 and added to the column; pure CHCl3 was ran through the
column to clean and remove any unwanted products from the sample. Finally, the purified rhamnolipid was
eluted using a 1:1, v/v solution of CHCl3:MeOH
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spectrometer should be operated in ionisation negative mode with
a scanning range of 50–1,200 Da. Using these conditions, good
separation of congeners should be achieved and relative abundance
of the individual congeners will be observable from the HPLC peak
areas. The MS data will also allow each peak to be directly identi-
fied. Ideally for fully accurate quantification, a glycolipid standard
should be run for each congener to calibrate the peak areas from the
HPLC trace. This approach, however, is not practicable since it is
probably only realistic to obtain pure samples of the major compo-
nents of any mixture in useable quantities. An alternative approach
is to use an internal standard with each glycolipid sample run. Costa
et al. [17] used this technique for the analysis of rhamnolipids from
Burkholderia glumae, adding 16-hydroxyhexadecanoic acid or
5,6,7,8-tetradeutero-4-hydroxy-2-heptylquinoline at a final con-
centration of 10 mg/L. Burkholderia glumae produces mono and
di-rhamnolipids with alkyl chains ranging in length between
C12C12 and C16C16 with the most abundant congener Rha-Rha-
C14C14; effective separation of these congeners was achieved using
a 4.6 � 50 mm 300SB-C3 Zorbax 5 μm reverse-phase column
using a water/acetonitrile gradient with a constant 2 mM concen-
tration of ammonium acetate. The choice of internal standard to
use in this system is governed by the ability to obtain a good signal
in the MS system. The examples of HPLC separation conditions
given above cannot be applied directly to separation and quantifi-
cation of other glycolipid biosurfactants without selecting an
appropriate column and suitable elution phases and gradients.
Each new type of surfactant mixture will require careful optimisa-
tion of the conditions.

Although the system outlined above for quantification of bio-
surfactant produced in a microbial culture is accurate and repro-
ducible, it does have disadvantages, notably the length of time
required to run each sample means that monitoring of the progress
of a fermentation run can only be carried out off-line and at
relatively infrequent intervals. More recently an improved tech-
nique has been developed (Rudden, Smyth, Marchant, & Banat)
which uses UPLC technology with much improved separation of
congeners achieved in 3 min with a further 2 min conditioning of
the column between runs; this compares to a normal run time of
55 min using HPLC. This method potentially allows accurate
quantification to be carried out at short time intervals during a
fermentation run. The UPLC system operates at ultrahigh pressure
(600 bar) through a narrow bore column (21 x 100 mm) and for
separation of C10C10 rhamnolipids uses water plus 4 mM ammo-
nium acetate as mobile phase A and acetonitrile as phase B with a
gradient from 50% A to 90% B over 2.2 min. The peaks produced
are analysed as with the HPLC system using a tandem quadrupole
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mass spectrometer. Rhamnolipid standards used for calibration and
validation of the system were prepared from a mixture of up to 14
different congeners by separating the congeners into two fractions:
one containing mono-rhamnolipids and the other di-rhamnolipids.
Since separation of the fractions into individual congeners was
impracticable (some congeners are present in very low amounts),
the relative proportion of each congener was established from the %
peak area from the mixed sample, and then 1 mg/mL of the most
abundant rhamnolipid congener present in each of the purified
fractions was analytically weighed to obtain standard solutions;
i.e. in fraction R1, Rha-C10-C10 (503 m/z [M-H]�) was the
most abundant congener comprising 83.8% of the total sample,
and in fraction R2, Rha-Rha-C10-C10 (649 m/z [M-H]�) was the
most abundant congener comprising 85.1% of the total sample.
Standard curves could then be constructed to allow accurate quan-
tification of all the congeners present in the initial sample. The
major advantages of the UPLC method are the approximately 12-
fold reduction in run time for the separation of the rhamnolipid
congeners compared to the HPLC method, and with the use of
multiple reaction monitoring (MRM), which eliminates other
interfering compounds in the sample, preliminary preparation of
the sample can be reduced to the removal of particulate material,
i.e. microbial cells.

4 Conclusion

The overall conclusion at present is that published data on the
yields of biosurfactant from different fermentation systems cannot
be directly compared and that great care should be exercised in
evaluating claims for high production yields. The fact that micro-
organisms produce a mixture of very similar congeners also means
that absolute quantification of yield is always going to be difficult to
achieve. The use of appropriate standards in conjunction with
techniques that allow accurate quantification, e.g. HPLC or
UPLC, is most likely to give the accurate and reproducible yield
data that are required to evaluate the economic feasibility of any
process.
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Analysis of PHB Metabolism Applying Tn5 Mutagenesis
in Ralstonia eutropha

Matthias Raberg, Daniel Heinrich, and Alexander Steinb€uchel

Abstract

Transposon mutagenesis presents a powerful and practicable method to generate single-gene disruption
mutants of microorganisms. As naturally occurring transposons “jump” within the genome, molecular
biology uses plasmid-bound transposons, which randomly disrupt genomic regions of the target organism.
Obtained transposon mutants help to elucidate metabolic pathways and to identify essential genes, which
are involved in syntheses or degradation of compounds or are important for other cell processes or cell
structures. The best-known transposon, Tn5, codes for different antibiotic resistances as well as for a
transposase mediating transposition and a transposase inhibitor protein. A notable example of applied
Tn5 mutagenesis is the identification and localization of genes, which are involved in the synthesis of the
industrially relevant biopolymer poly(3-hydroxybutyrate) (PHB) in Ralstonia eutropha H16. PHB is
synthesized in a three-step pathway, and the key genes of R. eutropha were found to be organized as a
single operon. In this chapter, the generation and analysis of Tn5-induced mutants of R. eutropha
is described. This procedure starts with the transfer of the Tn5-harboring plasmid pSUP5011 into
R. eutropha by conjugation, is followed by the screening of mutants defective in PHB accumulation, and
is then completed by identifying genes, which have been disrupted by Tn5 by sequence analyses.

Keywords: Conjugation, PHB metabolism, Ralstonia eutropha, Suicide plasmid technique, Tn5
mutagenesis, Two-step gene walking

1 Introduction

The betaproteobacteriumRalstonia eutrophaH16 serves as amodel
organism for H2- and CO2-based lithotrophy, as well as the synthe-
sis of the industrially relevant bacterial storage compound poly
(3-hydroxybutyrate) (PHB). The metabolically versatile inhabitant
of soil and freshwater can gain energy by oxidizingmolecular hydro-
gen or formate and fix CO2 via the Calvin–Benson–Bassham cycle
under autotrophic conditions [1]. Besides heterotrophic utilization
of organic acids or fructose, which is catabolized through the
Entner–Doudoroff pathway, it is also able to utilize aromatic com-
pounds [2]. In limited presence of another macroelement, e.g.,
nitrogen, excess carbon is stored as intracellular granule-bound
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PHB, a biodegradable polyester that was first produced commercially
by ICI (Zeneca) in 1970 [3]. Synthesis of PHB requires three steps,
starting with the condensation of two molecules of acetyl-CoA
to acetoacetyl-CoA, which is catalyzed by a betaketothiolase
PhaA [4]. Upon the reduction by an NADPH-dependent
acetoacetyl-CoA reductase (PhaB) leading to the formation of
(R)-3-hydroxybutyryl-CoA (3HB-CoA), the PHA synthase PhaC
catalyzes the polymerization of the 3HB moieties to PHB [5, 6].
The genes for the three enzymes are located in the PHA-operon
phaCAB [6–8]. Whereas PhaC is essential for PHA biosynthesis
in R. eutropha H16, PhaA and PhaB can be replaced by isoenzymes
[9, 10]. A second PHA synthase gene was identified within the
R. eutropha H16 genome sequence project [11], which putatively
encodes an additional PHA synthase in this bacterium.However, this
phaC2 annotated gene is obviously not transcribed in H16 [12]. The
genome of R. eutropha H16 is organized on two chromosomes
consisting of 4.1 Mbp (chromosome 1) and 2.9 Mbp (chromo-
some2) and themegaplasmid pHG1(0.5Mbp). Besides the phaCAB
operon which is localized on chromosome 1, isologues of phaA (15)
and phaB (39) are spread over the two chromosomes [11].

The genomic organization of the PHB biosynthetic genes of
R. eutropha H16 was first elucidated in 1988 by applying transpo-
son Tn5mutagenesis [6]. Transposable elements (transposons) are
fragments of DNA, which usually code for phenotypic markers, as
for example, antibiotic resistance genes. Naturally occurring trans-
posons change their position within the genome employing a
transposase, which is encoded by the transposon. This mechanism
can be exploited in order to generate disruption mutants through
transposon-containing plasmids, which are introduced into the
respective microorganism.

Tn5, which is one of the best characterized transposons, consists
of three major segments. The 2,748 base pair (bp) central region of
the Tn5 transposon harbors the three antibiotic resistance genes
kan, str, and ble (kanamycinr, streptomycinr, and bleomycinr;
[13]). This region is flanked by two nearly identical 1,535 bp
sequences referred to as IS50L and IS50R, of which only IS50R
codes for an active transposase and a transposase inhibitor both
requiring different gene transcription initiation sites [14].
The ratio of transposase to inhibitor proteins determines the rate
of transposition. Terminal 9 bp inverted repeats, which act as
transposase recognition sites, complete the 5,818-bp-long Tn5
sequence [15].

Different approaches to determine the location of the transpo-
son insertion are available. The flanking regions of the Tn5 inser-
tion can directly be amplified and sequenced by applying the two-
step gene walking method [16]. In this polymerase chain reaction
(PCR)-based technique, a walking primer, which specifically hybri-
dizes with the IS50L or the IS50R element, is used to amplify the
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complimentary single-strand DNA (ssDNA) of the unknown
sequence downstream of the IS50 element. The walking primer
then binds nonspecifically to different sites of the generated
ssDNA in a second stage with a decreased annealing temperature,
which results in double-strand DNA (dsDNA) of different lengths
with attached walking primers at the 50 ends. In the final stage of
the PCR, the annealing temperature is raised again to amplify the
dsDNA exponentially. The amplified and isolated dsDNA can then
be sequenced when using a primer, which binds to the IS50 ele-
ment downstream of the walking primer. Employing the BLAST
algorithm [17], the position of the Tn5 and the respective dis-
rupted gene can be directly determined if the organism’s genome
sequence is known. Furthermore, the function of the respective
protein can be analyzed.

Alternatively, the gene, which is disrupted by Tn5, can be
identified by employing a gene bank of the respective wild-type
organism. This method was especially relevant, when PCRmethods
such as the two-step gene walking approach were not advanced.
Gene banks are generated by enzymatically digesting genomic
DNA and ligating the resulting fragments into separate vectors,
which are then transferred into a host organism, as for example,
Escherichia coli. This results in a population of different E. coli
strains, each containing a different DNA fragment of the originat-
ing organisms’ genomic DNA. The Tn5-containing genomic frag-
ment can be obtained by digestion of the mutant DNA with
subsequent subcloning of the fragment and isolation of
kanamycin-resistant E. coli clones. It is important to use a restric-
tion enzyme, which does not cut inside of Tn5 (e.g., EcoRI). By
DNA–DNA hybridization of the Tn5-inserted fragment with the
wild-type gene bank, the original DNA fragment can be identified
and sequenced.

In order to identify key genes for certain metabolic or biosyn-
thesis pathways, transposon mutagenesis is superior to other meth-
ods as, for example, the use of chemical reagents or radiation, since
it leads to mutants showing only single-gene mutations. Moreover,
the arrangement of genes within a single operon can be deter-
mined, if polar effects prevent transcription of genes, which are
located downstream of transposon insertions. However, the benefit
of generating single-gene mutants also limits transposon mutagen-
esis in cases, where multiple isoenzymes catalyze the same reaction
step. For example, the analysis of the genome sequence of R.
eutropha H16 revealed multiple genes coding for isoenzymes of
the betaketothiolase PhaA as mentioned above. Consequently,
transposon mutants with a PhaA-negative phenotype were not
identified [10, 11].

Advances in DNA sequencing during the last decades have
further increased the potential of transposonmutagenesis, as widely
available genome sequences and genomic maps provide instant and
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comprehensive information about disrupted genomic regions.
Therefore, Tn5 mutagenesis is a powerful method for analyzing
the genome of various microorganisms up to this day [18, 19].
Furthermore, the application of Tn5 mutagenesis is not limited to
identifying key genes of certain pathways, but can also enhance
different biosyntheses. In 2012, Brandt et al. identified Tn5
mutants of R. eutropha H16 with increased PHB synthesis when
genes involved in the synthesis of liposaccharides were disrupted.
Those mutations apparently lead to an increased uptake of carbon
substrates [20].

In this chapter, we describe the procedure of generating, iso-
lating, and characterizing single-gene mutants of R. eutropha by
Tn5::mob mutagenesis by using the suicide plasmid pSUP5011
([21]; Fig. 1). The pSUP5011 plasmid contains a pMBI origin of
replication, which is not functional in R. eutropha, but leads to
replication of the plasmid in the donor strain E. coli S17-1. In order
to transfer the vector from E. coli S17-1 to the recipientR. eutropha
via conjugation, the plasmid pSUP5011 contains a mob site, which
codes for a mobilizing protein that breaks the plasmid strand at a
specific site. Furthermore, E. coli S17-1 was engineered to chro-
mosomally harbor tra genes, which encode the formation of a pilus
mediating the transfer of the 10-kbp plasmid to the acceptor cell
[22]. As the plasmid itself cannot replicate inR. eutropha, only cells
in which Tn5 has transposed into the genome are viable in the

Apr

Cmr
D pBR325

mob

Kmr

Fig. 1 Schematic structure of plasmid pSUP5011 [21]. For details, see text
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presence of kanamycin. After cultivating the donor and recipient
cells, a spot mating is carried out with concentrated cell suspension
on an agar plate to allow plasmid transfer via conjugation ([23];
Fig. 2). In order to isolate Tn5-induced mutants ofR eutropha after
the spot mating, dilutions of the cells are plated onto selective
media. In this applied protocol, the strain R. eutropha HF39 is
used, as it is resistant to higher concentrations of streptomycin
[25]. Therefore, cells of R. eutropha HF39 can grow on
streptomycin-containing solid media that prevents the
streptomycin-sensitive donor E. coli S17-1 from growing. Further-
more, the medium contains kanamycin so that only Tn5mutants of
R. eutropha HF39 are viable. With respect to the PHB metabolism
and its biosynthesis route, the phenotype and genotype of gener-
ated Tn5mutants are then analyzed. For this, cells are cultivated on
different solid media, including a medium, which promotes PHB
accumulation (reduced nitrogen) to screen for phenotypes.
Thereby PHA-“leaky” or PHA-negative phenotypes can be recog-
nized by observing the opacity of the colonies. The location of the
Tn5 insertion of several mutants is then determined by the two-step
gene walking method.

2 Materials

2.1 Cultivation

of the Recipient

1. Strain: Ralstonia eutropha HF39 (DSM 15444).

2. Sterile saline: (see Sect. 2.11).

3. Growth media: Nutrient broth (NB) medium (see Sect. 2.12),
liquid and solid media.

4. Antibiotics: Streptomycin (500 μg/ml) (see Sect. 2.11).

Fig. 2 Schematic representation of Tn5 mutagenesis in R. eutropha. (1) Synthesis of proteins necessary for
conjugation. (2) Transfer of suicide plasmid pSUP5011 from E. coli S17-1 (donor) to R. eutropha HF39
(recipient), which is not replicated in R. eutropha (3) and is therefore lost during cell division. (4) Integration of
Tn5 into the genome (here: megaplasmid pHG1) (Fig. 2 which is based on data previously provided by [23] and
an illustration by [22] was adapted and modified from [24])
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2.2 Cultivation

of the Donor

1. Strain: Escherichia coli S17-1 (pSUP5011) (DSM 5167).

2. Sterile saline: (see Sect. 2.11).

3. Growth media: Lysogeny broth (LB) medium (see Sect. 2.12),
liquid and solid media.

4. Antibiotics: Kanamycin (50 μg/ml) (see Sect. 2.11).

2.3 Cell Harvest 1. Sterile saline: (see Sect. 2.11).

2. 50 ml reaction tubes.

2.4 Conjugation 1. NB agar plates (see Sect. 2.12).

2.5 Selection of

Transconjugants

1. Sterile saline: (see Sect. 2.11).

2. NB agar plates supplemented with kanamycin (300 μg/ml) and
streptomycin (500 μg/ml) (see Sects. 2.11 and 2.12).

3. 50-ml reaction tubes.

2.6 Identification of

Mutants of Interest

1. Nile red-containing mineral salt medium (MSM) agar plates
with 0.5% (w/v) fructose and reduced nitrogen content (0.02%
[w/v], NH4Cl) (see Sects. 2.11 and 2.12).

2. NB agar plates with kanamycin (300 μg/ml) and streptomycin
(500 μg/ml) (see Sects. 2.11 and 2.12).

2.7 Screening

of Mutants

1. NB agar plates with kanamycin (300 μg/ml) and streptomycin
(500 μg/ml) (see Sects. 2.11 and 2.12).

2.8 Phenotypic

Characterization

of Mutants

1. 1.5 ml reaction tubes.

2. Sterile saline: (see Sect. 2.11).

3. Nile red-containing mineral salt medium (MSM) agar plates
with 0.5% (w/v) fructose and reduced nitrogen content (0.02
% [w/v], NH4Cl) (see Sects. 2.11 and 2.12).

2.9 Selection

of Mutants for

Determination of Tn5

Insertion Loci

1. Phase contrast microscope.

2. Microscope slides, cover glasses, and immersion oil.

2.10 Genomic

Characterization for

Determination of Tn5

Insertion Loci

2.10.1 Isolation of

Genomic DNA (gDNA)

1. Growth media: Nutrient broth (NB) medium with kanamycin
(300 μg/ml) and streptomycin (500 μg/ml) (see Sects. 2.11
and 2.12).

2. 1.5-ml reaction tubes.

3. Isolation of gDNA: Apply an appropriate extraction kit, for
example, “NucleoSpin® Tissue” kit, Macherey-Nagel,
#740952.50.
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2.10.2 Two-Step Gene

Walking

1. Walking PCR: BioMix™ (Bioline GmbH, Luckenwalde,
Germany, #BIO-25012). Walking primer “IS50 walking”:
50-TCG GCC GCA CGA TGA AGA GC-30.

2.10.3 Agarose Gel

Electrophoresis

1. TBE buffer: Tris (50 mM), boric acid (50 mM), disodium
ethylenediaminetetraacetate (EDTA) (2.5 mM). Prepare at
least 2 l of buffer.

2. Loading dye: EDTA (50 mM), sucrose (50 % [w/v]), bromo-
phenol blue (0.1 % [w/v]).

2.10.4 Sequencing 1. Removal of walking primers: Apply an appropriate extraction
kit, for example, “GeneJET Gel Extraction and DNA Cleanup
Micro Kit,” Thermo Scientific, # K083.

2. IS50 sequencing primer: 50-CGT TAC CAT GTT AGG TCA
CAT GG-30.

2.11 General Buffers

and Reagents

1. Sterile saline: 0.9 % (w/v) NaCl; sterilize by autoclaving or by
filtration.

2. Streptomycin stock solution: 500 mg/ml streptomycin sulfate
in H2Odemin.; sterilize by filtration.

3. Kanamycin stock solution: 150 mg/ml kanamycin sulfate in
H2Odemin.; sterilize by filtration.

4. Nile red stock solution: 0.25 mg/ml Nile red in dimethyl
sulfoxide (DMSO); Add to solid media to a final concentration
of 0.5 μg/ml.

5. Fructose stock solution: 40% (w/v) in H2Odemin.; sterilize by
filtration. Add to MSM to a final concentration of 0.5 % (w/v).

2.12 Bacteria Growth

Media

These may be purchased from any supplier of common bacterial
growth medium components or prepared media:

1. Nutrient broth (NB) medium: 5 g peptone, 3 g meat extract/l
H2Odemin.; for solid media, add 1.5% (w/v) agar. Sterilize by
autoclaving.

2. Lysogeny broth (LB) medium [26]: 10 g tryptone, 5 g yeast
extract, 10 g NaCl/l H2Odemin.; for solid media, add 1.5%
(w/v) agar. Sterilize by autoclaving.

3. Mineral salt medium (MSM) [27] agar plates: Mineral salt
component and agar component have to be autoclaved sepa-
rately (see Note 4). Unify both components when cooled to
50�C. Then add sterilized carbon source and if required anti-
biotics and Nile red.
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Mineral salt component

Na2HPO4 � 12 H2O 9.0 g

KH2PO4 1.5 g

NH4Cl 0.2 g

MgSO4 � 7 H2O 0.2 g

CaCl2 � 2 H2O 0.02 g

Fe(III)NH4 citrate 1.2 mg

Trace element solution SL6 (10,000-fold) 0.1 ml

H2Odemin. ad 500 ml, pH 6.9

SL6 (10,000-fold)

ZnSO4 � 7 H2O 0.1 g

MnCl2 � 4 H2O 30 mg

H3BO3 0.3 g

CoCl2 � 6 H2O 0.2 g

CuCl2 � 2 H2O 10 mg

NiCl2 � 6 H2O 20 mg

Na2MoO4 � 2 H2O 30 mg

H2Odemin. ad 100 ml

Agar component

Agar 15 g

H2Odemin ad 500 ml

3 Methods

The protocol below provides a detailed description of all necessary
laboratory steps to conduct a transposon mutagenesis in Ralstonia
eutropha including a precise timetable of the daily experimental
setup. In this chapter, transposon Tn5 will be transferred by a
suicide plasmid (pSUP5011) from Escherichia coli S 17-1 to
R. eutropha HF39 via conjugation in order to cause transposon-
induced mutations in Ralstonia’s genome. In the second step,
transconjugants showing defects in PHB biosynthesis should be
identified and analyzed at a molecular level applying the two-step
gene walking method.

In preparation for the experiments, both strains are suspended
in sterile saline and spread on NB solid media containing 500 μg/
ml streptomycin (R. eutropha) or LB solid containing 50 μg/ml
kanamycin (E. coli) (see Sects. 2.11 and 2.12). These agar plates are
incubated for 1–2 days at 30�C (R. eutropha) or 37�C (E. coli),
respectively, and stored at 4�C until further use.

3.1 Cultivation of the

Recipient (Day 1)

Inoculate four 100 ml Erlenmeyer flasks (preferably baffled) filled
with 10 ml liquid NB medium (500 μg/ml streptomycin) (see
Sects. 2.11 and 2.12) with single colonies of R. eutropha HF39
(see Sect. 2.1) and incubate for 20 h at 30�C on a rotary shaker
(~120 rpm).
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3.2 Cultivation of the

Donor (Day 1)

Inoculate four 100 ml Erlenmeyer flasks filled with 10 ml liquid LB
medium (50 μg/ml kanamycin) (see Sects. 2.11 and 2.12) with
single colonies of E. coli S 17-1 (pSUP5011) (see Sect. 2.2) and
incubate for 15 h at 30�C on a rotary shaker (~120 rpm).

3.3 Cell Harvest

(Day 2)

Cells of the donor and the recipient are harvested by centrifugation
in sterile 50 ml tubes:

1. Centrifuge culture broth of donor and the recipient (15 min,
3,500 � g, 4�C).

2. Discard the supernatant.

3. Suspend cell pellets in 1 ml saline solution (see Sect. 2.11).
Donor or recipient aliquots, respectively, may be combined in
one tube each.

3.4 Conjugation

(Mating, Day 2)

1. Place five (relatively thick) NB agar plates (mating plates) on
the bench.

2. Unite donor and recipient by successively dripping 0.2 ml
donor suspension, then 0.2 ml of the recipient suspension in
the middle of each plate to allow conjugative plasmid transfer
(see Note 1).

3. Transfer the mating plates carefully to the incubator avoiding
diffluence of the suspensions and incubate at 30�C overnight
(see Note 2).

4. Also prepare two control plates solely with 0.2 ml donor sus-
pension or 0.2 ml recipient suspension, respectively.

3.5 Selection of

Transconjugants

(Day 3)

In order to discriminate transconjugants ofR. eutropha, which have
successfully received transposon Tn5 from E. coli S 17-1 via suicide
plasmid pSUP5011, from donor cells and nonconjugated recipient
cells, cells have to be washed from the mating plates and transferred
to selective NB solid medium harboring kanamycin as well as
streptomycin. Exclusively transconjugants are able to grow on
these agar plates as strain R. eutropha HF39 is mutatively strepto-
mycin resistant while the integrated Tn5 mediates kanamycin resis-
tance. In contrast, growth of donor cells is repressed although Tn5
harbors a streptomycin resistance gene. However, this streptomycin
resistance gene is expressed in E. coli only at a very low level.
Therefore, also donor cells harboring Tn5 cannot survive the
applied high streptomycin concentration of 500 μg/ml:

1. Suspend/wash the cell layer from the middle of the mating
plates with 3 ml sterile saline.

2. Transfer cell suspension to sterile reaction tubes with lid
(see Note 3).

3. Evenly spread 0.1 ml of cell suspensions using a sterilized
spreader rod over the complete surface of NB agar plates
which contain 300 μg/ml kanamycin and 500 μg/ml
streptomycin until all of the liquid is absorbed by the agar plate.
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4. Incubate the agar plates at 30�C for 2 to 3 days at the
maximum. Thereafter, the cells must be subjected to the next
step, or the agar plates can be stored for a limited time (1 week
at the maximum) in the refrigerator.

Prepare as much plates as possible from these mating solutions.
For the controls, one plate is sufficient for each.

3.6 Identification of

Mutants of Interest

(Day 5–6)

After 2 or 3 days of incubation, a distinct colony-forming unit (cfu)
should be apparent on the selective NB agar plates while no growth is
expected on the control plates (seeNote6). Each cfu represents cells of
an individual transconjugantwhich had received pSUP5011by conju-
gation and actually harbors transposon Tn5 its genome. In order to
identify mutants with defects in PHB synthesis, cells from a large
numberof transconjugant colonies shouldbe transferred in anordered
manner on two different solid media (see Sects. 2.11 and 2.12):

1. Nile red-containing mineral salt medium (MSM) agar plates
with 0.5% (w/v) fructose and reduced nitrogen content (0.02
% [w/v], NH4Cl).

2. NB agar plates with kanamycin (300 μg/ml) and streptomycin
(500 μg/ml).

Application of Nile red and nitrogen limitation allows an in vivo
staining of PHB (see Note 7). It is advantageous to perform the
transfer applying a picking scheme as provided in Fig. 3.

1. Print two colony transfer (“picking”) arrays (Fig. 3) on one
paper sheet.

Fig. 3 “Picking” array to transfer mutants onto selective media in an ordered
manner
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2. Place one of the abovementioned Nile red-containing mineral
salt medium (MSM) agar plates (left) and one of the selective
NB agar plates (right) on top of the schemes.

3. Mark the plates similarly in relation to their orientation to
ensure transfer colonies on the same location on both plates.

4. Take little cell material from one cfu with a sterile toothpick and
streak out (approximately 5 mm long), first on the MSM agar
plate and then on the NB agar plate (see Note 5).

5. Continue and transfer cells from as much cfu as possible as the
picking scheme allows on both plates.

6. Incubate the agar plates at 30�C for 2 to 3 days.

This procedure is essential to generate sorted patterns with
identical orientation of each transconjugant on both plates to
allow subsequent comparison of mutants.

3.7 Screening

of Mutants (Day 8)

Screen the agar plates for mutants which are putatively impaired in
PHB biosynthesis. Such mutants appear translucent on Nile red-
containing agar plates with reduced nitrogen content. Additionally,
check Nile red plates under UV light (312 nm) for fluorescence:
Nile red accumulates in PHB granules stored in the cells, so only
PHB-accumulating cells can show fluorescence. Mutants of interest
with impaired or disabled PHB synthesis will show lower or no
fluorescence at all. Prepare purity plates (Fig. 4) for these mutants
on NB agar plates with kanamycin (300 μg/ml) and streptomycin
(500 μg/ml). Incubate the agar plates at 30�C for 2 days.
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Fig. 4 Technique to gain isolated colonies by successive threefold streaking. (a) Schematic presentation: Take
cell material with a sterile inoculation loop from one cfu and streak it threefold on the agar plate (a). Continue
with strokes B, C, and D as shown in the scheme. Do not forget to burn out the inoculation loop for sterilization
after the three A strokes, B strokes, and C strokes, respectively. (b) Agar plate showing isolated colonies of R.
eutropha obtained by applying mentioned technique and incubation of 2 days at 30�C
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3.8 Phenotypic

Characterization

of Mutants (Day 10)

Prepare sectorial strokes from purified mutants on Nile red contain-
ing MSM agar plates with reduced nitrogen content:

1. Suspend 1 cfu of each mutant’s purity plate in 100 μl sterile
saline in sterile 1.5 ml reaction tubes.

2. Spread the suspensions in triangle shapes onto the plates
employing an inoculation loop. Do not forget to flame the
inoculation loop for sterilization before continuing.

3. Include strain HF 39 as reference.

4. Incubate the agar plates at 30�C for 2 days.

3.9 Selection

of Mutants for

Determination of Tn5

Insertion Loci (Day 12)

Conduct a final analysis of the mutants:

1. Accurately compare phenotypes on the agar types (Fig. 5) and
observe noticeable mutants in the phase contrast of a light
microscope (Fig. 6) in comparison to control strain HF39
(see Note 8). Are PHB granules detectable?

2. Select mutants with an obvious defect in PHB synthesis for
further genomic characterization.

Fig. 5 Screening for mutants impaired in PHB biosynthesis. Investigated strains
were spread as sectorial strokes from purified mutants on Nile red-containing
MSM agar plates with reduced nitrogen content. Strains 6 and 8 appear
translucent and therefore show clear PHB-negative phenotypes. All other
tested strains are not impaired in PHB biosynthesis but store significant
amounts of PHB as indicated by their reddish opaque phenotype
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Fig. 6 Microscopic pictures of PHB-negative Tn5 mutant (a) and a R. eutropha HF39 control strain (b). Left,
bright field; Middle, differential interference contrast (DIC); Right, fluorescent light (λ ¼ 234 nm). Cells were
cultivated for 48h in MSM media (see Sect. 2.12). For both strains, samples of 200 μl were diluted 1:10 with
saline and incubated with 4 μl of Nile red solution (see Sect. 2.11) for 30 min on ice. Cells were fixed on the
microscope slides with 100 μl of agarose (1% [w/v])
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3.10 Genomic

Characterization for

Determination of Tn5

Insertion Loci (Day

12–14)

At first, genomic DNA (gDNA) of selected mutants is isolated.
Samples of these gDNAs serve as templates for the “two-step gene
walking” method [16]. This technique is based on a randomly
primed polymerase reaction and comprises only two major steps:
(1) a walking PCR with a single specific outward pointing primer
(step 1) and the (2) direct sequencing of its product using a nested
specific primer (step 2) which is shown in Fig. 7 (see Note 10).
Finally, the precise insertion loci of Tn5::mob can be determined by
sequence comparison with Ralstonia’s genome via BLAST search
(see Note 11).

Fig. 7 Basic principle of the two-step gene walking procedure. The known sequence stretch is shown in gray;
unknown sequence stretches are shown in white; the walking PCR primer is shown in black; the specific
nested sequencing primer is shown as striped. During the first 30 cycles, the PCR primer binds at stringent
conditions and specific ssDNA of different length (caused by different drop-off sites of polymerase) is
produced. One subsequent cycle at low annealing temperature allows unspecific binding of primer at different
sites on ssDNA as reverse primer. dsDNA of different length with primer sequence incorporated at each
5-prime end is produced. Thirty cycles at stringent conditions specifically and exponentially amplify dsDNA.
The PCR product is sequenced directly by using a specific nested primer. Taken from [16]
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3.10.1 Isolation of gDNA

(Day 12–13)

1. For each mutant, inoculate one Erlenmeyer flask filled with
20 ml of NB medium (containing 300 μg/ml kanamycin and
500 μg/ml streptomycin) from cells of 1 cfu.

2. Incubate overnight at 30�C on a rotary shaker.

3. Harvest cells by repeated centrifugation steps in 1.5 ml reaction
tubes (5 min, 16,000 � g, 4�C).

4. Isolate gDNA applying a commercially available DNA extrac-
tion kit according to the manufacturer’s instructions (see
Sect. 2.10.1).

5. Check successful gDNA isolation with a UV-vis spectropho-
tometer following the instructions of the manufacturer. Deter-
mine the concentration of gDNA samples and calculate the
volume corresponding to 50 ng gDNA which is the amount
needed for walking PCR. If necessary, dilute gDNA samples.

3.10.2 Two-Step Gene

Walking (Day 13)

1. Pipette and mix the following samples into 200 μl PCR tubes
(see Sect 2.10.2):

Biomix (Bioline GmbH, Luckenwalde, Germany) 15 μl

Walking primer (10 μM) 3 μl

DNA template (50 ng) �μl

H2O ad 30 μl

2. Conduct the walking PCR according to the cycling program
mentioned below:

Round Cycles
Temperature
(�C) Time Action

94 4 min Primary denaturation

1 30 94 30 s Specific primer extension;
ssDNA synthesis56 30 s

72 2 min

2 1 94 30 s Unspecific binding of
primer; dsDNA
synthesis

40 30 s
72 2 min

3 30 94 30 s Specific exponential
amplification56 30 s

72 2 min

72 10 min Final elongation
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3.10.3 Agarose Gel

Electrophoresis (Day 13)

To control the products of the walking PCR, analyze aliquots of the
reaction mix after cycling via agarose gel electrophoresis:

1. Prepare an agarose gel (1% agarose [w/v] in TAE buffer, boiled
up; see Sect. 2.10.3) in an electrophoresis chamber.

2. Mix 3 μl walking PCR sample each with 2 μl loading dye
(see Sect. 2.10.3).

3. Transfer samples to the agarose gel

4. Run gel at 140 V

5. Stain with ethidium bromide

6. Analyze and document walking PCR product patterns under
UV light (see Notes 9 and 10).

Remove primers from the residual walking PCR aliquots apply-
ing a Gene Clean kit (see Sect. 2.10.3) according to the manufac-
turer’s instructions (see Note 10).

3.10.4 Sequencing

(Day 14)

Carry out direct sequencing at a company providing commercial
DNA sequencing:

1. For each mutant, mix a required aliquot of purified walking
PCR products (usually 5–10 μl) with the specific unmodified
nested primer (see Sect. 2.10.4) according to the provider’s
instructions and send it to the company.

2. Analyze received nucleotide sequences via BLAST search
(http://www.ncbi.nkm.nih.gov/BLAST/).

3. Determine Tn5 insertion loci in comparison to Ralstonia’s
genome (see Notes 11 and 12).

4 Notes

1. Ad 2.4/3.4: It is favorable to have a donor-to-recipient cell
ratio of 1:1 in the mating process. For this, the optical densities
of the overnight cultures of E. coli S17-1 andR. eutrophaHF39
can be adjusted by sterile saline.

2. Ad 3.4: To ensure fast absorption of bacteria suspensions and to
gain a concentrated spot with efficient donor/recipient con-
tact, it is highly recommended to apply thick agar plates, which
have been left to dry at room temperature for 2 days prior to
the spot mating. To additionally prevent the spot mating from
flowing all over the agar, it might be helpful to incubate the
opened plate under the laminar flow or near the Bunsen burner
for 30 min to allow drying of the spot suspension before
carrying the plate to the incubator.

3. Ad 2.5/3.5: The easiest way to wash the cells from the mating
agar plates is to incline the respective plate while carefully
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splashing the saline against the cell layer on the mating plate
with a pipette. Suck the rinsed fluid from the bottom of the
plate back into the pipette tip and splash the solution against
the cell layer again. Repeat this procedure till the entire cell
layer has been suspended in the saline.

4. Ad 2.12: To avoid precipitation of agar components with the
mineral salts, the solid MSM should be autoclaved in two
separate parts of equal volumes: (1) a flask containing the agar
and (2) a flask containing the medium component. Both parts
therefore contain the twofold component concentration of the
final medium. Sugars should be sterile filtered and added sepa-
rately to the medium. This also applies to antibiotics, which
should be added after the agar is warm to the touch as most of
them are sensitive to heat.

5. Ad 2.6/3.6: It is favorable to burn the tips of the toothpicks with
a Bunsen burner before first use. Doing so, the toothpick tips get
round ends which do not scratch the agar plate surface. After-
wards, toothpicks are vertically packed into small beakers, covered
with aluminum foil, and autoclaved. After sterilization, tooth-
picks should be stored for at least one hour for drying at 60�C.

6. Ad 2.6/3.6: It must be noted that the rich NBmedium accounts
for much quicker growth as compared to the defined MSM,
which is why it might take a day longer for colonies ofR. eutropha
to appear on MSM plates. As stated above, a large number of
generatedmutants should be screened in order to obtain a signifi-
cant percentage distribution of mutants. As the R. eutropha
genome comprises 7.7 Mbp with an average target gene size of
1.2 kbp, the probability of Tn5 disrupting a certain gene of
interest is 0.016%,which results in approximately only one desired
mutant of 6,250 transconjugants showing a certain genotype.

7. Ad 2.6/3.6: Nile red presents a favorable compound to stain
lipophilic substances. Therefore, staining with Nile red to mon-
itor PHB accumulation of cells is quite sensitive. As other
lipophilic compounds can be stained as well, it is essential to
avoid too long Nile red incubation and exposure time under
the microscope. Otherwise, even cell membranes may fluoresce
so that false-positive results are possible. This is even more
severe if this method is applied to gram-positive bacteria.

8. Ad 3.9: The microscopic observation of R. eutropha cells is
crucial to ensure that the right cells are isolated after the spot
mating and also provides impressive images of the PHB pro-
ducer. PHB-synthesizing cells of R. eutropha are rod shaped
and usually contain between eight and 13 granules. If cells are
stained with Nile red, only the PHB granules should appear
when viewed under the fluorescence microscope. This requires
adequate staining of the cells (see Sect. 2.11).
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9. Ad 3.10.3: Only samples, which show distinct fragments as in
lanes 1–9 in the gel picture (Fig. 8), are purified and subjected
to sequence analysis (3.10.4). Discard samples showing smear
or weak signals in the gel.

10. Ad 3.10.3: In order to view the result of the two-step gene
walking PCR, only 3 μl of the sample needs to be subjected to
agarose gel electrophoresis. The remaining part of the sample
can be directly mixed with the binding buffer of the respective
commercial gel extraction kit and transferred onto the column
for the first centrifugation step. The manufacturer’s protocol
can then be followed as if the DNA was extracted from the gel
matrix.

11. Ad 3.10.4: While using the BLAST algorithm, certain statistical
rules of thumb should be kept in mind. A significant sequence
similarity requires a maximum identity value of at least 30%.
Depending on the sequence length, the e-value should be as
low as possible (� e-50 for sequences longer than 300 bp) in
order to minimize the probability of a random alignment
result.

Fig. 8 Analysis of walking PCR via agarose gel electrophoresis. The gel picture
shows typical walking PCR product patterns. Aliquots of 3 μl of different PCR
samples and 2 μl of loading dye were separated in 1% (w/v) agarose with TBE
buffer. Marker (lane M) shows λ DNA/PstI-ladder for determination of fragment
lengths
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12. Ad 3.10.4: Mutants, which are not able to grow on MSM agar
plates, will appear at a relatively high frequency. These mutants
display an auxotrophy, a phenotype which is not in the focus of
this book chapter. A smaller number will show a PHB-“leaky”
phenotype. Only very few of the R. eutropha mutants will be
PHB negative (seeNote 6). In all cases, PHA-negative mutants
should show a disruption of the phaC1 gene, since the second
gene coding for a PHA synthase, phaC2, codes for an inactive
enzyme. As there are numerous isoenzymes of PhaA and PhaB
in R. eutropha, disruptions of their respective genes will not be
noticed phenotypically. PHB-“leaky” mutants will harbor
mutations in different genes, which do not code for the three
proteins involved in the PHB synthesis pathway (PhaCAB) but
indirectly influence accumulation of PHB.
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Microbial Control of the Concentrations of Dissolved
Aquatic Hydrocarbons

D.K. Button

Abstract

Hydrocarbon oxidizing bacteria have a major effect on the chemistry of natural water systems, particularly
with increased inputs of anthropogenic petroleum products. We review the basic kinetics helpful in
understanding the equilibrium between nutrient concentrations and microbial populations, and describe
some techniques useful in establishing that equilibrium with emphasis on hydrocarbons. Topics include oil
spills, naturally occurring hydrocarbons such as terpenes, and some peculiarities of the metabolism of these
hydrophilic solutes, isolation of ambient hydrocarbon-using bacteria, liberation of partly oxidized products
of their metabolism, some environmental effects, and presumed peculiarities of the associated membrane
transport mechanisms. Analysis techniques include radionuclide methods, autoradiography, microbial
isolations and identification, quantitative high-resolution flow cytometry, and methods for tracking down
the sources of aquatic hydrocarbons. The need for improved instrumentation and theoretical approaches is
demonstrated.

Keywords: Flow cytometry, Hydrocarbons, Kinetics, Microbial populations

1 Introduction

Hydrocarbons are ubiquitous components of natural water systems
including lakes and marine systems [1]. Most were formed by
rearrangement of biogenic organic carbon in deep anaerobic sys-
tems. Now extracted and used as a source of energy, significant
amounts reenter the aquatic environment as byproducts of these
anthropogenic activities. All organics that dissolve, including even
the heavier fraction of crude oil, are represented. Many bacteria
(about 10% in Alaskan seawater) have the ability to use hydrocar-
bons for energy and carbon [2]. The resulting standing concentra-
tions of these highly reduced organics are reflected by their kinetics
of removal as demonstrated by radiotracers [3]. Growth rates of
bacteria (including archaea) tend toward the minimum sustainable,
perhaps generation times of hours to days [4] and likely longer in
cold water (in preparation). The degree of approach to a particular
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concentration depends on the rate of removal, typically by
predation from various classes of filter feeders and viral infection
[5]. Population persistence depends on organism ability to effect a
flow of nutrients into their cytoplasm. Nutrient use by these oligo-
trophs (transthreptic or surface-feeding organisms) remains perpet-
ually nutrient-limited by the biophysics of nutrient capture.
Increased concentrations of nutrients give faster growth until
capacity is saturated. With increasing growth or use of a particular
species comes an increase in the rate of consumption of that species
because they contribute to the biomass of the user. The balance
describes a steady state toward which natural water systems tend to
approach. The resulting biomass reaches a quasi-equilibrium with
the limiting nutrients, an equilibrium set by the kinetics of nutrient
capture by the microbes.

At steady state, any increase in biomass is followed by a decrease
in substrate concentration arising from increased demand. Over
time frames of a few generations, concentrations remain rather
stable. This propensity toward an equilibrium concentration set
by nutrient input together with the affinity of organisms for the
nutrient and the rate of removal of those produced was demon-
strated in continuous cultures or chemostats. It led to early descrip-
tions of the kinetics of microbial growth [6] due to similarities with
the saturation curves observed for enzymatic activity. Here, satura-
tion means that concentrations are sufficient to give rates that
approach maximal rates. In these nutrient-limited continuous cul-
tures, growth rates are set at some rate below saturation, i.e. the
maximal, μmax, by the influent rate of fresh medium containing
substrate. Population is set by the concentration of substrate in
the influent medium. Both may be operator-controlled. Growth in
the environment is basically similar except that the loss of biomass is
through predation rather than dilution.

Because hydrocarbon transport appears to be unusual in mech-
anism, and because formulations can be ambiguous due to differing
definitions of affinity, key terms [7] that describe the kinetics are
reviewed. They describe the balance between transthreptic
microbes, nutrient concentrations S, and rate. Included is the con-
version of maximal rates of substrate uptake Vmax ¼ gS/gX t where
X is cells, t is time to growth. Cell yield Y (¼ dX/dY) is needed to
convert Vmax to maximal growth rate μmax to cell yield: Vmax, ¼
μmax/Y. Substrate sequestering is described by the associated rate
and kinetic constants as described in the literature on enzyme
kinetics [8]. Ability to collect substrate is generally described by
affinity as expressed by the Michaelis constant Km where Km is the
concentration of substrate restricting uptake rate to half-maximal;
Km ¼ Vmax/2. But μmax varies greatly depending on properties
other than ability to collect substrate. These properties include
the rate of macromolecule synthesis, whether the particular sub-
strate in question is a major component of the nutrient mix, and
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metabolome control. Vmax is a capacity factor that usually depends
on the population density of transporters or other molecular pumps
on the cell surfaces. Other factors can include the concentration of
cytoplasmic enzymes, or the ability to assemble macromolecular
structures. However hydrocarbons, due to their solubility in limit
membranes as indicated by Bunsen coefficients, may have other
constraints as described below. All these are cytoarchitectural para-
meters and ones that affect terms describing the relationship
between rate and activity.

Multiple substrate use by aquatic microflora is the rule [9].
Specific growth rate μ is the rate of microbial growth per unit
biomass invoking the steady-state approximation. It is also the
loss rate of used substrates dS/Ydt where S is substrate, Y is cell
yield, and t is time. For rich systems, it is near the grazing or
consumption rate by bacterivores. Base values for the specific affin-
ity aS

o of a particular substrate within a group A, B, C... are
designated aA

o, aB
o, aC

o, so that a o
total ¼ Σa o

A, a
o
B, a

o
C For aquatic

or oligobacteria, the number of substrates must be very large
because the product of the concentration of any one and the
associated specific affinity is small compared with the rate of popu-
lation growth. The small affinities may be for reasons of economy of
permeases. This is particularly true for use of hydrocarbons by
pelagic bacterial populations where the number of chemical species
tends to be large. Various hydrocarbon oxidizing isolates fed a
menu of crude oil left leave unique patterns of unused components
on chromatograms [10] demonstrating that a diversity of metabolic
systems is necessary for the metabolism of homologs. Many meta-
bolic systems for hydrocarbons have been described [11], including
some from aquatic oligobacteria. Affinities for toluene ranged from
84 L/g-cells hr in the ballast water treatment facility plume near
Port Valdez, Alaska down to 0.05 L/g-cells hr 15 km west. By
comparison, the value for an isolate designated Pseudomonas T2
was 87 L/g-cells h. Half-maximal transport concentrations Kt for
toluene oxidation rates by the Port Valdez microflora were in the
range of 0.5–1.5 μg/L. Still, in the environment, affinities are
generally comparable to oxygen-containing organics so that simul-
taneous use of multiple substrates is required for growth at
expected rates. The presence of oil in the water increases affinities;
pre-spill oxidation rates of dodecane in Port Valdez were
0.1 μg/liter-day but only 0.001 μg/liter-day under the Arctic
Ocean ice [12].

Kinetic constants usually derive from the rectangular hyper-
bolic relationship (Fig. 1), but they are sometimes erratic, as often
noticed for phosphate [13, 14] as shown. Note the continued
upward drift of uptake rate with the concentration of phosphate.
Often cell yield, and the rate constant or ability to collect substrate,
and induction both increase with Km because transport activity can
affect both the rate constant and Vmax. Thus such changes can leave
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Km, the putative measure of ability to collect substrate unchanged.
For example, Vmax for methane use by a methanotroph can increase
100-fold upon induction while leaving the affinity unchanged [15].
AndKm can increase with cell yield by over a factor of 107 [16], too
much to be accounted for by kinetic theory alone. These observa-
tions contradict the concept that a small Km reflects high affinity,
although a search of Science Citations Index suggests that the
paradigm is the custom in at least 10,000 publications. Secondly

Fig. 1 Left: kinetics of uptake for phosphate, toluene, and amino acids in East Twin Lake, Alaska. Right: affinity
plots
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rate may be restricted in a concentration-dependent way by the
amount of energy available for transport. While Michaelian con-
cepts may be empirically accurate for single enzymes, they are
incompatible with operation of the substrate accumulation
sequence within a complete organism. Further the theoretical
accuracy is called into question by Kou [17], as well as by us,
because Km can reflect the distribution of waiting times for a
receptive active site rather than the probability of ineffective bind-
ing by a permease. For these reasons, we first tried to replace affinity
with a rate constant [13], then by the term specific affinity, and now
for both historical and thermodynamic reasons, by affinity alone. It
reflects the nutrient sequestering ability of the cell according to the
sum total of its individual nutrient accumulating nutrients as
affected by their total molecular environment [18].

For the base hyperbolic or Michaelian uptake, the base rela-
tionship between uptake rate vS, maximal rate, affinity aS, and
substrate concentration is given by Eq. (1).

vS ¼ VmaxaSS

Vmax þ aSS
ð1Þ

Anthropogenic hydrocarbons are a significant component of the
pollutants introduced into both lakes and the marine system. Large
oil spills into the marine environment [19] have been chronicled for
decades, and effects reported [20]. Sources such as exhaust from
two-stroke outboard engines are now recommending cleaner burn-
ing engines for boats. Pollution is often cited as a reason for the
decline in the water quality of lakes. The mayfly hatch in Wisconsin
has obviously declined, and to such an extent that there is a new
program to seed Green Bay off Lake Michigan with mayfly eggs.
This is because their larvae are a major source of food for fish
(Associated Press release Aug 20, 2015). Such reports are abundant
but linkages are difficult to establish. This author has observed the
failure of marine pseudomonads to grow in the presence of terpene
vapors. Toluene to 1 mg/l would still support growth, but visible
blebs apparently from disrupted membrane lipids, appear. At the
low concentration end, toluene begins to induce the ability of the
natural microflora of seawater to oxidize radiolabeled toluene at
10 nM [21]. Physical effects from the heavier hydrocarbons before
weathering in seawater are widely reported to affect wildlife and
could be easily found as large sticky globs in the subsurface gravel 5
years after the Port Valdez oil spill (unpublished).

Populations of marine hydrocarbon oxidizing bacteria can be
located in real time with the help of an onboard scintillation
counter. Those in Port Valdez, Alaska from the oil-tanker ballast
water treatment plant were claimed to be strongly mixed and
diluted throughout the ocean by plant engineers. However on
site measurement of toluene oxidizing capacity in the fjord
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revealed a layer of hydrocarbon oxidizing organisms with capacity
1,000-fold larger than in the ocean nearby [22]. It was trapped
below less saline but cooler water, and above by more dense salty
water in a layer about 30 m deep. Yet rates far from the plant were
no lower than those near the impacted layer. This indicated alter-
native sources of hydrocarbons. The layer would have gone unno-
ticed without radioactive hydrocarbons and a scintillation counter
onboard to home in on the population of active hydrocarbon
metabolism. This involved simply amending samples from various
depths and locations, with radiolabeled toluene, incubating, and
measuring filtered organisms for radioactivity.

How the ambient population of hydrocarbon oxidizers was
maintained away from the hydrocarbon source was then in ques-
tion. Data suggested another supply of hydrocarbons in the rather
pristine Alaska coastal environment. Heavy loads of floating pollen
on the seawater from streams draining Alaska’s vast conifer forests
suggested the presence of this plant hydrocarbon [23]. Seasonally
and depth-dependent concentrations of terpenes, common to con-
ifers, were detected by MS/GC at the predicted μg/L concentra-
tions, together with brominated hydrocarbons from algae,
confirmed the presence of biogenic hydrocarbons in the coastal
ocean.

Floating slicks from spills tend to aggregate in turbulent seawa-
ter, aided by wind action, increase in density, and sink. Factors
include microbial oxidation to a more dense suspension of clumps,
along with dissolution and evaporation of the lighter fraction. Clay
is quite effective in outcompeting bacteria for organics such as
glucose [24]. However suggested use of clay to sink oil slicks,
abundant in Alaskan glacial plumes, was not supported by labora-
tory trials [25]. But natural populations of bacteria were quite
effective, as compared to sterile controls, in removing oil slicks
from slowly rotating seawater in carboys. It collected into small
black hydrophilic particles that settled out in a way that revealed the
process of oil spill degradation in the oceans. Oil oxidizing bacteria
are quite good at dispersing oil slicks; however, commercial dis-
persants can actually inhibit the process [26].

Although a large portion of the marine microflora can metabo-
lize petroleum hydrocarbons, affinities are generally only sufficient
for them to supplement the many other organics used from natural
waters. Enrichment cultures tend to select for high capacity to use
the amended substrate, but they bias the selection toward copio-
trophic (rich) environments. Extinction cultures, where ambient
populations are diluted to single-digit numbers and allowed to
develop in unamended lake or seawater, produce oligobacteria.
These are low-nutrient concentration adapted organisms more
typical of the environment. The first culture developed by this
procedure, Cycloclasticus oligotrophus, was particularly good at
using acetate [25]. However genomic analysis showed the presence
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of gene sequences that are consistent with the metabolism of
hydrocarbons [27] as well. Tests with toluene showed that this
acetate user was also quite good at using a hydrocarbon, and was
perhaps a more typical marine bacterium than previous isolates due
to small size and low specific gravity. These and other data above
underscore the ubiquity of hydrocarbons in the environment, and
as a significant substrate for typical aquatic bacteria.

One of the most common classes of environmental hydrocar-
bons is terpenes [23]. They are ubiquitous products of biosynthesis
in plants. Unlike lipids, terpenes have an isoprene backbone, and
can contain minor amounts of oxygen. At least 10% of the organ-
isms present in the Gulf of Alaska actively accumulated terpenes
extracted from 14CO2-grown spruce seedlings as determined by
autoradiography [28]. Results were the same for 3H-toluene, while
controls using active Escherichia coli cells showed none of the telltail
black spots. The indigenous organisms had a relatively large specific
affinity for hydrocarbons giving a turnover time of 4–19 days
(Table 1), a large value for Alaskan seawater where values for
toluene can approach 100 years. Sufficient quantities appear to be
washed from conifers in Southeast Alaska to help base a food chain.
The most abundant terpenes were α-pinene, β-pinene, and other
conifer constituents. Bromoform a related macrophyte constituent
was abundant as well. These were discovered in a search for com-
pounds that sustained ability of the microflora to metabolize hydro-
carbons. Such plant hydrocarbons undoubtedly supported seed
populations of bacteria able to help dissipate oil spills.

Hydrocarbons are used for carbon and energy by many species
of bacteria. Oxidation of 14C-dodecane was observed in the Arctic
Ocean in the 1970s [12, 29] and oxidation of light hydrocarbons
such as toluene and benzene was apparent in all of the many natural
water systems later examined. Affinities were much higher than for
amino acids and nearly as high as for phosphate in East Twin Lake
near Fairbanks, Alaska (Fig. 1, v/S axis intercepts). Hydrocarbons
have a high-energy level in oxidative environments due to a large
hydrogen content and also contain carbon for use as cell material.
Most substrates are transported at the expense of a chemical and
electrical potential generated across the limit cell membrane usually
generated by the ejection of protons. However bacterial mem-
branes have a high lipid content, and thus are subject to disruption
by hydrocarbons like toluene. This unique feature is explored
below by the use of inhibitors. Blebs or outcrops likely comprised
of disrupted cell membranes appear on the cell surface as men-
tioned and the organisms die. Thus metabolism is limited to con-
centrations that are low.

However, hydrocarbons are high-energy substrates that require
oxygen with twice the stoichiometry as carbohydrates. Cell yields
therefore are large, to 80% dry weight [30] or 400% wet weight for
oligotrophs at only 20% dry weight [31]. This, along with small
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size, allows aquatic bacteria to maximize surface to mass ratio for
better substrate collection, called streamlining [32]. Most cultivars
have more solids and are about a third dry weight. Recent values for
amino acids are about 25% wet mass for in situ lakewater popula-
tions. Other reports are much lower but measurements of in situ
values [33] contain uncertainties. An additional factor is that at
large concentrations of hydrocarbons, large amounts can be
excreted, reducing cell yields by a factor of five [2].

The reduction of yields from hydrocarbons is due to metabo-
lism that is initially incomplete. When toluene concentrations
exceeded the transport constant Kt, large amounts of partly oxi-
dized products including catechols [34] and ring cleavage products
such as 2-hydroxy-6-oxohepta-2,4-dienoic acid [35] can be
released. These often appear in batch cultures, both mixed and
pure, turning the medium a bright yellow. Product leakage is
thought to result from initial cleavage of the hydrocarbon by
enzymes in the cell membrane due to “vectorial partitioning” (see
mechanisms below). This can result in a ratio of initial pathway
enzymes in the bacterial membrane to cytoplasmic catabolic
enzymes, and result in large affinities and maximal growth rates as
well. Affinities for three-methyl catechol and toluene dihydrodiol
were 0.14 and 1.7 mg/L as compared with only about 1 μg/L for
the parent toluene. The environmental significance of these elec-
trophilic alkylating agents is unknown.

Some of the ambiguity in describing microbial activity withKm,
it was argued, can be avoided by use of affinity (formerly specific
affinity) particularly where concentrations are small as they are for
environmental hydrocarbons. Here affinity is taken as the second
order rate constant relating the net uptake rate vs of a population to
the concentration of a particular substrate S and population is given
by wet rather than dry weight. This is because it reflects size
together with the surface area available to collect substrate. Also
water is a functional part of cytoplasmic function. The maximal
value of the affinity is a kinetic constant and the initial slope of the
kinetic (vS vs S) curve. In enzymatic terms, it is the effective catalytic
constant of the organism. As saturation ensues, specific affinity
decreases from its base or maximal value aS

o to the rate constant
aS with increasing concentration of substrate. The concentration-
dependent affinity for uptake aS is always uptake rate divided by
substrate concentration from the rate equation vS ¼ aSS and is
typically a monotonic increasing function of S up to inhibitory
concentrations for fully energized cultures. It however may be
sigmoidal in the case of positive cooperativity among substrates in
energy-poor systems. In the experience of the author, most (but
not all) uptake data that depend on uptake kinetics alone conform
to a rectangular hyperbola. Moreover single molecule kinetic data
agree with this when tested according to a variety of constraining
forces [17]. For hydrocarbons, low solubility may preclude
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concentrations sufficient to saturate the capacity of cytoplasmic
enzymes. Larger concentrations of the lighter fraction may be
achieved in water due to increased solubility [36], and a greater
presence in the membrane-lipid phase, but this can lead to toxicity,
particularly in the C6–C10 range. For toluene, concentrations shift
from stimulatory to inhibitory at about 70 mg/L [37]. Monoter-
penes, plant hydrocarbons located in coastal seawater (vide supra),
were surprisingly inhibitory toward toluene uptake. However ben-
zene added at 50 times the concentration of toluene was ineffectual
as a competitive inhibitor of toluene metabolism and the induction
constants for toluene were much larger [9]. These observations,
along with the selective use of alkane homologs from the mixture
found in crude oil, indicated metabolic pathways with unique
enzymatic components [3].

2 Materials

2.1 Flow Cytometry 1. Flow cytometry greatly improved evaluations of both activity of
natural populations (Fig. 2) as well as in isolates of environmen-
tal bacteria. However instruments with the required sensitivity
are not widely available. One reason is the cost of suitable
instruments with the required sensitivity. Those in current pro-
duction give no indication of the sensitivity of the dual 5-watt
lasers used here, and may not be easily modified to attain this
sensitivity. Secondly flow cytometry received some negative

Fig. 2 Cytogram of lakewater bacteria from Harding Lake, Alaska. The sharp
peak at left is standard spheres. Three major bacterial populations appear to the
right. The corresponding dot plot (not shown) indicates a mean DNA content of
1.8 fg/cell. A major population appears at 10 fg DNA per cell, and two (one
hidden) at 48 fg/cell. The corresponding volumes are 0.08 and 2.8 μm3
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comments due to non-linearity of the light scatter signal with
particle mass of large size compared with aquatic bacteria.
However we had previously shown that forward light scatter is
a reliable property of small particle dry mass when size is small
and refractive index is low, both by theory and by experiment
[33]. Experimentally the dry weight of a small marine isolate
measured by radioactivity from 14C-acetate and CHN-content
by analysis was within 12 % of that predicted from small glass
beads after correcting for refractive index. Moreover the carbon
content computed from dry weight according to flow cytometry
agreed with values obtained from coal standards.

2. The DNA content of bacteria easily resolved by flow cytometry
[38] helps distinguish bacteria from other particles. Further,
genome size of aquatic bacteria can be extremely small helping
define a group first cultured only rather recently [39]. Third, the
number of chromosomes, 1n, 2n, and 4n, is easily resolved
giving an indication of the rate of growth because fast growing
organisms tend to start additional rounds of replication before
they divide.

3. The difference in cytoarchitecture between aquatic bacteria and
commonly used species is huge. For example, sizes of typical
marine bacteria are only 6% of that of E. coli, as sharply resolved
by flow cytometry. Those of lakewater are in between. There can
be an annual shift in physical properties of the bacterial popula-
tion in northern lakes because size tends to increase with tem-
perature, likely due to faster growth. Total populations tend to
be fairly constant around the year as numbers reflect the ability
of grazers and filter feeders to sweep them from the water. There
is also an increase in microbial size; organisms are generally
larger in nutritionally rich systems. Cell size increases with
growth rate, and larger species may do better in rich systems,
both likely to give space for the required increase in enzyme
content. Suspended natural populations of aquatic appear to be
most accurately enumerated by flow cytometry due to their
small and varied size. Further, analysis of their dry or wet weight
provides a solid base for evaluating their affinities for substrates
in question. Thus it is important to base kinetic constants on a
more conservative parameter than population. Cell volume, dry
mass, and total surface area are all useful choices. We prefer cell
volume because water is a functional component of microbes
and provides additional space for transporters required to
enhance their affinity for most nutrients.

4. Flow cytometry was with a Cytofluorograf IIs equipped with a
model 2151 computer system, high sensitivity photomultiplier
tubes, 3.5-decade logarithmic circuitry, quartz flow-cell and 75-
pm orifice, custom adjustable beam-shaping lens assembly, and
two 5Wargon lasers (Coherent, Inc., Palo Alto, CA). Data were
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supplemented with a Model ZBI Coulter counter with 30-pm
orifice (Coulter Electronics, Hialeah, FL) and a Leitz Dialux 20-
EB fluorescence microscope (E. Leitz, Inc., Rockleigh, NC)
equipped with a 100 W mercury arc lamp and filter cubes A
and I2 to accommodate excitation and emission wavelengths for
DAPI and acridine orange.

5. Flow cytometry requires the means for adding internal standards
for both numbers of organisms and as a reference for their dry
mass and density [21, 31]. Latex beads are useful for both. Use
care to consider particle size because those much larger than
bacteria loose linearity S with particle mass as apparent from
the theory of Raleigh scattering. Specific gravities are corrobo-
rated with particles of standard density in solutions of gradient
density.

2.2 Sampling and

Supplies

1. A means for quick transfer of samples from the environment to
the analytical laboratory is useful to assess in situ activities
because substrate turnover times of labile nutrients can be very
short. Thus, separation from the environment and nutrient
sources contained within can affect the kinetics. To minimize
this artifact, we used a seaside laboratory, a shipboard laboratory,
and rapid sample transport by ski or float plane to a laboratory at
the University of Alaska, Fairbanks.

2. Radioactive tracers are often central to the analysis of microbial
kinetics. Impurities acquired during synthesis often contaminate
commercial radioisotopes and can confound the results. For
hydrocarbons, sublimation onto chilled glass works well. A
refrigerated cold finger in an alcohol bath can provide cooling.
Purified toluene can be thawed and pipetted into ampules and
sealed with little loss.

3. Micropipettes provide an accurate means of diluting radioiso-
topes and applying standards and other low-volume reagents.

4. A walk-in constant temperature room is useful for subdividing
environmental samples and subsequent incubation.

5. Manifolds with vacuum driven filter chambers are useful for
quick separation of radiolabeled cells from solution when using
small volumes (�5 milliliters) and small pore size (0.08 μm)
filters needed to remove the small but difficult to culture bacteria.

3 Methods

3.1 Chemical

Concentrations

1. Relative rates of 14C-hydrocarbon uptake compared to concen-
tration v can be calculated from the rate of evolution of 14CO2

[21] as corrected for cell yield. Initial concentrations of hydro-
carbon can be determined from specific radioactivity along with
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high-resolution chromatography. The hydrocarbon should first
be purified to eliminate residual impurities from the chemosyn-
thesis. Otherwise 14CO2 from isotope precursors can indicate
metabolism where there is none. For 14C-toluene, the isotope is
treated with NaOH to sequester 14CO2 and sublimed onto a
cold finger. This eliminates most of the abscissa intercept in the
time courses for 14CO2 liberation by eliminating the more polar
sources of radioactivity used in 14C-toluene synthesis. Where
glassware has been previously exposed to 14CO2, heating to
550�C is necessary to further reduce background.

Microbiologically evolved 14CO2 from purified 14C-toluene
amendments is dried by bubbling through concentrated H2SO4

and remaining water removed with a cold trap of glass beads in a
dry-ice acetone bath. This is followed by a hydrophobic (Tenax)
trap cooled in the same way. Biogenic 14CO2 in the effluent gas
stream is bubbled through in a series of three small phenethyla-
mine containing traps to insure complete recovery. A procedure
such as this is necessary for accurate measurements in the oligo-
trophic environment where concentrations are small.

2. Radioactivity in the cells is collected on atomic nuclei perforated
filters. Holes in many of the filters commonly used such as
0.45 μm are too large to retain most marine bacteria, and gentle
filtration through 0.08 μm filters is recommended. Sample
volumes must be small, just a few milliliters.

3. Concentrations of organic products are determined from the
radioactivity of the spent incubation medium after purging to
remove substrate toluene and filtering off the cells.

4. Absolute uptake rate vs is given by filter plus CO2 plus organic
product radioactivity and converted to units of substrate mass.

5. Affinities can be determined from the initial slope of the kinetic
curve. If perfectlyhyperbolic, it is alsoVmax/Km.However thebase
affinity aswell asKm is compromised by any unlabeledbackground
substrate that may be present. Presumably this can be accounted
for by applying the kinetics of competitive inhibition of radioactive
substrate by that which is not, proof in progress.

3.2 Populations 1. Isolation of the more typical aquatic microbes, sometimes called
oligobacteria, can be accomplished by extinction culture. This
technique is also called dilution culture, but terminology is
ambiguous with a technique for eliminating the effect of bacter-
ivores on kinetics. The population of natural water samples is
determined by flow cytometry, diluted to give ten or so organ-
isms in a container of filtered autoclaved source water, the
inoculated vessel incubated for a few weeks, and examined for
culture development [39].
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2. Populations of hydrocarbon oxidizing organisms can be
estimated from the rates of hydrocarbon uptake compared
with the affinity of isolates, appropriate genes for hydrocarbon
oxidation in them, or by autoradiography. These organisms are
mostly bacteria but taken here to include the functionally similar
archaea. 14C-dodecane added to fresh seawater from the Arctic
Ocean and incubated in situ produced radioactive CO2 within
1.5 days [12].

3. Hydrocarbon oxidizing microorganisms were more easily
isolated from Cook Inlet than from Port Valdez, Alaska in
1977 when oil production was limited to the inlet [40]. Later,
following the operation of the ballast water treatment plant in
Port Valdez, bacterial populations of 0.7 mg/L appeared at a
density trap-depth for the discharge of 50 m depth as mentioned
[22]. Populations, located and mapped with onboard toluene
oxidation rate measurements in near real time, were a factor of
104 larger than elsewhere. Those bacteria able to metabolize
toluene are necessarily substantial but variable as determined by
autoradiography [41]. The populations of hydrocarbon oxidi-
zers can be distinguished from others by autoradiography. Water
samples are incubated with 3H-toluene, and filtered onto 0.2-μ
m Nuclepore polycarbonate membranes. The filters are quar-
tered, fixed onto glass slides, coated with NTB-2 nuclear track
emulsion (Kodak), and exposed to the radiation for about a
week. After photographic development, the autoradiographs
are stained with acridine orange and examined by epifluores-
cence microscopy. The organisms become visible with this DNA
stain, and toluene-derived protons appear as obvious black
spots.

4. Samples for flow cytometry of the microflora were preserved
with the addition of formaldehyde to 0.5%, stored on ice, and
processed within a day or so. Formaldehyde speeds dye penetra-
tion. Dry weight was computed from forward light scatter
intensities obtained by flow cytometer [42]. Formaldehyde
combines with protein adding to the dry weight, and must be
corrected for; however, glutaraldehyde is much more problem-
atic due to its larger molecular weight. Volumes are calculated
from density constructed with sucrose gradients calibrated with
standard density beads. Calibration [25] was confirmed with
C. oligotrophus grown on 14C-acetate by determining the ratio
of carbon to dry weight. To determine the ratio of cell carbon to
dryweight, a culture was grown on acetate and pelleted by centri-
fugation. The pellet was washed with saline, dried, weighed, and
analyzed for carbon content with a CHN 600 analyzer.

5. DNA was determined from DAPI-DNA fluorescence intensity
and standardized with the signal from a single chromosome of
E. coli of known genome size and GC content. For seawater,
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there is a 10–30% correction for salt. Volumes of the larger
organisms were measured with a Coulter Counter model ZBI

with a Channelyzer; Coulter Electronics, Inc. Instrument cali-
bration was done with 1.942 μm-mean-diameter spheres and
corroborated by data from a Coulter Multisizer II.

3.3 Metabolic

Products and

Transport Mechanism

1. Cultures often turn yellow due to the escape of partly oxidized
products of metabolism, such as catechols and ring-cleavage
products, as mentioned. Amounts are reflected by the radioac-
tivity of culture filtrate grown on radioactive toluene after strip-
ping off the remaining substrate with nitrogen. Some can be
identified by chromatography. Amounts can exceed the amount
of CO2 liberated by a factor of three, but re-metabolism of some
often occurs and the color is lost. This raised questions about the
fate of hydrocarbons from lightly treated tanker ballast water
following a quick trip and aeration through a “microbial treat-
ment” pond. The discharge produced a large population of
bacteria from labeled toluene that quickly revealed their pres-
ence onboard ship, using a scintillation counter and radioactive
toluene for detection.

2. ForMarinobacter sp. (designated “M. arcticus”), the low oxida-
tion state and high carbon content of hydrocarbons make them
high-energy substrates in an oxidative environment. With added
CCCP (carbonyl cyanide m-chlorophenylhydrazone), 45% of
the radioactive toluene supplied turned up as non-volatile pro-
ducts after adding acid to purge the CO2. Product formation in
batch culture was initially about equal to that of CO2, but their
radioactivity was resorbed after a few minutes. With both Mar-
inobacter sp. and Pseudomonas sp. T2, transport of strongly polar
substrates like alanine is completely inhibited by protonophores
such as CCCP. Even for the ampholyte leucine, only about 1% of
the affinity remained after treatment. By comparison, for the
hydrophilic hydrocarbon toluene 99% of the affinity was retained
(unpublished). Neither did the Na+/H+ transport inhibitor
monensin [43], and therefore ATP-dependent transport, have
any effect. Uncoupling oxidative phosphorylation by dinitro-
phenol slowed, but did not stop the accumulation of toluene,
while metabolic functions like CO2 production were reversed.
For in situ populations, the yield of cell dry weight from radio-
active toluene was particularly high. So it appears that little
energy is devoted to transport for the metabolism of hydrocar-
bons leavingmore available for subsequent metabolism. Some of
these metabolic products are lost before complete utilization as
mentioned, perhaps due to location of the responsible enzymes
near the cell surface where their retention within the cell is
limited; see mechanisms below.
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3. Embedded permeases or molecular pumps of bacteria can retain
highly water soluble solutes once actively accumulated. How-
ever low molecular weight hydrocarbons are soluble in the limit
membrane including the inner membrane for gram-negative
bacteria, due to a high lipid content. Thus hydrocarbons like
toluene can disrupt the membrane and inhibit the transport of
more polar substrates including sugars and amino acids. Cell
damage can be observed by microscopy as blebs. Clearly this
dissolution is not problematic for methane, benzene, toluene, or
dodecane at small concentrations because they support growth
when the concentration is low. Affinities for natural populations
of lakewater bacteria for toluene are similar to those for phos-
phate and much higher than those for amino acids (Fig. 2).
These observations offer a means to help understand how
hydrocarbons are transported into bacteria.

4. Transport mechanisms for hydrocarbons appear to be unique
and can be examined by the use of mechanism-specific inhibitors
such as CCCP. According to the vectorial partitioning hypothe-
sis described here, hydrocarbon transport depends on high con-
centrations within the cytoplasmic membrane that result from
the large partition coefficient between water and membrane
lipids near where the initial oxidative enzymes are located. The
resulting polar products are produced near the limit membrane
and trapped by low solubility inside the cell for further metabo-
lism. The result is high affinity for hydrocarbon because the
enzymatic process involves a substrate that is concentrated by
physical partitioning rather than active transport requiring spe-
cific permeases that set rate according to their number density.
The polar products of hydrocarbon metabolism require conven-
tional permeases for retransport when lost. This may result in
smaller affinities and Michaelis constants depending on the
abundance of rate-limiting process downstream. Diffusion shells
can limit transport rates to high-affinity organisms. These are
probably reduced in the oceans by currents that generate turbu-
lence. But with the small affinities characteristic for hydrocarbon
oxidizers in most natural waters, applied diffusion barriers
formed by casting them in millimeter-sized blocks of agar
made no significant difference in the kinetic constants [2].
That affinities are very large for hydrocarbons (Table 1) is a likely
consequence of partitioning. Membrane concentrations are
increased over those external according to the size of the
partition coefficient. Values from octanol as a membrane surro-
gate are of the order of 102–105. Membrane-bound
oxidases may then use the large concentration to accelerate
production of membrane insoluble products which are trapped
inside for further use. Thus unlike amino acids, hydrocarbon
transport by Pseudomonas T2 was unaffected by high pH

Microbial Control of the Concentrations of Dissolved Aquatic Hydrocarbons 163



(small concentration of co-transporting ions) and was resistant
to proton ionophores such as carbonyl m-chlorophenylhydra-
zone and monensin. Moreover liberation of metabolic products
was increased by these antagonists, consistent with hydrocar-
bons being transported differently than they are for amino
acids. Thus use of inhibitors provides an important tool for
understanding how bacteria accumulate substrates. Another
conclusion is that the use of low molecular weight hydrocarbons
is limited by their concentration in the cell at the active site of the
first enzyme for metabolism such as toluene dioxygenase, and
not the concentration-dependent rate of diffusion to a
membrane-bound transporter. It could even be enhanced if
that enzyme were membrane bound which gives rise to the
term vectorial partitioning for the transport of low molecular
weight polar substrates. Such models can help suggest strategies
for understanding the effect of natural populations in the
environment.
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Phenotyping Microarrays for the Characterization
of Environmental Microorganisms

Etienne Low-Décarie, Andrea Lofano, and Pedram Samani

Abstract

Culture-based methods for the characterization of microorganisms remain essential to advances in micro-
biology. Phenotyping arrays and microplates in which each well represents a different selective growth
environment are important tools (1) in the identification of microbial isolates, (2) in the characterization of
the phenotypic fingerprint of microbial communities, (3) for linking specific functions with specific organ-
isms or genes, and (4) for the identification of evolutionary trade-offs in the establishment of phenotypes.
The use of phenotyping arrays in the study of hydrocarbon and lipid degradation by microbial isolates or
communities is an emerging application. The application of phenotyping arrays requires careful selection of
substrates, growth medium, and dyes and consideration of the intrinsic limitations of the approach. The use
of phenotyping arrays leads to the production of large amounts of data, which require specific approaches
for summarization and analysis. Liquid handling automation will increase the feasibility of custom pheno-
typing arrays that include hydrocarbons and lipids.

Keywords: Biodegradation, Biolog™, Culturomics, Ecotype, High throughput, Microtiter,
Phenomics, Phenotyping microarray (PM), Substrate

1 Introduction

1.1 Phenotype

Characterization

and Microtiter

Plate-Based Arrays

Selective and restrictive growth substrates have played a central role
in the taxonomy and isolation of microorganisms and represent an
important early step in the development of the field of microbiol-
ogy [1]. Growth properties of microorganisms continue to play an
important role in the identification and characterization of micro-
organisms and their communities. Microtiter plates and plate read-
ers now allow the rapid testing of cultures in hundreds of selective
growth conditions (variously described as high-throughput pheno-
typing, phenomics [2], or culturomics [3]). The pattern of sub-
strates that can be metabolized by an organism or the experimental
environments in which an organism can thrive can provide a diag-
nostic physiological fingerprint for the identification of the studied
organism. Biolog™ commercialized a method for the identification
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DOI 10.1007/8623_2015_106, © Springer-Verlag Berlin Heidelberg 2015, Published online: 20 June 2015

167



of microorganisms based on their capacity to catabolize specific
substrates [4] as measured using a reducible indicator dye [5].
Biolog™ Phenotype MicroArray panels (Biolog™ plates) consist
of 96-well plastic microtiter plates, each well containing a specific
substrate to be catabolized, as well as a proprietary tetrazolium-
based redox dye mix. The line of Biolog™ plates currently surveys
microorganismal catabolic activity in the context of carbon, nitro-
gen, phosphorus, and sulfur sources as well as pH and osmotic
pressure. The use of custom-assembled phenotyping arrays, includ-
ing arrays that contain various types of hydrocarbons and lipids as
target substrates, will undoubtedly increase with the growing avail-
ability of liquid handling automation and robotics that facilitate and
increase the replicability of the distribution of defined selective
medium to specific wells on the complex array.

1.2 Applications Biolog™ plates are widely used phenotyping arrays. Biolog™ plate
use has been reported in over 1,650 articles (as of September
2014). This technique is not only useful for characterizing the
metabolic capabilities of a single sample, but based on the distinc-
tive utilization of metabolites, Biolog™ plates can be used to iden-
tify species based on their metabolic fingerprint. They can also be
used for comparing the rate of respiration and diversity between
samples, providing a spatial and temporal map to track changes in
the microbial communities [6, 7]. The utilization of Biolog™ plates
in the context of the characterization of communities has grown to
represent around 50% of the reported usage (Fig. 1a). The use of
Biolog™ plates has focused on the characterization of bacteria and
their communities, though fungi and diverse communities have
also been characterized [8] (Fig. 1b). Biolog™ plates specifically
designed for fungi and yeast exist; however their use is still rare.
Most of the studies involve soil organisms (Fig. 1c). A growing, but
small, number of articles are characterizing strains and communities
that are cable of degrading hydrocarbons or lipids using Biolog™
plates (Fig. 1d). Studies using Biolog™ plates in the context of
hydrocarbons and lipids from oil spills and pollution tend to use
these phenotyping arrays to identify change in microbial commu-
nities due to petroleum pollution (e.g., [9–13]). Determining the
types of hydrocarbons that can be degraded by microbial commu-
nities or by specific species is essential to monitoring the impact of
oil in the environment and its bioremediation. The type of com-
munity that thrives and degrades oil depends on the hydrocarbon
substrate present [14]. A plate-based method for the measurement
of microbial catabolism of polycyclic aromatic hydrocarbons has
been developed [15]. However, a phenotype panel to characterize
strains and communities specifically in terms of their capacity to
degrade hydrocarbons and lipids has yet to be commercialized,
despite its feasibility.
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Fig. 1 The number of publications that mention “Biolog” and (a) those that also mention community. (b) Those
that also mention bacteria, fungi or bacteria, and fungi. (c) Those that also mention keywords associated with
specific biomes. (d) Those that also mention keywords relating to hydrocarbon and lipids and whether they
also include the word “community.” Search was conducted on Thomson Reuters “Web of Science” on
September 9, 2014. Search was for documents of type article and review. Mention of “biolog ” (a–d),
“hydrocarbon” (d), and “lipid” (d) could be found within title, abstract, author keywords, and “Keywords Plus.”
Further keyword searches were done in the abstract of the documents containing the word “biolog.” Search
for the mention of community was done with the “communit*” root. For organisms, the following roots were
used for the search: bacteria: bacter*, fungi:fung*, phytoplankton:phytopl*, protozoan:protozo*. Search for soil
was with the roots soil*, sand*, clay*, rhizosphere; for aquatic with marine, lake*, river*, pond*, stream*,
groundwater*; for human with human*, clinic*
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In addition to allowing the characterization of strains and
communitiesbasedontheir substratemetabolismorgrowthcondition
preferences and capacities,microtiter plate-basedphenotype arrays can
help establish intrinsic physiological trade-offs in microorganism [16]
and help characterize metabolic pathways [17]. Furthermore, using
Biolog™ plates could help discover ecotypes that can have specific
biodegradation capacities, within microorganism species [18].

1.3 Limitations

and Critique

The use of culture-based characterization of microorganisms,
including with Biolog™ plates, has faced widespread criticism,
given the rise of genomic techniques for identification and charac-
terization of microbial communities. The central critique revolves
around our inability to culture most microorganisms in laboratory
conditions [19, 20]. Therefore, our knowledge of communities
arising from phenotyping arrays may be biased, since only types
adapted to culturing conditions dominate the growth-based survey.
In the future, in situ culture techniques [21] may extend the
application of phenotyping arrays to recalcitrant microorganisms.
Preston-Mafham et al. provide a thorough critique of the utiliza-
tion of Biolog™ in the context of community characterization [19].

Firstly, the use of tetrazolium dye provides a measure of cellular
respiration. It does not provide a measure of growth. This may be
an advantage of dye-based assays, as catabolism by organisms that
cannot grow in culture may still be detected. Reduction of the dye
requires either cell surface reductase activity, in the case of net
negatively charged dye molecules, or transportation of the dye
into and back out of the cell, as in positively charged tetrazolium.
Reduction of the dye 103 requires either cell surface reductase
activity, in the case of net 104 negatively charged dye molecules,
or transportation of the dye 105 into and back out of the cell, as in
positively charged tetrazolium [24, 25]. Additional factors affect-
ing the reduction of tetrazolium include the type of organism being
assayed, the nature of its growth phase, metabolism, nutrient avail-
ability, as well as the overall growth conditions [11]. Different
organisms can also experience different levels of dye toxicity and
reduction capabilities that are unrelated to their growth, viability,
and fitness in a particular test condition. Alternatives to the use of
dyes include the measurement of cell density to measure growth
and novel techniques directly measuring respiration in microplate
wells [22, 23].

A further complication arises when dealing with the differential
reduction capabilities of a community of microorganisms. This
community analysis must take into account how each individual
species of the community is able to reduce tetrazolium and how
interspecies interactions and competition can be a confounding
variable. Additionally, when dealing with soil samples, biological
contaminants in these environmental samples can positively
or negatively influence the reduction of the dye. Given the
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multitude of possible confounding variables, it is paramount that
these dye reduction-based approximations be adequately and inde-
pendently verified.

An additional critique not often addressed in the utilization of
Biolog™ is the proprietary nature of the technology, including
substrate mixes and dye mixes, which hamper replicability and add
unknown variables that may affect the overall results (seeNotes).

2 Materials

2.1 Growth Vessel

2.1.1 Microtiter Plate

A large variety of microtiter plates exist in which custom phenotyp-
ing arrays can be assembled. Biolog™ assays are provided in poly-
styrene microtiter plates. Glass-coated or polypropylene (not
optically transparent) microtiter plates should be used when a
substrate included in the assay can dissolve polystyrene, such as
chlorinated and aromatic hydrocarbon solvents. Optical transpar-
ency of the microplate is required for direct reading on a microplate
reader and culture in nontransparent microplates (including poly-
propylene) requires transfer to adequate transparent plates, such as
glass-coated polystyrene or quartz microplates.

2.1.2 Seal To minimize edge effect in the microplate, the plate should be
sealed with a gas-permeable membrane during growth (e.g., Aera-
Seal™ and Breathe-Easy™ film). The membrane is removed and
replaced with the optically transparent plate lid during optical
density readings with the plate reader.

2.2 Chemicals

2.2.1 Substrates

Commercially available plates currently assay the ability of a strain
to utilize metabolites such as common carbon sources, nitrogen
sources (including peptides), phosphorus and sulfur sources, as well
as nutrient supplements, osmolytes, and utilization of carbon
sources in a range of pH conditions. Custom microplates can be
assembled using target hydrocarbons and lipids in relevant
concentrations.

2.2.2 Defined Growth

Medium

Growth medium must be chemically defined and designed specifi-
cally for particular microplates, such that the fluid does not contain
the target substrates. For example, the medium does not contain a
carbon substrate if the microplate assay is surveying the inoculum’s
ability to utilize various carbon sources. The medium must not
contain a reducing agent that could interact with the redox dye.
For bacteria, the Biolog™ BUG medium is commonly used [2];
yeast nitrogen base with no carbon source (modified YNB) has been
used for yeast [16] and Bold’s Basal Medium (BBM) for the growth
of heterotrophic algae (but see Note 2.1). Biolog™ provides a
variety of inoculation fluids (IF) depending on the nature of the
individual species or community being tested: media are available
for gram-positive and gram-negative bacteria, filamentous fungus,
anaerobic bacterium, yeast, and generalized communities.
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2.2.3 Dyes Most phenotype arrays rely on a redox dye to indicate hydrolytic
activity on a given substrate. Most of these dyes are reduced to a
form of formazan. Positively charged dyes are likely reduced within
the cell, whereas negatively charged dye requires an intermediate
electron donor and is reduced at the cell surface [24, 25]. Dye mix
should be stored at �20�C and kept away from a light source.

2.3 Data Collection

2.3.1 Plate Reader

For Dye-Based Assays

A plate reader with filters or monochromator set to the specific
wavelength of the formazan produced by the reduction of the dye
indicated in Table 1. A second reading can be taken at 750 nm to
account for background absorbance.

For Cell Density

Approximation

The wavelength of optimal absorption will depend on the organ-
isms studied and the substrates used. A wavelength around 660 nm
is correlated with cell counts in yeast [16]. A wavelength of 700 nm
was used for the measurement of fungal hyphae [8]. See Notes for
use in algae. Alternative plate-based devices including particle
counters and flow cytometer can provide direct measurement of
cell counts and are not sensitive to the optical properties of the
substrate.

3 Methods

Methods will vary based on cell types and phenotype array class.
A generalized protocol that applies to most assays is presented.

3.1 Assay

Preparation

Preparation of the assay environment includes preparation of the
cells to be assayed, finding the optimal redox dye (see Table 1) and
preparing the correct inoculation fluid mix for the type of assay
being conducted. Defrost and prepare the dyes only immediately
prior to use. Keep the dyes away from light.

3.1.1 Acclimation Prior to inoculation into the phenotyping microarray, samples,
especially ones taken directly from the field, should be acclimated
to laboratory and microtiter liquid culture conditions. Samples
should be cultured in similar 96-well microplates on permissive
medium prior to the assay.

3.1.2 Starvation

and Washing

Cells should be starved for the substrate category of interest prior
to inoculation of array. This can be achieved by growing the cells in
medium in which the substrate category is absent. To accelerate the
starvation process, the cells can be washed using the impoverished
media. Samples are placed in 5 ml micro-centrifuge tubes and
pelleted down at 2,000 rpm for 10 min as to not damage the
cellular integrity. The medium is then decanted and the cell
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resuspended in fresh medium or water. This process is repeated 3
times after which the cells are incubated in the impoverished
medium or water. Cellular reserves naturally depend on cell type
being assayed, but generally a 6–24 h starvation period applies to
most microorganisms [17].

3.2 Inoculation Low cell concentrations should be used as the redox dye reaction is
very sensitive and the signal of the assays measuring growth in cell
density directly will be enhanced by the number of cell divisions
that can occur before carrying capacity is reached. The inoculum
density should be known and kept stable between replicate experi-
ments. For accurate cell densities, a hemocytometer, flow cyt-
ometer, or particle counter should be used.

Table 1
Example redox indicator dyes

Name Formula Charge

[References]
Read wavelength
(nm) Note

Tetrazolium violet (TV) 2,5-Diphenyl-3-
(α-naphthyl)
tetrazolium chloride

None [25] 480
[26] 595
[27] 570
[28] 525

–

Nitroblue
tetrazolium (NBT)

2,2-bis(4-Nitrophenyl)
-5,5-diphenyl-3,
3-(3,3-dimethoxy-4,
4-diphenylene)
ditetrazolium chloride

Positive [29] 690
[28] 730
[30]

Methylthiazolyldiphenyl-
tetrazolium bromide
(MTT)

2-(4,5-Dimethyl-2-thiazolyl)
-3,5-diphenyl-2H-
tetrazolium bromide

Positive [24, 30] 570
[28] 575
[31] 540

XTT Sodium 2,3-bis
(2-methoxy-4-nitro-
5-sulfophenyl)-5-
[(phenylamino)-
tetrazolium inner salt

Negative [24, 31, 32] 450
[33] 492

WST-1 Sodium 5-(2,4-
disulfophenyl)
-2-(4-iodophenyl)-3
-(4-nitrophenyl)-2H-
tetrazolium inner salt

Negative [24] 450 –

Biolog™ Redox
Dye Mix MA

Undisclosed Depends
on pH
(reported by
Biolog™)

590 Proprietary

Biolog™ Redox
Dye Mix MB

Undisclosed Depends
on pH
(reported by
Biolog™)

590 Proprietary
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3.3 Growth Phenotyping arrays should be incubated in conditions near the
organism’s optimal growth conditions, including temperature
range and adequate oxygen and carbon dioxide concentrations.

Incubation times vary with the species inoculated. Sufficient
reduction of the dyes can generally be detected within 72 h. Mea-
surements should be taken twice daily until maximum absorbance
in each well has been maintained for at least two measurements at
which point incubation can stop.

3.4 Measurement Phenotyping arrays are measured using a microplate reader set to
the dye read wavelength (Table 1). A second reading at 700 nm,
where the reduced dye shows little absorption, measures absorption
not related to the dye and this second reading is subtracted from
the primary reading at the dye specific wavelength.

3.5 Analysis

3.5.1 Summarizing the

Data

The first step in phenotyping array analysis is summarizing the data
collected over time from each well. For arrays containing a dye, this
is best done by calculating the area under the curve [34], though
length of lag phase, slope of the increase in optical density and
maximal optical density have all been used. When analyzing optical
density data representing cell density in the absence of a dye, fitting
a logistic growth curve to the data and extracting the biologically
relevant parameters of growth rate (r) and carrying capacity (K) are
the preferred summary methods.

3.5.2 Standardization To account for variations between microplates, data can be standar-
dized as deviations from the mean optical density across the plate or
through standardization against a positive control substrate.

3.5.3 Analysis for

Interpretation

The statistical analysis method used to interpret phenotyping array
data depends on the purpose of the analysis. For the identification
of species, the optical density pattern is compared to databases of
patterns for known organisms, which can be done through least-
squares optimization. In the study of communities using Biolog™
plates, principal component analysis (PCA) is the dominant analysis
approach [19], though other multivariate methods can be used to
compare communities, including linear discriminant analysis and
random forest algorithms [35]. Phenotyping array data can be used
in the calculation of phenotypic distance and thus construction of
phenotype-based phylogenies.

3.5.4 Analysis Software Biolog™ instruments provide analysis and identification software.
Complete analysis solutions are available in the R language and
environment for statistical computing [36]. The R package OPM
[37] provides functions for the extraction of parameters from
curves (lag phase, slope, maximum optical density, and area under
the curve, including confidence intervals based on bootstrapping or
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replication), the visualization of plates (plots for diagnostics on raw
data, kinetic curve plots, diagnostic plots highlighting positive and
negative controls, and heat map, and plots for interpretation of
extracted data, correlation heat maps including innovative plotting
methods [38, 39]), and information on substrates included in the
Biolog™ plates with links to major chemical and biological annota-
tion databases (CAS, KEGG, MeSH, and MetaCyc). For studies
looking to link genomic (or metagenomic) data with phenotyping
array data, the software suite DuctApe provides tools to summarize
curve parameters (as an “activity” based on cluster analysis of curve
shape parameters) and tools to correlate differential activity on
specific substrates with the presence and absence of genes [2, 40].

4 Notes

4.1 An Example

Experiment Comparing

BiologTM Results to In-

House Phenotyping

Array for the

Characterization of

Heterotrophic

Microalgae

4.1.1 Introduction

This example experiment demonstrates the modifications required
to phenotyping array protocols and some of the limitations of the
approach. Results from Biolog™ plates were compared to equiva-
lent phenotyping arrays we prepared for the characterization of
divergently selected lines of Chlamydomonas reinhardtii, microal-
gae capable of autotrophic, mixotrophic, and heterotrophic
growth.

Source samples arose from the experiments described by Bell
2012 [41] where replicate populations of C. reinhardtii were
selected in purely heterotrophic conditions for several hundred
generations. Cultures were grown in complete darkness and sup-
plemented with the carbon source acetate. Ancestral strains have a
rudimentary ability to metabolize acetate and their efficiency
increases over time.

We investigated if these heterotrophically adapted lines could
exploit carbon sources other than acetate, on which they had
evolved. We used Biolog™ PM1 and PM2A plates, which contain
a unique carbon source in each well. For a subset of substrates
contained in the PM1 and PM2A plates, growth of the C.
reinhardtii lines was also tested in non-Biolog™ microtiter plates.

4.1.2 Methods Since Biolog™ plates are tailored to bacteria, testing the evolved
lines of C. reinhardtii required the modification of Biolog™ pub-
lished protocols.

Six C. reinhardtii evolve to grow heterotrophically on acetate
in the dark were used in this experiment. Lines set aside for inocu-
lation were transferred into 24-well microtiter plates and grown on
acetate supplemented Bold’s Basal Medium (BBM) in the dark
[42]. Two transfers were done at 14-day intervals prior to testing.
Samples were starved and washed per Sect. 3.1.2. Following
resource starvation, lines were used to create an inoculation
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suspension of 24 ml total volume in order to inoculate both PM1
and PM2A plates for each line being analyzed. 25 μl of starved cells
and 320 μl of Dye mix D were added to 23.65 ml BBM. After
adequately homogenizing the mixture, 100 μl of suspension was
inoculated into both Biolog™ plates. A set of PM1 and PM2 plates
were also inoculated with one of the lines, but without the addition
of the dye, to allow the direct detection of growth. Plates were then
placed in a dark chamber and optical density measurements taken
after 14 days of incubation using BioTek instruments ELx800
microplate reader set at wavelength 620 nm for plates containing
dye and at 405 nm for plates that did not contain the dye.

A subset of eight carbon sources was selected from the 190
surveyed for inclusion in the in-house assay. All eight carbon
sources led to a reduction signal in the Biolog plate containing
the dye. Acetate (acetic acid) was one of the eight carbon sources
assayed both by Biolog™ and in-house assay. Acetate serves as a
positive control as all lines used in this experiment are known to
grow well when acetate is provided as sole carbon source. A gradi-
ent of concentrations ranging from 0 to 10 g/l for each carbon
source was constructed on the 96-well plate. Results are presented
for the 10 g/l of each carbon substrate, but the growth pattern
across substrates was the same at all concentrations. BBM supple-
mented with the carbon sources was filter-sterilized using a Millex
syringe-driven filter unit 33 mm size. Plates were read using a
405 nm absorption filter, which has been used for the measurement
of cell density in C. reinhardtii [43].

Change in optical density from inoculation to after 14 days of
incubation was used in analysis and figures.

4.1.3 Results A reduction signal was detected across a large variety of carbon
sources in Biolog™ plates containing the tetrazolium dye (Figs. 2a
and 3). Growth was also detected across a large variety of carbon
sources in Biolog™ plates that did not contain the tetrazolium dye
(Figs. 2b and 3). Though there was no correlation between reduc-
tion and growth for the eight substrates also tested in the in-house
assay (Fig. 2a, b), values in plates containing the dye and in plates
not containing the dye were correlated across all 190 substrates in
the PM1 and PM2 plates (Fig. 3, F1,190 ¼ 173.7, P < 0.0001,
R2 ¼ 0.48). However, no growth was consistently detected in the
in-house microplates, independent of concentration of substrate,
with the exception of growth detected in acetate (acetate; Fig. 2c).
There was therefore no correlation between Biolog™ plate mea-
surements of reduction, or growth, and in-house plate measure-
ments of growth for the eight substrates tested.

4.1.4 Discussion One of the potential issues with Biolog™ assays is that the
biological activity detected using the tetrazolium dye is not an
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Fig. 2 Change in optical density for microalgae lines evolved for heterotrophic growth on acetate (values for
acetate are highlighted in red) tested (a) in a commercial Biolog™ array containing the reduction detection
dye, (b) a line tested in a commercial Biolog™ array in the absence of the reduction dye, (c) lines tested in a
custom assemble “homemade” array. Substrates are in descending order of the average change in optical
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indicator of the capacity of the organism to metabolize the sub-
strate and grow. The correlation between measurements in plates
containing the tetrazolium dye and those that did not contain the
dye indicates that the measurement of reduction is at least a partial
indicator of the potential for C. reinhardtii growth on a particular
substrate.

A second potential limitation of Biolog plates is the proprietary
nature of the substrate and dye mixes. The C. reinhardtii lines
tested were evolved to grow heterotrophically on acetate, which
could thus serve as positive control in our assays. All assays detected
activity on acetate. However, both Biolog™ plates containing the
reduction detection dye and those not containing the dye detected
activity of theC. reinhardtii lines in substrates in which the lines did
not grow in the homemade assay.

To date, we are unaware of literature using Biolog™ plates for
the characterization of heterotrophic substrate utilization in algae.
It is therefore possible that false-positive results may occur given the
necessary experimental modifications to accommodate this new
model organism. These modifications included use of an untested
inoculation fluid (Bold’s Basal Medium) and prolonged incubation
periods.

The incubation time needed to be drastically increased, since
these particular strains of C. reinhardtii require 1–2 weeks to reach
carrying capacity in the dark. Seventy-two-hour incubation is usually
used for Biolog™ plates and associated dye mix. There was a signifi-
cant difference (t-test, p < 0.001, initial meanOD0.12 SD 0.02 and
final mean OD 0.16 SD 0.03) in the mean OD readings of the
negative control, containing no substrate but containing the dye.
However, the magnitude of this difference (0.04 OD units) repre-
sents only 1% of the average increase in optical density in wells con-
taining a substrate. The effect of prolonged incubation times on
the degradation of the tetrazolium dye therefore does not explain
the extended activity detected in the Biolog™ plates. Furthermore,
any changes in the dye would not provide an explanation for the
expanded capacity of C. reinhardtii to grow on a diversity of sub-
strates as indicated in the Biolog™ plates that did not contain the dye.

Without further information on the composition of Biolog™
plates, the determination of the discrepancy between findings in
Biolog™ and in homemade assays will be difficult to determine.

5 Conclusion

Phenotyping assays, including Biolog™ plates, continue to be an
invaluable tool in characterizing the unique chemical utilization or
survival fingerprints of various strains of fungi and bacteria and may
eventually be adapted for use with other microorganisms. Despite
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its recent popularity and multiple uses, caution should be employed
when analyzing results and applying the approach to organisms
beyond bacteria and fungi. Ideally, a noncommercial phenotyping
array should be assembled with defined chemical compositions to
ensure replicability and mechanistic understanding of the response.
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Laboratory Protocols for Investigating Microbial Souring
and Potential Treatments in Crude Oil Reservoirs

Yuan Xue, Gerrit Voordouw, and Lisa M. Gieg

Abstract

Oilfield souring is most frequently caused by the activities of sulfate-reducing microorganisms as they
reduce sulfate to sulfide as their terminal electron-accepting process. Souring poses serious health and safety
hazards to oilfield workers and can be detrimental to oil production processes by potentially plugging
reservoirs and/or leading to infrastructure corrosion. Oilfield souring often occurs during secondary
recovery operations based on waterflooding, especially when the water source contains an ample amount
of sulfate that can stimulate sulfate reducers associated with the reservoir or other locations within an oil
recovery operation (such as topside facilities). Water chemistry, temperature, potential carbon sources, and
microbial communities all play a role in determining whether souring will occur in a given field. Approaches
such as biocide, nitrate, or, most recently, perchlorate treatments have shown good success in controlling
souring in laboratory experiments and/or in field applications. This chapter outlines a variety of protocols
that can be used in a laboratory setting to study souring potential in a given oilfield and to test methods of
souring control that may be applied to that field or oilfields in general. Methods of field sample collection,
water chemistry analyses, microbiological analyses, and laboratory incubation strategies are described.

Keywords: Biocides, Column studies, Crude oil reservoir, Microcosms, Nitrate, Souring, Sulfate
reducers, Sulfide

1 Introduction

Souring, the production of sulfide (that exists as S2�, HS�, and/or
H2S depending upon pH) by sulfate-reducing microorganisms, is a
detrimental process that commonly occurs during crude oil recov-
ery operations [1, 2]. These sulfide-producing anaerobic microor-
ganisms can be Bacteria (referred to as SRB) or Archaea (referred
to as SRA) and are often collectively referred to as sulfate-reducing
prokaryotes (SRP) to account for sulfate reducers in both domains
[3]. When sulfate is present in oil reservoirs, these microbes
reduce sulfate as their terminal electron accepter to sulfide [4, 5]
coupled with the oxidation of various electron donors such as H2,
volatile fatty acids (VFA) such as acetate, and crude oil hydrocar-
bons [2, 6, 7]. Souring can also arise from abiotic phenomena
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including thermochemical sulfate reduction [8], hydrolysis of
S-containing organic compounds [9], or dissolution of pyrite [2].
However, most reports and studies attribute souring to biotic
processes [6, 10].

Sulfide production in oilfield operations poses a serious safety
and health hazard for oilfield personnel and the surrounding envi-
ronment [11]. Operationally, produced sulfide increases total sulfur
content in produced oil and can lead to plugging problems [6].
Souring can also lead to microbially influenced corrosion due to the
corrosivity of formed iron sulfides and related sulfur compounds on
oil operation infrastructure [12] and often requires specialized and
costly sour service infrastructure materials. Souring occurs mainly
as the result of waterflooding during secondary oil recovery
wherein water is injected into a reservoir to sustain pressure and
help mobilize crude oil [2, 6, 10]. Before waterflooding, souring is
not obvious because SRP are dormant or act as fermenters with
little sulfide production due to the scarcity of sulfate [13]. How-
ever, waterflooding may initiate souring, especially if seawater is
used that contains a high concentration of sulfate (up to
25–30 mM). In addition, injection water can add carbon sources
and nutrients including nitrogen and phosphate, as well as exoge-
nous sulfate reducers into the reservoir [14]. As the injected elec-
tron acceptors mix with the electron donors in the formation water
in the near-injection wellbore region, SRP are activated and reduce
sulfate to sulfide to cause souring [15, 16]. Therefore, the chemis-
try of the injection water is a major factor that can influence the
onset of souring [17, 18]. All seawater-flooded fields examined
have been deemed sour to some degree [19].

Temperature is also an important factor influencing souring as
it may impact microbial growth. In general, SRB are most active at
temperatures below 80�C; thus, reservoirs with higher downhole
temperatures (e.g., >100�C) should in principle not experience
souring. However, the risks of souring in high-temperature reser-
voirs are not negligible, because the mixing of cold injection water
containing sulfate (such as seawater) with hot formation waters in
these reservoirs creates a temperature gradient that may be suitable
for SRB growth, especially in the near-injection wellbore region. In
general, low-temperature oil reservoirs are more prone to be sour
than high-temperature oil reservoirs. Souring can also be a problem
in topside (surface) facilities if sulfate-containing water/oil mix-
tures are stored at mesothermic conditions [20].

To control souring in oilfields, many methods have been devel-
oped including physical, chemical, and mechanical approaches.
Chemical treatment is most frequently used and involves the
addition of biocides or nitrate to control microbial growth and
thus mitigate souring [2, 21]. Biocides are broad-spectrum antimi-
crobial agents, specially designed to kill bacteria in a very efficient
way. Biocides used in the oil industry can be divided into
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two classes: (1) nonoxidizing biocides such as glutaraldehyde,
quaternary ammonium compounds (quats), cocodiamine, and
THPS and (2) oxidizing biocides such as chlorine dioxide, hypo-
chlorite, peracetic acid, and ozone [22]. In spite of their high
efficiency, the application of biocides is usually limited to above-
ground infrastructure to control biocorrosion and biofouling and is
rarely implemented in oil reservoirs to control souring because
biocides are poorly transported in reservoirs. In addition, repeating
dosing of biocides over long periods of time is very costly and
increases microbial resistance [2]. Compared to biocides, nitrate
injection is relatively cheap and environmental friendly as nitrate is
water-soluble, compatible with other chemicals, and does not bind
to reservoir rocks, which enables nitrate to penetrate deeper into
reservoirs. There are several mechanisms accounting for the control
of souring by nitrate: (1) biocompetitive exclusion driven by the
competition between heterotrophic nitrate-reducing bacteria
(hNRB) stimulated by nitrate addition and SRB for the same
electron donors [23]; (2) scavenging of sulfide by sulfide-oxidizing
nitrate-reducing bacteria (soNRB) [24, 25] and by nitrite, the
intermediate of nitrate reduction [26, 27]; and (3) the inhibition
of sulfite reduction by nitrite [25, 28, 29]. Recently, perchlorate has
been shown to be an effective alternate electron acceptor that may
be used to control souring [30].

Field trials using nitrate and/or biocides to control souring
have shown great success in both offshore and onshore oilfields.
For example, in the Skjold oilfield located in the Danish sector of
the North Sea, souring was first observed in the same year as
waterflooding (primarily seawater) was initiated in 1985. Nitrate
injection reduced up to 80 % of sulfide production in an individual
well pair, and field-wide nitrate injection was successful in prevent-
ing increased sulfide production expected based on a logistical
growth model [18]. The Medicine Hat Glauconitic C (MHGC)
oilfield, located in Western Canada, is a shallow, low-temperature,
and land-locked oil reservoir, in which souring was first detected 6
years after the onset of waterflooding. Field-wide injection of 2 mM
nitrate decreased sulfide production by 70 % in the first 7 weeks
following injection. However, a recovery of sulfide production was
observed following the initial inhibition, which was explained by
the establishment of microbial zonation, where NRB reduce nitrate
in the near-injection wellbore region followed by SRB reducing
sulfate to sulfide deeper into the reservoir [31]. A subsequent
pulsed injection involving higher nitrate concentrations was
shown to overcome this zonation to control souring in an individ-
ual production well [31].

Many of the successes of field trials were initially based on
laboratory experiments using produced oilfield waters designed to
understand and control souring. While key microorganisms to
identify and monitor for souring studies are sulfate reducers,
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other organisms whose activities often require monitoring when
nitrate is used are hNRB and soNRB, for example; other microbes
such as metal or perchlorate reducers can also be monitored if
needed [21]. This chapter describes sampling protocols, produced
water analysis, and various laboratory-based approaches that can be
used to assess biological souring potential in crude oil reservoirs
and methods of its control that may ultimately help inform field
operations to control souring. Please note that these protocols are
largely based on our own experiences and may not reflect the entire
suite of tools used by all researchers worldwide to study biological
souring of reservoirs, e.g., radiolabeled assays [16].

2 Materials (See Note 1)

2.1 Sampling

Produced Waters

from Crude Oil

Reservoirs

Produced water samples can readily be obtained from most oilfield
operations in order to study microbial souring and its control in
laboratory experiments. To obtain such samples, it is necessary to
collaborate with industry partners and to work with field-trained
oilfield operators, as rigorous, mandated safety protocols are in
place. To accompany operators at a field site to view and potentially
help with sampling, hazard safety training (e.g., “H2S Alive” in
Canada) and appropriate personal protective gear such as safety
glasses, hard hats, fire-resistant coveralls, and steel-toed boots are
required. In many cases, however, field locations are remote and in-
person sampling cannot be arranged; thus, materials (e.g., sampling
bottles) can be shipped to field operators along with detailed writ-
ten protocols (see Sect. 3.1) for sample collection:

1. Larger-sized sterile sampling bottles with screw-capped lids
having blank affixed labels for sampling larger volumes of pro-
duced water to establish laboratory incubations (e.g., 1 L);
bottles can be glass or NalgeneTM. If shipping samples is
required, NalgeneTM bottles are preferred in order to maintain
sample integrity (e.g., minimize bottle breakage).

2. Smaller-sized vessels with screw-capped lids having blank
affixed labels for collecting smaller volumes of produced
water that can be frozen immediately to store for DNA analysis
(e.g., 50–250 mL) such as FalconTM tubes.

3. Ice or dry ice (preferable) in a cooler for sample storage.

4. Gloves and other specified safety gear

5. Optional: Commercially available analytical field kit to do
immediate on-site sulfide determinations (see Note 2).

2.2 Sample Water

Chemistry Analysis

It is recommended that a well-working anaerobic glove bag be used
to process field samples and for the preparation of some reagents
(indicated below). However, if a glove bag is not available, samples
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can be opened and processed in a fume hood (due to potential
sulfide and hydrocarbon vapors) under a blanket of N2. Similarly,
reagents can be prepared on the bench (ideally in a fume hood)
under an N2 blanket. Please note that unless specified, the majority
of chemicals used for the various assays can be purchased from any
chemical supplier of choice.

2.2.1 Sulfide Analysis

by Spectrophotometric

Determination (See Note 3)

1. Anaerobic glove bag (e.g., from Coy Laboratories, www.
coylab.com)

2. Glass tubes with rubber-lined screw caps for solution
preparation and assay (e.g., 16 � 150 mm, Fisher Scientific,
#14-959-25D)

3. Glass serum bottles (e.g., 160-mL bottle for preparation of
sulfide stock solution; 40-mL bottles for sulfide calibration
standards) (Wheaton, www.wheaton.com)

4. Sodium sulfide (Na2S·9H2O) (keep stored in a dessicator)

5. Sodium hydroxide (NaOH)

6. N-, N-Dimethyl-p-phenylenediamine HCl solution (DMPD)

7. Concentrated sulfuric acid

8. Zinc acetate dihydrate

9. Ferric chloride (FeCl3)

10. Deionized water (such as MilliQTM or NanoPureTM water)

11. UV/VIS spectrophotometer (e.g., Shimadzu Model UV-
1800)

12. Disposable plastic cuvettes

13. Glass pipets

14. Sterile forceps

15. Automatic, adjustable volume pipettors (e.g., Gilson, Eppen-
dorf, 100/200 and 1,000 μL capacities) and pipet tips

16. KimwipesTM

2.2.2 Ammonium

Analysis by

Spectrophotometric

Determination

1. Deionized water (such as MilliQTM or NanoPureTM water)

2. Phenol

3. Sodium nitroprusside (e.g., RICCA Chemical Co. #7498-32)

4. Sodium hydroxide (NaOH)

5. Sodium hypochlorite (10–14 %, NaClO, Sigma #425044-
200 mL)

6. Ammonium chloride (NH4Cl)

7. UV/VIS spectrophotometer (e.g., Shimadzu Model UV-
1800)

8. Disposable plastic cuvettes
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9. Automatic, adjustable volume pipettors (e.g., Gilson,
Eppendorf, 100/200 and 1,000 μL capacities) and pipet tips

10. Microfuge tubes (1.5 mL)

2.2.3 Sulfate Analysis by

Spectrophotometric

Determination

1. Deionized water (such as MilliQTM or NanoPureTM water)

2. Barium chloride (BaCl2) dihydrate

3. Ethanol, 95 %

4. Concentrated HCl

5. Sodium chloride (NaCl)

6. Glycerol

7. Anhydrous sodium sulfate

8. UV/VIS spectrophotometer (e.g., ShimadzuModelUV-1800)

9. Disposable plastic cuvettes

10. Automatic, adjustable volume pipettors (e.g., Gilson, Eppen-
dorf, 100/200 and 1,000 μL capacities) and pipet tips

11. Microfuge tubes (1.5 mL)

2.2.4 Liquid

Chromatography Analysis

to Determine Sulfate,

Nitrate, Nitrite, Chloride,

and VFA Concentrations

(See Note 4)

1. Liquid chromatograph (LC) system equipped with a conduc-
tivity detector and a UV detector (e.g., Thermo Scientific™
Dionex™ Model ICS-5000)

2. Appropriate column for analyzing anions such as sulfate,
nitrate, nitrite, chloride (e.g., IonPac AS18 column,
#060549, Thermo Scientific)

3. Appropriate column for analyzing volatile fatty acids such as
acetate, propionate, butyrate (e.g., Acclaim OA column,
#062902, Thermo Scientific)

4. Appropriate solvents to prepare mobile phases (e.g., MilliQTM

or NanoPureTM water, buffers of various salt compositions,
HPLC-grade solvents such as acetonitrile, methanol, etc.)

5. Appropriate autosampler vials

6. Automatic, adjustable volume pipettors (e.g., Gilson, Eppen-
dorf, 100/200 and 1,000 μL capacities) and pipet tips

7. Disposable plastic syringes, 1 mL (e.g., from BD, Franklin
Lakes, NJ, www.bd.com)

8. Microfuge tubes

9. Microcentrifuge (e.g., Eppendorf model 5424).

10. Syringe filters (e.g., 13 mm, 0.2 μm PTFE membranes, e.g.,
from VWR # 28145-491)

11. Appropriate stock solutions for analytes (e.g., for sulfate,
nitrate, nitrite, chloride, acetate, usually prepared from the
sodium salts of these compounds in deionized water). For the
particular columns listed above, calibration curves for these are
prepared ranging from 0 to 500 μM

188 Yuan Xue et al.

http://www.bd.com/


2.3 Sample

Microbiological

Activity and

Composition

2.3.1 Enumeration by the

Most-Probable-Number

(MPN) Method

Commercially available media bottles are available for determining
microbial counts for SRB (e.g., ZAPI-5, Dalynn Biologicals, www.
dalynn.com/dyn). Alternatively, MPN tubes for SRB assays (or for
other microbial groups) can be prepared in the laboratory using the
following materials:

1. Balch tubes (18 � 150mm anaerobic glass tubes) (e.g., Bellco,
#2048-00150)

2. Blue butyl rubber septum stoppers (20 mm) (e.g., Bellco,
#2048-11800A)

3. Aluminum crimp seals and crimper (Wheaton, # 229193-01,
#225303)

4. Anoxic medium for SRB (or media for enumerating other
groups) (see Note 5)

5. Syringes and needles for inoculating and sampling incubations
(e.g., 21G � 2 [0.8 mm � 50 mm] PrecisionGlide™ needles
and 1–5-mL disposable plastic syringes e.g., from BD, Franklin
Lakes, NJ, www.bd.com)

2.3.2 Microbial Activity

Determination (See Note 6)

1. Glass serum bottles (recommended, 120- or 160-mL size,
Wheaton, www.wheaton.com)

2. Anoxic medium for SRB or other microbial groups (seeNote 5)

3. Blue butyl rubber septum stoppers (20 mm) (e.g., Bellco, #
2048-11800A)

4. Aluminum seals and crimper (Wheaton, # 229193-01,
#225303)

5. Syringes and needles for inoculating and sampling incubations
(e.g., 21G � 2 [0.8 mm � 50 mm] PrecisionGlide™ needles
and 1–5-mL disposable plastic syringes e.g., from BD, Franklin
Lakes, NJ, www.bd.com)

6. Reagents and supplies for measuring sulfate, sulfide, and other
microbial indicators (depending on experiment) as outlined in
this chapter

7. Incubators at appropriate temperatures

2.3.3 DNA Extraction

and PCR Amplification for

Total Microbial Community

Composition

1. Commercially available DNA extraction kit (e.g., Fast DNA
Spin Kit for Soil, MP Biomedicals, Solon, OH, www.mpbio.
com)

2. Sample homogenizer (bead beater) (e.g., FastPrep® Instru-
ment, MP Biomedicals, Solon, OH, www.mpbio.com)

3. Microcentrifuge (e.g., Eppendorf model 5424)

4. Instrument for measuring DNA concentration (e.g., such as a
fluorometer [Qubit®, www.lifetechnologies.com]) and
required reagents (for Qubit®, Quant-iTTM dsDNA HS kit,
#Q32854, Invitrogen™, Life Technologies, Burlington, ON,
www.lifetechnologies.com)
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5. Thermocycler (e.g., BioRad Model S1000)

6. TopTaq PCR kit (e.g., from Qiagen, #200205) (includes Taq,
buffers, and salt solutions for PCR amplification)

7. dNTPs, PCR grade (100 mM each dNTP, Qiagen #201913)

8. Nuclease-free water (e.g., from Invitrogen™, Life Technolo-
gies, Burlington, ON, www.lifetechnologies.com)

9. Agarose

10. SYBR®safe gel stain (10,000X conc. in DMSO, Invitrogen
#533102)

11. QIAquick PCR Purification Kit (Qiagen, #28106)

12. DNA concentration cups (Amicon Ultra-0.5 Centrifugal Fil-
ters Ultracel-30K, EMDMillipore)

2.4 Laboratory

Incubations to Assess

Microbial Souring

and Its Control

The materials listed below are for establishing either serum bottle
or column incubations. Please note that other supplies needed to
monitor souring and treatment experiments such as for sulfide
analysis, microbial community analysis, etc. are described above.

2.4.1 Serum Bottle

Incubations

1. Glass serum bottles (recommended, 120- or 160-mL size,
Wheaton, www.wheaton.com)

2. Blue butyl rubber septum stoppers (20 mm) (e.g., Bellco,
#2048-11800A)

3. Aluminum seals and crimper (Wheaton, # 229193-01,
#225303)

4. Sterile pipets for sample distribution into serum bottles

5. Anoxic sulfate (Na2SO4) and/or substrate stock solutions

6. Anoxic solutions of treatment chemicals (e.g., NaNO3,
biocides)

7. Syringes and needles for adding stock solutions and sampling
incubations (e.g., 21G � 2 [0.8 mm � 50 mm] Precision-
Glide™ needles and 1–5-mL disposable plastic syringes e.g.,
from BD, Franklin Lakes, NJ, www.bd.com)

2.4.2 Column

Incubations

Column Assembly

1. Glass or plastic columns (e.g., 20- or 30-cc glass tip syringes,
Cadence Science #5036; 20- or 30-mL disposable plastic syrin-
ges, from BD, Franklin Lakes, NJ, www.bd.com) (see Note 7)

2. Polymeric mesh

3. Cutting tool (e.g., scissors)

4. Glass wool

5. Forceps

6. Sand of appropriate grain size (e.g., from Sigma-Aldrich, www.
sigmaaldrich.com with the size of 50–70 mesh particle;
see Note 8)
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7. Scoop utensil (e.g., metal spoon) for loading the sand into
columns

8. Perforated rubber stoppers tightly fitted with a glass or plastic
connector

9. Three-way Luer-Lock valves (e.g., from Cole-Parmer, #RK-
30600-02)

10. Zip ties

11. Weighing balance and weight boats

Flow Path Setup 1. Retort stands attached with clamps

2. Multichannel pump (e.g., peristaltic pump MINIPULS® 3,
Gilson Inc., Middleton, WI, www.gilson.com) (see Note 9)

3. Tubing and tubing connectors (e.g., from Gilson Inc., Mid-
dleton, WI, www.gilson.com) (see Note 10)

4. Autoclavable glass bottles for acting as medium storage and
waste containers (e.g., PYREXPLUS® media bottles, VWR
International, www.vwr.com)

5. Metal fittings/connecters for connecting medium containers,
waste vessels, or column with the end of tubing path

6. Perforated rubber stoppers

7. Equipment for anoxic maintenance of columns (e.g., anaerobic
chamber containing 90 % N2 and 10 % CO2, N2–CO2 gas
cylinders containing 90 % N2 and 10 % CO2 or syringes filled
up with anaerobic gas and attached with needles able to pene-
trate rubber stoppers capping the medium/waste containers)

Biofilm Establishment 1. Sterile anoxic minimal medium (see Note 11)

2. Sulfate-reducing culture or production well fluids (seeNote 12)

3. Syringes with gradient for inoculation of sulfate-reducing
culture

4. Instruments and reagents for sulfate and sulfide assays (and/or
nitrate, nitrite, ammonium, VFA analysis) as outlined in this
chapter

3 Methods

3.1 Sampling

Produced Waters from

Crude Oil Reservoirs

Whether sampling in person in conjunction with an oilfield operator
or sending supplies to remote locations for sampling to be conducted
by operator personnel, the sampling protocol outline below is
recommended to maintain anoxic samples so that accurate sulfide
measurements can be made and microbial communities are as
representative of the sampled field as possible (see Note 13).
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These protocols can be used to collect produced waters from any
oilfield for a wide variety of microbiological studies.

1. Open the sampling valve at a production well and allow approx-
imately 1 L of fluids to flow out into a waste vessel in order to
flush stagnant fluids from the line.

2. Open a large sterile sampling bottle, taking care not to touch
the inside of the screw cap lid or threads on the bottle to help
maintain sterility. To minimize collecting air bubbles into the
sample, slowly add production water fluid into the bottle and
allow sample to fill to the brim (even to overflowing if possible)
and immediately close the sample bottle with the sterile lid.
Filling to the brim helps to maintain an anoxic sample. Some
crude oil may also be collected in the bottle (see Note 14).

3. Label the sample bottle with the well number, sampling dates,
type of sample, etc., with a non-water-soluble marker.

4. Record any available metadata regarding the samples such as
temperature, depth, pH, location, etc., as this information can
help with data interpretation.

5. Collect fluids in a similar manner into smaller sterile vessels.

6. Place the smaller sample vessels on ice/dry ice for shipment or
transport back to the laboratory. Larger sample vessels can be
transported/shipped at ambient temperatures.

3.2 Sample Water

Chemistry

Upon arrival in the laboratory, samples should be placed immedi-
ately into an anaerobic glove bag for processing and analysis. Sulfide
should be measured immediately following the opening of samples
so as to minimize sulfide volatilization that would result in an
underestimation of sulfide concentrations. Ammonium analysis, if
desired, should also be done as soon as possible after opening the
sample bottles as concentrations of this analyte may also change
with storage at ambient temperatures (see Note 15). Subsamples
for other analyses (e.g., sulfate, nitrate, nitrite, chloride, VFA,
microbial communities) can be removed at this time as well
and can be frozen at �20�C until analyses can be performed
(seeNote 15). Subsamples for microbial community analysis should
be placed into sterile tubes (e.g., 2-mL microfuge tubes or larger
tubes such as 50-mL FalconTM tubes) as required.

3.2.1 Sulfide Analysis

by Spectrophotometric

Determination

Preparation of Reagents

and Calibration Standards

Sulfide stock solution (e.g., to prepare a 1,000 mg/L stock solution in
a 100-mL volume)

1. To prepare an anoxic 0.01 M NaOH stock solution, first boil
approximately 120-mL deionized water to remove dissolved
oxygen and cool (on ice) under a N2 blanket.

2. While the water is cooling, weigh out 0.04-g NaOH, place into
a 160-mL serum bottle, and flush with N2.
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3. Also while water is cooling, gently rinse crystals of Na2S·9H2O
with deionized water and blot dry with a KimwipeTM. Weigh
out 0.0749 g into a weigh boat and cover with foil.

4. Once water has cooled to the touch, dispense 100-mL aliquot
into the N2-flushed serum bottle containing the pre-weighed
NaOH and close with a butyl rubber stopper. Bring this NaOH
solution and the pre-weighed sodium sulfide into an anaerobic
glove bag.

5. Open serum bottle and add pre-weighed sodium sulfide. Close
bottle with butyl rubber stopper and remove from glove bag.
Crimp-seal with aluminum seals and autoclave. Sulfide stock
solutions can be stored up to 1 year in an anaerobic glove bag.

Sulfide Calibration Standards

1. Sterilize serum bottles (e.g., 40-mL size) wrapped with alumi-
num foil at the opening along with the correct number of butyl
rubber stoppers (added to a beaker and wrapped with foil at the
opening).

2. To prepare anoxic water, boil deionized water to help remove
dissolved oxygen and cool under N2. Transfer an appropriate
amount of water into N2-flushed serum bottles, close with
butyl rubber stoppers, crimp-seal, and autoclave.

3. Once all autoclaved materials are cool, bring into an anaerobic
glove bag at least a day ahead of time. These include sterile
serum bottles, butyl rubber stoppers, sulfide stock solution,
and anoxic water. Also ensure there are ample needles and
syringes of appropriate volumes in the glove bag. These will
be used to transfer volumes from the sulfide stock solution into
the calibration standard bottles.

4. Calculate how much water and anoxic stock solution volumes
will be needed to dilute the sulfide stock solution (1,000 mg/L)
to amounts needed for the calibration curve. The assay is linear
up to 4 μg sulfide.

5. To empty serum bottles, add appropriate amounts of water to
each serum bottle to prepare standards. Close bottles with
butyl rubber stoppers.

6. Using a needle and syringe, transfer an appropriate amount of
sulfide stock solution into each bottle (see Note 16).

7. Remove sulfide calibration standards from glove bag, and
crimp-seal with aluminum seals. These will be used to prepare
sulfide calibration standards for the spectrophotometric assay
described below.

DMPD Reagent (1 L)

1. Add 950-mL deionized water to a glass bottle. Slowly add 50-
mL concentrated sulfuric acid while stirring. It is highly recom-
mended that this be done in a fume hood.
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2. Add 1.0-g DMPD and 1.0-g zinc acetate and ensure that
reagents are dissolved.

3. Dispense 4.9-mL DMPD reagent into a series of glass tubes
and close with rubber-lined screw caps. Cover racks of tubes
with foil and store in the dark at room temperature until
needed for sulfide assay.

Ferric Chloride Reagent (20 mL)

1. Dissolve 5.0-g FeCl3·6H2O in 20-mL deionized water. Store at
room temperature.

Performing the Sulfide

Assay

1. Remove only as many DMPD tubes from dark storage as
needed for the sulfide assay. Add 5-mL deionized water to
each tube using a clean glass or plastic pipet.

2. Add 0.1-mL (100 μL) sample or calibration standard.

3. Immediately add 100 μL FeCl3.

4. Vortex solution, and let stand for at least 10 min.

5. Prepare a blank sample to zero the spectrophotometer by
preparing a tube in the same way as the samples except add
100 μL deionized water instead of a sample.

6. Set the spectrophotometer to A660, blank the spectrophotom-
eter with the blank sample, then analyze the samples at this
wavelength. Tubes will be blue if sulfide is present. For this
assay, we have analyzed the samples within 1 h of preparation
(following the 10min incubation, step 4), and during this time,
the color (e.g., A660 values for calibration standards) remains
stable.

3.2.2 Ammonium

Analysis by

Spectrophotometric

Determination

Preparation of Reagents

and Calibration Standards

Reagents A and B

1. To prepare Reagent A: With stirring, add 2.9-mL phenol and
6 mL of a 0.5-g/L solution of sodium nitroprusside to 91-mL
deionized water. Gloves should be worn, and a fume hood is
recommended for the preparation of this reagent due to the
toxicity of these compounds. This reagent is stable for approxi-
mately 1 month [32].

2. To prepare Reagent B: With stirring, dissolve 10-g NaOH to
495-mL deionized water and then add 5 mL of 10–14 %
NaClO. A fume hood is recommended for the preparation of
this reagent.

Preparation of Ammonium Calibration Standards

1. To prepare a 20mM stock solution of NH4Cl, dissolve 0.107-g
of NH4Cl in a 100-mL volumetric flask, topping water up to
the 100-mL line. Mix well by gently inverting the volumetric
flask.
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2. Prepare appropriate dilutions of this stock in microfuge tubes
to achieve standards ranging from 0 to 10 mM.

Performing the Ammonium

Assay

1. Add 30 μL sample or calibration standard to a 1.5-mL micro-
fuge tube.

2. Add 950 μL milliQ water.

3. Add 100 μL Reagent A.

4. Add 100 μL Reagent B; mix all together gently (e.g., by invert-
ing tube).

5. Store samples for 1 h in the dark at room temperature.

6. Read absorbance at 635 nm (A635) on a spectrophotometer.
We have always analyzed the samples for this assay for up to
30 min following the 1 h incubation (step 5) and have found
the absorbance readings (e.g., A635 of the calibration stan-
dards) to be consistent within this time.

3.2.3 Sulfate Analysis by

Spectrophotometric

Analysis (Turbidometric

Assay) (See Note 17)

Preparation of Reagents

and Calibration Standards

Conditioning Reagent

1. In a fume hood, combine 100-mL 95 % ethanol, 30-mL con-
centrated HCl, 75-g NaCl, and 50-mL glycerol in a glass bottle
with stirring.

2. Dilute 180-fold in deionized water.

Preparation of Sulfate Calibration Standards

1. Weigh 2.84-g Na2SO4 into a 100-mL volumetric flask and top
up to volume line with deionized water to prepare a 200 mM
stock solution. Mix well by gently inverting the volumetric flask.

2. From this stock solution, prepare sulfate standards ranging
from 1 to 20 mM in 1.5-mL microfuge tubes by diluting
stock solution with deionized water (e.g., to prepare a
20 mM standard, add 100 μL stock solution to 900 μL
water). The assay is linear up to 20 mM sulfate.

Performing the Sulfate

Assay

1. Add 50 μL of standard or sample to a microfuge tube.

2. Add 950 μL conditioning agent.

3. Add a small “scoop” of BaCl2 (e.g., 1/3 the area of a standard
weighing spatula). As this is a toxic compound, it is suggested
that this step be done in a fume hood.

4. Vortex until mixed, and let stand for approximately 30 min.

5. Measure the samples at A420 on a spectrophotometer, blanking
with water. Use plastic cuvettes. Samples will be turbid (cloudy)
if sulfate is present; no color change will occur. As with the
other colorimetric assays described above (for sulfide and
ammonium), we have always analyzed samples within an hour
following their preparation and have not observed changes in
the A420 of the calibration standards during this time.
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3.2.4 LC Analysis for

Anions and VFA

1. Prepare appropriate buffers (mobile phases) for analyte
analysis. As mentioned in the Methods section, specific proto-
cols for conducting analyses by HPLC will depend on the
model of the instrument being used and the types of columns
that are specified for that instrument. Regardless of the model,
once the buffers are prepared, start up the HPLC system to
achieve the appropriate flow rate (typically 1 mL/min), pres-
sure, and a stable baseline.

2. Prepare samples for analysis. If samples were frozen, thaw
before dilution. Samples for HPLC analysis should be
completely free of particulates, as these can clog inlet lines.
Samples should be centrifuged (e.g., on a microcentrifuge) at
~14,000 rpm for at least 5 min.

3. The resulting supernatants can then be diluted at this point,
but for even cleaner samples, samples should then be filtered
through 13 mm syringe filters. This can be done by withdraw-
ing approximately 0.5 mL of sample using a 1-mL syringe, then
attaching the syringe to the syringe filter and expelling the fluid
through the filter into a clean microfuge tube.

4. This clean sample can now be diluted to within an appropriate
concentration range (e.g., 0–500 μM range) into an autosam-
pler vial.

5. Following this sample preparation, the samples can then be
analyzed according to the conditions specified for a given
column and instrument.

3.3 Sample

Microbiological

Activity and

Composition

3.3.1 Most Probable

Number (MPN) Analysis

(See Note 18)

1. This cultivation-based method of determining numbers of SRB
(or other microbial groups) involves serial tenfold dilutions of a
given sample in a selective medium (seeNote 5 for examples of
SRBmedia). After incubation, the highest dilution showing the
most growth (or the most pronounced indicator) can be used
to statistically estimate the number of cells per unit volume in
the original volume. A minimum of three replicates of each
dilution should be prepared for proper statistical analysis of the
data [33].

2. To conduct MPN analysis for SRB, a selective medium for SRB
such as CSB-K containing lactate and sulfate (see Note 5) is
typically used. In many cases, an iron nail is included in the
medium to readily observe the formation of black FeS as a clear
indicator of sulfate reduction. Anoxically prepare 300 mL of
such a medium and dispense 9 mL into each of 30 Balch
tubes (for a 3-tube MPN out to 10�10 dilutions) flushed with
N2/CO2, close with butyl rubber stoppers, crimp-seal with
aluminum seals, and autoclave.

3. Once tubes have cooled, add 1 mL of sample into each of the
first three tubes (10�1 dilution) and then repeat such 1 in 10
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dilutions out to a desired end point (e.g., 10�6 to 10�10).
Incubate the tubes at an appropriate temperature. Once
growth has occurred and black FeS has formed in higher
dilutions, published MPN tables can be used to interpret the
data to get an estimate of microbial numbers in the original
sample [33].

3.3.2 Microbial Activity 1. Prepare anoxic medium (e.g., CSB-K medium; seeNote 5) and
dispense 50 mL into sterile 120-mL serum bottles. Close with
butyl rubber stoppers and, crimp-seal. Depending on which
microbial activity is of interest, the following components can
be added as electron donors and electron acceptors, respec-
tively: (1) lactate-using SRB (20 mM sulfate, 10 mM lactate),
(2) VFA-using SRB (20 mM sulfate, 3 mM VFA), (3) hNRB
(10 mM nitrate, 3 mM VFA), and (4) soNRB (10 mM nitrate,
4 mM sulfide). Inoculate with 5–10% produced water or
enrichment culture.

2. Incubate at appropriate temperature conditions (e.g., close to
field temperatures).

3. Monitor sulfate, sulfide, nitrate, and/or nitrite concentrations
(depending on the kind of incubation set up) to determine the
rates of consumption and/or production of these components.

4. Calculate microbial activities in the arbitrary units ¼ 100/t1/2
(units/day), wherein t1/2 (days) is the time needed for 50 % of
the electron acceptor (sulfate or nitrate) to be reduced under
the stated conditions.

3.3.3 DNA Extraction and

PCR Amplification for

Analyzing Total Microbial

Community Composition

DNA Extraction

1. In general, isolating DNA from oilfield produced waters is
straightforward. We have frequently used commercially avail-
able DNA extraction kits that include a bead-beating step (in
particular, the DNA Fast Spin Kit has been successfully used to
extract DNA from produced waters).

2. Ideally, DNA should be extracted from three replicate samples,
starting with a 0.5-mL sample for each replicate. Aliquot
0.5 mL into each of three sterile lysis tubes (that come with
the kit). For all DNA extraction and PCR protocols, a negative
control that contains no DNA should be processed in parallel
to ensure that there is no contamination of reagents.

3. To extract DNA, follow the stepwise instructions provided
with the commercially available kit.

4. Prepare a 1 % agarose gel (containing SYBR®Safe, 1X, 30 μL
per 30-mL agarose gel) and load with extracted DNA to ensure
successful DNA extraction. If needed, the DNA can be con-
centrated using centrifugal filters (e.g., Amicon concentration
cups), which also aids with purification (see Note 19).

5. Combine replicate DNA extractions prior to the PCR amplifi-
cation protocol described below.
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PCR Amplification

of 16S rRNA Genes

Once DNA is obtained, polymerase chain reaction (PCR)
amplification of 16S rRNA genes is performed to determine total
microbial community composition (see Note 20). This protocol
describes amplification of the 16S rRNA gene for pyrotag sequenc-
ing analysis (using 454 pyrosequencing) (seeNote 21) using a two-
step PCR process. The first PCR step has more cycles and amplifies
conserved regions (V6 � V8) of the 16S rRNA gene using non-
barcoded primers (forward primer, 926f: AAACTYAAAGAATT-
GACGG; and reverse primer, 1392r: ACGGGCGGTGTGTRC)
in order to “universally” amplify prokaryotic taxa [34]. The sec-
ondary PCR uses barcoded primers and 10 cycles [34].

1. Set up the first PCR on ice using the suggested following
master mix (e.g., as per TopTaq kit instructions): 10X buffer
(5 μL), 10 mM dNTPs (1.0 μL), 20 pmol/μL forward primer
(0.5 μL); 20 pmol/μL reverse primer (0.5 μL), TopTaq
(0.25 μL), template DNA (1–4 μL), and PCR-grade water (to
make PCR reaction volume up to 50 μL).

2. Using a thermocycler, amplify the DNA according to the fol-
lowing program that is specific to the recommended primers:
5 min at 95�C; then 25 cycles of 95�C for 30 s, 55�C for 45 s,
and 72�C for 1.5 min; and finally, 10 min at 72�C.

3. Verify the correct amplicon size (~500 bp) by analyzing the
PCR products on a 1 % agarose gel.

4. Purify amplicons using the QIAquick PCR Purification kit
according to the manufacturer’s instructions. Run on a 1 %
agarose gel to verify that DNA has not been lost and that
primer dimers are minimal.

5. Use the purified amplicons from the first PCR step for the
second PCR step. Set up the amplification reaction using the
same master mix as outlined above. Amplify using the same
program as above, but run for only 10 cycles.

6. Verify correct amplification on a 1 % agarose gel.

7. Purify the successful amplicons with the QIAquick PCR Purifi-
cation kit according to the manufacturer’s instructions. Run on
a 1 % agarose gel to verify that primer dimers have disappeared
and that multiple bands are not present.

8. Quantify the PCR product (e.g., using a fluorometer and
associated reagents according to manufacturer’s instructions).
454-Pyrotag sequencing requires ~400 ng of DNA. Combine
replicates of a sample as need to obtain the necessary amount of
DNA for sequencing. Store the products at �20 �C until
sequencing. For longer storage, �80 �C storage is recom-
mended. Immediately before shipping (e.g., within 24 h) for
sequencing, amplicons should be re-quantified and rerun and a
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1.75 % agarose gel to ensure proper concentrations and the
absence of primer dimers and multiple bands.

9. Several commercial labs can be used for pyrotag sequencing
analysis. Ship the amplicons to the appropriate sequencing
facility on dry ice to ensure that they remain frozen.

3.4 Laboratory

Incubations to Study

Microbial Souring and

Its Control

Laboratory incubations containing produced water fluids to study
microbial souring and its control can be established in a variety of
different ways but in general use either serum bottle-based or
column-based incubations. Serum bottle incubations can contain
produced water amended only with sulfate and a suitable substrate
(lactate, VFAs, hydrocarbons) or can contain a mixture of produced
water and a defined minimal medium. Various concentrations of
sulfate and substrates can be tested, and incubations can be done at
a variety of temperatures and/or salinities to determine effects on
sulfide production. In addition, different concentrations of known
souring inhibitors such as nitrate, nitrite, perchlorate, or biocides
can be added to serum bottle incubations to determine their effects
on rates of sulfide production. Column-based incubations that
more closely simulate a reservoir are more complex to establish
but can allow for researchers to determine microbial souring and
treatment under flow conditions. As with serum bottle incubations,
columns can be inoculated with production water fluids or sulfate-
reducing cultures, and once sulfide production is observed, various
treatment chemicals (nitrate, nitrite, biocides) can be added at
various doses to determine effects on sulfide production.

3.4.1 Serum Bottle

Incubations

1. In general, establishing serum bottle incubations, which are
essentially batch cultures, follow a similar protocol to that of
microbial activity tests (Sect. 3.3.2) except that multiple repli-
cates and appropriate controls are established for each experi-
ment. A minimum of three replicates for each test condition
should be established along with triplicate sterile controls (usu-
ally achieved by autoclaving) and unamended controls
(substrate-unamended and/or sulfate-unamended controls).

2. If medium is to be added to production water fluids for experi-
ments, anoxically prepare a minimal salts medium such as that
described inNote 5. There is no hard and fast rule for combin-
ing produced fluids with medium, but combining these in a
50:50 ratio is a reasonable way to start souring experiments.

3. As mentioned above, a multitude of experiments can be con-
ducted to study souring and its treatment (e.g., challenging
produced water fluid microbial communities with a variety of
electron donors, acceptors, or treatment agents). Serum bottle
incubations provide a simple way of studying souring and its
mitigation in a well-defined system but may provide an over- or
underestimation of souring and treatment rates given that they
do not accurately represent the flowing system of a reservoir.

Laboratory Protocols for Investigating Microbial Souring. . . 199



3.4.2 Column

Incubations

Column-based incubations more closely mimic a flowing reservoir
system but are more challenging to set up than serum bottle
incubations. There are three stages for preparing columns in
order to study souring. In the first stage, columns are assembled
and sterilized. In the second stage, a flow path is established, and
the third stage allows for the formation of a microbial biofilm and
the creation of sour conditions that can then be used to study
souring treatments.

Column Assembly

1. Measure the inside diameter (recorded as d) of the syringe
column for future calculation of column parameters (e.g.,
total volume). If a syringe barrel is used as the column, take
out the piston and measure the inside diameter (Fig. 1).

2. Use scissors to cut the polymeric mesh into small pieces of a
thin layer (2–3 mm thickness) and round shape with the size
completely fitting onto the bottom of the column and push
down the polymeric mesh with tweezers, ensuring that it is
tightly attached to the bottom and the wall of the column.

3. Place a thin layer (~2 mm thickness) of glass wool on top of the
polymeric mesh to enhance its ability to contain sand.

Syringe column Polymeric meshGlass wool

Sand

3-Way valve

Polymeric mesh

Glass wool

Glass wool

Three-way
valve

Sand

Fig. 1 Materials used to assemble column incubations for studying souring in a flow system
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4. Load the sand into the column. As the sand is loaded into the
column, tap the column to ensure that the sand is tightly
packed.

5. Once the sand has been loaded close to the edge of the column,
place another layer of glass wool on top of the sand to prevent
the sand from flowing out of the column.

6. Close the column tightly with a perforated rubber stopper
fitted with a glass or plastic connector, through which fluid
can flow out of the column.

7. Attach a three-way valve to both the inlet and the outlet of the
column. From the inlet valve, a sulfate-reducing culture or
produced water sample will be inoculated into the column,
while from the outlet valve, samples can be taken for chemical
assays.

8. Wrap the zip ties around the rubber stopper to tighten the seal
of the column.

9. Measure the actual length (recorded as L) of the sand bed (e.g.,
area of the column occupied by sand) used for flow path to
calculate the total volume of the column with the following
formula:

Total volume ¼ π d=2ð Þ2L
10. Autoclave the assembled column (see Note 22).

11. After autoclaving the column, weigh the dry assembled column
and record the weight as mdry column (for future calculation of
the pore volume of the column).

Flow Path Setup

1. Clamp the autoclaved column to a retort stand.

2. Thread the pump tubing through the pump head and connect
the pump tubing with other connecting tubing to construct a
tubing path.

3. Connect one end of the tubing path with the inlet three-way
valve attached to the column (while keeping the other end with
a medium container capped tightly with a perforated rubber
stopper) through which the tubing can reach the medium.

4. Use another piece of tubing to connect the outlet three-way
valve attached to the column with a waste container also closed
tightly with a perforated rubber stopper, through which the
effluent can be collected in the container.

5. Keep the whole system as anoxic as possible throughout the
experiments. Three main options are available for achieving and
maintaining an anoxic system. (1) The whole system can be set
up in an anaerobic glove bag. The main disadvantage of
using this option is that it can be quite inconvenient in general
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to operate and monitor the system. (2) Connect a N2/CO2

(80/20) gas cylinder to the medium reservoir to keep the
whole system anoxic while providing a positive pressure. This
strategy is easier than the first option from an operational point
of view; however, disadvantages are that consistent gas flow can
be difficult to achieve and leads to high levels of gas consump-
tion (higher cost). (3) Attach a syringe filled with anoxic gas
(such as N2/CO2, 80/20) to the medium inlet bottle and an
empty syringe to the waste bottle in order to maintain anoxic
conditions and balance the pressure (Fig. 2). This is the most
convenient method for column operation and most economic
in terms of gas consumption compared to the other two.
However, it has a high requirement for syringes.

Biofilm Establishment

1. Pump sterile water into the column (or minimal medium with
known density, ρfluid, in this case ρwater), ensuring the whole
column is wet and the effluent is flowing out of the column.

2. Stop the pump and close both inlet and outlet three-way valves.

3. Disconnect the assembled column from the whole bioreactor
system and weigh it, recording the weight of the wet column
(mwet column).

4. Calculate pore volume (PV) and porosity of the column by
using the following formulae:

ið Þ PV ¼ mwet column � mdry column

� �
=ρwater

iið Þ Porosity %ð Þ ¼ PV=total volume

5. After weighing the wet column, reconnect the column.

6. Inject half a pore volume of sulfate-reducing culture or pro-
duced water into the column (see Note 23) through the inlet
three-way valve.

7. Close the 2 three-way valves again and incubate the column as a
batch culture without flow of medium at an appropriate tem-
perature for a period of time, which can vary with the different
incubation conditions (e.g., temperature, salinity, or the type of
electron donors), in order to develop a microbial sulfide-
producing biofilm. Sulfide production can usually be observed
visually as the sand pack begins to blacken due to the produc-
tion of iron sulfide.

8. Once sulfide production is suspected, start the pump and con-
sistently deliver medium into the column starting at a very low
flow rate, progressively increasing the flow rate to a desired
level.

9. Monitor sulfate until it is at low levels or is no longer detected
in the effluent. At the same time, sulfide should steadily be
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detected in the effluent. The column is now sour and can be
used to test for a variety of treatment agents.

10. Throughout the column flow experiments, samples can be
taken from the influent and effluent ports to monitor for

b

a

S
an

d

Medium
Reservoir

Multichannel
Peristaltic

Pump

Effluent 
Container 

Three-way
Luer-Lock valve
(where samples

are taken)

Three-way
Luer-Lock valve

(where SRB inoculum
is injected)

Syringes filled
with anoxic gas

Syringes  
for balancing 

column  
pressure 

Medium
reservoir

PumpColumnsEffluent
container

Fig. 2 (a) Schematic of column incubation set up. (b) Photograph of actual column system used to study
souring and its treatment in a flow system
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changes in relevant parameters such as sulfate and sulfide
and other analytes that may be important to monitor during
treatment experiments (e.g., nitrate, nitrite, perchlorate, VFA,
biocide concentrations, etc.). In addition, effluent samples can
be analyzed for any shifts in microbial community composition
before and after treatment.

4 Notes

1. The products and vendors that we routinely use for our proto-
cols are listed in the Materials section, but our intent is not to
endorse these particular vendors; similar products from other
vendors used for the same purpose can likely be substituted.

2. In some cases, it may be appropriate or desired that produced
fluids are tested immediately for soluble sulfide concentrations
(or the concentrations of other analytes such as ammonium).
Commercially available kits are readily transported in robust
cases to field sites and are quick and easy to use to obtain real-
time measurements. An example of a field kit that can be used
for in-field sulfide measurements is available through Hach
(#223801).

3. This method is based on that of Cline [35]. Slightly different
protocols for sulfide analysis have been described [36] and can
also be used.

4. There are many different suppliers for HPLCs (e.g., Waters,
Agilent), and any other unit can readily be used for anion and
VFA analyses. Columns and reagents (e.g., mobile phases) will
be different when using instruments from other suppliers but
can be used for equivalent analysis.

5. There are many different media compositions that can be used
for establishing SRB incubations. Some common ones that we
have used include Postgate B [37], CSB-K, and CSB-A [20, 31,
38, 39]. The composition of CSB-A medium is as follows (per
L): 7.0-g NaCl, 0.2-g KH2PO4, 0.25-g NH4Cl, 0.15-g
CaCl2·2H2O, 0.4-g MgCl2·6H2O, 0.5-g KCl, and 100-μL 1 %
resazurin as redox indicator. Adjust the pH to 7.4–7.6; after
autoclaving and cooling down to room temperature, add 30-
mL 1 MNaHCO3, 1-mL trace element solution (per L contain-
ing 5.20-g Na2EDTA, 2.10-g FeSO4·7H2O, 30.0-mg H3BO3,
100-mg MnCl2·4H2O, 190-mg CoCl2·6H2O, 24.0-mg
NiCl2·6H2O, 3.00-mg CuSO4·5H2O, 68.0-mg ZnCl2, and
36.0-mg NaMoO4·H2O, adjust pH to 7.0), and 1-mL sele-
nate/tungstate solution (400-mg NaOH, 6.0-mg
Na2Se2O3·5H2O, 8.0-mg Na2WO4·H2O, per L). CSB-K is
half-strength CSB-A. Amendment of the medium with different
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electron acceptors (e.g., sulfate, nitrate) and electron donors
(e.g., VFA, lactate, H2, crude oil) is dependent on the need of
experiments. For oil column incubations, crude oil is contained
in the column together with sand thus no oil is needed in the
medium.

6. The microbial activity method has been successfully used for
evaluating anoxic activities in oilfields in lieu of MPN counts
(e.g., [31]). This method can be used when growth rates are
slow, multiple cells are needed to establish a positive reading,
and/or when cells are clumped or attached which is typically
the case for microbiota present in oilfield samples. The method
involves doing a single dilution and measuring the time
required to score the tube as positive. This time is inversely
proportional to the logarithm of the MPN of microorganisms
in the original sample [31].

7. The columns can be glass or plastic with appropriate dimen-
sions. However, the plastic has to be impermeable or have low
gas permeability so as to prevent O2 in the ambient air from
diffusing into the column and disrupting the anoxic environ-
ment. More importantly, if O2 is diffused into the column, the
O2 may consistently react with sulfide forming elemental sulfur
that will deposit in the column resulting in an increase of the
permeability of the column or even block the column, and the
sulfur species measured at the effluent will be out of balance as
well. For these reasons, we strongly recommend that all tubing,
connectors, and other plastic materials used to construct a
bioreactor system for souring study are impermeable to O2.
Alternatively, glass syringe barrels can also be used as columns
which are more impermeable to air but are more costly.

8. The type of sand used in experiments depends on the type of
rock in the oil reservoir that the investigator wants to mimic.
For example, to set up columns simulating a low-temperature
oilfield consisting of glauconitic sandstone oil-containing
rocks, sand with the size of 50–70 mesh particle was used as
the matrix to pack the bioreactor columns [39]. The size of the
sand particles influences the permeability of the packed column
thus can be altered depending on the requirements of the
experiments.

9. A high-quality pump that can deliver reliable, consistent flow
rates for consistent fluid delivery is imperative for the column
experiments. This particular pump is highly recommended as it
can deliver samples at a high resolution and precision speed and
allows for low pulse flows without sample shearing or
degradation.

10. The tubing used for the pump head is different from the others;
therefore, tubing connectors are necessary. The size of the
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tubing and connectors determine the flow rate range of the
system controlled by a given pump. Thus, choosing the appro-
priate size of the tubing is very important and the information
can typically be gathered from the pump manual.

11. There are several recipes to make the minimal salts medium for
souring bioreactor experiments, which have been previously
described [15, 28, 29, 38]. In our column incubation studies,
we have most frequently used CSB-A [38] or CSB-K [39] as
described in Note 5. As above, amendment of the medium
with different electron acceptors (e.g., sulfate, nitrate) and
electron donors (e.g., VFA, lactate, H2, or even crude oil) is
dependent on the need of experiments. If crude oil is to be used
as the electron donor, crude oil is contained in the column
together with sand; as a result, no oil is needed in the medium
(a description of how oil is added to a sand-pack column can be
found in [40]).

12. A sulfate-reducing culture/enrichment is made by adding pro-
duced waters from oilfield into medium (see Note 5) amended
with sulfate and the desired electron donor in an anoxic serum
bottle. Incubation is conducted at the desired temperature.
Once most of the sulfate has been consumed (or the culture
becomes turbid), transfer the culture into fresh medium. After
two transfers, the sulfate-reducing enrichment is ready for
inoculation into the column.

13. It has been documented that the microbial community com-
position of environmental samples can change substantially
during storage [41]; thus it is best to process samples (or freeze
samples) as soon as possible to obtain the most accurate com-
munity composition.

14. It can be very useful to have an oil sample associated with a
given field. This oil can be used for many experiments to help
determine what electron donors may be driving microbial pro-
cesses like souring in oilfields.

15. Ammonium concentrations in samples have been found to be
most stable with storage at �20�C; storage at ambient tem-
peratures for several hours can result in increased levels of
ammonium [42]. Other components such as volatile fatty
acids have low volatility at neutral pH and higher; thus if
samples are from more acidic environments, they should be
made neutral or alkaline using a basic solution (e.g., of NaOH).
If this is done, volumes of added solution should be recorded
so that any dilutions can be accounted for in calculating final
analyte concentrations. Overall, we recommend freezing sam-
ples at �20�C if immediate analysis will not be possible. We
have noted that VFA standards can be stored at �20�C for up
to a year without any significant changes in concentrations
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compared with freshly prepared standards when analyzed by
ion chromatography.

16. We have successfully used needles and syringes (e.g., 1-mL
disposable syringes) to prepare sulfide calibration standard
solutions that yield linear calibration curves. Micropipettors
could also be used (and are considered more accurate for
most applications); however, their use requires opening the
sulfide stock solution, risking some volatilization of sulfide.

17. This turbidometric assay for sulfate is based on a method out-
lined previously [43, 44]. In general, we prefer to analyze
sulfate concentrations by HPLC as more accurate sulfate con-
centrations can be achieved at low sulfate concentrations, but
the turbidometric method also works well and can be used as a
back-up method when LC instruments are under repair.

18. The preparation of anoxic medium for cultivating anaerobic
microorganisms has been well described in other publications
[45, 46] and thus is not described in great detail here. In
general, medium components are mixed, then boiled to
remove dissolved oxygen, cooled under O2-free gas (usually
an N2/CO2 mixture), and dispensed into N2/CO2-flushed
glass vessels which are then capped and aluminum crimp-sealed
before autoclaving. Reductants are typically added (before or
after autoclaving), and some heat-sensitive reagents are added
from sterile stock solutions after autoclaving.

19. Following genomic DNA extraction from low biomass sam-
ples, a band is often not observed on a gel. However, proceed-
ing with the first PCR step generally results in the observation
of amplified DNA.

20. Although this chapter focuses on analyzing for total microbial
community composition (based on amplifying the 16S rRNA
genes in a given sample), it should be noted that primers
specific to sulfate reducers (e.g., primers specific to the dsrAB
gene) can readily be used to target this microbial group specifi-
cally. Many such primers and protocols can be found in the
literature (e.g., [16]).

21. To date, we have successfully used pyrotag sequencing (using
the Roche 454 FLX Titanium sequencer, www.454.com) as the
sequencing technology for analyzing produced water samples
and laboratory experiments related to souring [20, 39]. How-
ever, with the announcement that this technology will cease to
be supported in 2016, other technology platforms (such as
Illumina, www.illumina.com) can also be routinely and reliably
used for rapid, low-cost sequencing [47].

22. Since the sand is tightly packed in the column, it may be difficult
for the heat from autoclaving to reach the center of the sand-
packed column. Thus, to achieve thorough sterilization, each
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item needed for assembling the column can be autoclaved (e.g.,
wrapped in foil) separately before assembling.

23. If water is used initially to wet the column prior to inoculation,
medium should first be injected into the column to provide a
nourishing environment for enhancing the growth and estab-
lishment of the cells in the column.
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Protocol for Evaluating the Biological Stability of Fuel
Formulations and Their Relationship to Carbon Steel
Biocorrosion

Renxing Liang and Joseph M. Suflita

Abstract

The microbial metabolism of conventional and alternative fuels can be associated with the biocorrosion of
the mostly carbon steel energy infrastructure. This phenomenon is particularly acute in anaerobic sulfate-
rich environments. It is therefore important to reliably assess the inherent susceptibility of fuels to anaerobic
biodegradation in marine waters as well as provide a measure of the impact of this metabolism on the
integrity of steel. Such an assessment of fuels is increasingly important since the exact chemical makeup of
both traditional and biofuels can vary and even subtle changes have a profound impact on steel biocorro-
sion. Herein, we describe a simple protocol involving the incubation of carbon steel coupons in seawater
under anaerobic conditions. The increased depletion of sulfate in fuel-amended seawater incubations
relative to both autoclaved and fuel-unamended negative controls is monitored as a function of time. We
also recommend the incorporation of a known hydrocarbon-degrading sulfate-reducing bacterium as a
positive control in the assay to verify that the protocol is not predisposed to failure for unrecognized
reasons. At the end of the incubation, corrosion is assessed by both coupon weight loss and a mass balance
of the total iron released. Lastly, three-dimension noncontact profilometry is used to assess the degree of
damage (e.g., pitting) to the coupons. The integration of the interdisciplinary approaches in this protocol
allows for a critical assessment of the biological stability of both traditional and alternative fuel formulations
and their potential in exacerbating biocorrosion.

Keywords: Alternative fuels, Biocorrosion, Biodegradation, Biofuel, Carbon steel, Hydrocarbons,
Petroleum fuels, Pitting, Sulfate reduction

1 Introduction

It is well known that the major hydrocarbon classes that make up
petroleum-derived fuels are susceptible to biodegradation. When
the rate of oxygen depletion exceeds the rate of oxygen supply,
anaerobic conditions develop. In the absence of oxygen, hydrocar-
bon metabolism can be coupled to the reduction of a variety of
other terminal electron acceptors [1–3]. For instance, hydrocar-
bons and other constituents that make up fuels can be biodegraded

T.J. McGenity et al. (eds.), Hydrocarbon and Lipid Microbiology Protocols, Springer Protocols Handbooks, (2017) 211–226,
DOI 10.1007/8623_2015_76, © Springer-Verlag Berlin Heidelberg 2015, Published online: 23 April 2015

211



under sulfate-reducing conditions or even by pure cultures of
sulfate-reducing bacteria [4–7]. Recent evidence has shown that
this microbial activity can result in the production of reduced
sulfides and the corrosion of carbon steel [8–10]. Such conse-
quences are particularly important since the infrastructure used to
explore, store, transport, and use hydrocarbons worldwide is largely
one of carbon steel. Thus, it is reasonable to expect that the severest
corrosion problems are likely to occur in portions of the infrastruc-
ture where hydrocarbons and sulfate are particularly abundant. In
this regard, seawater-compensated diesel fuel ballast tanks onboard
some Navy ships are particularly noteworthy [8]. The biological
stability of diverse range of fuel formulations and their potential
impact on the biocorrosion of carbon steel needs to be critically
assessed [11, 12].

This assessment is particularly important given the rapid world-
wide integration of various biofuels into the existing carbon steel
infrastructure. Decisions on the introduction and use of biofuels are
often made by regulatory mandate rather than by careful consider-
ation of what makes a fuel compatible (or incompatible) with the
prevailing infrastructure. Societies across the globe embrace alter-
nate fuels in an effort to extend the fuel supply and to be environ-
mentally greener. However, first-generation methylester biofuels
are not stable, and the anaerobic biodegradation of these compo-
nents can exacerbate biocorrosion problems [9].

Alternative fuels are considered more carbon neutral fuels since
they are produced largely from renewable biomass and typically
possess performance characteristics that are compatible with tradi-
tional fuels. However, since various feedstocks and processing tech-
nologies are employed in their manufacture [13, 14], the specific
chemical composition of alternative fuels can vary greatly and
thereby exhibit different stability characteristics. For example,
first-generation biodiesels are typically produced via the transester-
ification of fatty acids obtained from plants or animals. The result-
ing esters contain oxygen in addition to carbon and hydrogen and
by definition are not hydrocarbons at all [15, 16]. Such fuel com-
ponents are relatively easily hydrolyzed and the resulting fatty acids
used as electron donors to support corrosive biofilm formation [9].
Other biofuels (sometimes referred to as renewable or green die-
sels) are made into more conventional hydrocarbons via biomass
hydrogenation processes. These fuels typically contain a complex
alkane mixture, but the size and range of these components tend to
be narrower than conventional petroleum-based fuels [11, 17].
Consequently, the fuels are typically blended (e.g., 50/50 renew-
able/petroleum fuel) to evaluate overall performance characteris-
tics [18, 19]. Although the biological stability of such blended fuel
formulations is unknown, the resulting products are destined to be
transported and stored within existing pipeline, storage tank, and
ballast tank infrastructure [20, 21]. This recognition prompted us
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to develop a protocol to assess the relationship between the
biological stability of fuels and their propensity to exacerbate
carbon steel biocorrosion in order to select fuels that are most
compatible with the fueling infrastructure.

While numerous studies have documented the susceptibility of
fuel components to decay under defined conditions [8, 22–24],
only a few focused on the relationship between fuel biodegradation
and metal surface corrosion [9, 10, 25]. For instance, first-
generation methylester biodiesel was relatively easily biodegraded
and accelerated the corrosion of carbon steel materials [9].
Although a variety of seminal studies help pave the way for evaluat-
ing the biological stability and corrosiveness of fuels [10, 26, 27], a
standardized protocol that could be easily adapted to not only
account for first-generation fuels but also any future-generation
fuel is lacking. Our goal is to put forward a scientifically defensible
protocol that (1) is inexpensive and convenient to construct and
operate, (2) is capable of incorporating multiple technical repli-
cates, (3) includes both positive and negative controls, (4) inte-
grates the ability to monitor multiple parameters that provide direct
and convincing evidence of both biodegradation and biocorrosion,
and (5) be adaptable to test any fuel with the selected inoculum.

To be most environmentally conservative, the assay employs
strict anaerobic techniques and uses coastal seawaters or ship ballast
waters as the inoculum source. Substrate (fuel) decay is routinely
deduced based on the consumption of the sulfate in fuel-amended
incubations relative to both sterile and fuel-unamended negative
controls. These results are interpreted relative to both the afore-
mentioned negative controls and a positive control consisting of
the source inoculum amended with a known hydrocarbon-
degrading marine sulfate-reducing bacterium with and without
growth substrates. General and pitting corrosion is assessed on a
pre-weighed metal coupon suspended in the incubation and recov-
ered for analysis at the end of the assessment period. The protocol
can be extrapolated to assess the risks associated with a variety of
fuel and fuel formulations and thereby provide basis to determine
the overall compatibility with the prevailing infrastructure. More-
over, the protocol can be easily adapted to also monitor the impact
of mitigation efforts.

2 Materials

2.1 Construction of

Incubations

1. Fuel and fuel mixtures
The example fuels illustrated in this protocol include two
typical petroleum-based (petro-) military fuels, F76 and
JP5, as well as two biofuels, including a Fischer–Tropsch
(FT)-F76 and a camelina-JP5 (Naval Fuels and Lubes Cross
Functional Team, NAVAIR) [11]. The fuel blends include a
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50/50 mixture of either (a) the FT- and petro-F76 or (b) the
camelina and petroleum-JP5. These fuel combinations are used
based on military plans to incorporate increasing amounts of
biofuels for tactical vehicle use [18, 19]. Given the fundamental
similarity in fuel composition, the same assay has also been used
with commercial ultra-low sulfur diesel formulations [8].

2. Alkane preparation
Since the composition of substrates available to the positive
control inoculum can vary from fuel to fuel, an equimolar
mixture of C6-C12 n-alkanes (hexane, heptane, octane, nonane,
decane, undecane, and dodecane; Sigma-Aldrich, St. Louis,
MO, USA) is used to ensure an excess supply of available
potential electron donors.

3. Seawater (see Notes 1 and 2)
Typically coastal seawater is used as the assay medium as well as
the inoculum of choice in this protocol. Thus, seawaters from
different locations can be readily compared. However, the pro-
tocol can be easily adapted when particular hydrocarbon-laden
marine waters are desired (e.g., seawater-compensated fuel bal-
last tanks, offshore oil production waters) as the inoculum of
interest. For the purpose of illustrating this protocol, coastal
seawaters from Key West (KW, Florida, USA), San Diego Bay
(SDB, California, USA), and shipboard oily ballast water (Sicily,
Italy) were collected and shipped to the laboratory in 50 l
plastic carboys or other smaller containers. The seawater sam-
ples were stored in a cold room at 4�C until used.

4. Positive control inoculum (see Notes 3 and 4)
Desulfoglaeba alkanexedens, strain ALDC was selected as a pos-
itive control inoculum for the assay. This marine alkane-
degrading sulfate-reducing bacterium was originally isolated
from a Navy facility treating shipboard oily wastewater [5].
The organism can anaerobically biodegrade n-alkanes from
C6–C12 in chain length via the fumarate addition activation
mechanism. We typically cultivate the positive control inocu-
lum on decane as a source of carbon and energy as previously
described [5].

5. Mild carbon steel
Carbon steel (type 1018) is comprised of 0.15–0.20% C,
0.6–0.9% Mn, 0.035% maximum S, 0.03% maximum P, and
the remainder elemental Fe. We used a commercial facility to
cut carbon steel rods into round coupons of 9.53 mm diameter
and 1 mm thickness. The coupons are used without polishing
(see Note 5), and the average surface roughness of the two
sides before exposure is approximately 10.13 � 3.26 μm and
9.78 � 0.82 μm, respectively.
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6. The incubation vessels are 120 ml serum bottles (Wheaton,
Millville, NJ, USA) closed with 1 cm thick stoppers that are
held in place with and aluminum crimp seals.

7. PTFE (polytetrafluoroethylene)-coated quartz sewing thread
(Glens Falls, NY, USA) is used to suspend coupons in the
incubations.

8. Schott bottle (Schott Duran, Germany) with a modified closure
to maintain anaerobic conditions.

9. Resazurin (0.1%) is routinely employed as a sensitive indicator
of anaerobic conditions (see Note 6).

10. Sterile stock solution of Na2S · 9H2O (12.5 g/L).

2.2 Monitoring

Sulfate Depletion

1. ICS-3000 ion chromatography (Dionex, Sunnyvale, CA, USA)

2. AS4S eluent concentrate (100� concentrate containing
0.18 M carbonate/0.17 M bicarbonate; Thermo Scientific,
Sunnyvale, CA, USA)

3. Nanopure water (>17.5 MΩ/cm; Barnstead Nanopure Water
Purification System, Thermo Fisher Scientific, Waltham, MA,
USA)

4. Syringe filter (0.2 μm; polytetrafluoroethylene membrane;
VWR International, West Chester, PA, USA)

5. Dionex™ IonPac™ AS4A-SC column (Thermo Scientific,
Sunnyvale, CA, USA)

2.3 Weight Loss

Measurement and

Pitting Corrosion

Analysis

1. Ultrasonic cleaner (Branson model 1210, Danbury, CT, USA)

2. Hexamethylenetetramine (Acros Organics, NJ, USA)

3. Nanopure water (same as Sect. 2.2)

4. Reagent-grade 12 N HCl (same as Sect. 2.3)

5. Acetone (99%, BDH Chemicals; VWR International, West
Chester, PA, USA)

6. Methanol (99%, BDH Chemicals; VWR International, West
Chester, PA, USA)

7. Precision weighing scale (�0.1 mg, Sartorius, Bohemia, NY,
USA)

8. Nanovea noncontact optical profilometer PS50 with a 400 μm
optical pen (Nanovea, CA, USA).

2.4 Total Iron

Analysis

1. 10% hydroxylamine hydrochloride (Sigma-Aldrich, St. Louis,
MO, USA)

2. Nanopure water (same as Sect. 2.2)

3. Ferrozine reagent (Acros Organics, NJ, USA)
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4. HEPES buffer (4-(2-Hydroxyethyl)piperazine-1-ethanesulfonic
acid, Acros Organics, NJ, USA)

5. Disposable Borosilicate Glass Culture Tubes (VWR Interna-
tional, West Chester, PA, USA)

6. Spectrophotometer (Thermo Spectronic, GENESYS™ 200,
Rochester, NY, USA)

3 Methods

3.1 Incubation

Assembly

1. Resazurin is added from a sterile stock solution (0.1%) to bulk
seawater (1 ml/l) as a redox indicator and to monitor the
maintenance of anaerobic condition throughout the
incubation.

2. For sterile negative controls, the seawater and the culture of
Desulfoglaeba alkanexedens, strain ALDC, (when used) are
autoclaved (20 min at 121�C and 20 psi) and aseptic conditions
employed.

3. The seawater is dispensed into sterile glass Schott bottles that
are fitted with a closure capable of maintaining anaerobic con-
ditions and bubbled with N2 for at least 30 min prior to sealing
with a 1 cm thick rubber septum.

4. Change the headspace in the now partially filled Schott bottles
three times with N2/CO2 (80:20).

5. Immediately reduce the bulk seawater in the Schott bottles
with 10 to 20 ml per liter (depending on the seawater source)
of a sterile stock solution of Na2S · 9H2O (12.5 g/l).

6. Distribute 40 ml of reduced seawater into sterile 120 ml serum
bottles (Fig. 1) while inside an oxygen-free atmosphere
provided by a well-working anaerobic glove bag. The pre-
weighed and sterilized coupons are then placed in the bottles
(see Note 7).

7. For the incubations with Desulfoglaeba alkanexedens, strain
ALDC, 35 ml seawater and 5 ml of a mature culture are used
instead of seawater alone. All the bottles should be closed with
butyl rubber septa and sealed with aluminum crimps.

8. Remove the incubations from the glove box and immediately
exchange the headspace in the serum bottles three times with
N2/CO2 (80:20) and adjust to atmospheric pressure before
fuel addition.

9. Aseptically amend the closed incubations with the fuel of choice
(0.1 ml fuel over 40 ml of seawater) by sterile syringe.
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10. For the incubations amended with the C6-C12 n-alkanes, add
0.1 ml of the alkane mixture alone or with a particular fuel to
each bottle as indicated in step 9.

11. Fuel-unamended and sterile controls should be incorporated,
and all treatments should be conducted in triplicate and incu-
bation should be in the dark at room temperature (21 � 2�C).

3.2 Monitoring

Sulfate Depletion

(see Note 8)

1. Invert incubation bottles and withdraw ~0.3 ml aqueous phase
periodically (generally every 30 days) with a sterile N2-flushed
syringe.

2. Freeze samples at (�20�C) prior to analysis by ion
chromatography.

3. Thaw the frozen samples to room temperature and filter with
0.2 μm filters.

4. Dilute the samples (50 times for most seawaters) to target the
linear range of analysis and load diluted samples into autosam-
pler vials for subsequent analysis.

5. Prepare the ion chromatographic eluent by diluting a commer-
cial available stock solution of sodium carbonate/bicarbonate
buffer 100 times.

6. Operate the ion chromatographic system at 27 mA at a flow
rate of 2.0 ml/min.

7. The standards are prepared by serial dilution (100, 200, 300,
400, and 500 μM) from 1 mM stock solution of sodium sulfate
to quantify the amount of sulfate in the samples.

8. The concentration of sulfate in the various incubations is mon-
itored over time and depicted in Fig. 2.

Fig. 1 Schematic of the serum bottle incubation system currently used to
evaluate the relationship between anaerobic biodegradation of fuels and
biocorrosion of carbon steel. In earlier iterations of this protocol, the coupon
was simply placed on the bottom of the bottle. The suspension of the coupon in
the medium with a PTFE-coated string (see Subsection 7 of Sect. 2.1) attached to
the 1 cm thick stopper through a syringe needle that does not completely
penetrate the closure (see Note 7)
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3.3 Corrosion Assay 1. The carbon steel coupons should be thoroughly cleaned before
experimental use by washing with deionized water and sonica-
tion in water bath for 15 min followed by two successive
acetone washes.

2. Dry the coupons with gentle stream of N2, place in sealed
serum bottles under N2, and autoclave.

3. Weigh the coupons individually inside the glove bag and place
the coupons on the bottom of the corresponding culture bot-
tles prepared in Sect. 3.1.

4. Prepare acid cleaning solution (3.5 g l�1 of hexamethylenetet-
ramine in 6 MHCl) to remove accumulated corrosion product
from the coupon surface (see Note 10) based on the modifica-
tion of ASTM G1-G3 [28].

5. Add 10–40 ml (depending on the amounts of corrosion pro-
ducts) of acid cleaning solution to the culture bottles with
coupons and sonicate for 15 min (see Note 11) until all the
corrosion products are dissolved.

6. Then withdraw the coupons and rinse (in order) with deio-
nized water, acetone, and methanol.

7. The cleaned coupons should be dried and stored under N2

prior to analysis (see Note 12).

Fig. 2 Sulfate depletion with time (see Note 9) in anaerobic seawater incubations amended with various
petroleum-based fuels (Petro JP5 and Petro F-76), hydroprocessed biofuels (Came JP5 and FT/F76), and
blends of the petroleum-based and alternative fuels (50/50 JP5: 50% Petro and 50% Camelina; 50/50 F76:
50% Petro and 50% FT). The seawater incubations were also inoculated with the positive control organism,
Desulfoglaeba alkanexedens, strain ALDC, and augmented with a series of low molecular weight (C6–C12) n-
alkanes. No fuel or exogenously added electron donor were in the fuel-unamended control. Alkanes only
indicated that no fuel was amended and n-alkanes served as the sole source of carbon. The sterile control
incubations received the same amount of seawater and a culture of the positive control organism, but only
after autoclaving
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8. Weigh the cleaned coupons similarly inside the glove bag to
obtain weight loss (Fig. 3), and the corresponding general
corrosion rate can be calculated from weight loss according to
ASTM G1-G3 standard [28].

9. Then the analyzed coupons should be kept under N2 for
subsequent analysis by profilometry (Sect. 3.5)

3.4 Total Iron

Analysis

This analysis is performed to quantify the total iron removed via
corrosion from the surface of the carbon steel coupons. As such, it
helps close the iron mass balances and can be considered a comple-
mentary corrosion quantification analysis.

1. Prepare the ferrozine reagent (1 g/l ferrozine in 50 mM
HEPES) with the pH adjusted to 7.

2. The acid cleaning solution in Sect. 3.3 should be diluted
appropriately. The working range of the ferrous iron analysis
is between 0.05 and 2 mM.

3. The diluted samples should be treated with 10% hydroxylamine
hydrochloride to reduce any ferric iron to the ferrous state [29].

4. Add 10–100 μl samples into 5 ml prepared ferrozine reagent,
and the iron can be quantified spectrophotometrically at
562 nm [30].

Fig. 3Weight loss, general corrosion rate (see Subsection 8 of Sect. 3.3), and total iron analysis determined at
the end of the incubations illustrated in Fig. 1. The total iron analysis largely accounts for the measured weight
loss and thus serves as a complementary method for quantifying general biocorrosion activity. The general
corrosion rate is much higher (5 to 10 times) than the corresponding sterile controls regardless of the nature of
the fuel amendment
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5. Prepare stock solution (10 mM) of ferrous ammonium sulfate
in 0.5 mM HCl and then make serial dilutions from 0.05 to
2 mM with 0.5 mM HCl to construct a calibration curve.

6. The total iron could be calculated based on the dilution factors
and final volume of the samples (Fig. 3).

3.5 Pitting Analysis An important aspect of the protocol is the quantification of loca-
lized or pitting corrosion. This seemingly random nature of this
type of damage is often of greater concern to the integrity of the
fuel infrastructure than is general corrosion damage. Therefore, the
exploration of this type of corrosion needs be carefully character-
ized in order to get better understanding of the underlying
mechanisms. We recommend profilometry as it is both a sensitive
and quantitative approach that has been successfully applied to
assess pitting corrosion, e.g., [31].

1. The coupons after removing corrosion products with acid
washing (Sect. 3.3) are scanned with a Nanovea noncontact
optical profilometer PS50 with a 4 μm step size.

2. The electronically recorded raw data are then analyzed using
the manufacturer supplied MountainsMap Topography XT6.2
software. The corrosion pattern can thus be visualized as a 3-D
image (Fig. 4).

3. While there are several selectable options with the software, we
define pits (see Notes 13 and 14) as damaged regions that are
20 μm below the mean plane and with an equivalent diameter
�50 μm.
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Fig. 4 Profilometry images of carbon steel coupons incubated in the seawater–fuel incubations containing
camelina JP5. The degree of damage to the coupon in a nonsterile incubation is illustrated on the left, while
the right image is a corresponding sterile control. Note the scales to the right of both images are not the same.
Milling marks on the sterile control coupon are still obvious, while these have been removed from the
nonsterile coupon. There were 598 pits in the coupon associated with microbial activity (left), while only 14
pits were evident in the sterile control. The pits (see Note 13) are defined as the regions that were �20 μm
below the mean plane of the surface and had a diameter �50 μm
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4. Other important parameters like average surface roughness and
maximum pitting rate can also be obtained to characterize
localized corrosion.

4 Notes

1. The seawater can be replaced with a defined microbiological
medium [32] when desired. The procedure can be adapted to
test any fuel exposed as well as different aqueous environments
of varying salinity and electron acceptor characteristics.

2. We routinely use pristine oxygenated seawater in this protocol
as this reflects the initial fill of seawater-compensated fuel ballast
tanks. After a variable dark incubation period onboard ship, fuel
is eventually added and the seawater gets displaced – but not
from all ballast tanks in the ship network. There is direct contact
between the seawater and fuel, and the rate of oxygen con-
sumption via microbial heterotrophic respiration typically
exceeds the rate of oxygen diffusion and anaerobic conditions
develop. Upon ship deployment, fuel is consumed and the
volume is replaced by new seawater, and transitory oxygenation
of inflow ballast tanks can occur. However, the bulk of the
ballast water can be retained in the tanks for months (�6 mo)
at a time.

3. We recommend that a positive control organism be
incorporated into the protocol to ensure that the assay is not
predisposed to failure due to unrecognized inhibitory agents
that might most likely be in either the fuel or aqueous environ-
mental sample employed. To that end, we routinely use a
known hydrocarbon-degrading sulfate-reducing bacterium,
Desulfoglaeba alkanexedens, strain ALDC, as a positive control
organism. When desired or necessary (depending on the fuel),
we also add the preferred substrates for this organism
(a mixture of C6–C12 n-alkanes) so that excess suitable electron
donors are available to the control organism.

4. Although D. alkanexedens serves as the recommended positive
control bacterium, other marine hydrocarbon-degrading
sulfate-reducing bacteria can fulfill this role. However, molecu-
lar surveys reveal that D. alkanexedens can be detected even at
the end of rather lengthy incubations (>200 days). We cur-
rently have specific PCR primers to more fully monitor the fate
of this positive control inoculum in the test protocol.

5. We used unpolished coupons in this protocol since the carbon
steel employed in the infrastructure facilities (e.g., pipelines,
ballast tanks, storage tanks, etc.) is unpolished carbon steel.
However, coupons can be polished to varying degrees when
more elaborate corrosion-monitoring efforts than the ones
described here are desired.
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6. The color of the resazurin-amended seawater should turn from
blue to pink and eventually clear during this operation. This
process may take several hours or even overnight depending on
the dissolved oxygen in the seawater sample.

7. Merely placing the coupons on the bottom of the incubations,
while simple, can be problematic when assessing corrosion. We
use a 1 cm thick butyl rubber septum to suspend the coupon
inside the incubation with a PTFE-coated quartz string (see
Fig. 1). The suspended coupon approach allows for the evalua-
tion of corrosion on both sides of the coupon, and assays have
been proven to be more reproducible.

8. Additionally, gas chromatography–mass spectrometry (GC-
MS) and/or advanced liquid chromatography coupled with
electrospray ionization quadrupole time-of-flight mass spec-
trometry (LC-ETS-QTOF-MS) can be used to detect metabo-
lites and thus confirm biodegradation of fuel constituents. For
example, the detection of signature intermediates such as the
alkyl- and arylsuccinates transiently produced during hydrocar-
bon biodegradation experiments can unequivocally attest to
the metabolism of the fuel components [33].

9. It should be noted that the protocol-testing period, while
commensurate with the residence time of seawater in navy
ballast tanks, represents a rather prolonged laboratory-based
evaluation procedure. This is due in part to the relatively slow
anaerobic hydrocarbon biodegradation in the initially pristine
oxygenated seawater used as an inoculum (see Fig. 2). For
perspective, first-generation methylester biodiesel would con-
sume the available sulfate and exhibit metal biocorrosion in less
than 60 days [9]. We are attempting to develop an accelerated
biodegradation/biocorrosion protocol that will provide com-
parable and environmentally conservative conclusions. To that
end, we have tried incorporating marine sediment as source of
additional inoculum in the test procedure. We are also trying to
concentrate the seawater microorganisms using a variety of
filtration, centrifugation, or cell trapping protocols. These pro-
cedures have the promise of greatly shortening the period of
time needed to assess the stability of various fuel formulations.

10. The hexamethylenetetramine acts as a corrosion inhibitor to
prevent the zerovalent iron from further oxidization during the
cleaning process. The solution is used to remove only the
corrosion product but not to cause excessive damage to the
underlying metal.

11. If necessary, the carbon steel coupons can be scrubbed with
bristle brush in order to remove the tightly attached corrosion
products. It should be noted that for long-term corrosion
experiments (�3 months incubation), that corrosion products
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are so adherent that it can be nearly impossible to completely
remove corrosion deposition even with sonicating while in the
acid cleaning solution.

12. It’s critical to store the acid-cleaned coupons under N2 since
carbon steel will rapidly oxidize upon exposure to air.

13. The quantification of pit number can be somewhat subjective,
depending on the morphology severity of corrosion damage to
the metal surface. The recommended parameters to define pits
are arbitrary and ones that we have employed previously. How-
ever, different parameters or other approaches (see Note 14)
can be employed to best evaluate pitting corrosion.

14. The profilometry analysis can be problematic if one is interested
in studying the initiation and propagation of pitting. Initial
pitting events are typically too small (�1 μm) to be well defined
by profilometry. Complimentary approaches such as high-
resolution field emission microscopy and atomic force micros-
copy are very powerful for characterizing nanoscale pitting
during the early stages of corrosion, but these approaches are
typically nonquantitative.

15. Obviously, any assessment of the biodegradation and
biocorrosion processes associated with any fuel formulation
must incorporate the use of appropriate negative controls. We
recommend that minimally the two negative controls (and one
positive control) be utilized faithfully as an essential part of the
protocol. The fuel-unamended controls will provide an assess-
ment of the endogenous rate of electron acceptor consumption
in the absence of a hydrocarbon source. This rate or amount
can be dismissed as baseline microbial activity and corrected
from the fuel-amended experimental treatments. Similarly, the
amount of corrosion in the negative control incubations can
also be dismissed as background and not in any way linked with
fuel consumption. Sterile controls would seem to be rather
obvious to include in the protocol. However, inactivation of
the requisite biology also eliminates the capacity of the control
incubations to maintain highly reducing conditions that are
characteristic of active sulfate-reducing conditions. Neverthe-
less, the provision of sterile controls allows for the correction of
spurious and unanticipated abiotic loss mechanisms (e.g., dif-
ferential adsorption of some hydrocarbon components to the
stopper). If further metabolite profiling will be performed, the
GC-MS analysis of sterile controls is essential to be certain
that resolvable chromatographic peaks detected in nonsterile
incubation are not mistaken as putative metabolites. The com-
parable peaks in the sterile controls confirm that compound
was already present in the incubations and not worth further
identification attempts.
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16. The bulk of the results presented in this chapter were obtained
using seawater incubations obtained from Key West, FL, and
incorporating where appropriate the positive control bacterium
D. alkanexedens strain ALDC. However, the protocol can be
successfully employed to assess both petroleum-based (e.g.,
petroleum-F76) and biomass-derived (camelina-JP5) fuels in
incubations that were not amended with the positive control
bacterium. Examples of seawater/sediment incubations from
the San Diego Bay as well as oily ballast water incubations are
shown in Table 1. The inocula in these samples were able to
biodegrade fuel components as evidenced by sulfate utilization
and corrode metal coupons as indicated by both weight loss
and profilometry. The success of these inocula suggests that
they already possessed a metabolically capable microflora that
was functional under the assay conditions. In effect, the exoge-
nous addition of a positive control bacterium proved unneces-
sary in these cases, but rarely is this information known a priori.
We are currently using the protocol to examine biodegrada-
tion, metal corrosion, and the succession of microbial commu-
nities in seawater-compensated fuel ballast tanks from navy
ships.
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Protocols for Measuring Methanogenesis

Oleg Kotsyurbenko and Mikhail Glagolev

Abstract

Methanogenesis is one of the most important terminal processes in the microbial degradation of organic
matter in many anoxic environments. Since ancient times, methane was known as a combustion gas, but its
microbiological origin was proved only in the nineteenth century. The contribution of methane to the
global warming and its beneficial importance in ecological biotechnology and bioenergetics dictate the
need in proper estimations of its fluxes and measurements of its production rates in different microbiolo-
gical processes.
Measuring methanogenesis is mostly conducted in laboratory experiments with different types of

methanogenic samples, in fields or in ruminants. The samples used for such measurements are either liquid
methanogenic cultures and slurries prepared by homogenization and dilution or intact soil cores. All types
of methanogenic samples are incubated, and accumulated CH4 is analyzed in order to calculate methano-
genesis rate. The samples as slurries incubated under laboratory conditions are referred to as potential
production rates, whereas rates measured in intact samples or in fields are referred to as actual (in situ)
production rates.
To initiate methanogenesis, characteristic substrates of methanogens are used as additions to the samples.

Radiotracers are also used to measure rates of certain methanogenesis pathways in samples.
Classification of methods of measuring methanogenesis is based on the mass balance equation relating

the rate of change in concentration of methane with its source and flux. The two major methods are
described in detail.

Keywords: Chamber method, Methanogenesis, Methanogens, Potential methane production,
Radiotracers

1 Introduction

1.1 Role of

Methanogenesis

Methanogenesis is the most important terminal process in the
microbial degradation of organic matter in many anoxic environ-
ments. It is a type of anaerobic respiration using carbon as an
electron acceptor with the production of methane.

Since ancient times, methane has been known as a combustible
gas seeping from geological fissures. First scientific evidence for its
originating from sediments and marshy places has been obtained by
A. Volta in 1776 [1]. A century thence, its microbiological forma-
tion was proved in the experiments of Bechamp and Tappeiner [2]
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and created widespread interest to study methanogenesis in differ-
ent environments.

In the twentieth century, study of methanogenesis has led to
remarkable discoveries in its biochemistry (coenzyme M, factors
420 and 430) and physiology (C1 compounds as substrates, alco-
hols as electron donors) of methanogens. New applied approaches
such as Hungate technique have significantly facilitated their culti-
vation [1].

Methane is one of the important greenhouse gases that have
been contributing to global warming due to its radiative effect
which is 25 times greater than carbon dioxide. Increases in the
atmospheric concentration of methane and its potential for global
warming as a greenhouse gas have stimulated considerable research
addressing CH4 flux magnitudes from various ecosystems as well as
studies focusing on the environmental and anthropogenic controls
on flux intensities during the past few decades.

Nearly 90% of total methane emission originate from microbial
processes [3]. Methane is produced from the decomposition of
organic matter by strictly anaerobic archaeal methanogens, under
highly reduced conditions. Methanogenesis occurs in moderate
habitats such as rice paddies [4], soils [5], and lake sediments [6];
in extreme conditions such as hydrothermal vents [7] and perma-
frost soils [8, 9]; and also in the gastrointestinal tract of animals
[10], termites [11], and ciliates [12].

Methanogens are considered to be one of the most ancient
forms of life [13]. The detection of methane in the atmosphere of
other planets can be an indication for extraterrestrial life presented
by methane-producing organisms since methane should dissipate if
there is nothing there to replenish it [14].

Methanogenesis can also be beneficially exploited. Human
society generates enormous quantities of organic wastes from ani-
mal husbandry, food and beverage manufacture, pulp and paper
processing, microalgae-based bioenergy, and municipal facilities.
Anaerobic microbial digestion can be used to treat such organic
wastes with production of different useful compounds including
CH4. Biogenic methane can be then collected and used as a sus-
tainable alternative to fossil fuels [15].

The earliest methodology in measuring methanogenesis was
based on cultivation of methanogenic microorganisms with further
detection of methane by gas chromatography. Later, the method of
use of radioactive substrates for short-term incubations with water
and soil samples was developed [16, 17]. This radiotracer tech-
nique made possible quantitative estimations of methanogenesis
rates in biogeochemical cycle of CH4.

In 1987, a new layered mass balance method was developed for
studying gas exchange processes [18–20]. It was in particular
applied for measuring methanogenesis in intact soil cores named
“mesocosm” [18] and in field in situ experiments as deep soil
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chamber technique [21, 22]. In this method, the methanogenesis
rate is calculated by mass balance equations for methane in soil
profile.

1.2 Classification

Concept of Methods

of Measuring

Methanogenesis

All methods of measuring methanogenesis can be classified by the
criteria proposed below.

From the most general point of view, the evaluation of the
magnitude of methanogenesis is the physics problem of determina-
tion of power of the mass source of methane. Rigorous quantitative
basis for determining the power of the source is the fundamental
law of conservation of mass.

The time rate of change or accumulation of the mass of meth-
ane within the control volume (see Note 1) is equal to the sum of
the fluxes, or rate of transport per unit time, through all control
surfaces. Also added or subtracted are any sources or sinks that
occur, or

∂C=∂t
Accumulation

¼ wþ
Sources

� w�
Sinks

� div jð Þ
Transport

;

where C is the concentration of methane (M L�3), t is the time, w+

is the source intensity of CH4 (the mass of methane generated per
unit of volume and time), w� is the sink intensity of CH4 (the mass
of methane consumed per unit of volume and time), and j is the net
flux of methane (M L�3 T�1) (see Note 2) [23].

The equation indicates two possible causes of physical condi-
tions of methane in a limited space region: firstly, activity of sources
and sinks of CH4 in this region and, secondly, its flow through the
surface limiting the region studied. Methane sources and sinks are
those processes in which it is produced and consumed, respectively.
The latter include oxidative photochemical reactions in the atmo-
sphere, the biological consumption of methane by methanotrophic
bacteria, and some others.

To classify the methods of measuring methanogenesis, it is
important to properly identify two different regions (interior and
exterior) limited by the surface boundary for the system where the
chosen method is used (Fig. 1). To determine actual methanogen-
esis rates, the aforementioned equation should be solved correctly
within the region studied. The region should be properly specified
and differs in case of various methods. The interior region can be
the content of a flask or soil where there are a methane source and
transport processes. The exterior region can be all space over the
soil where methane is emitted. In mathematical terms, we have
internal or external boundary problems [24] to be addressed for
making proper calculations in each chosen method of measuring
methanogenesis. When solving the above equation for each
method used, with all assumptions, the final simplified form of
this equation can be derived. This equation form specific for each
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method as well as the type of the boundary problem mentioned
above is in the basis of the classification concept (see Note 3).
In Table 1, all main methods of measuring methanogenesis are
presented and distinguished by the concept described above.

Concentration field formed by the transfer
across the boundary

Concentration field generated by the
sources

Sources

Flow across the
boundary (if it
is permeable) Surface boundary

Exterior area

Interior area

Fig. 1 Scheme of areas for identifying the boundary problem at the method
classification

Table 1
Classification of methods of measuring methanogenesis

Method System

Equation terms

Taskw+ w� ∂С/∂t div( j )

Potential production
(in vitro)

Cell cultures, water and soil samples
(slurries), ruminants, termites,
ciliates

6¼0 0 6¼0 0 Internal

Layered mass balance
method (deep soil
chamber technique)

Mesocosm in laboratory,
mesocosm in situ partly
isolated

6¼0 0 6¼0 6¼0 Internal

Static (closed) chamber
technique (dynamic
(open) chamber
technique)

Microcosm, mesocosm,
fields, landfills, ruminants

6¼0 6¼0 6¼0 0 External

Micrometeorological
methods

A CH4 source located at a square or
in a volume starting from a few m2

or m3, respectively (wetland site,
landfills, a ruminant, and others)

6¼0 6¼0 6¼0 6¼0 External
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The same methods of measuring methanogenesis can be
applied for different types of systems and vice versa.

In the incubation experiments in vitro on measuring methano-
genesis in flasks or bottles, for example, samples from water bodies,
soils, and ruminants as well as growing methanogenic cultures in a
liquid medium can be studied. The soil slurries (suspensions) are
usually prepared from different samples taken from various
methane-generating ecosystems such as lake sediments, paddy
soils, or peatlands. Such methanogenesis rates are referred to as
potential production (turnover) rates [25–27] (see Note 4). Prepa-
ration of methanogenic samples is different and depends on the
texture of the material used for the incubation experiment.

In the chamber technique, methanogenesis rates in micro-
cosms or mesocosms as well as in fields obtained frommass balances
are referred to as actual (in situ) production rates [25–27]. Soil
microcosm (planted or unplanted) is the aggregate structure intact
sample that is undisturbed or minimally disturbed. Mesocosm is a
bigger volume soil core similar to microcosm in structure [28] for
the experiments of a bigger scale (see Note 5).

1.3 Comparative

Description of the

Methods

Laboratory method of measuring potential methane production in
different vessels during incubation experiments is well known and
widely used. Methane is analyzed by a gas chromatograph equipped
with flame ionization or thermal conductivity detectors. The for-
mer detects ions produced during combustion of methane mole-
cules in a hydrogen flame, whereas the latter senses changes in the
thermal conductivity of methane and compares it to a reference
flow of carrier gas (helium or hydrogen for the highest sensitivity)
with a signal production. Molecular sieves, Porapak Q, and SOV-
POL can be used as sorbents.

Sampling should be made with tight hermetical syringes. The
total gas volume sampled from the system (flask, bottle, chamber)
during the experiment should not exceed 0.5–1% of its volume.
Otherwise, some corrections for final calculations of methane con-
centration have to be made.

The rate of CH4 production is finally calculated after chro-
matographic measurements taken periodically during methanogen-
esis experiments. In some cases, radiotracers are used in order to
study the predominant methanogenesis pathway in the ecosystem.
The radiotracers as typical methanogenic substrates added to the
studied samples in a small amount are further converted to methane
and can be then detected by a radioactive counter [29–31]. In order
to estimate the rate of methanogenesis from a certain precursor and
make carbon balance calculations, specific inhibitors are used to
block either total methanogenesis or its particular pathway [32].

The static (closed) chamber method is the most commonly
used technique for measuring gas exchange between soil or water
surface and the atmosphere, probably because of its low cost and
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ease of use. It is generally used worldwide in natural forests,
wetlands, and natural lakes or artificial reservoirs particularly
where a power supply is unavailable [33–36], but necessary for
most other methods. Particularly, dynamic (open) chamber
method and micrometeorological techniques need power supply
for air flushing procedure and ultrasonic anemometer and gas
analyzer, respectively. The dynamic chamber method is developed
to avoid incorrect results due to possible influence of accumulated
methane on its production. It is realized by flushing the chamber
with air during measurements [37, 38].

The chamber technique is mostly designed to measure meth-
ane emission rates as the vector sum of the rates of production and
consumption. In field experiments, the true methanogenesis can be
determined by introduction of acetylene into the chamber gas
phase (10% of the total volume at the incubation time of 1–2 h)
by the inhibition of microbial methane consumption [39, 40]. In
laboratory, the chamber containing mesocosm can be flushed with
inert gas that prevents development of oxygen-dependent metha-
notrophs. Flux estimates are based on changes with time in cham-
ber headspace gas (particularly CH4) concentrations, measured
after the chamber is placed on the soil surface [35]. Fluxes are
further calculated from the slope of the concentration change
over time, corrected to the surface area covered by the chamber
and the “effective volume” of the chamber [41].

Nevertheless, the chamber technique can alter the local envi-
ronment making it unrepresentative. Due to logistical problems, it
is often difficult to employ chambers for long-term, continuous
measurements or to deploy enough chamber replicates to obtain
statistically reliable results. In opposite, micrometeorological tech-
niques provide possibility for continuous measurements not dis-
turbing the environment and an area-integrated, ensemble average
of the exchange rates between the surface and the atmosphere [42].

Micrometeorological methods are based on measurements of
wind velocity and methane concentration, but the number of mea-
suring points and the theories used to calculate emission rates differ
between variations of the method. Moreover, these methods are
influenced by instabilities like nonsteady-state wind or movement of
point emission sources and should be further developed. Microme-
teorological methods are defined as measuring fluxes of gas in the
free atmosphere and relating these fluxes to animal emissions [43].
The micrometeorological mass difference technique as well as the
external tracer ratio technique, where a tracer gas is released in the
paddock or barn and the concentrations of tracer and methane are
measured in the surroundings [44], can be used as a modification.

Layered mass balance method is designed to measure the rates
of methanogenesis in the soil profile of a microcosm under con-
trolled laboratory conditions. In this method, change of methane
concentrations in time is defined in different soil layers using a
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plastic box and a set of tubes inserted in the soil on different depths.
Methane production and mass transport (diffusion, advection)
determine this concentration change and can be then calculated.

The deep soil chamber technique is a modification of the
layered mass balance method that was developed for in situ mea-
surements. A metallic cylinder and metallic tubes are used to be
installed in a soil layer. Both techniques measure true methane
production under anoxic conditions since no contacts to atmo-
spheric air are provided.

Ruminants produce methane as a by-product of their digestion
process. Nevertheless, the methodologies for measuring CH4 emis-
sions from ruminants are based on the main approaches mentioned
above and range from in vitro potential gas production technique
and animal respiration chambers to micrometeorological methods.
The principle of the in vitro gas production technique is to ferment
feed under controlled laboratory conditions by natural rumen
microbes. Feedstuffs are incubated at 39�C with a mixture of
rumen fluid, buffer, and minerals for a certain time period. The
amount of total gas produced during incubation is measured and
its composition analyzed, to obtain data on the in vitro production of
methane. The principle of the animal chamber is to collect exhaled
CH4 emissions from all sources of enteric fermentation (mouth,
nostrils, and rectum) from the animal and tomeasure the concentra-
tion [43]. Other methods of measuring methanogenesis in rumi-
nants are the technique based on sampling air released by eructation
duringmilking [45]; the technique ofmass balance in enclosed barns
(see Note 6), where ventilation rate and concentrations in inlet and
outlet are used to estimate the emission [46]; and the sulfur hexa-
fluoride (SF6) tracer technique [47–50]. The latter involves placing a
permeation tube charged with SF6 pre-calibrated for its release rate
into the rumen of an animal and the subsequent collection of time-
integrated breath samples for analysis of CH4 and SF6 as a marker
and calculation of actual CH4 emission. Micrometeorological tech-
nique can be successfully applied for measuring methanogenesis in
ruminants as a difference between methane fluxes from the pasture
with feeding animals and those without them.

There are also some other simplified and lower accurate labo-
ratory techniques for measuring methanogenesis such as manomet-
ric [51] and volumetric methods [52].

2 Materials

2.1 Materials for

Measurements of

Potential Production

Rates In Vitro

In the incubation experiments, mineral anoxic medium is used to
grow methanogenic cultures. Native liquid fraction in the samples
taken and sterile distilled water or a buffered mineral solution for
dilution are used to prepare slurries.

Protocols for Measuring Methanogenesis 233



2.1.1 Mineral Medium for

Growing Methanogens

Components to be added to 1 l of oxygen-free water:

1. Na2S � 9H2O as reducing agent (0.5 g/l).

2. NaHCO3 as a buffer (1.5 g/l).

3. Resazurin (0.02 g/l) as an indicator of anoxic conditions.

4. Yeast extract (0.2 g/l) as a growth factor if necessary.

5. Vitamin solution (10 ml/l) [53].

6. Acidic microelement solution (2 ml/l) adjusted to pH 2.0 by
HCl containing the following compounds (in g/l): FeSO4 � 7
H2O (0.30), CoCl2 � 6H2O (0.18), MnCl2 � 4H2O (0.10),
ZnSO4 � 7H2O (0.15), KAl(SO4)2 � 12H2O (0.025), NiCl2
� 6H2O (0.18), H3BO3 (0.010), CuCl2 � 2H2O (0.025).

7. Alkaline microelement solution (2 ml/1) adjusted to pH 10 by
KOH containing the following components (in g/l): Na2SeO4

(0.14), Na2MoO4 � 2H2O (0.06), Na2WO4 � 2H2O (0.17).

8. Acetate, methanol, or trimethylamine as methanogenic sub-
strates (20 mmol/l is recommended for methanogenesis rate
determination). H2/CO2 (4:1) gas mixture can be also used as
a substrate and a headspace component.

9. N2/CO2 (4:1) gas mixture as a the headspace component.

2.1.2 Materials for

Anaerobic Cultivation

Technique

1. Culture vessels (bottles, flasks, or tubes) with rubber stoppers
and screw caps

2. Crimpers and decrimpers

3. Anaerobic flushing system to flush the vessels with an inert gas
or the required gas mixture

4. Dispensers to fill the vessels with anaerobic medium

5. Inert gases (N2 or Ar)

6. Incubators with a set temperature for a longtime incubation

7. A gas chromatograph equipped with a flame ionization
detector

2.1.3 Materials for

Radiotracers Technique

Additional materials for anaerobic cultivation technique
(Sect. 2.1.2) (see Note 7):

1. Solution of carrier-free radioactive Na-[2-14C]-acetate,
Na-[1-14C]-acetate, NaH14CO3

2. 5 N H2SO4 solution

3. Gas proportional counter

4. A gas chromatograph equipped with a radioactivity detector

2.2 Materials for

Static Chamber

Method

1. Boardwalks

2. Stainless steel [54] or plastic collars [55]
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3. Chamber: open-bottomed gas collection cover made from
polyvinyl chloride (PVC) [56] or aluminum [55] fitted with a
fan [57] (see Note 8)

4. Reflecting aluminum fabric

5. Plastic syringes (60 ml [54] or 20 ml [22] or 10 ml [55])

6. Evacuated gas-tight flasks (10 ml [54] or 9 ml [55])

7. Barometer

8. Chamber temperature detector

9. Gas chromatographic system (with flame ionization detector)

3 Methods

In this paragraph, two main methods of measuring potential meth-
ane production and actual in situ methanogenesis are described in
detail. The layered mass balance technique is not yet widespread
used. Micrometeorological methods are designed to measure
rather methane emission rates and can be used for measuring
methanogenesis conditionally.

3.1 Measuring

Potential

Methanogenesis

Rates In Vitro

This method is based on measuring methanogenesis in methano-
genic cultures or samples taken from different ecosystems and
incubated for a certain period of time until methane production
becomes stable. In methanogenic cultures, methane production
can be measured at their growing. In natural samples producing
CH4, methanogenesis is normally measured once a steady state is
established in the system in order to get a linear dependence of
methane produced to the experiment time.

3.1.1 Preparation of

Methanogenic Cultures

in a Liquid Medium

Enrichment cultures or pure cultures of methanogenic archaea
from the late exponential growth phase should be used for the
inoculation.

1. Use serum bottles (60–120 ml) with butyl rubber stoppers and
metallic caps to conduct the experiment on measuring
methanogenesis.

2. Flush the bottles with an oxygen-free gas (N2, Ar) or gas
mixture (N2/CO2, H2/CO2) depending on the experimental
purposes. If a gas mixture is used as substrate, then pressurize
the bottles with the gas mixture to a total pressure of 150 kPa
(see Note 9).

3. Prepare the defined bicarbonate-buffered and sulfide-reduced
mineral medium described for freshwater or halophilic species
of methanogenic archaea by anaerobic technique (seeNote 10).

4. Fill the bottles anaerobically with the medium.
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5. Add trace element solution and organic substrates from sterile
concentrated stock solutions. Sterilize the medium before
inoculation.

6. Inoculate the methanogenic microorganisms in a ratio 1:10
into the bottles in replicates.

7. Start the incubation experiment by placing them to the incu-
bator (thermostat) at a certain temperature (see Note 11).

8. Take samples of the gas phase containing methane accumulated
in the bottles periodically for their analysis.

The methanogenesis rate can be calculated from the slope of
the line determined from a semilogarithmic plot of methane con-
centrations versus the incubation time. Only data points located at
this slope line should be taken into account.

3.1.2 Preparation of

Methanogenic Soil

Samples for Serial

Incubations

The samples taken from soil of different types or water sediments
should be homogenized and suspended anaerobically. The soil
should be mechanically crushed. The dry lumps should be broken.
Some large pieces of plant material in the soil samples should be
removed. The soil crushed should be passed through a stainless
steel sieve with a mesh size of 0.5 mm and can be used immediately
or stored at a 4–6�C temperature until use. The slurries are
prepared by adding a certain amount of water fraction depending
on the soil texture. The ratio between solid and liquid fractions of
the prepared slurries should be equaled to that in native samples in
order to estimate the true methanogenic potential of the native
microbial community. The liquid fraction of the native samples
should be taken to prepare slurries if not otherwise specified. In
some cases, sterilized anoxic water can also be used. The experi-
ments should be done in duplicate or triplicate (Fig. 2).

1. Flush serum bottles (20–120 ml) with an inert gas (N2 or
argon).

2. Transfer the anoxic slurry anaerobically into the serum bottles.

Fig. 2 Main steps of the method of potential methane production measuring
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3. Close the bottles with butyl rubber stoppers.

4. Pre-incubate the bottles overnight at the required temperature.

5. Flush the bottles with an inert gas (N2 or argon) until the
headspace is free for CH4.

6. Start the experiment by continuing the incubation at the
required temperature.

7. Take the samples to analyze repeatedly the headspace for CH4

at given time intervals. Shake the bottles vigorously for 30 s
before sampling to ensure gas equilibration between liquid and
gas phase.

8. Determine the production rates of CH4 from their linear
increase with time in the headspace.

3.1.3 Using Radioactive

Tracers to Measure a

Certain Methanogenesis

Pathway in Samples

The introduction of radioactive substrates into methanogenic sam-
ples is used to study the rate of a particular methanogenesis path-
way, usually hydrogen-dependent or acetoclastic ones. A trace
amount of the substrate is converted into molecule of CH4 and
makes it radioactive. The radioactivity is further detected with a
special counter, and the contribution of the particular methano-
genic pathway to the total methanogenesis can be finally calculated.

1. Prepare soil slurries in tubes, flasks, or small bottles (10–50 ml)
(see Note 12).

2. Pre-incubate the samples for a short period at a required
temperature.

3. Exchange the gas phase with an inert gas to remove traces of
methane.

4. Start the experiment by the addition of 0.1–1 ml solution of a
radiotracer to have the final radioactivity 10–100 mCi mmol�1.

5. Incubate the samples with radiotracers, take gas samples, and
measure total and radioactive methane and CO2 for a time
period until the radioactive substrate is incorporated in CH4.

6. Stop the experiment by 1 ml of 5 N H2SO4 injected. This also
liberates total CO2 that is important for final calculations.

7. Calculate the specific radioactivities SRCH4 and SRCO2

(dpm mol�1) from the data on total and radioactive CH4 and
CO2.

8. Determine the fraction of CH4 produced from H2/CO2 (fH2)
from the conversion of H14CO3

� to 14CH4 using the specific
radioactivities (dpm mol�1) of CH4 (SRCH4) and CO2

(SRCO2): fH2 ¼ SRCH4/SRCO2.

9. Using fH2, calculate rates of hydrogen-dependent and aceto-
clastic methanogenesis.
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3.2 Static Chamber

Method

This method is based on measuring gas samples taken periodically
from the headspace of a chamber covering a segment of a research
site generating methane.

3.2.1 Field

Measurements of

Methanogenesis

The study sites should be equipped with boardwalks to prevent
disturbance of the soil and vegetation during sampling [55]. One
day prior to making flux measurements [57] at the measurement
sites, the collars have to be inserted into the ground to a depth
about 10 cm (at the waterlogged sites, the collars have to be placed
on the sediments in water) (seeNote 13). The chambers (Fig. 3) fit
into a water-filled notch in the collars and should be well sealed
[54] (seeNote 14). The chamber should be equipped with a fan to
mix the gas space in the chamber and balance gas concentration in
its volume (see Note 15).

The chamber exposition time in different experiments is in the
interval from 0.25 till 24 h [33, 34, 41, 54–63].

1. Take duplicate air samples with syringes [62] after careful
pumping to mix the air in the chamber and tubing (inner
diameter 1 mm, length 0.75 m) between the chamber and
syringe.

2. Transfer immediately the gas in the syringe to a pre-evacuated
glass flask. The syringes themselves can be used to analyze the
gas samples when analyzing within 24 h [55].

3. Deliver the flasks to the laboratory [62].

4. Determine the content of methane in the laboratory using gas
chromatographic systems (flame ionization detector).

5. Calculate the emission rate of C–CH4 (F, mgC m�2 h�1) as the
difference between its concentrations in the beginning (Cb,
ppmv) and at the end (Ce, ppmv) of the experiment

Fig. 3 Scheme of a chamber with a fan and a syringe for taking gas samples (kindly provided by Phillippov I.V.)
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and referred to the area (S, m2) and volume (V, m2) of the
chamber [56]:

F ¼ αP bV = T � Sð Þ;
where α ¼ 1.44 · 10�3 mgC K J�1 ppmv�1; P is the total
pressure (almost equal to the atmospheric pressure Pa) of the
gas mixture in the chamber during measuring (Ра); b ¼ (Ce �
Cb)/t; t is the chamber measurement time (h); and T is the
temperature in the chamber during measuring (K).

Calculation example: Concentration of methane (Cb) was 2 ppm
immediately after installing the cubical chamber (heightH ¼ 0.37m).
It increased to 4 ppm after 30min (Ce). The atmospheric pressure (P)
was 1.01 · 105 Pa. The average temperature (T) in the chamber was
293 K during measuring.

Then, b ¼ (4–2)/0.5 ¼ 4 ppm/h and

F ¼ 1:44 � 10�3 � 1:01 � 105 � 4 � 0:37=293 � 0:73 mgC m�2 h�1:

Since Cb and Ce may contain measurement errors, the more
precise calculation is achieved by using additionally a few interme-
diate concentrations (C1 ¼ Cb, C2, . . ., CN ¼ Ce), measured at the
times t1 ¼ 0, t2, . . ., tN ¼ t (N ¼ 4�6) [55, 62].

Thus, methane flux can be calculated from the slope of the
change in concentration over time [54, 62]. It is assumed that the
uncertainty σi associated with each measurement Ci is known and
that the ti’s (values if time) are known exactly; then [64]

b ¼ Sσ � SXY � SX � SYð Þ=SΔ;
where

Sσ ¼ ∑N
i¼1

1

σ2i

� �
, SX ¼ ∑N

i¼1

t i
σ2i

� �
, SY ¼ ∑N

i¼1

Ci

σ2i

� �
,

SXX ¼ ∑N
i¼1

t i
σi

� �2

, SXY ¼ ∑N
i¼1

Ci � t i
σ2i

� �
, SΔ ¼ Sσ � SXX � SXð Þ2:

The calculation was checked using the regression coefficient of the
slope [54]: the data deviating significantly from linearity (r2 < 0.8)
were discarded [62] (see Note 16).

3.2.2 Preparation of

Microcosm (Mesocosm)

The soil sample should be taken so that its native structure is kept
undestroyed. It should be then quickly transported to the labora-
tory, anaerobically handled, and kept until use.

1. Transfer the sample into a bottle, flask (microcosm) or a box, or
a container (mesocosm) flushed with an inert gas, hermetically
sealed, and equipped with a stopper for taken gas samples.
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2. Place the sample into an incubator or a room set for a required
temperature for its incubation.

3. Perform the incubation of the sample without shaking to avoid
damage of the methanogenic community.

4. Take gas samples from the headspace periodically not disturb-
ing the structure of the microcosm and calculate methanogen-
esis rate after the experiment is finished as a linear increase with
time.

4 Notes

1. The term “control volume” is commonly used for derivation of
mass balance equations [23, 65]. It can be defined as a bounded
space region where flows of matter, energy, and impulse can
come in, come out, and change within its boundary and the
external forces can act on it. Such definition is relevant for
mathematical description of the mass balance equation used
further for the concept of classification of methods.

2. In mathematical terms, div(j) is the divergence operator of
vector [66]. For a certain physical process (here is for metha-
nogenesis), it expresses a net mass flow (methane flow) by
means of diffusion at existing concentration gradient [23]. It
also indicates if there is a source or a sink of a substance
(methane).

3. Generally, all terms of the equation should be measured to
define the true methanogenesis rate. In some cases, one or
two terms can be eliminated from the equation as equaled to
zero. An example is an anaerobically prepared sample with
active methanogens placed in a bottle and incubated at a certain
temperature.

In such system:

w� ¼ 0 assuming strictly anaerobic conditions

div(j) � 0 due to a small volume where all concentration gra-
dients resulting in mass transport are rapidly balanced

Hence, the final equation is

∂C=∂t ¼ wþ:
4. The term “potential methane production” rather than “true

(actual) methane production” is used assuming that the condi-
tions in a vessel with impenetrable boundaries containing a
sample generating CH4 can be significantly different from
those in the sample source environment.

5. The term “microcosm” is used for undisturbed natural samples
placed in different vessels and imitated the ecosystem in little.
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The term “mesocosm” is mostly used for the system being a
natural undisturbed sample enclosed in a big vessel or a box for
the experiments of a bigger scale [67]. In case of opened
systems, it can be also containers or artificial basins representing
an intermediate between experimental microcosms and natural
ecosystems (macrocosms).

6. Brouček [43] refers this technique to micrometeorological
methods. However, it is rather a variety of the chamber method
where the whole bam can be assigned to a chamber.

7. All materials used for working with radiotracers should be kept
in a special room where the control of radioactivity is provided
in order to avoid radioactive contamination. All working pro-
cedures should correspond to radiation safety standards.

8. The size of chambers usually varies in the following intervals
[33, 34, 41, 54–63]: area of base (m2) 0.03–1.0, volume (m3)
0.08–0.8, and height (m) 0.13–0.8. The bigger the chamber,
the more precise measurements of methanogenesis can be done
assuming the decrease of soil heterogeneity and random errors.

9. In the anaerobic cultivation technique, it is the gas mixture N2/
CO2 in a ratio 4:1 that is normally used to stabilize pH at
growing cultures in a buffered mineral medium. If a low miner-
alized medium is used or the experiment on pH growth opti-
mum is carried out, then a pure N2 should be used in the
headspace.

10. Additionally, the anaerobic technique is presented at DSMZ
website: http://www.dsmz.de/fileadmin/Bereiche/Microbiol
ogy/Dateien/Kultivierungshinweise/englAnaerob.pdf.

11. The vessels should be shaken if H2 is present in the headspace
for fast-growing methanogens (normally for thermophiles).

12. The smaller is the headspace, the higher is the sensitivity for
detecting radioactivity.

13. While installing the chamber to the ground, the vegetation
should not be removed to keep the conditions maximally
closed to natural ones.

14. To minimize the changes of chamber temperature, the PVC
box should be covered with reflecting aluminum fabric.

15. Since methane is constantly emitted into the headspace of the
chamber from soil, its concentration can be slightly different at
different levels of the chamber. To make measurements more
correct, it is necessary to balance CH4 concentrations in the
chamber volume prior to sampling by a fan.
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16. Criteria for CH4 flux measurements in the literature usually
include two main points:

1. Initial concentrations had to be very close to ambient CH4

concentration.

2. The correlation coefficient of the linear regression had to be
significant to the 95% confidence level for N ¼ 4 or 5
(r2 ¼ 0.920 or 0.841) [58].

The second criterion can be not so strong: the fluxmeasurements
of individual chambers were accepted if r2 in a linear regression of the
chamber concentration change with time is � 0.8 [62, 68].
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