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1.1            Why Nanotechnology and Responsibility 

 In the last decade, the fi eld of nanotechnology has changed very quickly from an 
uncertain promise of benefi ts and innovations to the ground level of concrete and 
effective applications. Although still far from science-fi ction visions proposed in 
 Engines of Creation  by Eric Drexler ( 1986 ), today nanotechnology has become an 
actual generator of concrete products and processes, gaining prominence in policy 
and funding, as well as salience in the public debate and in popular culture over the 
past few years. Nanotechnology has therefore become an area in which the distance 
between possibilities and hopes on the one hand, and practical applications on 
people’s lives on the other have been substantial and the connections between these 
actual presents and possible futures are particularly vague and uncertain, therefore 
leaving substantial scope to refl ect on hypothetical future consequences, even 
unexpected ones (Selin  2007 ). 

 Since the concerns related to nanotechnology’s actual and conjectured impacts 
refer to societal aspects that are very relevant and sensitive, such as the possible 
consequences on the environment and human health, the quest for a responsible 
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development of nanotechnologies has progressively gained momentum in research 
and policy (cf. Roco  2005 ; Robinson  2009 ; McCarthy and Kelty  2010 ). 

 A prominent policy example is the launch of the Code of Conduct for Responsible 
Nanosciences and Nanotechnologies by the European Commission in 2008 
(European Commission  2008 ). The Code aims at enabling safe and benefi cial 
innovation through nanotechnologies and to foster the organization of collective 
responsibility for the fi eld (von Schomberg  2007 ). The notion of ‘responsible 
development’ works as an overarching ethical framework for innovation, a general 
foundation of different principles, which should inspire actions (such as sustainability, 
inclusiveness, excellence, innovation and accountability). The Code was designed 
to steer responsible research and technology development, so that they should 
be capable of granting benefi ts for the society as a whole. In so doing, the Code 
functions as a instrument for fostering responsibilisation (Dorbeck-Jung and 
Shelley-Egan  2013 ), assigning responsibilities to actors and promoting their active 
involvement, so that cooperation and coordination is strengthened and ensured on a 
voluntary basis. This assumption of responsibility is described as fundamental for 
realizing societal goals: the prerequisite here is that the different actors understand 
and willingly take on the different responsibilities that are connected to the multiple 
roles in the research and development process they become aware of. In other words, 
the idea of responsibility in the innovation process in the form of the Code cannot 
be other than a collective responsibility. 

 Though prominent, the Commission’s Code of Conduct is by no means a unique 
example and several other instruments attempted to address the junction between 
responsibility and nanotechnology development, fostering the active commitment 
of the various actors involved in the fi eld. For example, the voluntary engagement 
of the relevant social actors was sought through national instruments like the 
‘Voluntary Reporting Scheme for Engineered Nanoscale Materials’, which was 
promoted by the Department of Environment, Food and Rural Affairs of the UK 
government in 2006–2008 and was aimed at stimulating an interest by importers 
and manufacturers of engineered nanomaterials to provide the Department with 
comprehensive information on material characteristics, as well as with data on 
toxicity and ecotoxicity (DEFRA  2008a ,  b ). Similarly, the US Environmental 
Protection Agency (EPA) formally implemented its own voluntary ‘stewardship 
program’ for nanoscale materials under the Toxic Substances Control Act (TSCA) 
in years 2008–2009. Through this voluntary information collection, EPA intended 
to collaboratively assemble existing data and information from manufacturers, 
importers, and processors of nanoscale materials in an effort to generate more 
detailed information of certain specifi c nanoscale materials. This collaboration 
between EPA and industry was expected to generate data and analyses for a more 
complete characterization of materials, and to increase understanding of the 
environmental health and safety implications of manufactured nanoscale materials 
for guaranteeing their safe manufacture, processing, distribution, use, storage and 
disposal (EPA  n.d. ). At the international level, the OECD Working Party on 
Nanotechnology (WPN) was established in March 2007 to advise upon emerging 
policy issues of science, technology and innovation related to the development of 
nanotechnology and to foster international cooperation that facilitates, among other 
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related issues, the responsible commercialisation of nanotechnology in member 
countries and certain non-member states (OECD  n.d. ). In the broader context of the 
governance of science and technology, the UNESCO Declaration on Bioethics and 
Human Rights (UNESCO  2005 ) has affi rmed “the desirability of developing new 
approaches to social responsibility to ensure that progress in science and technology 
contributes to justice, equity and to the interest of humanity”. In general, although 
it is not nano-specifi c, the Declaration introduces a “social responsibility principle” 
(Faunce  2012b ), which sets a core group of goals science and technology should be 
steered to and which is therefore relevant for nanotechnology too. In particular, 
article 14 of the Declaration lists fi ve “putative public goods” (Faunce  2012b ) which 
the private and public actors involved in science and technology are required to 
respect: access to quality healthcare and medicines, as well as to nutrition and water; 
improving of living conditions and environment; elimination of marginalization and 
exclusion; reduction of poverty and illiteracy. Academic research has proposed the 
UNESCO Declaration as a “point of departure” for shaping the ethical and human 
rights principles governing a global project of “artifi cial photosynthesis”, i.e. the 
replication of photosynthesis, by means of nanoengineering, for localised production 
of carbon-neutral hydrogen based-fuel and carbohydrate-based food and fertilizer, 
as forms of planetary therapeutics (Faunce  2012a ). 

 While these examples share the fact that they are initiated by public authorities, 
private organizations as well launched initiatives for seeking to outline and 
foster a ‘responsible way’ to develop nanotechnology. A prominent example is the 
Responsible Nanocode, which “aims to provide clear guidance about the expected 
behaviour of companies in relation to their nanotechnology activities” (NIA  n.d. ) 
through the implementation of a set of “principles” ranging from “board 
accountabi lity” (Principle 1) and “worker health and safety” (Principle 3) to “wider 
social, environmental, health and ethical implications and impacts” (Principle 5). 
Individual companies like DuPont and BASF developed internal policies, codes of 
conduct and assessment frameworks for the responsible development of nano-
technologies, ensuring safe production, use and disposal of nanoscale materials and 
identifying, managing and reducing potential health, safety and environmental 
risks (DuPont  2012 ; BASF  n.d. ). Finally, although not “nano-specifi c”, initiatives 
like ResponsibleCare© for the chemical industry are equally relevant (Heinemann 
and Schäfer  2009 ). ResponsibleCare© is aimed to going beyond legislative and 
regulatory compliance, and by adopting cooperative and voluntary initiatives with 
government and other stakeholders (ICCA  2006 ) and commits the “[t]he global 
chemical industry [to] extend existing local, national and global dialogue processes to 
enable the industry to address the concerns and expectations of external stakeholders 
to aid in the continuing development of Responsible Care” (ICCA  2006 , 4). 

 In sum, nanotechnology and responsibility have become a tightly connected pair 
and policy formulation, academic research, business strategies, and civil society 
campaigns agree that nanotechnology development should be responsible. 
Responsibility is not only considered as a value which frames regulation, but as the 
fundamental condition for enabling good, legitimated and desired technological 
developments. The transformative power that is attributed to nanotechnology 
makes this emerging fi eld a perfect candidate to exemplify the consequences of the 
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far- reaching, collective, and uncertain technological endeavour on the notions and 
practices of responsibility. It is not by chance (cf. Grunwald (Chap.   12    ) in this book) 
that this emphasis on the responsible development of nanotechnology has accompa-
nied and sustained over the years the parallel establishment of responsibility as a 
general feature of technology policy and development. In Europe, such a gradual 
process has resulted, for instance, in the assumption of the notion of Responsible 
Research and Innovation (RRI) as a cross-cutting issue under the EU Framework 
Programme for Research and Innovation “Horizon 2020” (European Commission 
 n.d. ; von Schomberg  2013 ), representing a core value in the new research agenda of 
the European Union. 1  Similarly, the ‘sister concept’ of ‘responsible innovation’ 
(Owen et al.  2012 ,  2013 ) has made its way in the academic debate. Here the idea is 
that innovation (the new products, services and technologies developed) should not 
only be simply new, but they should be made and act in the society in a responsible 
way. These concepts still being in their infancy and despite some differences, they 
present three shared, distinct features. The fi rst one emphasises the democratic 
governance of the purposes of research and innovation and their orientation towards 
the ‘right impacts’. The second one values responsiveness, emphasising the integration 
and institutionalisation of established approaches of anticipation, refl ection and 
deliberation in decision-making processes about research and innovation. The third 
feature concerns “the framing of responsibility itself in the context of research and 
innovation as collective activities with uncertain and unpredictable consequences” 
(Owen et al.  2012 ). These features are translated in a vision according to which science 
and society are mutually responsive to each other with a view to the acceptability, 
sustainability, and societal desirability (von Schomberg  2011 ). 

 Responsible innovation is therefore considered an answer to the policy and 
regulatory dilemmas that are set by techno-scientifi c fi elds whose impacts are 
poorly characterized or highly uncertain. While risk-based governance and the 
regulatory science that supports it are challenged by the complex and uncertain 
nature of these phenomena, responsible innovation argues “that stewardship of 
science and innovation must not only include broad refl ection and deliberation 
on their products, […] but also (and critically) the very  purposes  of science or 
innovation” (Owen et al.  2013 ). A discussion on responsibility in nanotechnology 
development cannot forget this broader context.  

1.2     Charting Responsibility: The Structure of the Book 

 The idea of this book has developed from the acknowledgement that the notion 
of responsibility is anything but unequivocal and the meanings associated to this 
notion are extremely diversifi ed in the public discourse of nanoscale technologies. 

1   For the parallel development of a distinct notion of ‘broader impacts’ of research in the US context, 
cf. Davis and Laas ( 2013 ). 
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 Furthermore, these different meanings suggest to commentators and operators 
different  foci  of attention, ranging from radical appeals to precaution, to the experi-
mentation of new procedures for rule-making, to the implementation of public 
understanding and/or public engagement activities, and to the development of tests, 
standards, and measures of exposition for humans and the environment. On the one 
hand, the formulation and implementation of these policies are affected mostly by 
our capacity to conjugate what ‘responsible development’ means for us in the future 
tense, i.e. with regard to the consequences of our actions on future generations, but 
also with regard to the assumptions about future situations that infl uence our way of 
acting. On the other, assumptions about individuals and their ties to broader social 
communities affect the solutions for developing nanotechnology responsibly: 
balancing safety and the legitimate pursuit of knowledge or economic opportunities, 
individual freedoms and collective interests (in a stronger fashion, the ‘common 
good’), distributing tasks, costs and rewards. 

 The search for a comprehensive overview of the differentiated concept of respon-
sibility is far beyond the scope of this book, which has the more instrumental goal 
to chart a landscape of issues, areas and perspectives to examine the current and 
future confi gurations of the relationship between nanotechnology and responsibility. 
Three distinct sections refl ecting the multiple levels of the relationship between 
nanotechnology and responsibility guide the reader in the exploration of these 
changing notions and practices. 

 The fi rst section, entitled  Scrutinizing responsibility: theoretical explorations 
into an entangled concept , addresses the implications of technological visions for 
responsibility and examines the criteria and principles that can orient the responsible 
development of nanotechnology. Focusing on technological visions, Arianna Ferrari 
and Francesca Marin argue that a different framework is required because the 
current normative debate on responsibility in new and emerging technologies lacks 
both explicit acknowledgment of visionary communication about possible techno-
logical developments, and awareness of the normative infl uence of these visions in 
the present. After offering insights into the etymology of the word ‘responsibility’ 
and discussing some examples provided in the literature and regarding the current 
debate on human enhancement, they show how technological visions shape discourses 
on emerging technologies and drive research programs as well as our actions and 
activities. For Ferrari and Marin, thinking about responsibility in relation to techno-
logical visions and addressing their normative implications means opening a more 
fruitful and responsible debate on technological development. Silvia Zullo discusses 
the contribution of the principle of responsibility and of the precautionary principle 
to an ethics of responsibility for future generations when faced by policy challenges 
regarding emerging technologies and their regulation. Zullo stresses the limits of 
these principles and she argues for the need to integrate utilitarian principles in the 
equation. From her point of view, the adoption of the principle which demands the 
maximization of total utility and the principle of maximin in cases where irreversible 
effects may occur, encourages a concrete intergenerational responsibility, and 
nurtures a dynamic ethical perspective, both of which are needed to deal with the 
development of emerging technologies. Moving from a comparison of nanotechnology 
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and synthetic biology, Ilaria Anna Colussi proposes a view of responsibility as a 
“shared moral obligation” of social actors. Indeed, after presenting similarities and 
differences between nanotechnology and synthetic biology, Colussi discusses the 
main principles adopted in the risk analysis model, i.e. the precautionary principle 
and the proactionary principle, as well as their limits, and fi nally suggests the notion 
of ‘responsible stewardship’. Being aware of the uncertainty surrounding both risks 
and benefi ts of emerging technologies, the proposed model considers alternative 
actions, immediate and follow-on effects, and interests at stake, letting the techno-
logical development go ahead while remaining alert. 

 The second section on  Responsibility in technology assessment and public engage-
ment  examines the links between the responsible governance of nanotechno logy 
and the practice and mechanisms of technology assessment and public engagement. 
First, the need to broaden the assessment framework beyond toxicology and beyond 
scientifi c experts is discussed. Secondly, the role of Ethics Research Committees in 
assessing nanotechnology clinical trials protocols is examined. Thirdly, public par-
ticipation as an instrument for nanotechnology policy is explored. Torsten Fleischer, 
Jutta Jahnel and Stefanie Seitz point out that the current concept of toxicological 
risk assessment in the fi eld of nanotechnology (in particular in that referred to 
manufactured particulate nanomaterials or MPN), which is based on conventional 
expert-based chemical risk assessment procedures, is too narrow. They start by 
analysing diverse proposals, such as the one by the International Risk Governance 
Council based on the considerations of societal impacts and needs, and one for 
including concerns assessment in the process (concerns of the general public and 
the stakeholders), which is however still in the early stages. Then, after having 
discussed the methodological challenges of a broadening of the concept of risk 
assessment, they discuss the results from a Eurobarometer 2010 as well as from 
public engagement exercises and focus groups. In the paper the authors call for a 
wider concept, further developing the idea of concern assessment: this approach 
should allow for a plurality of actors and different kinds of knowledge which 
adequately consider societal impacts for understanding risk in a broader sense than 
in expert-based assessments. Viviana Daloiso and Antonio G. Spagnolo discuss the 
issue of responsible nanotechnology research in a specifi c institutional setting: clinical 
trials and clinical research. According to the Authors, the uncertainty and complexity 
surrounding the applications of nanotechnologies that are tested in clinical trials assign 
to Ethics Research Committees (ERCs) for human experimentation the key, if not 
the decisive, role as public guarantor of the rights and the welfare of trial subjects, 
while contributing to the increase of available knowledge about human health. 
In particular, the ERCs must verify that the chosen methodologies are the best suited 
to the aims of the protocol, that the risk is assessed in terms of probability, magnitude 
and duration, that the protocol identifi es all those elements that may infl uence that 
risk. The Authors argue that ERCs’ role is even more important in nanomedicine as 
risks and toxicity change at the nanoscale and that information about them is still 
not comprehensive. Giuseppe Pellegrini connects responsibility and the public 
engagement of citizens in decision-making about technologies. Nanotechnology 
offers a privileged perspective from which to consider the relationship between the 
development of innovation, ethics and governance, given that the developmental 
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stage of this technology does not allow for a defi nite characterisation of the main 
environmental and social issues that are connected to them. The design, production 
and deployment of nanotechnological innovations can therefore be studied in 
order to immediately activate pathways of public involvement, even on the basis of 
similar recent experiences, as in the case of biotechnology. 

 The third section of the volume on  Representations and confi gurations of 
responsibility  deals with some of the ways in which the issue of responsibility in 
nanotechnology enters the actual processes of innovation and the social discourses 
about nanotechnology. Colette Bos and Harro van Lente open this section offering 
a contribution to the current literature regarding corporate social responsibility 
(CSR) and value chain responsibility (VCR). Given that this literature is particularly 
focused on existing technologies and value chains, and consequently underestimates 
fi rms’ views on social responsibility in the light of emerging technologies and new 
value chains, Bos and van Lente explore these new areas of investigation by presenting 
three case studies concerning both large and small companies active in the nano-
technology sector. Their empirical results show that changes in the companies’ view 
on social responsibility occur when they deal with new technologies and new 
value chains. Nevertheless, if the company deals with new technologies but the 
value chain is stable, then a change in social responsibility is not deemed necessary. 
In their contribution, Sarah R. Davies, Cecilie Glerup, and Maja Horst point out the 
contingency and multiplicity of the notion of responsibility by fi rstly exploring how 
this concept is articulated within the academic literature. Their discourse analysis 
conducted on 250 journal articles shows that social responsibility in scientifi c 
practice is addressed in two opposing ways: on the one hand, responsibility relies 
on separating science and society as far as possible; on the other hand, it calls 
for a greater connection between them. Secondly, a similar diversity arises from 
the Authors’ discussion on how responsibility is performed in the National Science 
Foundation-funded Center for Nanotechnology in Society at Arizona State University 
(CNS-ASU) and in the US private sector nano industry with which CNS- ASU 
sought to interact. While the former performs a broad model of responsible develop-
ment of nanotechnology, for example by paying attention to its societal dimensions, 
for the latter responsible development is primarily about ensuring safety. This variety 
of ‘responsibility’ both in the literature and in practice calls then for a discussion on 
what kind of responsibility and responsible development we are looking for. In the 
following chapter, Paolo Magaudda raises a different perspective about the relation-
ship between responsibility and nanotechnology by focusing of the way responsibility 
is performed in the actual work of a nanotechnology facility in Italy. In this case, the 
focus of the analysis is moved to a different perspective, which regards the activation 
of different forms of mutual responsibility between the actors involved in the work 
of nanotechnological innovation. Specifi cally, in the case of innovation performed 
by a ‘boundary organization’, we see from the research work of Magaudda that the 
construction of frameworks of responsibility is linked to at least two aspects: on the 
one side, to the organizational forms developed to give life to the collective actors 
emerging during the planning of the research center considered; and on the other, to 
the strategies and practices of collaboration with other actors, implying the estab-
lishment of frameworks of responsibility as well as of distribution of risks and of the 
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construction of regimes of reciprocal trust. In the fi nal chapter of the section, Simone 
Arnaldi examines the news stories about nanotechnology in the Italian daily press to 
identify the different representations of responsibility in the coverage. The chapter 
extends the current research on the defi nition of responsibility by nanotechnology 
practitioners and highlights how responsibility is predominantly defi ned in the 
terms of the ‘traditional contract of science’. This implies that scientists’ responsi-
bility is primarily to further scientifi c knowledge and deliver to society the benefi ts 
promised by scientifi c advances. Also, the analysis shows that the underlying division 
of labour underlying the ‘traditional contract of science’ also limits the number and 
variety of topics on which different social actors can be rightfully considered as 
sources for the coverage. More specifi cally, the discussion of radical uncertainties 
surrounding the nanotechnology enterprises, of precautionary measures, of new 
institutional arrangements for deliberation on science and technology, is left entirely 
to civil society organizations, citizens, and humanities scholars. 

 Finally, an  Epilogue: Nanotechnology beyond nanotechnologies  has the goal to 
link the discussion on responsibility in nanotechnology development to the broader 
debate on responsible governance of science, technology and innovation. In this 
fi nal chapter, Armin Grunwald examines the approach to Responsible Research and 
Innovation (RRI) and traces back its roots in the debate on nanotechnology. In so 
doing, the Author shows that the relevance of the debate on nanotechnology and 
ethics is by no means limited to nanotechnology itself and, instead, it decisively 
affected the development of a more general ‘model’ for dealing responsibly with 
new and emerging sciences and technologies. RRI is presented as an integrative 
approach to current available instruments to shape science and technology and a 
multi-fold understanding of responsibility is introduced, which acknowledge three 
important dimensions (epistemic, empirical and normative). The chapter then examines 
how, historically, the RRI notion emerged in the context of the nanotechnology 
debate from the National Nanotechnology Initiative of the U.S. on and how it was 
then taken up by the European nanotechnology policy. The debate on the Code of 
Conduct for nanotechnology research and development set in practice by the 
European Parliament is presented as a landmark in this process and the ‘career’ of 
RRI up to the new European research framework programme Horizon 2020 is then 
recalled. In sum, the chapter shows the parallel development of nano-ethics on the 
one side, and the debate on Responsible Research and Innovation on the other, thus 
supporting the view that the emerging debate on the ethics of nanotechnology, as a 
new and emerging technology promising revolutionary potential but also unclear 
risk, contributed to the shape of the broader notion of RRI.  

1.3     Dealing with an Intractable Object: Perspectives 
on Responsibility 

 The overall picture that emerges from this volume refl ects the theoretical and empir-
ical diversity of the concept of responsibility. Indeed, by catching and disentangling 
the different ways in which responsibility can be understood and discussed in 
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nanotechnology development, the concept of responsibility turns out to be complex, 
multiform and, above all, lacking an univocal defi nition. 

 This collection of essays and the tripartite structure described above offer 
useful entry points to explore the meanings of responsibility, and its junction with 
nanotechnology. This section of the introduction briefl y illustrates three major, 
horizontal themes that are developed in the essays. 

1.3.1     What’s in a Name: Responsibility and Social 
Relationships 

 Although the different contributions in this book cannot offer a comprehensive 
picture of all aspects of responsibility, they can be scrutinized to seek (implicit or 
explicit) similarities and differences in their dealing with defi nitions and concept 
building, thus offering useful perspectives for further refi nements of this notion. 

 As a starting point, Grunwald’s chapter offers ‘a four-place reconstruction [that] 
generally seems to be suitable for discussing issues of responsibility in scientifi c 
and technical progress’ (cf. Grunwald). According to this Author, responsibility 
implies the following elements:

•     someone  (an actor, e.g. a nanotech researcher) assumes responsibility or is made 
responsible (responsibility is assigned to her/him) for  

•    something  such as the results of actions or decisions, e.g. for avoiding adverse 
health effects of nano-materials, relative to  

•    rules and criteria  which orientate responsibility from less responsible or irrespon-
sible action, and relative to the  

•    knowledge available  about the impacts and consequences of the action or decision 
under consideration, including also meta-knowledge about the epistemologic 
status of that knowledge and the uncertainties involved.    

 Responsibilities are, therefore, assigned or assumed, thus implying different 
degrees of active, autonomous commitment of an agent. Assignments and attributions 
of responsibility affect concrete actors in concrete constellations and are the result 
of situated social and organizational confi gurations, which variously connect these 
four elements. For instance, ‘rules and criteria’ can defi ne what is relevant as an 
object of assessment in terms of responsibility (‘something’), and what knowledge is 
relevant for individuals, groups and organizations in such an assessment (‘knowledge 
available’). In turn, the ‘knowledge available’ can either narrow or broaden what 
constitutes a consequence (e.g. side effects, long term impacts, etc.), and help defi ne 
new ‘rules and criteria’ for responsibility orientation. 

 Drawing on their discussion of the etymology of the word responsibility 
(from the Latin word  re-spondeo , with the two related meanings of ‘responding’ 
and ‘ensuring’), Ferrari and Marin distinguish four, connected meanings of this 
notion: (1) responsibility as responding for something, (2) responsibility as res-
ponding to someone, (3) responsibility as responding for someone, (4) responsibility 
as ensuring. In their account, action and its consequences (‘something’) are central 
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in the discussions about responsibility ( responsibility as responding for something ). 
Responsibility can be either assigned to or assumed by an agent for her past 
or future (see below for a development of this aspect), but also, in several cases, 
for others’ action or condition ( responsibility as responding for someone ). Taking 
responsibility implies the idea of making a commitment to use one’s own knowledge, 
skills, and capacities for ensuring that such a commitment is met ( responsibility 
as ensuring ). However, no responsibility is possible without a constituency: 
someone is always responsible (for something, somebody or both) to somebody 
else, be it a concrete agent (e.g. you, your children, your dog) or an abstraction 
(e.g. future generations, the people) ( responsibility as responding to someone ). 
Listening to the needs, desires, questions of others is therefore an undeniable 
condition of responsibility, because ‘[a]s a matter of fact, an answer requires 
both that there is a question and that the content of the question is being listened to’ 
(cf. Ferrari and Marin). 

 Referring again to Grunwald’s four elements, these different forms of responsi-
bility are all assessed against diverse ‘rules and criteria’ that orient assumption, 
assignment, and their evaluation. On ‘rules and criteria’, the chapters in the book 
adopt different stances, that correspond to two general orientations in the academic 
debate. On the one hand, several chapters adopt a  descriptive approach  to this 
aspect, considering requirements and attributions of responsibility to concrete 
actors in concrete constellations are examined (Bos and van Lente; Fleischer, 
Jahnel and Seitz; Daloiso and Spagnolo; Pellegrini; Magaudda; Arnaldi; and, partly, 
Davies, Glerup, and Horst). On the other hand,  normative criteria  for orienting 
responsible action are sought on a more general level by resorting to utilitarian 
(cf. Colussi) or other approaches (cf. the ‘responsible stewardship model’ proposed 
by Zullo). 

 The different contributions in this volume can be integrated in a simple, but 
coherent scheme underlying the understanding of responsibility in the whole book 
(see Fig.  1.1 ). Such an understanding places responsibility squarely in the context 
of social relations, broadly understood, i.e. responsibility has no meaning if it is 
not a  responsibility to someone  (to be understood as specifi ed above). On a broader 
level, organizational confi gurations and policy mechanisms grant institutional force 
to specifi c rules and criteria, thus setting boundaries, constraints, and directions for 
responsible actions (cf. in particular Bos and van Lente; Pellegrini; Magaudda 
for a refl ection on this dimension). Eventually, responsibility is affected by what, 
in a loose sense, we may call structures, i.e. the material and discursive settings 
defi ning science, technology and society relations, which shape the general frame for 
discussions about responsibility (cf. Davies, Glerup, and Horst; Arnaldi). The con-
tents of responsibility, the dynamics of assumption and assignment, the possibility 
and  conditions of assessment of ‘responsible’ action are articulated across these 
three dimensions (see below the next section of the introduction for a development 
of this topic).

   Also, the chapters converge remarkably in treating responsibility in forward- looking 
terms. The distinction between backward-looking (or retrospective) and forward-
looking (or prospective) responsibility has an important place in the defi nitional 
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debates on responsibility in moral philosophy (e.g.    Doorn and van de Poel  2012 ; 
Vincent  2011 ) and legal theory (e.g. Gorgoni  2011 ). To offer a simple defi nition of 
both meanings, we draw on and complement Coeckelbergh brief distinction ( 2012 ): 
retrospective responsibility concerns responsibility assignment after something bad 
(or good) has happened; prospective responsibility regards responsibility assignment 
in order to prevent bad things happening or to make good things happen. Although 
what responsibility is for varies across the chapters (e.g. environment, health and 
security impacts of nanotechnology and synbio for Colussi; collaborative relations 
and risk management in technology transfer networks for Magaudda), rules, criteria 
and knowledge are discussed as explicit or implicit conditions to orientate research 
and technology development, and assessment, in a prospective fashion. 

 This emphasis on prospective responsibility over retrospective responsibility is 
coupled with the emphasis on the assumption of responsibilities for the future over 
responsibility ascription for past actions and the related the notion of liability as a 
core meaning of responsibility. Liability (Hart  1968 ; Young  2006 ; Vincent  2011 ) 
and the related concept of accountability (Davis  2012 ) imply that to assign moral or 
legal responsibility ‘is to fi nd an agent worthy of a particular kind of reaction; in the 
case of harm, reactions of blame and perhaps punishment’ (Thompson  2012 , 205) 
and, this is the case of ‘strict liability’, such an adverse treatment can be applied also 
to cases when the agent did not intend to cause the resultant harm. In line with the 
emerging views of responsible innovation (cf. Grunwald), this collection of papers 
emphasises responsibility in nanotechnology as a matter of governing intents and 
purposes, of science in society, and in science for society (Owen et al.  2012 ). The 
next section illustrates how this book illuminates the forms that responsibility 
assumes in defi nite situations and contexts.  

Responsible for
(assumption)

Responsible for
(assumption)

Someone Someone

Someone

Rules and criteria
Available knowledge

(orientation & assessment)Responsible for
(assumption)

Responsible to
(assignment)

Relations

Organizations and policy

Structures

Something

Responsible to
(assumption)

  Fig. 1.1    Responsibility and social relations       
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1.3.2     Situating Responsibility: Division of Labour 
and Institutional Settings 

 Theoretical work supports and empirical research confi rms the nature of responsi-
bility in social action as the result of an  assignment process  of requirements and 
attributions of responsibility to concrete actors in concrete constellations (cf. Grunwald 
in this book). In practical and operative realms, one can always observe a process 
of ‘translation’ involving different actors, aims, bonds and opportunities, that are 
shaped by specifi c organizational and institutional settings, and by the characteristic 
of relevant technological applications too. 

 Fleischer, Jahnel and Seitz connect the topic of responsibility to risk manage-
ment and risk governance models and emphasize the need to broaden assessment 
criteria by including societal concerns, which are related to the social perception of 
risks and technologies, in assessment procedures. Daloiso and Spagnolo show a 
way through which responsibility in research trials is actually articulated within 
and by Ethics Research Committees and how it is molded around a specifi c set of 
professional and working relationships. Pellegrini points out how in these last few 
years the distribution of responsibility in technology development has transformed 
under the pressure to also involve common people and ordinary citizens in the 
decision- making processes, and not just scientifi c and political institutions. From 
different points of view, these contributions demonstrate that the uncertainty sur-
rounding nanotechnology and its impacts demand, and partly have already caused, 
a change in technology assessment and policy-making confi gurations, by including 
new actors (cf. Pellegrini), broadening relevant expertises (cf. Fleischer, Jahnel 
and Seitz; Daloiso and Spagnolo), changing procedures (cf. Fleischer, Jahnel and 
Seitz; Pellegrini). 

 These new or mutating constellations and processes display different forms of 
coordination. Bos and van Lente consider nanotechnology value chains and observe 
that coordination and stabilization depend on the stability of the technologies and 
products that are concerned, as well as on the stability of the number and types of 
actors that are involved in the value chain. Magaudda shows how boundary organi-
zations affect the defi nition and distribution of responsibility, according to formal 
organizational forms and experiential knowledge of other actors’ performance. 
Both chapters introduce trust as a factor infl uencing the assignment processes that 
organize collective responsibility. 

 Such concrete confi gurations are framed in the more general view of science, 
technology and society relations and the corresponding conceptions of responsibility. 
The latter are either reproduced or contested in concrete ‘responsible arrangements’ 
and broader scenarios of science-society connections legitimize specifi c confi gura-
tions and defi nitions of responsibility. The fi ndings of Davies et al. for the scientifi c 
literature and of Arnaldi for the media coverage demonstrate that conceptions of 
responsibility depend on the opposing ways in which science-society relations are 
defi ned. On the one hand, a discourse of separation and demarcation of science and 
society supports a view of responsibilities that focus on a narrower focus on the 
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techno-scientifi c ventures, while society is considered as a benefi ciary of technological 
progress, whose pursuit is considered the primary responsibility of science, together 
with the creation of science-based technological applications. On the other hand, 
the acknowledgement of a connection between science and society can be variously 
framed, from considering society merely as the impacted object of technoscientifi c 
advancements to deem the active involvement of citizens and social actors a condi-
tion for responsibly shaping science and technology regulation and development.  

1.3.3     Responsibility and Orientation to the Future 

 As this introduction has noted, future-orientation is critical in responsibility. However, 
this relationship is hardly unproblematic. Considering the collection of essays as a 
whole, two questions strongly emerge: (1) Which criteria should we follow to 
responsibly manage the future consequences of our present choices regarding 
nanotechnology? (2) How does speculation about the future of nanotechnology 
affect the discourse and practice of responsibility in the present? 

 Regarding the fi rst question, the book is far from presenting a consensus opinion. 
Nonetheless, the chapters review some of the major orientations that the literature 
and policy-making refer to in dealing with this issue, i.e. the precautionary, preven-
tive and proactionary principles. Along with defi nitions and assessments of these 
principles, the two chapters by Zullo and Colussi converge in proposing an approach 
based on ‘prudent vigilance’, which entails an ongoing evaluation of risks along 
with benefi ts, before and after projects are undertaken. Interestingly enough, this 
common position has different justifi cations for the two Authors. Zullo’s ‘tempered 
utilitarianism’ seeks a  via media  between the maximization of the total utility and the    
maximin principle (see section above for a short defi nition), which prescribes the 
ongoing rational assessment of alternative options through the combination of seek-
ing best possible outcomes while avoiding the worst. Colussi’s call for a responsible 
stewardship of nanotechnology is instead based on ‘a shared moral obligation’ to 
demonstrate concern for those who are not in a position to represent themselves and 
for the environment in which future generations will fl ourish or suffer, and thus act 
accordingly. 

 Regarding the second question, future-oriented narratives about nanotechnology 
(and responsibility) are considered in terms of their performativity. Bos and van 
Lente examine what happens to responsibility in companies dealing with both 
new technologies and new value chains. In this case, responsibility is a form of 
‘responsible speculation’, as, within highly speculative value chains, also the con-
siderations about the responsibility within that chain can only remain speculative. 
On the one hand, as the value chain is stabilized, responsibility assumes specifi c 
confi gurations that differ depending on the extension and heterogeneity of the chain. 
On the other, speculative views of responsibility correspond to the anticipated 
images of the company and they can be seen as an attempt to both stabilise the tech-
nology and the value chain itself. Ferrari and Marin also consider the performativity 
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of future- oriented narratives, but, instead of focusing on their effect on the defi nition 
of responsibility, they examine what responsibility is needed for technological 
visions. For Ferrari and Marin, taking responsibility for technological visions 
implies, on the one hand, the critical discussion of the goals and values which frame 
them and, on the other, the disentanglement of the ways in which these visions act 
in the present through infl uencing research programs, scientifi c agendas and our 
expectations. 

 A second, important part of Ferrari and Marin’s critique concerns the need for 
assessing the empirical evidence supporting speculative visions of technology, 
which are instead often presented as already existing realities and which we have the 
(moral) responsibility to deal with. This point connects their work with Grunwald’s 
chapter, as this Author identifi es the assessment of the status and quality of the 
knowledge available about the subject of responsibility as one of the three pillars of 
a discussion on responsible innovation. Along with this epistemological dimension, 
Grunwald lists an empirical dimension, which refers to behaviour, identities, relations 
in concrete constellations of actors, and a normative one, which concerns the criteria 
and rules for judging actions and decisions under consideration as responsible or 
irresponsible, and for orienting them accordingly.   

1.4     Nanotechnology Beyond Nanotechnologies? 

 The last point to mention is a bit of a paradox. If responsibility is an intractable 
object, nanotechnology is similarly diffi cult to circumscribe. There is no point in 
recalling here the long-lasting discussion about the uncertain boundaries of the 
fi eld. Throughout all the ‘public career’ of nanotechnology as a policy and research 
object, such blurriness has represented a strength to catalyze attention and interest 
on specifi c nano-related issues and, at the same time, to set nanotechnology as an 
exemplary case of innovative S&T governance in the broader context of emerging 
technologies. 

 In this volume, the quest for responsibility similarly crosses nanotechnology 
boundaries. This aspect is particularly evident when other emerging fi elds or tech-
nological applications are considered as reference for elaborating approaches, criteria, 
and instruments of responsibility (cf. Colussi for synthetic biology and Zullo for 
neuro-technology and enhancement), as cases sharing similar features (cf. Ferrari 
and Marin on human enhancement), or as lessons to learn from (cf. Pellegrini on the 
GMOs controversy). 

 Conversely, the debate on responsibility in nanotechnology development has the 
ambition to ‘set the tone’ for the developing approaches to the responsible governance 
of emerging technologies as a whole. On this aspect, the chapter by Armin Grunwald 
outlines a documented and compelling connection between the debate on nano-
technology and ethics and the RRI approach. From this point of view, therefore, the 
considerations and conclusions of this book can offer valuable insights far beyond 
the perimeter of nanotechnology. 
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 In closing, although the lack of a univocal defi nition of responsibility might 
initially be considered as a weakness, it actually allows us to acknowledge the 
complexity of this concept and to evaluate its different dimensions and aspects. 
In this way, the logic of innovation and nanotechnology development, which can be 
understood in terms of actors, impacts and processes, is explored in the three sections 
and in each of the book’s chapters. 

 Of course, this volume cannot either cover the wide range of meanings and 
implications related to responsibility or settle the debate on responsibility in 
nanotechnology development. Nevertheless, our hope is that it can provide a starting 
point for further discussions and investigations on the way nanotechnology is 
becoming a pervasive part of our life and what this means for society and our 
responsibility for the future.     
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2.1            Introduction 

 One of the most evident but problematic features of the current normative debate on 
new and emerging technologies is the lack of explicit acknowledgement of the 
visionary character of many anticipated applications of technology. Although the 
ethical debate on existing applications and on applied research in nanotechnology 
is rather developed (cf. Bos and van Lente in this volume) and focuses mostly on 
the implications of the risks posed by products containing nanoparticles or other 
potentially dangerous materials (cf. Fleischer et al. in this volume), the most ethically 
contentious part of these technologies consists in the applications possible in the 
distant future as well as in visions. As, for example, MacDonald and Boyce ( 2008 ) 
have pointed out, nanotechnologies have been described as technologies that could 
potentially provide solutions to problems such as clean, affordable, secure energy 
(e.g. nanosolar), stronger, lighter, more durable materials (e.g. nanoceramics), 
low-cost fi lters to provide clean drinking water (e.g. polymeric nanofi ltration), 
sensors/devices to detect/clean up harmful biological agents or hazardous chemicals 
in the environment and the means to trigger a revolution in medicine, which will 
become more ‘predictive, preemptive, personalized, and participatory (regenerative)’ 
(cf. Schmidt  2006 ). Although the ethical literature on nanotechnology acknowl-
edges the nature of this potential and refers to the question of hype (cf., among 
others, Gordijn  2005 ), for the most part it continues to discuss these topics in 
terms of the possible threat to various ethical principles, such as equity, autonomy, 
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privacy, data protection, safety and responsibility (cf., among others, Ebbesen et al. 
 2006 ). The technological determinism presupposed in these ethical discussions 
leads to what has been criticised in the debate as ‘speculative ethics’ (cf. Nordmann 
 2007 ; Nordmann and Rip  2009 ), a normative refl ection detached from a thorough 
analysis of the state of the art of scientifi c and technological developments, which 
leads to biases and problematic discussions (cf. Ferrari et al.  2012 ). 

 The same is true of the debate on technologies for human enhancement, 
a primary topic in this paper. What is meant by the expression ‘human enhancement 
technologies’ is, however, far from being clear for two reasons: fi rst, because human 
enhancement is used as an umbrella term referring to a wide variety of new, emerging 
and visionary technologies, and second, because the concept of human enhancement 
is itself controversial and fundamentally normative since it implicitly or explicitly 
entails the reference to a starting point (which can be a biological status or a parameter), 
to criteria for judging if something has been raised or not, to the target of the 
improvement as well as to the subject which realizes it (Grunwald  2008 ). In this 
paper we adopt a defi nition of enhancement originally developed in the STOA 1  
project and then used in the EPOCH 2  project. This defi nition attempts to avoid any 
intrinsically positive connotation and any dichotomous approach to conceptualizing 
enhancement interventions and therapeutic interventions. Human enhancement is 
then taken as referring to any modifi cation aimed at improving individual human 
performance and brought about by science-based or technology-based interventions 
in the human body. The use of the technologies in question can be classifi ed on a 
continuum stretching from non-therapeutic enhancement to restorative therapy 
(cf. Selgelid  2007 ). 

 Talking about the future is something inevitable in the context of the ethics of 
technology, since scientifi c programs are always inspired by goals and visions. With 
Hans Jonas ( 1979 ) fi nally it became clear that the technological and scientifi c power 
of human actions extends far beyond the immediate past, having far-reaching impli-
cations for future generations and for nature. This is especially the case given the 
development of biotechnology, by means of which we can change fundamental 
properties of living beings. With the development of science and technology studies 
(STS) and technology assessment (TA), it has become increasingly clear that the 
projections of future scientifi c and technological developments can be different 
from what actually occurs. The rise of foresight studies and of the sociology of 
expectations, which include a range of perspectives such as of the sociology of 
technology and science, history, economics and innovation studies, has resulted in a 
description of the infl uential role that expectations and visions play in shaping the 
discourse on technology. As Mads Borup and his group have pointed out:

  Such expectations can be seen to be fundamentally ‘generative’, they guide activities, 
 provide structure and legitimation, attract interest and foster investment. They give defi nition 

1   See Coenen et al. ( 2009 ). 
2   Ethics in Public Policy Making: The Case of Human Enhancement (EPOCH) is a European 
Commission FP7 Science in Society funded project, grant number SIS-CT-2010-266660 ( http://
epochproject.com ). 
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to roles, clarify duties, offer some shared shape of what to expect and how to prepare 
for opportunities and risks. Visions drive technical and scientifi c activity, warranting 
the production of measurements, calculations, material tests, pilot projects and models. 
(Borup et al.  2006 , pp. 285–286) 

   Despite various efforts to incorporate the lessons learnt about the complexity 
and unpredictability of (socio-) technological developments in ethical refl ec-
tion, we think that the current normative infl uence of technological visions in 
the debate has been largely ignored (cf. Ferrari et al.  2012 ). In this article we 
want to explore another extension to the consideration of responsibility with 
respect to the one advocated by Jonas, which comes from disentangling the cur-
rent role of technological visions in informing experimental research and calling 
for funding. 

 We believe that normative analysis referring to the technological future has to be 
different from just an application of ethical and political theories to a particular 
technological case, since it should involve considerations on how socioeconomic 
structures and cultural elements frame the values which inspire technological 
visions. The normative force of visions in the present is refl ected both in how the 
interaction between technologies and future generations is framed as well as in how 
the reference to the future is used to justify the allocation of resources in the present. 
Last but not least, being responsible for the future without falling into the pitfall of 
technological determinism also means taking responsibility for the values and goals 
which frame these visions. 

 After having showed how the current ethical debate has failed to engage with the 
role of technological visions in the present (Sect.  2.2 ), we will offer insights into the 
etymology of the word ‘responsibility’ necessary for understanding the different 
normative dimensions of technological visions (Sect.  2.3 ). Then we will sketch an 
alternative framework in order to catch the normative issues of new and emerging 
technologies. We will do this by discussing some examples of the so-called human 
enhancement technologies (Sect.  2.4 ). Finally we offer some conclusions (Sect.  2.5 ).  

2.2       A Normative Appraisal of Technological Visions 
in the Present 

 What does it mean to be responsible for technological developments which may 
or may not take place? Although the current approach to conducting ethical studies 
of the new and emerging technologies includes some important ideas, such as a 
certain degree of openness toward concrete technological developments and a 
need to develop a normative analysis as preparatory research, i.e. before it is too 
late, critical voices have been raised against debates over human enhancement, 
converging technologies and nanotechnologies, described as leading to impasses 
and dead-end streets. 

 Looking at the current debate on nanoethics, for example, we can notice that a 
large part of it has been reduced to a checklist of the various issues common to other 
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fi elds of technology, making it in some sense boring, since many issues are simply 
repeated (cf. Dupuy  2007 ). Patenaude and his group ask indeed:

  How are we to understand the fact that the philosophical debate over nanotechnologies has 
been reduced to a clash of seemingly preprogrammed arguments and counterarguments that 
paralyzes all rational discussion of the ultimate ethical question of social acceptability in matters 
of nanotechnological development? (Patenaude et al.  2011 , p. 285)   

 A similar dynamic can be seen in the ethical debate over converging technologies. 
Béland et al. ( 2011 ) have talked of an impasse in the ethical debate over Nano-Bio- 
Info-Cogno (NBIC) for four main reasons. First, any given argument deployed in 
the debate can serve as the basis for both the positive and the negative evaluation of 
NBIC; second, it is impossible to provide these arguments with foundations that 
will enable others to deem them acceptable; third, it is diffi cult to apply these same 
arguments to a specifi c situation; and fourth, the moral argument is ineffective in a 
democratic society. Although these kinds of discussions are valuable because they 
reveal different normative positions on the concept of a good life and on the role of 
technological development in society, they run the risk of staying at a very general 
level precisely because of the lack of concreteness in describing technologies which 
do not yet exist. 

 Much speculation and faith in the technological developments to come are very 
visible in the current debate on technologies for human enhancement. As Ferrari 
et al. ( 2012 ) have argued in particular for the debate on pharmacological cognitive 
enhancement (PCE), the lack of thorough study both of the empirical facts around 
the safety and effi cacy of the substances used for cognitive enhancement as well 
as of the existing data on the social relevance of this phenomenon has led to a 
problematic ethical debate. Precisely because the empirical evidence for the 
safety, effi cacy and the social relevance of PCE is scarce, an ethical and political 
discussion of PCE has to be reframed by fully acknowledging the ‘visionary’ 
nature of the technological developments being discussed, that is their role as 
imagined entities and projections in the future that, at the same time, is also active 
in the present (Ferrari et al.  2012 ). 

 The fact that certain technological developments are presented in the literature as 
being parts of reality at some indefi nite point in the future is further complicated by 
another peculiar character of the new and emerging technologies. Many of them cover 
very heterogeneous fi elds, are often characterized by the lack of a common accepted 
defi nition (such    as in the case of nanotechnologies 3 ), or by the fact that sometimes they 

3   To the present day there is no commonly shared and general defi nition of nanotechnology beyond 
a general identifi cation of the study and control of matter at the molecular and atomic scales (i.e. a 
defi nition which gives a precise range or which refers to fi elds of application). With very few 
exceptions, it is diffi cult to fi nd any kind of matter that would not qualify as an object of such 
nanoscale research: every branch of experimental science and technology nowadays deals with 
material objects structured at the nanoscale. There are various efforts in different continents to fi nd 
a defi nition, which are infl uenced by the topics regarded as the most important in the local context. 
In October 2011 Europe adopted the ‘Recommendation on the defi nition of a nanomaterial’: 
‘According to this recommendation, ‘nanomaterial’ means: ‘A natural, incidental or manufactured 
material containing particles, in an unbound state or as an aggregate or as an agglomerate and 
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are defi ned by the goal pursued (such as the case of ‘human enhancement’) or by the 
methodological framework used (such as the case of converging technologies). 
The lack of clarity and heterogeneity in the characterization of new technological 
fi elds together with an implicit embrace of technological determinism act to reduce 
the depth of the analysis of the normative dimensions, which are often reduced to 
sophisticated risk assessments (cf.    Ferrari  2010 ) or depoliticized in their nature 
(cf. Felt et al.  2007 ), and serve as a distraction from concrete questions (such as 
the allocation of resources). 

 That similar frustrations and disappointments are present in the ethical debate 
over different new and emerging technologies is not a coincidence. Indeed, despite 
their differences from a technical point of view, their goals and visions are deeply 
interwoven. Nanotechnology is the newest of the converging technologies, at least 
in the original formulation of NBIC convergence, and is itself multidisciplinary, 
capable of embodying the perspective of interdisciplinary convergence 4  (cf., among 
others, Coenen et al.  2004 ; Saage  2006 ). In many publications, the ethically conten-
tious part of the idea of converging technologies lies in the goal of human enhance-
ment, as demonstrated by the criticism of the NBIC’s framework on converging 
technologies by their European version (Converging Technologies for the European 
Knowledge Society – CTEKS; cf. Nordmann  2004 ). Whereas the credo of NBIC 
convergence is that we need technological innovation to realize human potential, the 
credo of CTEKS is, in contrast, that we need social innovation to realize technological 
potential. Supporters of the NBIC’s vision highlight the need for overcoming the 
bodily and mental imperfections, thus defending the idea of engineering the mind 
and the body. In contrast, the idea underpinning the European CTEKS’s vision is 

where, for 50 % or more of the particles in the number size distribution, one or more external 
dimensions is in the size range 1–100 nm. In specifi c cases and where warranted by concerns for 
the environment, health, safety or competitiveness the number size distribution threshold of 50 % 
may be replaced by a threshold between 1 and 50 %. By derogation from the above, fullerenes, 
graphene fl akes and single wall carbon nanotubes with one or more external dimensions below 
1 nm should be considered as nanomaterials.’ This recommendation states that, by December 
2014, the EC will review the defi nition ‘in the light of experience and of scientifi c and technological 
developments. The review should particularly focus on whether the number size distribution 
threshold of 50 % should be increased or decreased.’ The absence of a commonly accepted defi ni-
tion of nanotechnologies has precise epistemological implications, because it infl uences the setting 
and legitimisation of scientifi c research areas and therefore the scope of the research. The setting 
of goals clearly has ethical implications, because goals and aims are shaped by society and because 
goals are matters of research policy-in particular through priority-setting. The defi nition of ‘nano-
technology’ varies depending on research priorities of different countries: (unlike the US, Asian 
countries such as China, Japan and Korea tend to emphasise material sciences and electronics, 
while African and Latin American countries focus on environmental sciences and medicine). 
Furthermore, the lack of a commonly accepted defi nition is ethically relevant because it opens the 
ethical discourse indefi nitely and, as we will see, many authors tend to associate with nanoethics 
different kinds of problems (cf. Ferrari  2010 ). 
4   Since in the project of ‘converging technologies’ the level of atomic manipulation is taken as the 
ultimate one and as the basis for creating a new world, the ‘integration from the nanoscale’ of these 
technologies is seen as determining a ‘tremendous improvement in human abilities and societal 
outcomes’ (Roco and Bainbridge  2002 ). 
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that technology adapts the world to the requirements and needs of frail and limited 
human bodies (engineering for body and for the mind; see Nordmann  2004 ; Roco 
and Bainbridge  2002 ). 

 Despite the varieties of publications on new and emerging technologies and the 
fact that utopian and dystopian discourses are acknowledged and analysed historically 
and culturally (cf. Garreau  2005 ; Berloznik and Casert  2006 ; Coenen  2010 ), the lack 
of concern for the specifi c normative dimension of technological visions is striking. 
The current debate rests on a speculative level and concentrates too much on an 
indefi nite future, because it does not acknowledge either the measures in the present 
necessary to eventually transform a vision into a reality (such as resources and the 
criteria of experimental research) or the goals and the values pursued in different 
research programs. We believe that there is a fundamental diffi culty in framing 
normative analysis, and in particular the analysis of responsibility, in terms of an 
application of ethical principles to technological visions due to their specifi c nature. 
Whereas this method can be fruitful for already existing technologies or technologies 
in the pipeline, technological visions require a different framework, which starts 
with the acknowledgement of their specifi c nature as programs, i.e. as expressions of 
values and ideas of their promoters which, in order to become concrete, have to 
pass through a series of steps (from setting up of research programs and different 
experimental phases including clinical research) (cf. Ferrari et al.  2012 ). 

 One main topic around which the debate on human enhancement, and thus on 
converging technologies and partly on nanotechnologies, has developed through an 
explicit reference to the future is that of justice. Indeed, it is a matter of projections 
in the future whether we can argue that some technologies can increase or decrease 
inequalities among people using them. Whereas the opponents have argued that the 
introduction of any enhancement technology is that it will create inequality (Annas 
 2002 ; McKibben  2003 ; Fukuyama  2004 ), proponents have argued that fairness and 
justice require enhancement, since technologies are there in order to re-establish the 
inequalities posed by the natural lottery, which randomly distributes capabilities and 
disabilities (Savulescu  2006 , cf. Harris  2007 ). 

 But what does it mean in concrete terms to imagine a future society in which 
some people or even everybody will be enhanced in some way? Although the exercise 
of imagination is of course not per se something wrong, just as questions regarding 
the possible impact of the distribution of these technologies are permitted, quite 
everyone reading this rich literature is left with a sense of dissatisfaction. In their 
analysis of the discourse, Patenaude and his group have identifi ed seven categories 
of moral arguments 5  in the debate on human enhancement which appear to be irre-
ducible and lead to an impasse. This irreducibility is due to the presence of different 
meta-ethical positions, i.e. opinions on the possibility of knowing moral obligations 
or the human condition as a moral fact and of different conceptions of practical 
reasoning that correspond to the epistemological positions (Patenaude et al.  2011 ). 
These quite general problems in the ethical refl ection are exacerbated by two important 

5   These arguments are: nature, dignity, the good life, utility, equity, autonomy, and rights (Patenaude 
et al.  2011 ). 
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points which characterize the debate: fi rst, the fact that what is taken as being a 
human enhancement technology is matter of controversy, and thus something very 
fuzzy, as already pointed out at the beginning, and second, the fact that in many 
cases ‘human enhancement technologies’ do not yet exist, being far- reaching 
visions and thus not foreseeable in concrete detail. 

 If we have a look at the examples provided in the literature referring to genetic 
engineering, we can see that authors engage in major speculation about, for example, 
enhancing memory by manipulating one’s genome. If we have a look at the results 
of the experiments conducted on animals that are usually quoted in the debate, we 
can see the materialization of the thesis that empirical facts are not neutral but 
always subject to interpretation. Julian Savulescu, for example, argues that genetic 
memory enhancement has been demonstrated in rats and mice and refers to experi-
ments like the ‘doogie mice’. But if we accurately analyse the scientifi c literature, 
we see that the situation is more complicated: the overexpression of one particular 
receptor (NMDA receptor 2B) in the precortal frontex of the genetically modifi ed 
mice has led to an increase in the synaptic activity under electric stimulation, to an 
improvement of some properties of memory and to a better score on the water 
maze test. However, these mice have shown different welfare problems, since 
they suffered from chronic pain, whose origin has not yet been understood, were 
stressed and have manifested abnormal fear reactions to relatively harmless 
stimuli, which would constitute a big problem for a life outside the laboratory 
(Lehrer  2009 ). 

 Furthermore, it is still largely unknown how this increase in some properties 
of memory interrelates to other cognition-related properties. Adding to ethical 
considerations about the justifi ability of such animal experiments as well as to the 
epistemological problems connected to the transferability of these results to human 
beings, it is hard to see how these results can be seen as a demonstration of genetic 
memory enhancement. If we then want to start to make some meaningful analysis 
of the possible implications of enhancing memory for the distribution of capabilities 
in a future society, the level of speculation becomes high. Indeed, to do that, we not 
only need to imagine how the social, economic and political structures of the society 
would be, but also how a technology would work in very concrete terms. 

 Assessing whether a modifi cation affects the welfare of a being positively or 
negatively depends largely on which capabilities are modifi ed and how these 
capabilities are evaluated. This does not mean, however, that it is not possible to 
say anything about these experiments. Quite the contrary is true: what has to be 
discussed is rather which kind of motives and values have led someone to set up 
the research programs, to pose these questions and to develop arguments pro and 
contra for the need to ameliorate memory. This becomes something politically 
very concrete when it comes to initiating a research program. Is a sort of genetic 
engineering of particular properties of memory on the basis of a poor under-
standing of cognition- related networks in the brain something we want to pursue 
at the moment? Who is going to be the subject of such experimentation? Why is 
it good to allocate money to this research instead of spending money on other 
purposes? While there is  therefore space for considering the normative framework of 
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technological visions, in order to become effective it should be related to questions 
which link technological visions (the future) with their role in the present. This means 
exploring the interface between the ethical and political spheres that consider the 
values which frame current regulatory systems. Together with the ethical principles 
guiding the allocation of resources and the values guiding the preferences in setting up 
these visions, these regulatory systems constitute the basis for the introduction of 
certain technologies. 

 Appraising this interaction means taking responsibility for the technological 
visions created. This is a fi rst step toward a fruitful normative analysis of techno-
logical visions. However, we can go deeper, fi rstly by disentangling the different 
ways in which responsibility can be understood and secondly by showing how this 
new framework can discover further pathways of reasoning.  

2.3      Etymology of the Word  Responsibility  

 Investigating and knowing the origins of words can enhance our perspectives about 
their effective use. For example, by clarifying the original meaning of a term and 
understanding how it has been transformed over time, we could discover its semantic 
richness and learn new meanings of the word in question. This kind of investigation 
is particularly appropriate for a key concept in technological development, namely 
responsibility, towards which different etymologies have been suggested. 
Nevertheless, the goal of the following analysis of the word  responsibility  is not to 
verify the philological correctness of these etymologies, but to explore an alterna-
tive account of  responsibility  in the debate on new and emerging technologies. 

 Although the word  responsibility  is rather modern as it appeared for the fi rst time at 
the end of the eighteenth century in the context of discussions of  ministerial 
responsibilit     y , 6  the adjective responsible has a longer history and it derives from the 
Latin verb  respondere , to respond, to give an answer. Even the initial analysis of this 
verb raises some important considerations concerning the meaning of the term ‘respon-
sibility’ (Turoldo  2009 , p. 7). Indeed, it should fi rstly be stressed that an answer always 
follows a certain question or appeal. Quoting Fabrizio Turoldo: ‘I respond if someone 
poses a question, never in general or in the abstract’ (Turoldo  2010 , p. 174) and ‘obvi-
ously answering is a consequence of listening’ (Turoldo  2010 , p. 178). As a matter of 
fact, an answer requires both that there is a question and that the content of the question 
is being listened to. 

 Secondly, answering can occur in different ways because, for example, to 
‘respond to someone’ differs from ‘respond for someone’. In addition to listening, 
the former requires the recognition and acknowledgement of others as well as the 

6   According to the Oxford English Dictionary, the fi rst use of the word ‘responsibility’ is in issue 
63 of the ‘Federalist’ (1787), a text attributed to Alexander Hamilton. For a web version see: http://
foundingfathers.info/federalistpapers/fed63.htm, accessed October 2, 2012. As regards the history 
of the term ‘responsibility’, see Villey ( 1977 ) and Henriot ( 1977 ). 
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respect for individuals and their choices. In this regard it is interesting to note that 
the term responsibility may also have been derived from the Latin verb  respicere , 
which means ‘to look back at’, ‘to gaze at’, ‘to consider’ (Turoldo  2009 , p. 8), and 
then implies acknowledgment of the other person. Furthermore, the word ‘respect’ 
has also its origins in  respicere  and consequently, already at the etymological level, 
a connection between responding to someone and respecting him/her is inevitable. 

 Unlike the expression ‘respond to someone’, ‘respond for someone’ is used in 
cases involving people who are vulnerable, unable to understand or express their 
will and need not only listening and respect, but also someone who takes care of 
them. Moreover, a further distinction can be made between ‘respond for someone’ 
and ‘respond for something’: for example, if a 5-year-old baby (Mary) breaks a 
fragile object in a store and hurts her hand while her mother (Jenny) is paying the 
bill, Jenny responds for her daughter and for her injuries (as parents respond for 
their children). But, if a toy company covertly manufactures toys with dangerous 
items that endanger children’s safety and Jenny buys one of them for Mary, the 
company responds for injuries to Mary caused by the product because the company 
responds for the object it has produced. 

 Consequently, from this fi rst analysis of the word responsibility, we could say 
that a responsible person is someone who is able to give a response, to answer for 
something, to or for someone. In this regard, it could be stressed that the link 
between being responsible and giving an answer is clearly present within the 
German language as the word  Antwort  (answer) is part of the term  Verantwortung  
(responsibility). 

 Further considerations on this topic could be provided by a deeper analysis of the 
verb  respondere  because it is derived from  spondere , another Latin verb meaning ‘to 
promise’, ‘to guarantee’, ‘to ensure’, ‘to make a commitment’ (Garcia  1989 , p. 51). 
It may be surprising to note that this verb was used in wedding ceremonies:

   Spondeo  (I promise) was used in the father’s speech in which the father made a commitment 
to the bridegroom ( sponsus ), giving his daughter ( sponsa ) in marriage in the ceremony of 
 sponsalia . The  sponsus  in turn, responded to the father’s commitment ( respondeo ), from 
which responsibility is derived, guaranteeing against the possible uncertainties of the future 
with a solemn promise ( sponsum ) (Turoldo  2010 , p. 180). 7  

   As a consequence, following the derivation from  spondere ,  respondere  means not 
only ‘to respond’, but also ‘to promise something in return’ ( re - ‘back’ and  spondere  ‘to 
pledge’) and one who makes a commitment by means of a promise is then responsible 
for fulfi lling it and should be ready to face the diffi culties this may imply. 8  

7   The theme of mutual commitment is also confi rmed by the Greek verb  spendo , which means ‘to 
pour out as a drink offering’, ‘to make a solemn libation’ to the gods, hence ‘to engage oneself by 
a ritual act’, but also ‘to enter into an agreement’ as the gods are called to guarantee an action too 
(for example the victory in war). 
8   In this respect, it could be noted that the term responsibility may also have been derived from the 
Latin verb  responsare , which means ‘to be able to go against the mainstream’. Consequently, 
responsibility is the capacity to face the diffi culties that could raise in fulfi lling the assumed com-
mitment, going also against the mainstream. 
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 Taking the previous etymological analysis into account and acknowledging the 
wide range of meanings covered by the word responsibility, it would be reductive to 
consider responsibility as the ability to assess the results and the consequences of 
our actions, which is the main meaning generally recognized. Indeed, being 
described as responding, responsibility calls for listening to the question that needs 
an answer as well as acknowledgment and respect for others. Moreover, responsibility 
in the sense of ensuring requires awareness of the assumed commitment with the 
intent to fulfi l it.  

2.4      Disentangling Responsibility for Technological Visions 

 In order to catch the different normative dimensions of technological visions and to 
highlight their force at the present, in this section we will analyze the main meanings 
of responsibility addressed above (responsibility as responding for something, 
responsibility as responding to/for someone and responsibility as ensuring) by 
discussing some examples provided in the literature and considering the challenges 
of human enhancement. The methodological choice and the focus on this topic are 
not accidental. Firstly, we believe that the current ethical debate on human enhance-
ment lacks explicit acknowledgement of the visionary character of many enhancing 
technological applications. Secondly, we think that this debate underestimates the 
role of expectations and visions in shaping discourses on these technologies and in 
driving our actions and activities. 

 Going back to the development of genetic engineering technologies and in 
particular to those aimed at enhancing memory through the manipulation of the 
genome, as already noted above, advocates use scientifi c results in a very easygoing 
way just to support their political research agenda. However, this is problematic 
because it skips the reference to technologies (in this case the reference to some 
scientifi c experiments) as expressions of research visions and not as realities. Since 
the debate on this topic generally refers to the results of experiments conducted 
on animals and/or to human enhancement technologies that do not yet exist, there 
is a responsibility in the sense of to respond for something that is a responsibility 
for the created technological visions and for their impact on scientifi c research. 
Indeed, the creation of these visions leads to certain research programs being set up, 
which calls for a justifi cation of the allocation of these resources in these specifi c 
areas of research. 

 Furthermore, as pointed out above, an answer always follows a certain question or 
appeal and is a consequence of listening. Consequently, being responsible for techno-
logical visions means that social requirements have been taken into consideration, and 
that such visions translate society’s interests. In this sense, the meaning of responsibil-
ity as responding to someone is at stake because, for instance,  technological visions 
inasmuch as they provide orientation for research, need to be based either on robust 
empirical data or on broad social desires or on both, if they do not want to be just the 
expressions of particular interests which use speculation to push research agendas. 
The lack of reference to these kinds of data has been pointed out as a problem in 
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particular in the debate on pharmacological cognitive enhancement (cf. Outram  2011 ; 
Quednow  2011 ; Racine and Forlini  2010 ). As argued by Ferrari et al. ( 2012 ), the 
tendency towards using stimulant drugs for the purpose of cognitive enhancement 
appears to be greater among academics and students, namely among social groups 
that consider cognitive capacities particularly relevant in their work. In this way, the 
technological visions related to cognitive enhancement respond to the desires of mem-
bers of a social minority group, which calls for the motives which drive technological 
development in this direction rather than in another to be justifi ed. 

 Moreover, responding for something presupposes responding for someone. 
Going back to the example provided in the previous section, the toy company that 
manufactures toys with dangerous items responds not only for the object it has 
produced, but also for potential injuries to people caused by the product. Similarly, 
given that the technological visions act in the present and have an impact on the 
social context by driving our actions and activities, responding for these visions also 
means responding for the social, economic and political structures of society. For 
example, inasmuch as technological visions encourage an improvement in our 
abilities and capabilities, modifi cations of our social relationships toward disabled 
people or vulnerable persons take place that may, for instance, marginalize them or 
preserve architectural barriers. In this sense, human capabilities are evaluated in 
quantitative terms rather than in qualitative ones, and a discussion of these issues 
and of the reasons for the requested human enhancement appears to be scarce, or 
even absent, in the ethical debate on this topic. 

 Considering another example of human enhancement technologies, neuroen-
hancement in individuals under 18 years of age is often considered in the literature 
as a growing phenomenon. For Ilina Singh and Kelly J. Kelleher this phenomenon 
is socially relevant and will become more and more common with the availability of 
psychotropic drugs and pharmacological neuroenhancers (including methylpheni-
date, e.g. Ritalin, and dexamphetamine compounds, e.g. Adderall):

  It is clear from a number of reports that neuroenhancement is actively practiced by adults 
and by young people in North America, Europe, and the United Kingdom […] Informal 
polls and newspaper reports suggest that alongside growing evidence of neuroenhancement 
practices, there is also increased public tolerance of neuroenhancement using psychotropic 
drugs-at least among educated middle-class respondents […] We think the current level of use 
of stimulants for purposes of enhancement among young people (which is almost certainly 
underreported) will also increase, not least because the use of psychotropic neuroenhancing 
agents will likely become normal in future generations. (Singh and Kelleher  2010 , p. 3) 

   Furthermore, from Singh and Kelleher’s point of view, although at present these 
psychotropic drugs are almost always prescribed to children and/or adolescents 
diagnosed for attention defi cit-hyperactivity disorder (ADHD), there are suspicions 
surrounding the parallel increases in ADHD diagnoses and in stimulant drug 
prescriptions.

  Stimulants have been shown to improve focus and attention in young people without a 
psychiatric diagnosis as well as in young people with ADHD […] Consequently, there is 
widespread suspicion that the simultaneous increases in ADHD diagnoses and in stimulant 
drug prescriptions reflect in part an increasing use of stimulants to enhance young 
people’s performance, rather than to treat a clearly diagnosed disorder. (Singh and 
Kelleher  2010 , p. 5) 
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   These considerations exemplify the fact that technological visions are not 
discussed  qua  visions but that they are taken for granted. Indeed, in Sect.  2.2  of 
this paper we noted that the empirical evidence for the safety, effi cacy and social 
relevance of cognitive enhancement is scarce. Moreover, this kind of enhancement 
is presented in literature as an existing reality which must be regulated. As a matter 
of fact, shifting from the considerations addressed above, in their contribution Singh 
and Kelleher suggest specifi c research, practice and policy recommendations 
concerning the use of stimulant drugs for neuroenhancement in young people 
(Singh and Kelleher  2010 , pp. 7–13). 

 What is missing in this discussion is the fact that the assumption that the growing 
use of psychotropic drugs and pharmacological neuroenhancers among young 
people is likely to be inevitable and that neuroenhancement is an increasingly 
common practice means implicating both practitioners in the medical fi eld and parents. 
As a matter of fact the prescription of drugs for the purpose of neuroenhancement 
occurs within the context of a health professional-children- parents relationship. 
The relationship is always described in terms of an inequality of knowledge and 
skills because it is established between a person seeking assistance and another who 
professes to provide it. This understanding is suggested by the etymology of the 
word ‘profession,’ because it is derived from the Latin verb profi teri, which means 
‘to declare aloud or publicly.’ The health professional declares that by using his 
knowledge and skills he will provide the necessary help to promote the interest of 
someone seeking assistance. As a consequence, the health professional is not a simple 
technician, but one who is involved in a particular human relationship making a 
professional commitment towards others that do not possess his knowledge and 
skills. Responsibility in the sense of ensuring is thus at stake, and it is extremely 
relevant concerning the prescription of stimulant drugs for neuroenhancement in 
young people, primarily for two reasons: (1) the uncertain decision-making capacity 
of children, adolescents and teens, and (2) the scarce empirical evidence for the 
safety, effi cacy and the social relevance of cognitive enhancers. Within the health 
professional-children-parents relationship, responsibility in the sense of responding 
for someone is at stake as well because parents should respond for their child and 
for his/her possible request for neuroenhancement, thoroughly assessing the reasons 
behind this request and eventually questioning their conduct. 

 Another aspect of the meaning of responsibility in the sense of responding for 
someone concerns responding for future generations. In this respect, a paradigmatic 
example showing the normative force of technological visions in the present can be 
found in the debate on genetic enhancement, in particular in the normative theory 
proposed on this topic by Savulescu. Adopting an utilitarian approach, he argues 
that what matters is the promotion of human well-being, described as ‘the very 
essence of what is necessary for a good human life’ (Savulescu  2007 , p. 530), and 
claims that enhancement promotes well-being because it increases the chances of 
leading a good/better life (Savulescu  2009 , p. 222; cf. Savulescu et al.  2011 ). For 
Savulescu, our existence is better/good when it promotes the maximization of capa-
bilities and the minimization of disabilities. Furthermore, in his opinion, enhancing 
our children by employing genetic engineering technologies is not only permissible 
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but also a matter of ‘moral obligation or moral reason’, 9  such as in treating and 
preventing diseases. Given that genetic enhancement interventions can improve 
one’s native equipment and increase the opportunities for one to lead a better life, in 
Savulescu’s opinion we should promote well-being by means of enhancement. 
By affi rming that we have a moral reason to enhance our children, he means that in 
the absence of some other reason for action, a person who has a good reason to 
improve his offspring is morally required to have the best child possible. 

 We believe that the normative approach proposed by Savulescu attests the visionary 
character of genetic enhancing technologies and its relevance not only in driving 
actions, but also in clarifying and/or creating moral duties. Indeed, although these 
technologies do not yet exist, at stake in the debate over affi rming that genetic 
enhancement promotes human well-being are expectations and visions that have 
inevitable ripple effects into science’s agenda, public perception and resource 
allocation. The parents’ role is also implicated in this normative framework, by 
arguing for the existence of a moral duty to have the best child possible, which then 
become a duty to use these enhancing technologies. Furthermore, within Savulescu’s 
approach, responding for future generations raises a problematic issue, because to 
genetically enhance offspring means imposing the parents’ idea of well- being on 
their child, inscribing it in his or her own biological nature. Savulescu considers this 
when he asserts that reproductive choices must be based on ‘a plausible conception 
of well-being and better life for the child’ (Savulescu  2007 , p. 527). Nevertheless, 
the concept of well-being is ambiguous, and the alteration of the gene pool cannot 
be carried out in accordance with the offspring’s concept of well-being.  

2.5      Conclusions 

 The aim of this paper was to offer an alternative framework for addressing the 
normative implications of technological visions, in particular those referring to 
human enhancement. We believe that the current ethical debate on new and emerging 
technologies is trapped in an impasse because it lacks any acknowledgement of the 
visionary character of the technologies at stake and of the current normative infl u-
ence of these technological visions. Indeed, as shown by the examples discussed 
above, these visions drive our actions, modify our roles (as parents, as citizens, as 
professionals, as policy-makers etc.), and infl uence research programs, scientifi c 
agendas and our understanding of our moral duties. By shaping our expectations, 
technological visions also infl uence our perception of the ethical issues at stake, for 
example by concentrating the debate on the legitimacy of modifying memory abilities 
in general instead of addressing interrelations with other cognitive abilities or the 
need to test devices and drugs on healthy subjects. Therefore we believe that a 

9   It should be noted that the expressions ‘moral obligation’ and ‘moral reason’ are not synonymous 
because the former expresses a stronger normative force than the latter. For a critical analysis of 
the use of ‘have a good reason to’ within Savulescu’s approach, see Marin ( 2012 , pp. 113–115). 
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normative analysis should move from the question of meaning to disentangling the 
reasons and the values behind these visions. 

 This approach also encompasses the wide range of meanings covered by the 
word ‘responsibility’: responsibility as responding for something, as responding to/
for someone and as ensuring. Nevertheless we are aware that it remains diffi cult to 
identify the subjects who are responsible for particular technological visions and for 
their impact on society. This points to a limit of ethical refl ection and at the same 
time to the need for exploring the interface with the political dimension, since the 
reasons for the desirability of technological visions should be investigated in a 
particular sociopolitical (and cultural) context. 

 However, we also think that the suggested alternative framework opens a more 
fruitful course of debate on technological development, because paying attention to 
the different steps required to accept or refuse and to render a technological vision 
a reality makes it possible for us to grasp the main normative issues at stake and thus 
to conduct the debate in a responsible way.     
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3.1            Nanotechnologies and Human Enhancement: Ethical 
and Social Challenges 

 Scholars and experts predict that innovation in nanotechnology and all emerging 
 technologies will be raising serious ethical and social issues even in this decade. 1  On 
the one hand, these same technologies could create novel opportunities by offering 
new kinds of therapies for treating what are now mortal diseases, such as cancer and 
Parkinson’s disease. And the advancements made in nanomedicine could help many 
people in maintaining their health and independence and in having an active role in 
society. But on the other hand, these very advancements bring with them a host of 
problems, a notable example of which—combining nano and gene applications—lies 
in human enhancement, that is, the use of nanotechnologies on human cells to prevent 
them from aging, or to augment their capacities, or to restore lost abilities. This last 
use is clearly less contentious. But we can see a future in which the use of genetic 
interventions will give rise to issues of social justice and equal opportunity, thus bring-
ing into play the role of social institutions: can we meaningfully distinguish between 
treatment and genetic enhancement and, if so, should enhancement be subsidized in 
the same way that treatment is, or should it be left to individual choice and means? 

1   Nanotechnology is defi ned by the National Nanotechnology Initiative as ‘the understanding and 
control of matter at dimensions of roughly 1–100 nm, where unique phenomena enable novel 
applications. Encompassing nanoscale science, engineering and technology, nanotechnology 
involves imaging, measuring, modelling, and manipulating matter at this length scale. At the 
nanoscale, the physical, chemical, and biological properties of materials differ in fundamental and 
valuable ways from the properties of individual atoms and molecules or bulk matter. Nanotechnology 
is directed toward understanding and creating improved materials, devices, and systems that could 
use these new properties.’ 
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 One criterion on which basis to treat this problem is the one put forward by Ruth 
Chadwick, the idea that ‘morally permissible enhancements are those which reduce 
or at least do not increase social inequalities’ (Chadwick  2008 ). So, considering that 
society’s resources are limited, and not all of its resources can be allocated to the 
 naturally  disadvantaged, since we already have to take care of the  socially  disadvan-
taged, we need to decide how many resources (or what costs) society is willing to 
devote to human enhancement of the naturally disadvantaged and what amount of 
benefi ts is acceptable. This problem is amenable to quantitative interpretation: to 
enhance  x  means to add to, exaggerate, or increase  x  in some respect, so we need to 
be specifi c about the respect in which  x  is enhanced. This way of looking at the issue 
means that interventions need to be assessed on a case-by-case basis rather than be 
judged in general terms. 

 If gene therapy can be used to restore normal functioning for handicapped 
individuals, the cost of those procedures must be taken in account. Furthermore, 
individuals with greater resources can pay for their own enhancement, but this 
creates social inequalities for those who cannot. We can bring into play here Rawls’s 
( 1971 ) principle of equality of opportunity, but this principle requires only that 
opportunities be equal for people who are similarly talented and motivated, so the 
normal range of opportunity will not be equally distributed. It seems that the argu-
ment for an adequate minimum threshold of opportunities cannot be justifi ed if it 
requires an absolute equality of genomes for all. The problem is unsolved because 
we need to defi ne what is treatment and what is not. Furthermore, the idea of 
treatment as treatment designed to ensure normal functioning in a post-genomic 
society is very diffi cult, because medicine has changed its role (from restoring to 
‘improving’ health), and also because there are sociocultural pressures that condition 
the individual to perceive normality in a subjective and distorted way. 2  

 It is possible that future genetic enhancement will make individuals radically 
different from one another: if so, this change could negatively impact the reciprocity 
in moral relationships, making unenhanced people less competitive in society and 
leading to distinctions between genetic under- and upper classes. 3  

 The same concerns emerge in the discussion on nanotechnologies and nanomedi-
cine: while many applications are indeed desirable (an example might be treatment for 
a brain tumor), others may be undesirable and fraught with risks for proper cognitive 
function. In fact, technological advancements in neuroscience involve risks arising 
from so-called smart drugs (nonmedical uses of psychopharmaceuticals) or from 
inappropriate uses of functional neuroimages (see Savulescu and Persson  2008 ). 

2   This situation not only favours an idea of normality perceived on the basis of subjective reasoning 
(for example, feeling disadvantaged in terms of intelligence), but also reframes the idea of the 
objective purposes of medicine, an idea that in a postgenomic society turns into ‘treatment on 
demand.’ So, in the future, those who fall short of some technically achievable ideals would 
increasingly be seen as ‘marginalized,’ and the standards for what is genetically desirable will be 
dictated by economically and politically dominant groups. These are implications of genetic 
enhancement that a politically and economically liberal society must now face, since genetic 
enhancement goes beyond the purposes of relieving pain and the cure of disease. 
3   On the way enhancement, morality, fairness, and theories of justice relate to the concept of health, 
see Orlebeke Caldera ( 2008 ), Lindsay ( 2005 ), Schermer ( 2011 ), and Levy ( 2011 ). 
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Clearly, the medical use of nanoparticles will open the door to new futuristic 
scenarios. For example, scientists agree that not too long from now we will be able to 
use nanoimages to study the beginning and progress of a disease, and we will also be 
able to build new functional molecules to empower the human immune system. 

 If on the one hand these new therapeutic possibilities could help us control neurogen-
erative, cardiovascular diseases and cancer, on the other hand they also invites a certain 
prudence as concerns their use in the biomedical fi eld. Indeed, we should not 
underestimate the risks that may arise once the human body interacts with nanoparticles. 
These risks are virtually unknown to us now. What is more, we need to consider that 
with the new possibilities the nanotechnologies are opening up in alliance with biotech-
nology and medicine—making it possible to treat and potentiating the human body and 
build organs and tissues for transplantation—there also comes the need to reconsider 
some core concepts such as moral responsibility. These concepts serve a twofold role: 
we need them in the fi rst place to ethically and legally qualify these changes and conse-
quences that the potentiating of human capacities will have on future generations, and in 
the second place to evaluate the limits and the possibilities of their use. 

 These issues, arising out of the use of nanotechnology and nanomedicine for 
human enhancement, have been debated from a variety of perspectives—philosophical, 
ethical, social, and political—and the discussion has come to focus on the following 
questions (Sparrow  2009 ):

•    How should we address risk?  
•   How should we regulate medical devices?  
•   How should we evaluate and deal with the social benefi ts and harms of emerging 

technologies?  
•   What is going to be the impact of these emerging technologies on the health and 

wellbeing of individuals?    

 Emerging technologies, genomics, nanotechnology, cognitive enhancement, artifi -
cial intelligence, synthetic biology, and biotechnological innovation give rise to con-
troversial situations in research and healthcare practices, as well as national and 
international law and other domains (see National Nanotechnology Initiative (NNI) 
  http://www.nano.gov/    ). These controversies involve and infl uence many human actors 
(not only citizens, but future generations as well) and this explains the need to focus 
on managing the consequent risks and properly distributing the associated benefi ts 
(see Verdoux  2011 ; Wolfe  2010 ). These phenomena also force us to rethink the ethics 
of responsibility: we need to reorganize the public sphere of rational decision-making 
so as to take on the question of responsibility freely and collectively. Without certainty 
about what effects these technological applications will bring about, we should go 
with the principle of action under which we need to have a predictive view of the 
future to act in the present. In this paper, I focus on a principle of responsibility that 
calls for ‘prudent vigilance’ in assessing benefi ts next to safety concerns and security 
risks. 4  I believe that although this principle makes it possible to take into account the 

4   In this analysis, I will understand responsibility as equivalent to being responsible and being 
aware that we can choose how to act and that choices have consequences. On the concept of being 
responsible, see Haydon ( 1978 ). 
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full range of consequences—both good and bad: benefi ts and risks—that can be pre-
dicted to follow from the use of the emerging technologies in question, it is not so rich 
as to provide on its own a basis of public policy. I believe it takes more than a balance 
of technological risks and benefi ts to arrive at a public and normative ethics for these 
emerging technologies. 

 From a legal regulatory perspective, the one distinguishing feature between the 
EU and other countries is acknowledged to lie in the precautionary principle, which 
in the Rio Declaration on Environment and Development ( 1992 ) reads as follows:

  In order to protect the environment, the precautionary approach shall be widely applied by 
States according to their capabilities. Where there are threats of serious or irreversible dam-
age, lack of full scientifi c certainty shall not be used as a reason for postponing cost- 
effective measures to prevent environmental degradation. 

   But perhaps the best way to understand this principle is by contrasting it with the 
prevention principle, under which authorities are required to take action at the earliest 
possible stage—if at all possible prior to any damage occurring—to prevent known 
risks from being realized. 

 Clearly, these two principles take two opposite views of risk analysis, with a 
focus on  known  risks on the one hand (under the principle of preventive action) and 
with  uncertain  risks on the other (under the precautionary principle): we proceed on 
the one hand from the premise that government should only concern itself with 
those activities that are  certain  to cause environmental damage, and on the other 
from the opposite premise that no risk can be ruled out with watertight certainty. 
This analytical distinction can serve to introduce the precautionary principle, but it 
does not give us a sense of the broader issues in context. Indeed, for one thing, we 
need to consider that fully-known risks are extraordinarily rare. And, for another, 
the legal status of the precautionary principle is in dispute. A number of treaties 
include this principle, and it is certainly a general principle within certain regional 
contexts, such as the European Union, but it is too early to refer to the principle as 
a part of public international law. 5  

 I believe the two principles just mentioned can only provide a formal abstract 
framework for an ethics of responsibility, and that they accordingly need to be 
supplemented with a set of principles operating on the practical level: these prac-
tical principles, I submit, should revolve around an idea of the intergenerational 
moral responsibility, thus serving as a foundation for an ethics of responsibility in 
matters involving the welfare of people across generations. I further believe it is 
essential to analyze the foundations of the ethics of responsibility in connection 
with the due respect for the dignity of the human person and for human rights and 
fundamental freedoms in the international community. So I am anchoring my 
analysis to the framework of national and international rules, principles, codes of 
conduct in bioethics, with specifi c reference to three documents: (a) the Convention 
for the Protection of Human Rights and Dignity of the Human Being with regard 

5   On the precautionary principle in the context of international law as concerns biotechnology, see 
Francioni and Scovazzi ( 2006 ). 
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to the Application of Biology and Medicine: Convention on Human Rights and 
Biomedicine of the Council of Europe, adopted in  1997  and entered into force in 
1999, together with its Additional Protocols; (b) the Declaration of Helsinki of the 
World Medical Association on Ethical Principles for Medical Research Involving 
Human Subjects, adopted in  1964 ; and (c) the International Ethical Guidelines for 
Biomedical Research Involving Human Subjects of the Council for International 
Organizations of Medical Sciences, adopted in  1982 . Also needing to be taken 
into account is the more recent Universal Declaration on Bioethics and Human 
Rights (UNESCO  2005 ), to be understood in a manner consistent with domestic 
and international law in agreement with human rights law. Article 3, “Human 
Dignity and Human Rights,” emphasizes that human dignity, human rights, and 
fundamental freedoms are to be fully respected, and that the interests and welfare 
of the individual should have priority over the sole interest of science or society. 
Also important is Article 14, “Social Responsibility and Health,” under which the 
progress of science and technology should not undermine the enjoyment of the 
highest attainable standard of health as one of the fundamental rights of every 
human being, ensuring as well access to quality health care and essential medi-
cines and to adequate nutrition and water and improved living conditions, a better 
environment, while also eliminating marginalization and the exclusion of persons 
on the basis of any grounds. 

 In constructing an ethics of responsibility that will also take the intergenerational 
question into account, we need to also consider Article 16, “Protecting Future 
Generations,” under which due regard needs to be given to the impact of the life 
sciences on future generations, including on their genetic constitution, and we also 
need to think about the role individuals play in making political decisions now 
which may turn out to have a big impact on future generations (Usami  2011 ). 

 In constructing an ethics of responsibility that will also take the intergenerational 
question into account, we need to think about the role individuals play in making politi-
cal decisions now which may turn out to have a big impact on future generations. 

 I will take responsibility to be a notion whose moral force is grounded in the 
use of deliberation to frame technology policies by weighing two sorts of consid-
erations, taking into account, on the one hand, what we expect from the emerging 
technologies and what we want them to do, and, on the other, what the likely 
outcomes of their use will be and whether or in what respects and to what extent 
they will still be desirable in light of that projected impact. I start out from the 
premise that we are morally responsible for all the consequences that our actions 
have on the wellbeing of future generations, and this suggests the need to deal 
with emerging technologies on the basis of cooperative strategies through which 
to evaluate what the best choice is for us and for later generations. To this end I 
will focus on a set of utilitarian principles, since I believe that utilitarianism offers 
a basis for deliberating about future choices in a morally responsible way that is 
neutral and rational with respect to future generations: what is good for us may be 
bad for people in the future, so we have to take into account the distinction 
between ends which are good for us, or prudentially good, and those which good 
for everyone on the whole, or morally good. 
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 As will become clearer in what follows, my method of analysis combines two 
approaches, for while I frame the issues in light of the principles of responsibility 
and precaution (starting out from Hans Jonas’s conception of them), I ground these 
principles in a utilitarian foundation. I do so because it seems impossible to me to 
speak of the use of technologies without considering the  consequences  of such use, 
and so we cannot avoid a consequentialist (and hence utilitarian) framework of 
moral evaluation. While I grant that the question of the moral responsibility we have 
to future generations can be treated from other perspectives (such as contractualism 
or the theory of rights), I have chosen to do so taking a utilitarian approach because 
it seems better equipped to solve the problems at hand. Indeed, we are dealing with 
actions at once collective and social, so on the one hand we cannot evaluate these 
actions without taking their consequences into account, and on the other we should 
want to proceed on a deliberative basis in thinking about how to deal with those 
consequences. As Haydon says ‘it is required not merely that one act with regard for 
the consequences, but that one evaluate and weigh the consequences properly. The 
agent is expected to pay special attention to consequences involving harm and 
benefi t to others, and to modify his conduct so as to promote benefi t or at least to 
minimize harm’ (Haydon  1978 ).  

3.2     Some Models for an Ethics of Responsibility for Future 
Generations in the Age of Emerging Technologies 

 As can be appreciated from the foregoing discussion, we are looking at a new 
problem for ethics to deal with: the problem of the collective responsibility we 
have to future generations in consequence of our present development and use of 
emerging technologies, like nanotechnology and nanomedicine. The age of 
emerging technology puts at the center of ethics the question of the consequences of 
the actions of  homo faber : these actions are directed not only at the nonhuman world 
but also at humans themselves, now more than ever as an object of technology 
(in medicine, for example, the individual is both the subject and the object of the 
technology, as can be appreciated by considering how death, formerly regarded as 
a natural event, is increasingly becoming an artifi cially controlled process). These 
new forms of human action call for an ethics of responsibility incorporating a 
predictive element, because human actions do not only have an immediate effect 
but are also intended to affect the universal order of things for future generations. 
And precisely for this reason—that is, because the effects of technology are pro-
jected into the future—we can no longer deal with them on the basis of a principle 
of  subjective  responsibility, which governs private conduct, but must rather look 
to a principle of  objective  responsibility. 

 We should bear in mind here that the fi rst Annual Report on Ethical and Social 
Aspect of Nanotechnology (published on 15 April 2009 by the University of Aarhus, 
see Malsch and Hvidtfelt Nielsen  2009 ) discusses responsibility and technology in 
a dedicated section where we read: ‘Nanotechnology must be developed in a safe 
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and responsible manner.’ For the reasons I have laid out, I think this concept must be 
explored from the standpoint of collective responsibility toward future generations. 
So, from an ethical point of view, the problem is: what kind of moral principle should 
we rely on in thinking about our present use of technology to make us responsible to 
future generations? And how should this principle and these considerations inform 
policy aimed at regulating these emerging technologies? (See Johnson  2007 ). 

 The fi rst reference point in dealing with these problems is Hans Jonas’s model of 
responsibility ethics, under which we should act so that the effects of our actions are 
compatible with the permanence of genuine life (Jonas  1984 ). Jonas claims that 
three fundamental assumptions of traditional ethics are in crisis, namely, that (i) the 
human condition is fi xed once and for all, (ii) it is possible to determine what is 
good for an individual, and (iii) human responsibility can be rigidly defi ned (Jonas 
 1974 ). These assumptions began to fall apart as a result of our enhanced ability to 
act in the age of technology, and this has opened a new dimension for which there 
is no precedent in policy and which traditional ethics is ill-equipped to deal with 
(Jonas  1974 ). Modern technology, Jonas argues, modifi es the human action in a 
particular way because it makes the individual capable of upsetting the natural order 
of things and the idea of nature as an unchanging cosmic order. According to tradi-
tional ethics, nature is not a direct object of human responsibility and action, and so, 
the action of the nonhuman is not signifi cant from a moral point of view. Jonas 
observes that control over events was limited in the past, and the long series of con-
sequences of human action was left to destiny, so traditional ethics focused on the 
relationship between individuals in private and public life. The wise individual was 
the one who dealt with the circumstances of life with virtue and wisdom, cultivating 
these capabilities themselves and leaving everything else to an unknown destiny. 

 Jonas laid great emphasis on the need to have foresight and consider future sce-
narios, proscribing all activities that could lead to the extinction of the human race. 
He took a precautionary approach based on raising awareness of technological 
risks, and his approach aims to establish limits to the manipulative power of new 
technologies, but this position gives rise to a paternalistic intergenerational attitude: 
actions are disallowed wherever there is uncertainty about the future of technologi-
cal advancements; this is an attitude of prudence ( in dubio pro malo ) toward genera-
tions, insofar as they stand to be affected by the consequences of our actions. So, in 
making choices regarding technologies that are expected to have consequences for 
future generations, we should not risk harming the interests of these future people, 
and certainly we should not put their life in jeopardy. The principle of responsibility 
is based not on the reciprocity of rights and duties but on a primary, nonmutual 
responsibility. For these reasons, in light of the uncertainty and the irreversibility of 
some technological choices, Jonas argues for a principle of precaution. So, if pru-
dence is the primary imperative of responsibility, then fear is the preliminary 
 imperative of an ethics of responsibility: it is fear that underlies our taking of 
responsibility. Is Jonas’s approach, proceeding from a ‘heuristics of fear,’ adequate 
for deciding about responsible technology? 

 While I do think we should recognize the importance of Jonas’s idea of respon-
sibility for the consequences of our actions, I would also argue that fear and 
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prudence cannot be fashioned into a normative principle: yes, these criteria do offer 
a way to justify the moral choices we make with respect to future generations, and 
they make humanity (human identity and nature) a frame of reference in thinking 
about human responsibility and free action, but they cannot form a basis on which 
to reason about the values we should strive to realize through action, especially 
when grappling with new situations like the ones brought about by the new tech-
nologies. Jonas’s conception, then, is only useful as a starting point in searching for 
an ethics of responsibility suited to the kinds of evaluations we need to make in 
dealing with the emerging technologies. 

 So, while I recognize the appeal of Jonas’s ( 1984 ) principle of responsibility—
requiring us to act compatibly with the dignity of human life in the distant future—
for it rightly places the human condition at the centre of our practical reasoning 
about what to do, I do feel that this principle lacks moral force (because it is 
grounded on the nonmoral notions of fear and prudence) and it falls short of giving 
us a full conception, for it is based on a loose understanding of human life. We also 
need to take into account what it is that makes us  specifi cally  human, and here we 
cannot discount the idea of humans as autonomous individuals capable of making 
their own evaluations about what the best practical choices are: in this way we have 
a basis on which to say (a) what accounts for the dignity of human life, and (b) why 
we should be responsible for preserving human life as an inherent good. It is along 
these lines that Engelhardt reasons in setting out the idea of the morality of wellbeing, 
arguing that our responsibility to future generations is not prudential but moral: we 
are morally autonomous beings, and as such we are individually responsible not 
only for our own psychological and physical wellbeing (or quality of life) but for 
that of others, now and in the future. 

 From this perspective—that of Engelhardt’s morality of wellbeing—we do not 
take a paternalistic attitude toward humanity and technological advancements: 
everybody is free to choose and decide (Engelhardt  1996 ). And so action requires 
only that we preserve each individual’s right to self-determination and that we 
provide the conditions enabling that right to be exercised, which in turn means that 
we must relate to one another on the basis of a moral principle of tolerance. From 
this conception also fl ows a principle of prudence—we must act in such a way that 
costs do not outweigh benefi ts—and in this respect Engelhardt’s conception is simi-
lar to Jonas’s, but unlike Jonas, Engelhardt grounds this principle in a distinctly 
moral conception of the person from which fl ows his chain of reasoning: we are all 
autonomous individuals; this endows each of us with a right to self-determination; 
and so we must secure the minimum conditions enabling us to each exercise this 
right in peaceful coexistence—hence the need for prudence and tolerance, espe-
cially in view of the plurality of moral perspectives that individual self-determination 
gives rise to. These plural perspectives compete for control of policy-making, and 
the moral framework within which we reason in making such choices must there-
fore be capable of holding together a pluralistic society like ours. This in turn means 
that moral authority is not to be found in any one value system but rather derives 
from the consent of those who interact and participate in shaping a world that every-
one is going to be affected by. We each live in one or more thick moral communities, 
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and although we can choose to enter or leave these communities at will—espousing 
or rejecting their belief systems and their systems of morality—we cannot choose to 
exit the larger society: it follows that if we are to have a life in different communities 
bound by different systems of shared moral content, all the while enabling these 
communities and their members to form a society, we must frame society without 
reference to any thick moral content beyond the content necessary to enable the 
previously mentioned peaceful and functional coexistence. 

 The two models of ethics so far discussed, Jonas’s and Engelhardt’s, have been 
designed by the authors in relation to technological advances in genetic engineering. 
If we transfer these models to the techno-scientifi c expectations about other emerging 
technologies, such as nanotechnology, the results will be as follows: Jonas would 
focus on the question of the limits to be placed on the individual’s manipulative 
power, while Engelhardt would insist on the legality and positivity of human inter-
vention on living matter. Jonas would say that we have to close the Pandora’s box of 
enhancement technologies because it is irresponsible to develop new potentially 
risky technologies for future generations. Engelhardt would say that any kind of 
technological innovation is acceptable, since it will give us the power to be the 
designers of nature, giving us a chance to further enhance and develop it. 

 Recently, Habermas has focused on the acceptability of genetically engineering 
human beings. Habermas rejects the notion that we should improve the natural 
endowment of fetuses and adults, and claims that genetic improvement raises 
complex moral questions in both cases, for we should want to protect the right to a 
nonmanipulated genetic identity (Habermas  2003 ). We cannot independently decide 
for ourselves against intervening on one’s own future genetic heritage, and this 
impossibility to decide leads to asymmetrical relations of power and responsibilities 
between generations: no unborn person can consent to genetic treatment, and future 
individuals will not be fully free if they are subject to genetic programming. 

 Habermas argues that if we allow such improvements, we risk changing what 
it is that makes us human (our human nature), and that relations among individu-
als would be dictated by the exchange between what is technically a ‘product’ and 
what is ‘natural’ (Habermas  2003 ). In this sense, and arguing from the premise 
that we need to protect the biological basis of the individual, Habermas aims to 
defend the capacity for self-determination and mutual respect of human beings 
and their self-understanding. 

 These models highlight some critical factors that fi gure in the shaping of the 
imperative of responsibility: this imperative brings up the issue of the moral 
collective responsibility for emerging technologies, and it forces us to take into 
account our long-term interests and the need for socially and environmentally 
responsible behaviours. 

 Habermas and many other moral philosophers have dealt in different ways with 
the notion of collective responsibility for future generations. Two of these philoso-
phers are Sandel and Harris, who both try to capture the moral and social challenge 
we face with scientifi c and technological development, namely, the consequences of 
our use of technology and the implications of our collective actions. While these 
moral theories give us different useful perspectives on the concept of responsibility 
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for future generations, they fail to resolve the thorniest of the questions at issue: how 
are we to conceive the autonomy, preferences, and interests of future generations 
once we realize we can use nanotechnology and neuroscience to enhance or modify 
existing capacities and to restore abilities that may have been    lost? 6  

 This shortfall suggests that we look to a different approach to intergenerational 
moral responsibility, an approach that has us evaluate each specifi c situation by 
balancing risks and opportunities. 7  

 One strategy in this sense would consist in (a) gathering all the data and making 
our best predictions about the likelihood that our actions today may have adverse 
consequences in the future, and (b) making on that basis a value judgment as to 
whether those actions are advisable. And on Jonas’s ethics of responsibility, we 
would prohibit any actions liable to trigger a process whose exact consequences 
are unknown. But we have to consider that our moral collective responsibility can-
not be based solely on the likelihood of negative risks. Caution is important in 
many bioethical decisions based on the principle of responsibility, but it cannot 
alone guide the development of such technologies. From an intergenerational 
moral perspective, we ought to avoid predicating our moral collective responsibil-
ity on a paternalistic view based on the precautionary principle, precisely because, 
as Habermas notes, we cannot decide for others what will be good for them. So it 
is a different set of considerations that we should take into account in shaping the 
principle of responsibility as a moral criterion:

•    We should consider the consequences of technologies in terms of empirical practices 
and worry about future generations, doing everything possible to avoid damaging 
and limiting individuals’ freedom.  

•   We should create the conditions that will maximize their freedom and minimize 
any damage to them.  

•   We have a moral duty to promote research and experimentation geared toward 
human improvement, but we must also ensure that this does not lead to bad 
irreversible effects.     

3.3     The Utilitarian Proposal 

 It can be appreciated from the discussion just ended that technological development 
needs to be dealt with through an ethical framework that takes into account not only 
individual freedom and autonomy but also other people and the whole of society. We are 
currently witnessing a rapid development of technologies: advances in genetics, nano-
technology, and neurotechnologies are but a few examples. The most developed of these 
are perhaps genetic technologies, with the routine use of genetic testing of patients, 

6   On these approaches, see Sandel ( 2007 ) and Harris ( 2007 ). See also Savulescu and Bostrom 
( 2009 ). 
7   On this point see Lucivero et al. ( 2011 ). 
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in vitro fertilization, and DNA techniques. But the same sort of development can be 
observed in nanotechnologies: nanoproducts are already available on the market, and 
others are in the pipeline. Some researchers expect that in the future some medical test-
ing will be done through ingested nanobiosensors that can detect items such as blood 
type, DNA, and drugs. Neurotechnologies are similarly evolving, and we can already 
use various brain-scanning devices and pharmaceutical- treatment techniques. 

 These advancements make it all the more urgent to decide on a policy level 
whether we should regulate human-enhancement technologies by preventing or 
mitigating the negative effects and fostering the positive ones. 

 Yet it is important to keep in mind that the human-enhancement debate is not just 
a theoretical discussion about ethics. This debate has a bearing on real-world and 
policy decisions and can affect not just those who would be enhanced but also 
researchers and social institutions, as well as our ideals of freedom and human 
dignity. Although these technologies are not fully developed, it is not unreasonable 
to expect that they will keep marching along their groundbreaking path and bringing 
with them an increasing cluster of new ethical issues. These technologies, and nano-
technology in particular, have an essential revolutionary feature: this is their mate-
rial malleability, a feature by virtue of which our lives can be improved in both 
quality and quantity. Clearly, this would mean a signifi cant impact on society. 

 The material malleability of nanotechnology means that ingredients can be arranged 
so as to self-assemble, in such a way that they can be created in large quantities. Some 
researchers suggest that nanostructures could assemble other nanostructures or could 
self-replicate. How all of this is possible remains an open empirical question. In any 
event, nanotechnologies will signifi cantly impact society. If minds are brains and neu-
rotechnology will enable us to construct and manipulate them, these technologies will 
be more revolutionary than any other technology so far. Minds could be altered, 
improved, and extended in ways we cannot even imagine. 

 The regulation of these activities is still an unsettled matter, especially as we are 
only beginning to understand how the issues ought to be framed, how we should go 
about addressing them, and what is at stake. Now, but also  in  and  for  the future, we 
have to decide whether we should have (i) no restrictions on the development and 
use of these technologies, or (ii) some restrictions, or (ii) a full ban. 

 These decisions we cannot make without discussing the operative concept of 
moral responsibility to future generations. In what follows I will outline a model of 
ethics that could be useful in thinking about individual, collective, and institutional 
choices that can be expected to signifi cantly impact future generations. The two 
models previously discussed have shown us how to deal with empirical questions 
when it comes to deciding on the wellbeing of future generations, but neither of 
them offer operative principles we could rely on in defi ning moral responsibility. 
For this reason, I think it is more useful to look to a dynamic approach, one based 
on a set of principles that can be used in framing a cooperative strategy. As I previ-
ously suggested, these principles can be arrived at working from a utilitarian 
perspective. 8  One of the utilitarian principles that could support us in making future 

8   On the rational and moral foundation of a utilitarian ethics, see Gandjour ( 2007 ). 
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choices requires us to act in such a way as to maximize total utility, understood as 
the greatest possible amount of guarantees. This is a quantifi able method of delib-
eration in the sense that it identifi es a just decision as the option yielding the highest 
expected utility, which is computed by considering what the consequences of a 
certain course of action would be, putting a positive or negative value on each of 
those consequences, scaling those values according to the likelihood that the rela-
tive consequences will actually materialize, and fi nally subtracting the negative val-
ues from the positive ones (the algebraic sum of these values will yield the expected 
utility of pursuing a given course of action). However, there are situations where it 
will prove problematic to apply this method of deliberation, because we cannot 
always estimate the probabilities of the various outcomes of different alternatives. 
In fact, in some situations this method will even be irrational, leading to catastrophic 
consequences: this is so when one of the alternatives may result in irreversible 
effects. This is a problem one could solve by relying on the maximin principle, 
under which we must only look at the worst outcome of each alternative and then 
choose that alternative whose worst outcome is better than the worst outcome of any 
other. But even this idea presents diffi culties: it leads to paradoxes because it implies 
that each alternative is disqualifi ed as the worst. Where neither the principle requir-
ing us to maximize expected utility nor the maximin principle can be applied, we 
could use other methods that involve a combination of seeking best possible out-
come while avoiding the worst. It appears rational to reject an intervention if there 
is some risk of its causing a grave enough harm, even if its expected utility is math-
ematically greater than its expected disutility (this is not true in all cases, and even 
if the expected utility of an action outweighs its expected disutility, there may be 
important reasons not to pursue it despite that positive balance). 

 But what needs to be said is that a number of factors make it diffi cult for us to 
embrace a specifi c responsibility toward future generations. One of these factors is 
that we are expected to be able to correctly predict the preferences that individuals 
in the future will have in their decision-making processes. In addition, the choices 
we  currently  make involve forms of cooperation among countless people who do 
not collaborate with one another but rather act according to their own personal inter-
est, and this eventuates in a collective loss (such as the greenhouse effect and other 
forms of environmental damage). And, fi nally, there is the free-rider problem, i.e. 
the risk that some may act selfi shly by exploiting collective resources which 
 everyone contributes to but which the individual in question (the free rider) does not 
(in effect riding on everyone else’s back). 

 But the point of the utilitarian perspective is to work out moral criteria on which 
basis to achieve an operative moral intergenerational responsibility: these criteria 
are designed to guarantee the vital interests of future generations, but without reduc-
ing the options of those in existing generations. These moral criteria are then trans-
lated into policy measures, which consist in enacting national or international laws 
and in creating institutions capable of enforcing these laws. If we want to build 
philosophical and ethical operating principles, we should have policies that instead 
of just pursuing each state’s national interests also take in a global perspective, since 
the problem of responsibility toward future generations is not limited by national 
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 boundaries. In this sense, one formal requirement based on utilitarianism (and 
which could also be included in the normative model for regulating future uses and 
applications of nanotechnologies) is to implement forms of ‘contributory public 
responsibility,’ that is, forms of responsibility where responsibility is ascribed not 
only to public organizations—national and international government agencies 
entrusted with framing policies on the use of emerging technologies—but also to 
the individuals who have had an active role in designing those organizations and 
framing those policies. This suggests a way to frame the deliberative public process 
so as to directly and effectively involve the representatives of multiple social com-
munities (Sparrow  2009 ). These representatives should express the needs and 
 concerns of their communities, put forward strategies for addressing needs and 
 concerns, and assume responsibility for the consequences these strategies may 
lead to. And at the same time they should be open to taking on broader, normative 
responsibilities as the need for them becomes apparent: these are the responsibilities 
which come with the possibilities afforded by nanomedicine and the nanotechnolo-
gies, making it possible to modify the environment, lifestyles, and capacities of 
humans in future generations.  

3.4     Conclusion 

 I do not believe we need any  new  concept of moral responsibility for dealing with 
emerging technologies: what we need to do is not devise new concepts in nano- 
ethics, neuro-ethics, or gene-ethics, but to reframe the concepts we already have in 
light of the processes of technological development (Moor  2005 ), and in this way 
we can already hope to have useful guidance on the course we should take moving 
forward. This guidance, I think, comes to us by way of a utilitarian conception, 
yielding dynamic operative principles on which basis to act in dealing with the pro-
cess of technological development. 

 There is an old Indian parable that may be worth recalling here, for it can be used 
to point out how a specifi c new ethics of responsibility for future generations can be 
myopic. In this parable, six blind men come across an elephant but none of them 
know what an elephant is. Thus they move close to the animal so as to feel it and try 
to get a sense of what it is. Thereafter they relate their experiences, but since they 
each felt a different part of the elephant, one man describes the animal as a pillar (he 
had felt the leg), another one as a fan (he had felt the ear), another as a wall (the 
torso), another as a rope (the tail), and so on. Each man experiences only a part of 
the elephant, but each insists he is correct in describing the  whole  elephant. The 
problem, of course, is that none of the blind men could see the  entire  elephant, and 
so they cannot understand what an elephant really is. 

 I submit that we run the same sort of risk with the overlapping ethical issues aris-
ing in connection with emerging technologies (nanotechnologies, genetics, the neu-
rosciences, neurotechnologies) and other scientifi c and technological domains that 
give rise to such issues. 
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 Once technologies enter a revolutionary stage, their social impact inevitably 
gives rise to moral issues of the sort we are concerned with. This phenomenon hap-
pens not simply because an increasing number of people are affected by the tech-
nologies but also because the technologies inevitably provide numerous novel 
opportunities for action for which we have no moral compass, and hence no policy 
framework within which to deal with the consequences of those new opportunities. 
Such moral issues force us not only to think about new human values and interests 
but also to rethink some basic ones, such as autonomy, the quality of life, identity, 
privacy, and moral responsibility. These moral issues also require considerable 
effort before we can formulate and justify good policies for them. Surely, we have 
to improve our ethical approach to technology. We need to understand that ethics is 
an ongoing and dynamic tool: we cannot anticipate every moral issue that will arise 
from a developing technology. Because of the limitations of human cognition, our 
moral understanding of developing technologies will never be complete. We have to 
do as much as we can while taking into account that applied ethics is a dynamic tool 
that calls on us to constantly reassess the situation. What could improve the moral 
debate is a better collaboration among ethicists, scientists, technologists, and social 
scientists. We need a multidisciplinary approach: public forums need to be created 
where scientists can lay out future developments, citizens can have open debates 
about them, decisions-makers can be entrusted with developing policy guidelines 
and regulations for these new technologies, and everyone is collectively responsible 
throughout the process. 

 Ethicists need to be informed about the nature of technology and need to proceed 
on an empirical basis to investigate its nature and consequences. Scientists and tech-
nologists need to take into account the considerations raised by ethicists and social 
scientists. 

 The ethics of technology, bioethics, the ethics of medicine, and even the 
philo sophy of technology concern themselves with questions of sustainability, risk 
assessment, and the intersection between human beings and technology. The 
perils and benefi ts of emerging technologies make it necessary to press on with a 
research programme aimed at understanding the underpinnings of morally respon-
sible behaviour.     
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4.1            Introduction 

 In these current times, scientifi c and technological progress is a global  phenomenon. 
Theoretical discoveries in the fi elds of medicine, life sciences, neurosciences, 
 cognitive science, and practical applications derived from them constitute two 
interconnected and complementary dimensions that create a rich and complex 
scenery. Furthermore, a trend of interaction and convergence between different 
sciences and technologies is visible. A meaningful example of this is represented by 
‘nanoscience’ and ‘nanotechnologies’ that – like the other emerging technologies – 
demonstrate numerous benefi cial applications, thus entailing potential benefi ts, but 
at the same time pose certain risks and concerns. 

 This paper focuses on some of the risks that have arisen in the context of nano-
technologies, in order to look for and articulate a model of governance for dealing 
with these risks. For achieving this aim, a methodology founded on the comparison 
with another ‘converging science’–the so-called synthetic biology (henceforth 
‘synbio’)–has been chosen. 

 From the structural viewpoint, the proposed analysis will be developed as 
 follows: (a) a framework of similarities and differences between synbio and nano-
technology is offered; (b) an examination of the risks and the approaches required 
to deal with them is given, by means of a critical study of the different models of 
governance, and (c) this analysis proposes to fi nd, in the end, the most suitable and 
proper solution to apply in the area. 

 As a premise, it should be noted that the focus of this paper is on health, safety 
and security issues. The social, political, economic and more intrinsically ethical 
topics, which are commonly associated with nanotechnologies and synbio, will not 
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be taken into consideration. Thus, the ‘risks and benefi ts’ framework that is the 
point of reference in this paper refers only to those implications of nanotechnolo-
gies that can affect human health, environment, and public security.     

4.2     Defi nitions 

 “In the beginning, there was the Word   ” (“Eν ἀρχῇ ἦν ὁ Λόγος”). 1  First of all, it is 
necessary to start from the defi nitions of synthetic biology and ‘nanoscience/
nanotechnology’. 

 The expression ‘synthetic biology’ was fi rst used in 1974 by Waclaw Szybalski, 
who saw the potential of molecular biology to evolve from the description to the 
manipulation of genetic systems (Szybalski  1974 ). In 1980, the term ‘synthetic 
biology’ was chosen by Barbara Hobom to describe bacteria that had been geneti-
cally engineered using recombinant DNA technology (Hobom  1980 ). In this sense, 
‘synthetic biology’ was synonymous with ‘bioengineering’. In 2000, it was used to 
describe the synthesis of unnatural organic molecules that function in living systems, 
by some speakers at the annual meeting of the American Chemical Society in San 
Francisco (Rawls  2000 ). 

 Over the years, the meaning of synthetic biology has been adopted to express the 
core concept of (1) redesigning life (Szostak et al.  2001 ), through ‘the re- engineering 
of existing biological elements’ (High-level Expert Group  2005 , p. 1) and (2) 
designing and fabricating novel (‘synthetic’) biological components, meant as the 
engineering of biological components and systems that do not exist in nature. In 
other words, synthetic biology is a discipline of the intersection between engineer-
ing and biology, but at the same time it is also a synergistic ‘new trend in science 
and technology and a clear example of converging technologies, i.e. nanotechnol-
ogy, biotechnology, information technology and cognitive sciences’ (De Vriend 
 2006 , p. 9; Calladine and Meulen  2012 ). 

 As for the terms ‘nanoscience and nanotechnology’, it appears that they too arise 
from the convergence of different aspects of scientifi c research. Indeed, nanotechnol-
ogy is not a separate techno-scientifi c fi eld. Rather, it is a new platform for a range of 
existing disciplines–including chemistry, physics, biology, biotechnology, neurology, 
information technology and engineering – which allows a shift down to the nano 
scale 2  (ETC Group  2003 ). Nanoscience is intended as ‘the scientifi c study, on the 
atomic and molecular scale, of molecular structures one of whose dimensions mea-
sures between 1 and 100 nm, with a view to understanding their particular physico-
chemical properties and to defi ning the means required to manufacture, manipulate 
and control them’ (Gouvernement du Québec  2006 , p. i). Thus, nanotechnology fl ows 
from nanoscience and consists of ‘the design, characterisation, production and appli-
cation of structures, devices and systems by controlling shape and size at the nanome-
tre scale’ (The Royal Society and The Royal Academy of Engineering  2004 , p. 5). 

1   So begins St. John’s Gospel. 
2   As we know, one ‘nano’ is one billionth of a meter or 10 −9 . 
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 The birth of the nano fi eld is offi cially attributed to Richard Feynman’s  pioneering 
speech on atomic engineering, ‘There is plenty of room at the bottom’ (Feynman 
 1959 ), but the term ‘nanotechnology’ was coined by Norio Tanighuchi and popula-
rised by Eric Drexler in the book  Engines of Creation  (Drexler  1986 ), where the 
author imagined nano-scale machines operating with atomic precision and made by 
hard materials like diamond to fabricate complex nano-scale structures. 

 In a nutshell, both synthetic biology and nanotechnology are converging tech-
nologies. However, on the one hand, the notion of ‘synbio’ seems to be broader as 
it includes nanotechnology as well and ‘embraces the biological strands of nano-
technology’ (Ball  2005 , p. R1). On the other hand, synthetic biology is part the 
fourth generation of nanotechnology applications, thus making it an evolution of 
nanotechnology, which should be subsumed within it (Roco  2006 ).  

4.3     The Comparison Between Nanotechnologies 
and Synthetic Biology 

 The comparative analysis between nanotechnologies and synbio is now developed 
through the focus on technical/scientifi c aspects, approaches, applications and con-
cerns that have arisen in the context of the two emerging technologies. 

4.3.1     Materials and Products 

 Till the present, numerous classifi cations of synthetic products have been suggested. 
Bhutkar ( 2005 ) proposes to subdivide synthetic products into the four following 
categories: (a)  synthetic elements  (the fundamental building blocks providing primi-
tive functionality); (b)  synthetic networks  (composed of interacting components); 
(c)  synthetic organisms  (the result of synthetic assembly of complete or minimal 
genomes of an organism); and (d)  synthetic systems  (representing the ultimate goal 
of synthetic biology, i.e. the aim to design synthetic systems composed of multiple 
synthetic organisms). 

 In the fi eld of nanotechnology, experts usually work with  nanomaterials  (intended 
as chemical and biological compounds), using them to produce nanoparticles by 
breaking down those elements into nano-scale bits, as well as to manufacture  distinctly 
new materials (Maynard  2006 ). The main materials are  nanoparticles,  subdivided 
into: (a)  synthetic nanoparticles  (i.e., engineered or manufactured nanoparticles, which 
have either two dimensions at the nanoscale level, namely the nanotubes, or three 
dimensions, such as quantum dots, metallic oxides, carbon black, metals such as gold 
and silver, semiconductors and so forth); (b) nanoparticles, which are produced by 
natural combustion processes, such as forest fi res; (c) nanoparticles that are the uninten-
tional by-products of human-induced combustion processes, such as  cigarette smoking 
(The Royal Society and The Royal Academy of Engineering  2004 ). The products of 
nanotechnology are  nanostructures (aggregate and  agglomerate) and nanosystems.  
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 Thus, nanotechnology and synbio are similar with regards to the components 
they are dealing with. More precisely, synthetic biology seems to include nanotech-
nology, by aiming to build new forms of life with elements that have been engi-
neered- in at a nanometer scale.  

4.3.2     Approaches 

 Another point of convergence among the disciplines is given by their approaches: 
even if there are plenty of approaches followed in the fi eld of synthetic biolog   y 3  as 
well as in the nanotechnology sector, 4  particular attention has to be given to the top- 
down approach (de-construction) and the bottom-up approach (construction). 

 The top-down approach in nanotechnology is the reduction of structures into nano 
dimensions (through lithography techniques used, e.g., in electronics to produce sili-
con chips). In synbio, this approach is the cutting and sculpting, i.e., the redesign of 
the existing organisms or gene sequences with the goal of stripping out unnecessary 
parts, or replacing or adding specifi c parts to achieve new or amplifi ed characteristics 
and functions (e.g. the case of ‘minimal genome organism’, Glass et al.  2006 ). 

 On the other hand, the bottom up approach in nanotechnology is the assembly of 
molecules like ‘building blocks’, in order to create nanostructures (such as the man-
ufacturing of carbon nanotubes through chemical synthesis processes, self- 
assembly/self-organization/positional assembly processes). In synbio, this approach 
is the design of new biological parts and systems inspired by general biological 
principles, using biological or chemical components (the so called ‘biobricks’) and 
assembling them like Lego pieces, in order to reproduce the behaviour of living 
systems (e.g. the creation of the fi rst living and replicating bacterium called 
‘Synthia’, having a completely synthetic genome, Gibson et al.  2010 ).  

4.3.3     Potential Applications 

 The possible applications of synbio and nanotechnologies are recognisable in the 
following areas:

•     environment:  in the fi eld of bioremediation synthetic microorganisms could be 
used to degrade pesticides (De Lorenzo  2008 ), and to minimize water use and 

3   See, for example, Deplazes ( 2009 ), who proposes a subdivision in bioingeneering, synthetic 
genomics, protocell synthetic biology, unnatural molecular biology, in-silico approach; O’Malley 
et al. ( 2008 ), who suggests only a division in DNA-based device construction, genome-driven cell 
engineering and protocell creation. 
4   Beyond top-down and bottom-up approaches, there are: the functional approach (seeking to 
develop components of a desired functionality without regard to how they might be assembled), and 
the biomimetic approach (applying biological methods and systems found in nature to the study and 
design of engineering systems and modern technology). See Boncheva and Whitesides ( 2004 ). 
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replace chemical fertilizers (Kirby  2010 ). Nanostructured traps are implemented 
for removing pollutants from industrial effl uents and for recycling materials (US 
National Science and Technology Council  1999 );  

•    agriculture and food:  synthetic products could be created in order to gain 
nutritional benefi ts or to function as biosensors, which monitor the soil for its 
nutrient quality (Synthetic and Genomics Inc.  2009 ). The production of moni-
toring and dosing nanosystems should also improve plant production and food 
processing, helping to reduce the amount of chemicals used (Scrinis and 
Lyons  2010 );  

•    industrial and energy applications : synthetic biology opens the door to the produc-
tion of ‘ biofuels ’, which are intended as carbon-neutral (or more environmentally 
friendly) sources of energy and renewable energy sources derived from biomass 
(Savage et al.  2008 ). Nanotechnology helps creating new types of batteries, pro-
ducing artifi cial photosynthesis for clean energy, safe storage of hydrogen, energy 
savings from using lighter materials and smaller circuits. Furthermore, nanotech-
nology is used within automotive, aeronautic, electronic, information technology 
and communication industries;  

•    health applications : synthetic products could be used in order to produce 
medicines (biopharmaceuticals) and vaccines (Mast and Ward  2008 ; Ro et al. 
 2006 ). There are already  in vivo  applications, i.e. designed regulatory circuits to 
trigger insulin production in diabetes or bacteria/viruses programmed to identify 
malignant cancer cells and deliver therapeutic agents, or to be used for tissue 
repair/regeneration, or as vectors for therapy (Serrano  2007 ). Nanotechnology is 
employed to produce structured drugs, drug delivery systems targeted to specifi c 
sites in the human body, biocompatible replacements for human body parts and 
fl uids, self- diagnostic tests for home use, sensors for labs-on-a-chip and cancer 
detection, materials for bone and tissue regeneration.     

4.3.4     Risks 

 Synbio and nanotechnologies pose the same risks (Organization for Economic 
Cooperation and Development (OECD)  2003 ). The focus of this paper is to examine 
the risks towards environment, human health, public security, setting aside social, 
economic, ethical problems that the two emerging technologies generate (such as 
in the fi eld of intellectual property rights, access to resources, distributive justice, 
enhancement, improvement of humans, privacy, manipulating life, ‘playing god’, etc.). 
However, the concerns about safety and security do have ethical implications. The 
role of ethics emerges while considering the necessity of selecting the best approach 
for governing the situation of uncertainty, which is an integral part of the notion 
of ‘risks’. Indeed, being in a situation of uncertainty, ‘the contribution of ethics to 
this subject […] lies in a value judgement of the situation (relationship of reliable 
knowledge to the degree of uncertainty)’ (Grunwald  2005 , p. 187). 
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4.3.4.1     Bio- and Nano-safety (Health and Environmental Risks) 

 The World Health Organisation (WHO) defi nes biosafety as ‘the containment 
 principles, technologies and practices that are implemented to prevent the uninten-
tional exposure to pathogens and toxins, or their accidental release’ (WHO  2006 , p. 7). 
In general, the main feature of this type of risk is its accidental nature, and not the 
result of man’s ill intentions (i.e., terrorism). 

 In terms of health applications, the perils of synthetic biology are linked to the 
unknown consequences that it can have. Infectious diseases may be accidentally 
transmitted to laboratory workers or to family members following airborne trans-
mission of disease agents, manipulated using synthetic biology techniques. In 
patients, the use of cell therapies of bacterial microbial origin may cause infections 
or unexpected immune responses (Schmidt  2009 ). Similarly for nanotechnologies, 
the same problems could occur, since nanoparticles have great mobility and almost 
unlimited access to the body (entering the bloodstream through breathing and via 
the digestive tract, thus penetrating all the organs). Despite it being unclear about 
the transmission process, possible ways of transmission could be via damaged skin 
or through the lymphatic system and lymph nodes (Swiss Re  2004 ). 

 As for the environment, there is the risk of harm to plants or animals from the 
accidental release of synthetic organisms that are diffi cult to control. These syn-
thetic organisms can replicate uncontrollably, and thus increase pesticide resistance 
and the growth of new invasive species, all of which have detrimental effects on 
ecosystems and biodiversity (   Eggers et al.  2009 ). As for nanomaterials and syn-
thetic unbound particles that are insoluble and not biologically degradable, they 
might not dissolve or degrade without setting off a toxic reaction, and thus they 
constitute an entirely new class of pollutants.  

4.3.4.2     Bio- and Nano-security (Public Security Risks) 

 This type of risk refers to the misuse and the mishandling of synthetic and nano 
products and its constituent knowledge by unauthorized people. In this case, biose-
curity must be understood in a laboratory context, as the ‘control and accountability 
for valuable biological materials […] within laboratories, in order to prevent their 
unauthorized access, loss, theft, misuse, diversion or intentional release’ (WHO 
 2006 , p. 7), i.e., all the measures and efforts that are taken and needed to prevent the 
creation of deadly pathogens for the purposes of terrorism. 

 In the area of synbio, researchers have demonstrated that it is possible to create 
or recreate deadly viruses such as polio (Cello et al.  2002 ) and the 1918 Spanish fl u 
(Tumpey et al.  2005 ). So, the hypothesis that someone could spread the organisms 
all over the world to contaminate the environment and to harm humans’ health is not 
so abstract after all. 

 Linked to the misuse and mishandling of synthetic products for terroristic 
 purposes, there are the dangerous characters such as the ‘lone wolf’, who is a highly 
trained biologist, a professional researcher that has access to lab equipment or is 
working alone as ‘garage biologist’, and the ‘biohacker’ who tries to create a virus 
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‘out of curiosity or to show his technical prowess’ (Whittall  2009 , p. 27). In  addition, 
we should not forget the current birth of movements that are away from the aca-
demic lab (such as the Do-it-yourself movement), aiming at bringing biology into 
the houses and to the masses, or the iGEM competition (International Genetically-
Engineered Machine), established in 2005 for gathering students and lecturers from 
universities across the world, in order to work with biobricks (i.e. standardized and 
registered DNA elements) for engineering new metabolic pathways in bacteria or 
eukaryotic cells. All these projects stimulate a new vision of biology as available 
and manageable for everyone. So, it is apparent that these movements can promote 
innovation, but at the same time they exacerbate the risk of misuse of the technology 
(Dietrich and Steen  2007 ). 

 As for nanotechnologies, the risk manifests itself when nanoparticles are modifi ed 
and manipulated in order to kill or to harm people, by exploiting the reactivity devel-
oped by certain nanometric particles. In particular, metallic nanopowders may generate 
the risks of explosion, fl ammability or toxicity, or they may penetrate the body. 

 In summary, both synbio and nanotechnologies give rise to the so-called ‘dual- use 
dilemma’ (UK Parliamentary Offi ce of Science and Technology  2009 ), i.e., the dilemma 
arising when scientifi c knowledge could be used in both good and harmful ways.    

4.4     How to Deal with Risks? 

 After establishing the basic similarities and differences between nanotech and 
 synbio, the subsequent focus of this paper is on the treatment of risks. 

 In general terms, our society is based on risks (Beck  1992 ). 
 When we deal with new technologies, such risks appear to become bigger and 

uncontrollable, since their consequences are often not entirely known, diffi cult to 
predict, and potentially having catastrophic effects. For this reason, nanotechnolo-
gies and synthetic biology could be labelled as ‘inchoate technologies’, because of 
‘their ability to evolve in unpredictable ways and to spawn new chains of techno-
logical developments’ (Gervais  2010 , p. 669). 

 The necessity for the governance of the risks associated with these new technolo-
gies requires the adoption of different models. In this paper, the analysis will con-
centrate on the ‘risk analysis’ pattern, which is the traditional model for any kind or 
risk (not only in the context of new technologies, but in the bank, industrial, envi-
ronmental fi elds). This pattern is based on three phases: ‘risk assessment, risk 
 management and risk communication’ (Aven  2008 ). 

 In ‘risk assessment’, the scientifi c element emerges in the identifi cation of poten-
tial risks that arise from a determinate technology. It seeks to evaluate its risk level 
according to quantitative data or based on perceptions or on economic elements or 
on trade-offs. It also considers the probability of when such risks could occur (The 
Royal Society  1992 ). According to the  2000  European Commission Communication 
and the 1993 US National Research Council, the phase of risk assessment is 
 subdivided into: hazard identifi cation, dose-response assessment, exposure assess-
ment and risk characterization. 
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 ‘Risk management’ is the phase of evaluation, policy and decision, where pos-
sible actions for regulating a new technology (‘policy phase’), at the light of the 
mentioned analysis of risks, are weighed and considered. 

 The fi nal phase of ‘risk communication’ consists of making the public and the 
various stakeholders become aware of the chosen policy in a transparent manner. It 
is a duty that is generally adopted by the mass media, which has the power to infl u-
ence public opinion, trust, the acceptability or the refusal of a new technology 
(Slovic  2000 ). 

 The described model above is interpreted in several ways, in accordance to the 
principles that intervene in the phase of risk management as policy tools. 5  The main 
principles considered here are (a) the ‘precautionary principle’, according to which 
a technology should be considered dangerous until proved to be safe, in line with 
the commonsense motto ‘better safe than sorry’ (e.g. UN  1982a ,  1992a ; WTO  1994 ; 
Secretariat of the Convention on Biological Diversity  2000 ); and (b) the ‘pro- 
actionary perspective’ supporting the idea that ‘emerging science and technology 
should be considered safe, economically desirable and intrinsically good unless and 
until it is shown to be otherwise, which means that the burden of proof is on those 
who want to slow down a given line of research’ (More  2005 ). 

 From the defi nitions above, it is clear that these principles are in confl ict with 
each other. Thus, in order to fi nd the proper and most suitable model for dealing 
with risks in the fi eld of nanotechnology, the limits of these two principles needs to 
be considered in greater detail. 

4.4.1     The Precautionary Principle 

 The precautionary principle, born in the 1970s in Germany for preventing environ-
mental damages, and subsequently broadened to include the defence of health risks, 
is very hard to conceptualize, due to its different interpretations. 

 The most common version is made up of a triple negation: ‘not having evidence 
about a risk is not a reason for not acting preventively’ (Stone  2001 , p. 10799). 

 In trying to schematise it, Sandin affi rms that it should have three main elements: 
(a) a hazard, (b) an uncertain threat (lack of knowledge, of full certainty about a 
threat), and (c) the adoption of some kind of regulation (Sandin  2006 ). 

 The fi rst element, ‘hazard’, uses different qualifi cations of damage: it could be 
harmful, serious, catastrophic, irreversible and cumulative. 

 The second element, ‘uncertain threat’, refers to the lack of knowledge, i.e., the 
scientifi c uncertainty about the causality, the magnitude, the probability, and the 
nature of the threat. Such uncertainty is variable, but some elements of scientifi c 

5   These principles infl uence the way of developing the phase of ‘risk assessment’ and ‘risk com-
munication’ as well. 
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knowledge about the threat and the hazard (even if this knowledge cannot be a full 
one) are required for grounding precautionary measures. 

 The anticipatory actions determine whether an intervention is required and the 
means to carry out the required action. These actions could be either negative (pro-
hibitions, moratorium, etc.) or positive (intensifi cation of investigations), but in any 
case they should be anticipatory. 

4.4.1.1     The ‘Strong Version’ 

 ‘Strong’ formulations of the precautionary principle can be found in the  World 
Charter for Nature  (UN  1982a ), which affi rms that: ‘if potential adverse effects are 
not fully understood, the activities should not proceed’. It can also be found in the 
 Wingspread Statement  (Science and Environmental Health Network  1998 ), which 
states that: ‘When an activity raises threats of harm to human health or the environ-
ment, precautionary measures should be taken even if some cause and effect 
 relationships are not fully established scientifi cally […]. The proponent of an activ-
ity, rather than the public, should bear the burden of proof’. 

 This ‘strong’ version of the precautionary principle presents four main elements: 
the threat dimension, the uncertainty dimension, the action dimension, and the com-
mand dimension (Sandin  1999 ). In cases of potential and uncertain threats, an action 
is compulsory. So, this version imposes (a) the non usage of a new technology 
unless one is certain that there is no risk of harm, and (b) the adoption of a regula-
tion whenever there is a possible harm, even if the supporting evidence is specula-
tive and/or the economic costs of regulation are high. 

 This version seems to be irrational, as it embodies a general form of aversion to 
any kind of activity with potential risks. This makes the precautionary principle 
look like an anti-science, anti-technology, and anti-innovation principle (Graham 
 2004 ): indeed, looking for a ‘zero risk’ situation appears, in the end, completely 
impossible and absurd too, because ‘if only actions that exposed no one to risk 
were permissible, the result would be a general blockade on action, which would 
make living together in society impossible’ (Bachmann  2007 , p. 9). So, this ‘strong’ 
and extreme version of the precautionary principle would bring about the prohibi-
tion and ban of any activity with inherent risks. In this sense, the precautionary 
principle, as applied to nanotechnology, may lead to a complete moratorium of it 
(ETC Group  2005 ; Miller  2006 ; NanoAction  2008 ) or even lead to its suspension 
(Joy  2000 ). 

 Furthermore, it should not be omitted that even the block or stagnation of an 
activity might entail some risks (Stokes  2009 ), or lead to the same risks that we 
wanted to prevent through the ban of research. Stopping the advancement of a 
technology does not coincide with stopping any type of risks connected with it. 
In fact, it is entirely possible that the ‘banned’ research – if let it continue – might 
present a solution in the prevention of the risks we wanted to avoid in the fi rst place. 
This paradox is encapsulated by Sunstein ( 2002 ) and Manson ( 2002 ): if research 
could lead to dangerous scenarios and at the same time the absence of research 
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could cause the same catastrophes, it means that ‘the precautionary principle leads 
us to conclude both that we should conduct research into nanotechnology and 
that we should not conduct research into nanotechnology’ (Clarke  2005 , p. 123). 
In other words, the ‘strong’ version of the precautionary principle would be self- 
contradicting and lead us nowhere. 

 With regards to the burden of proof, which lies upon those who want to introduce 
a risky technology, it is apparent that such a proof of safety is a  probatio diabolica , 
for none of the technologies could ever be proven safe, and in the meantime second, 
third, fourth order consequences may arise. The fundamental axiom of science is to 
prove that a negative is impossible, not just in practice, but in theory. Then, it should 
not be forgotten that, in reality, the claim to prove that something is safe simply 
means to fail to prove that it is unsafe.  

4.4.1.2     The ‘Anti-catastrophe’ Version 

 In order to avoid the ‘strong’ version of the precautionary principle, some scholars 
suggest that it is only to be used in reference to catastrophic risks (Sunstein  2005 ; 
Allhoff  2009 ). Sunstein, for example, starts from considering that people generally 
fear risks and have a cognitive attitude to react against any kind of risks, and such 
emotional fear is the basis of the precautionary principle. Besides, there is a general 
misconception that nature is benevolent and human activities are always negative. 
So, Sunstein’s proposal is to adopt a narrow ‘anti-catastrophe’ principle, which pro-
poses that the precautionary principle is applied only when a particular threat  creates 
a potentially catastrophic risk, and the existing science is not able to assign proba-
bilities to the worst-case scenarios. Thus, it is necessary to identify all relevant risks, 
from both action and inaction, with the consideration of all the relevant risks related 
to all the considered options. However, comparing the identifi ed risks to an unquan-
tifi able risk of catastrophe is diffi cult, especially in a situation where both of the 
risks being compared are uncertain. This leads to the fi rst criticism of this version, 
which points out the fact that in the ‘knowledge’ condition, there is only the mere 
 ‘possibility’ of catastrophe: such concept of ‘possibility’ is not clear. If we mean 
‘possibility’ as a ‘ logical  possibility’, or if we intend it as a ‘ concrete and empirical ’ 
one, in both the cases we face a conundrum: not everything that is logically possible 
is also empirically possible, and not everything that is concretely possible is likely 
to happen (Allhoff  2009 ). 

 However, one needs to consider that, if the mere hypothesis of a catastrophe is 
suffi cient for enacting precautionary measures, then it means that this proposed 
‘anti-catastrophe’ version of the precautionary principle requires a very low level of 
knowledge about the potential outcomes in order to trigger the application of the 
precautionary measures. Thus, the allowance of the application of the precautionary 
measures for any mere possibility of risk brings this interpretation of the principle 
near to the extreme ‘strong’ version, whose limitations have been outlined in the 
preceding section. 
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 Another criticism is that even the ban of scientifi c research in view of a  catastrophic 
risk could entail another risk again, so that ‘we shall have to apply the [anti] catastro-
phe principle once again, negating the result of our fi rst application’ (Manson  2002 , 
p. 273). At this point, the ‘anti-catastrophe’ principle would lead to the conclusion 
that it is better not to act at all, as each action entails risks and catastrophic effects. 
With this view, the principle is self-defeating, because the imposition of the remedy 
itself gets ruled out on grounds that it is in violation of the formulation.  

4.4.1.3     The ‘Weak Version’ 

 Another possible interpretation of precautionary principle is the ‘weak’ one, as 
embedded in the Principle 15 of the Rio Declaration (UN  1992a ):

  In order to protect the environment, the precautionary approach shall be widely applied by 
States according to their capabilities. Where there are threats [i.e., hazards] of serious or 
irreversible damage [i.e., harm], lack of full scientifi c certainty shall not be used as a reason 
for postponing cost-effective measures to prevent environmental degradation. 

   This means that is not the inaction in view of risks, but rather the choice of 
 adopting the least risky alternative among the possible ones (according to a propor-
tionality principle and cost-benefi t analysis) before any scientifi c certainty of cause 
and effect. Despite this lack of scientifi c certainty, some proof of the likelihood of 
occurrence of harm and the severity of consequences is needed, and the burden of 
proof generally falls on those advocating of liability for harm (Soule  2000 ). 

 However, there are several limitations within this ‘weak’ version of the precau-
tionary principle. 

 First of all, defi ning a hazard as ‘serious’ is vague, as this quality does not indicate 
any guideline about how the different risks should be ranked and how to balance 
between competing irreversibilities. Furthermore, it is not clear what counts as a 
threat of harm, as the inclusion of any potential harm or not, the means to measure 
harm, and the level of ‘uncertainty’ that is necessary to take precautionary measures 
are not easy to identify. Thus, it is hard to distinguish between those risks, which are 
deemed suffi ciently probable to justify precautionary action, and those which fail to 
provide suffi cient justifi cation. Besides, the model of acceptable risks considers 
only risks and not the benefi ts of technology or the costs implied to reduce the risks.  

4.4.1.4     The Limits of the Precautionary Principle 

 As seen, all the various interpretations of the precautionary principle fail to 
 distinguish an ideal way of dealing with risks, and they do not offer any guidance at 
all, since they (a) do not encompass the whole quantity of risks (not considering the 
ones deriving from inaction), (b) fail to give attention to the benefi ts of a technology, 
(c) possess high levels of vagueness, (d) ask for impossible proofs, (e) fail to indicate 
the level or type of evidence of harm that is suffi cient to trigger the principle, and 
(f) fail to indicate what level of risk is acceptable (Marchant et al.  2008 ). 
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 In light of these limitations to the precautionary principle in all its incarnations, 
it is therefore necessary to examine another type of principle, which might be used 
for managing the risks of new technologies.   

4.4.2     The Proactionary Principle 

 The proactionary principle is an ethical principle, which is elaborated as part of 
extropic philosophy. It was established by the Extropy Institute, a transhumanist 
organization that deals with meeting the technology-driven challenges and opportu-
nities of the future (More  2006 ). The main vision of the institution is founded upon 
the need to protect the freedom of experimentation, progress and innovation, which 
it determines as critical to the future survival and well-being of mankind. It also 
adopts an attitude that allows for technology to fl ourish, rather than limiting its 
potential with an overcautious, precautionary approach. The proactionary principle 
is founded on the idea that, historically, all the most important technological innova-
tions and their consequences were not so well understood at the moment of their 
invention, but if research had been impeded, they would never have promoted 
human progress. 

4.4.2.1     The Limits of the Proactionary Principle 

 Despite its advantages, the proactionary principle also demonstrates some problem-
atic facets. It proposes to (a) adopt an ‘open door’ policy to technological innova-
tion, and (b) learn through experimentation (empiric way) and not through thinking 
 a priori  about something. 

 The proactionary principle has not got multiple strongly-articulated versions yet. 
Despite the fact that various aspects considered by the proactionary principle cannot 
be neglected and may be relevant in a management of risks, the critical aspect is that 
it focuses too much on the simple cause-and-effect logic, and it ignores the complex 
results that arise from the interactions with other developments. Moreover, the logic 
of learning by acting that the principle adopts would bring it up against any pro-
posed regulation and would allow, without any limit, a complete opening to the 
implementation of technological development for the benefi t of the society as a 
whole. As such, this principle perpetuates a ‘radical utilitarianism [that] allows put-
ting the individuals on the altar for the good of society’ (Teshome Demissie  2008 ). 

 In addition, the reference to the cost-benefi t analysis is not so feasible: since the 
economic quantifi cation of the value of benefi ts is diffi cult, as the risks and benefi ts of 
new technologies are unknown and uncertain, thus making it impossible to evaluate 
them. In particular, it is especially diffi cult to determine the long-term risks, which 
would need a discount that is not morally acceptable (for example, discounting the 
value of future lives) (Kysar  2004 ). So, although the importance of weighing bene-
fi ts and risks should not be underestimated, the centrality given to the economic 

I.A. Colussi



65

analysis is sometimes problematic and does not work. It should also be considered 
that some benefi ts, such as to the environment or life or health, are valued in different 
ways, according to the different social and individual perceptions (Sunstein  2005 ). 

 Finally, it should be specifi ed that, for both synbio and nanotechnology, the 
potential applications are heterogeneous and numerous. Thus, economic analysis 
should be conducted in a differentiated manner, with reference to any single appli-
cation, and ‘thus overwhelming available risk management resources’ (Marchant 
et al.  2008 , p. 49).   

4.4.3     A Contribution from Synthetic Biology 
to Nanotechnology: The Notion of Responsible 
Stewardship 

 With the aforementioned limitations of the precautionary principle and proactionary 
principle, it is necessary at this point to fi nd another way (Colussi  2013 ), which 
could be useful for the management of risks in the fi eld of nanotechnology. 

 As a premise, it must be noted that such a position is not a hypothesis that should 
be distanced from the two extreme principles. Rather, this position is meant to be ‘a 
more nuanced decision about the appropriate degree of precaution to take with 
respect to an emerging technology and the appropriate level and kind of support to 
offer it’ (Murray  2011 , p. 1327). 

 A meaningful contribution to the possible approaches in the treatment of new 
technologies comes from a synthetic biology report, which is elaborated by the US 
Presidential Commission for the Study of Bioethical Issues (PCSBI). The PCSBI is 
an advisory panel in the United States comprising of the nation’s leaders in medi-
cine, science, ethics, religion, law and engineering. In December 2010, the PCSBI 
adopted, on request of the incumbent president Obama, a report containing 18 
Recommendations for a proper governance and regulation of the fi eld. This report 
is based on fi ve main ethical principles: ‘the principle of public benefi cence, of 
responsible stewardship, of intellectual freedom and responsibility, of democratic 
deliberation, of justice and fairness’ (US PCSBI, Presidential Commission for the 
Study of Bioethical Issues  2010 , p. 4). 

 With regards to biosafety, the report underlines the principles of ‘public 
 benefi cence’ (i.e. to act in order to maximize public benefi ts and minimize public 
harm) and of ‘responsible stewardship’. 6  

6   Historically, the notion of ‘responsible stewardship’ was almost exclusively referred to the house-
hold servant’s duties for bringing food and drink to the castle’s dining hall, and then it was associ-
ated with managerial skills relating to property and income; nowadays, it is applied to the 
commercial fi eld (i.e., service towards passengers on ships, trains, airplanes or guests in restau-
rants) and, in a more recent perspective, to the environmental fi eld, as a new type of approach to 
assume towards nature and biodiversity. 
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 In terms of ‘public benefi cence’, the PCSBI cites the  Belmont Report  (US National 
Commission for the Protection of Human Subjects of Biomedical and Behavioural 
Research  1979 ), a landmark statement of ethical principles for research involving 
human subjects, in which ‘benefi cence’ was indicated as a core concept to require 
that people were treated in an ethical manner by means of respecting their decisions, 
protecting them from harm, and securing their wellbeing. As such, the US Commission 
states formally that ‘we need to apply the principle of benefi cence beyond the 
individual level, the primary emphasis of the Belmont Report, to the institutional, 
community, and public levels, while not overlooking possible harms and benefi ts to 
individuals. Policy makers should adopt a societal perspective when deciding whether 
to pursue particular benefi ts of synthetic biology research in the face of risks and 
uncertainty’ (US PCSBI  2010 , p. 25). 

 Thus, in the light of this discussion, this paper proposes the adoption of a balanced 
approach based on the principle of ‘responsible stewardship’. This principle is con-
nected to the approach of ‘prudent vigilance’, which entails an ongoing evaluation of 
risks along with benefi ts, before and after projects are undertaken. It suggests a 
cooperative system of information between specialised units, a preventive monitoring 
and control of labs, a surveillance or containment of synthetic organisms, an interaction 
with all stakeholders of the fi eld, at the international and transnational level too 
(Anderson et al.  2012 ). 

 As for biosecurity and in the light of the so-called ‘dual-use dilemma’, numerous 
values/interests/rights are at stake, not just scientifi c freedom versus security. There 
are, indeed, more nuanced facets, such as the peril of ‘anti-bioterrorism initiatives 
[that] will result in the unacceptable growth of government power or in unjustifi ably 
relaxed standards for the treatment of human or animal subjects in research’ 
(Buchanan and Powell  2010 , p. 8). In fact, the measures taken by the State against 
bioterrorism could exacerbate the risks of biowarfare, stimulate experiments that 
are carried out without the consent of, or without the benefi t to, the human subjects 
involved. It could also promote the kind of research that the government then uses 
for offensive purposes, resulting in more people being trained in skills that could be 
employed for acts of terrorism. 

 Thus, the importance of protecting security, and at the same time safeguarding 
research and controlling the behaviour of scientists and of the State itself, are rele-
vant issues, which need to be considered. 

 For these reasons, the US Report stresses the importance of the responsibility of 
scientists, which refers again to the principle of ‘responsible stewardship’. It states 
that synthetic biology poses some unusual potential risks, in the form of ‘amateur’ or 
‘do-it-yourself’ (DIY) scientists. Therefore, ‘these risks must be identifi ed and antic-
ipated […] with systems and policies to assess and respond to them while supporting 
work toward potential benefi ts […]. Responsible conduct of synthetic biology 
research, like all areas of biological research, rests heavily on the behaviour of indi-
vidual scientists. Creating a culture of responsibility in the synthetic biology com-
munity could do more to promote responsible stewardship in synthetic biology than 
any other single strategy. There are actors in the world of synthetic biology […] who 
practice outside of conventional biological or medical research settings. […] This 
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poses a new challenge regarding the need to educate and inform synthetic biologists 
in all communities about their responsibilities and obligations,  particularly with 
regard to biosafety and biosecurity’ (US PCSBI  2010 , pp. 133–134). 

 The PCSBI believes that self-regulation by scientists would slow down scientifi c 
research only when the scientists perceive that there is imminent danger. This self- 
regulation would also prevent the establishment of a moratorium that would inap-
propriately limit intellectual freedom. On the contrary, ‘the scientifi c community – in 
academia, government and the private sector – should continue to work together to 
evaluate and respond to known and potential risks of synthetic biology as this sci-
ence evolves’ (US PCSBI  2010 , p. 145), through periodic monitoring of results by 
the individual and the institution. 

 In summary, the mentioned Report corroborates the proposal put forth in this 
paper that an approach that is far different from the Luddite approach towards 
technologies and from the  laissez-faire  approach should be adopted. This balanced 
approach, in the form of the principle of ‘responsible stewardship’, does not fi ght 
against technological and scientifi c advancements. Simultaneously, however, it does 
not allow for these advancements to proceed uncontrolled without proper regula-
tions and guidelines to safeguard against the potential risks posed by these new 
technologies. Thus, congruent with this paper’s proposal, the principle of ‘responsible 
stewardship’ is an approach, which adopts a balanced position, evaluates all the 
risks and benefi ts, and arranges them in a proportioned way that is required for the 
advancement of scientifi c research and the emergence of new technologies. 

4.4.3.1    The Ethical and Legal Basis of Responsible Stewardship 

 Before the consideration of the methods with which to adopt the notion of  responsible 
stewardship in the fi eld nanotechnology, it is necessary to examine the ethical and 
legal basis of this concept. 

 In terms of safety and security, the notion of responsible stewardship is con-
nected to the concept of human dignity. As defi ned by William Cheshire ( 2002 ): 
‘dignity is the exalted moral status which every being of human origin uniquely 
possesses. […] The possession of human dignity carries certain immutable moral 
obligations. These include, concerning the treatment of all other human beings, the 
duty to preserve life, liberty, and the security of persons, and concerning animals 
and nature, responsibilities of stewardship’. By this defi nition, ‘responsible 
 stewardship’ is a ‘moral obligation’, the due behaviour that can ‘translate’ human 
dignity into practice. It is a behaviour of personal commitment and care that springs 
from the intrinsic value and inherent dignity of each human being (WYA  2002 ). 
Such a notion of dignity is intended in a collective sense, in so far as it is a feature 
belonging not only to the mere individual sphere, but referring to humanity as such. 
It includes future generations, embodying the idea that the existence and integrity of 
humankind as such has intrinsic worth, and therefore deserves to be protected. 

 More specifi cally, with regards to safety, responsible stewardship leans on the 
right to a healthy and sustainable environment, which derives from a collective 
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notion of dignity. Indeed, the relevance of having care for each human being has 
the implication of having the same care for the environment in which he/she lives, 
since ‘the protection and improvement of man’s environment arises directly out of 
a vital need to protect human life, to assure its quality and condition, and to ensure 
the prerequisites indispensable to safeguarding human dignity and human worth 
and the development of the human personality’ (Pathak  1992 , p. 209). Therefore, 
the attention to the environment, embedded as a ‘third-generation right’ 7  in 
 numerous international Declarations (UN  1972 ,  1992a ), Conventions (UN  1982b , 
 1992b ,  c ), and in some national Constitutions (e.g., South Africa), can trace its 
source to the notion of dignity, which emphasizes the interaction between human-
kind and the environment. 

 In terms of security, the notion of responsible stewardship again gives applica-
tion to the notion of human dignity (in order to protect people from bioterrorism or 
nanoterrorism). Furthermore, it is based on the protection of other human rights, 
such as security, public health and the freedom of research and scientifi c progress 
(which is a fundamental freedom, contained in several Constitutions all over the 
world: e.g., Italy and Germany). 

 Therefore, the principle of responsible stewardship ‘refl ects a shared moral obli-
gation among members of the domestic and global communities to act in ways that 
demonstrate concern for those who are not in a position to represent themselves and 
for the environment in which future generations will fl ourish or suffer’ (US PCSBI 
 2010 , p. 4). 

 Such a notion has been also embraced by the Australian physician Bryan Furnass 
(Furnass  2012 ), who has launched the concept of ‘Sustainocene’ to refer to a postu-
lated future period of over a billion years, where policy and governance structures, 
as well as science, technology and ethics, coordinate to achieve the social virtues of 
ecological sustainability and environmental integrity. In this future period, human-
ity will adopt an attitude of stewardship towards nature and feel morally obligated 
to respect biodiversity and the rights of nature itself, and to protect future  inhabitants, 
thus changing the typically dominant anthropogenic perspective through a con-
certed approach summarized as the four E’s, namely Enlightenment, Ecology, 
Education and Ethics. So, nanotechnologies and new technologies in general should 
be oriented by this new approach, based on stewardship, which could be applied 
also to environmental issues, economics, health, property, information, and so on 
(Chapin et al.  2009 ; Block  2013 ; Robinson et al.  2012 ).  

7   The theory of the three generations of rights was proposed by Karel Vasak ( 1977 ). This vision 
suggests that there is a fi rst generation of rights represented by civil and political rights (typical of 
liberal societies), a second generation for economic, social and cultural life (connected with the 
welfare state), and a third generation that includes group and collective rights, the right to self- 
determination, the right to economic and social development, the right to a healthy environment, 
the right to natural resources, the right to communicate, the right to participation in cultural heri-
tage, and the rights to intergenerational equity and sustainability. 
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4.4.3.2    ‘Responsible Stewardship’ and Safety Risks 

 Since nanotechnology is part of the group of emerging technologies, the principle 
of ‘responsible stewardship’ – elaborated with reference to synbio – is perfectly 
applicable here. Thus, there is a need to consider its application in the fi eld of 
nanotechnology. 

 This new approach of ‘responsible stewardship’ is potentially useful for scientists, 
as well as the public and policy makers. It allows them to weigh in on measures that 
could be the most suitable for the responsible development of nanotechnology. 

 ‘Responsible stewardship’ could be applied to the phases of ‘risk management’, 
‘risk assessment’ and ‘risk communication’. 

 A model incorporating the notion of responsible stewardship would be aware of 
the fact that knowledge is a prerequisite for the exercise of responsibility. For this 
reason, the model starts, as in a traditional pattern, from collecting knowledge about 
both the risks and the benefi ts of the new technologies, in order to reach a compre-
hensive framework. At the same time, the model keeps in mind the diffi culty of 
elaborating a full and certain knowledge about hazard characterization, exposure 
characterization, and benefi cial aspects of applications of a new technology. As 
such, the model chooses to assemble a set of possible knowledge, through a con-
stant research in risks, which is not limited to the study of possible side effects. On 
the contrary, it considers all reasonable alternative actions, including no action, and 
concentrates not only on immediate effects, but also on widely distributed and fol-
low- on effects. 

 Furthermore, the research on risks is meant to be an ongoing and periodically 
revised process to be conducted by taking into account the interests of all potential 
‘victims’ of risks and by involving public society and private companies. In other 
words, this model considers all the stakeholders in a democratic, open and trans-
parent manner, promoting discussion and a culture of dialogue within public 
forums. 

 Thus, a dynamic, cooperative, refl exive and incremental model is proposed 
(Paddock  2006 ). It is based on the multi-stakeholder dialogue, and the broad par-
ticipation aids in the understanding of the problems that arise during the ‘risk 
assessment’ phase and in the execution of possible actions during the ‘risk manage-
ment’ phase. During the ‘risk management’ phase, the challenge to the model 
consists of fi nding the appropriate actions that could be proportional to the potential 
harms. Therefore, here the notion of ‘appropriateness’ is linked to the principle of 
 proportionality, which helps to balance different interests at stake, and chooses the 
necessary measures in dealing with the risks with respect to human dignity, the right 
to the environment, and individual liberties. 

 As for the phase of ‘risk communication’, ‘responsible stewardship’ is able to 
launch (a) a joint process between stakeholders, and (b) a regular control about the 
state of technology and assessment of risks, thereby generating legitimacy and 
accountability of new technologies, and, among society, the trust in these new 
technologies.  
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4.4.3.3    ‘Responsible Stewardship’ and Security Risks 

 In the fi eld of biosecurity, the principle of ‘responsible stewardship’ should be adopted 
as the most proper approach in facing the ‘dual use dilemma’. In fact, ‘responsible 
stewardship’ underlines the ethical role of (a) the scientifi c community and scientists 
towards society, (b) science publishers, (c) the ‘ethical dimensions of the relationship 
between scientists and those in charge of national defence’ (Buchanan and Powell 
 2010 , p. 2), and (d) the responsibility of government, professional bodies and interna-
tional organizations to oversee the acquisition of knowledge by scientists. This principle 
adopts a two-pronged approach: bottom-up and top-down (Garfi nkel et al.  2007 ). 

 First of all, the principle inspires a bottom-up approach in terms of the gover-
nance of risks, by involving the scientifi c community in determining the soft law 
rules, i.e., guidelines and its own codes of conduct. Indeed, these guidelines and 
codes of conduct are apt for increasing the awareness of the risks posed by these 
new technologies and for the assignment of professionalization as a tool for gover-
nance (Weir and Selgelid  2009 ). 

 Thus, the principle of ‘responsible stewardship’ constitutes the basis of pro-
grams for education and training of researchers (Dando  2009 ), and it establishes the 
norms on how to manage the publications of the results of research (Journal Editors 
and Authors Group  2003 ). 

 The principle at stake could also guide a top-down intervention by public 
authorities and the State through hard law (legal and regulatory measures). The 
government is involved in (a) establishing the general rules for scientists (such as 
licenses for dealing with products or the duty to keep the State informed of devel-
oped research) and (b) in the phase of control where the sources of risk come from 
outside and within the State itself (in particular, by means of a decision-making 
authority embodying both science and security values and composed of specialists 
in the fi eld). 

 In conclusion, the principle of ‘responsible stewardship’ pushes for the establish-
ment of a culture of responsibility, and encourages the involvement of all the stake-
holders in bio- and nanosecurity fi eld, resulting in an effective scheme which 
encompasses the notion of ‘scientifi c democracy’ (Calvert and Martin  2009 ).    

4.5     Concluding Remarks 

 Nanotechnology and synthetic biology pose numerous risks, above and beyond 
their possible applications. In order to deal with these risks, a solid approach is 
required. Instead of opting for a paralyzing principle to research, i.e., the ‘strong’ 
version of the precationary principle, or for a  laissez-faire  approach, i.e., the pro-
actionary approach, which could potentially open the path to abuses and distortions, 
a balanced solution should be adopted. With this view, the notion of ‘responsible 
stewardship’, as a principle calling for (a) an ongoing evaluation of risks, and 
(b) attention and care to the whole rights and interests at stake in the area of safety 
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and security risks, is necessary. The adoption of this balanced view towards new 
technologies will drive the future development of subsequent emerging technolo-
gies, allowing them proceed while at the same time remaining alert in the face of 
their potential risks (Beyleveld and Brownsword  2012 ).     
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5.1            Introduction 

 Although the term technology assessment (TA) is generic for non-uniform, partly 
even contradictory approaches and activities, it can be defi ned as ‘a  scientifi c, inter-
active and communicative process which aims to contribute to the formation of 
public and political opinion on societal aspects of science and technology ’ (Decker 
and Ladikas  2004 ). Regarding responsibility in nanotechnology development TA 
activities aim to provide knowledge which politics and society can use as a basis for 
action and decision-making in the governance process of nanotechnology. Within 
this process the focus was put on manufactured particulate nanomaterials (MPNs), 
a group of substances – inseparably linked to nanotechnology – that are only 
 commonly characterized by their nano-size. The peculiarity of MPNs is that their 
properties differ signifi cantly from those of lager particles of the same material. 
This makes them suitable for new or improved applications which are expected to 
be a major opportunity for the economic and sustainable development of many 
countries. However, these new properties deriving from the nano-size are just the 
same as those which concern scientists, in particular, but also policy makers, a num-
ber of stakeholders and parts of the general public. 

 Experiences of the past, e.g. with chemicals, asbestos or ultrafi ne particles, 
showed that new materials may be a source of new threats for human health and the 
environment (Oberdörster et al.  2005 ). The scientifi c community – in particular the 
toxicologists – was and is still expected to answer the question of whether MPNs 
pose environmental, health and safety (EHS) risks or not, and to provide policy 
makers with the appropriate knowledge to perform risk assessment as a prerequisite 
for science-based risk management. Beside the problem that the (nano)toxicology 
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research agenda is not only driven by the aim to produce systematically knowledge 
for decision-making of politics and society, the current concept for assessing nano- 
specifi c risks is the conventional expert-based chemical risk assessment procedure 
(SCENIHR  2007 ,  2009 ). This concept is limited to a narrow toxicological perspec-
tive defi ning risk itself as a hazard multiplied by exposure. The toxicological risk 
assessment paradigm is based on confi dence in the knowledge used despite serious 
methodological uncertainties in the case of nanotechnology. Accordingly, a wider 
concept is needed which allows for a plurality in perspective, actors and different 
kinds of knowledge adequately considering societal impacts for understanding 
risk in a broader sense than simply experts. In addition, regulation based on quan-
titative risk assessment is an inherently slow governance process. This leads to 
alternative more adaptive governance frameworks, such as those suggested by the 
Environmental Defense Fund and Dupont (Nano Risk Framework, Environmental 
Defense Fund and Dupont  2007 ) or the International Risk Governance Council 
(IRGC  2006 ). The IRGC framework combines the scientifi c risk-benefi t assess-
ment with an  assessment of risk perception and the societal context of risk, called 
concern assessment. Here we deal with the outcomes of the different methods for 
concern assessment. We will discuss the possible support for an inclusive under-
standing of risk appraisal as a precondition for responsible risk management and 
risk governance.  

5.2     Why Beyond Toxicology? 

5.2.1      Limitations of the Classical Risk Assessment 

 Toxicology as discipline aims to study the adverse effects of chemicals on living 
organisms, especially humans. Thus, it also provides knowledge for decision- 
making during risk management. Moreover, toxicologists were among the fi rst who 
expressed concerns regarding potential risks of MPNs towards health and the envi-
ronment. Subsequent, nanotoxicology emerged from the classical toxicology, and 
studies in particular the biological effects of engineered nanomaterials on living 
organisms and in ecosystems (Oberdörster  2010a ). In general, (nano)toxicology is 
the justifi cation for risk governance according the precautionary principle. Thus, 
nanotoxicology research is incorporated into risk assessment as a part of the gover-
nance of MPN-risks. 

 The classical risk assessment is a well-established and formalized process 
intended to

  calculate or estimate the risk to a given target organism, system or (sub)population, including 
the identifi cation of attendant uncertainties, following exposure to a particular agent, taking 
into account the inherent characteristics of the agent of concern as well as the characteristics 
of the specifi c target system (OECD  2003 ). 
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   The risk assessment process consists of four steps: hazard identifi cation, hazard 
characterization (usually summarized as hazard assessment), exposure assessment, 
and risk characterization. 

 According to the Risk Commission ( 2003 ), a scientifi c risk assessment process 
primarily deals with consequences of the effects of noxious agents to human health. 
Risk assessment resembles a process in which the probability of a harmful effect on 
individuals or populations is quantifi ed. The framework was developed for conven-
tional chemicals as an information and decision-supporting tool for possible regula-
tions. Associated uncertainty in the progress is managed by the application of safety 
factors. There is a consensus that the classical measures of toxicology are in prin-
ciple applicable to nanomaterials, but standard procedures of risk assessment have 
to be modifi ed (e.g. Rocks et al.  2008 ). 

 The EU Scientifi c Committee on Emerging and Newly Identifi ed Health Risks 
(SCENIHR) stated already in their 2007 opinion that the current methodologies are 
generally likely to be able to identify the hazards associated with the use of nano-
materials. However, they see the need for modifi cations for the guidance on the 
assessment of risks (SCENIHR  2007 ,  2009 ). Moreover, assessing risks of nano-
materials using conventional paradigms may not be suffi cient to capture all the 
dimensions of risk of an active nano-bio material, as risk may arise not only from 
its inherent material toxicity but also from its interactions with complex biological 
systems (Maynard et al.  2006 ). 

 The main limitations for current procedures to assess the risks of nanomaterials are:

•    The question of the identifi cation and defi nition of the term ‘nanomaterial’ poses 
a challenge for framing a ‘substance class’ with a high diversity for risk 
assessment.  

•   Equipment and methods for characterization and detection of nanomaterials are 
often not appropriate and need further optimization (Maynard et al.  2006 ; Tiede 
et al.  2008 ; Marquis et al.  2009 ; Leach et al.  2011 ). It is still impossible to detect 
nanomaterials in biological matrixes.  

•   A defi nition or concept for dose/concentration is still missing.  
•   High quality exposure and dosimetry data is also still missing. Many exposure- 

related studies are published on occupational scenarios while many fewer studies 
are published on environmental and consumer exposure as well as about both 
acute and chronic exposures (ENRHES  2010 ; Aschberger et al.  2011 ).  

•   Standardized methods including appropriate controls are largely still missing. 
Exacerbating factors – such as surface functionalization, dispersing behaviour in 
biological media or the use of solvents in the case of non-dispersing nanoparti-
cles (e.g. fullerenes) in aqueous media – that may e.g. produce testing artefacts 
(Henry et al.  2007 ) – are not addressed suffi ciently in many studies (ENRHES 
 2010 ; Aschberger et al.  2011 ).  

•   Studies that showed no signifi cant (hazardous) effects are usually not published, 
even though they are crucial to relieve MPNs from the suspicion of hazard (Krug 
and Wick  2011 ).  
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•   There is an ongoing debate on the signifi cance of high-dose  in vitro  or  in vivo  
studies conducted so far and whether or not the used methods are suitable for 
hazard characterization (e.g. Oberdörster  2010b ).  

•   For eco-toxicological studies it is, in general, diffi cult to simulate real environ-
mental scenarios since the dose is quite unknown and the extrapolation of data is 
very limited (ENRHES  2010 ; Aschberger et al.  2011 ).    

 Limitations within the classical risk assessment processes concerning uncertain-
ties and knowledge gaps that also occur with other chemical substances become 
even more overt in the case of MPNs. Moreover, one overarching diffi culty will 
most probable always remain: In contrast to the vast majority of substance classes 
of hazardous chemicals that need to undergo risk assessment, MPNs share no com-
mon characteristics apart from the fact that the primary particles are in nano-scale. 
Although there are a number of approaches to categorize MPNs in a kind of ‘hazard 
classes’ or develop EHS risk prediction systems (e.g. Foss Hansen et al.  2007 ; Xia 
et al.  2009 ,  2010 ; Burello and Worth  2011 ; Puzyn et al.  2011 ), it is the consensus in 
the nanotoxicology community that due to the knowledge gaps and intrinsic limita-
tions of characterization of MPNs, today only a ‘case-by-case’ assessment is 
responsible and sound. Thus, risk assessment of MPNs requires the full dataset for 
each and every kind of MPN. This makes the progress of gathering the relevant data 
for this case-by-case approach extremely slow – although the literature body is 
increasing constantly. Therefore also today, a complete risk assessment is only 
 possible for a small selection of highly abundant MPNs, like nano-silver, carbon 
nanotubes and fullerenes, or titanium dioxide nanoparticles (e.g. Krug and Wick 
 2011 ; Aschberger et al.  2011 ). 

 Additionally classical risk assessment favours scientifi c knowledge that can be 
measured, weighted and monitored. This ignores the importance of values, ethics 
and tacit forms of knowledge when judging risks. There are several inherent value 
judgements in risk assessment and value-based decisions should be left to the politi-
cal decision-makers (Senjen and Hansen  2011 ).  

5.2.2     On the IRGC Risk Management Framework 

 Facing these limitations of the risk assessment there was the request for a more 
holistic approach beyond the expert-based chemical risk assessment procedure. 
In order to consider societal impacts and societal needs for understanding risk in a 
broader sense than experts, the classical toxicological-driven risk assessment para-
digm should be widened. 

 In its white paper published in 2006, the International Risk Governance 
Council tackled this problem and introduced a new conceptual framework for the 
risk governance of nanotechnology (IRGC  2006 ). Risk Governance, according to 
the IRGC
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  includes the totality of actors, rules, conventions, processes, and mechanisms concerned 
with how relevant risk information is collected, analysed and communicated and manage-
ment decisions are taken. Encompassing the combined risk-relevant decisions and actions 
of both governmental and private actors, risk governance is of particular importance in, but 
not restricted to, situations where there is no single authority to take a binding risk management 
decision but where instead the nature of the risk requires the collaboration and co- ordination 
between a range of different stakeholders. Risk governance, however, not only includes a 
multifaceted, multi-actor risk process but also calls for the consideration of contextual factors 
such as institutional arrangements (e.g. the regulatory and legal framework that determines 
the relationship, roles and responsibilities of the actors and co-ordination mechanisms 
such as markets, incentives or self-imposed norms) and political culture including different 
perceptions of risk (Renn  2008 ). 

   Concerning the responsibility in nanotechnology development, the IRGC frame-
work is a sophisticated risk management model. It involves a multitude of different 
actors in a dynamic process with various iterations and feedbacks. It acknowledges 
that risk governance decisions have to be taken in instances of complexity, uncer-
tainty and ambiguity. Therefore, strategies should be based on a corrective and 
adaptive approach and take into account the level and extent of available knowledge 
and a societal balancing of the predicted risks and benefi ts. The framework includes 
two innovative concepts for the governance of (potential) risks arising from the use 
of MPNs:

•    It integrates a scientifi c risk-benefi t assessment (including environment, health, 
and safety (EHS) and ethical, legal, and other social issues (ELSI)), with an 
assessment of risk perception and the societal context of risk (referred to in the 
white paper as concern assessment).  

•   Inherent is the need for all interested parties to be effectively engaged, for risk to 
be suitably and effi ciently communicated by and to the different actors and for 
decision-makers to be open to public concerns.    

 The IRGC Framework is a cyclical process and consists of four phases: The 
 ‘Pre- Assessment’ which can be seen as the trigger or initiator of the whole assess-
ment and management process is the fi rst phase. Subsequent, ‘Risk Appraisal’ as the 
second phase of the IRGC risk governance framework follows and comprises two 
elements: risk assessment (see Sect.  5.2.1. ) and concern assessment (see Sect.  5.2.3. ). 
This is followed by the third phase called ‘Tolerability and Acceptability Judgment’ 
which brings together the classic risk characterization and risk evaluation as a 
new element. Finally, ‘Risk Management’ (Phase 4) has to react not only to new 
scientifi c results regarding a hazard or an exposure to it. It also reacts to changing 
societal or cultural factors like altering expectations on risk reduction procedures, 
new judgments about tolerability and acceptability of risks, developing value 
systems or shifting risk perceptions of different actors. 

 Some authors criticised this framework because public participation is still 
 perceived as a factual input, as part of an expert-driven process, rather than empow-
erment of citizens (Senjen and Hansen  2011 ).  
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5.2.3      The Role of Concern Assessment 

 During the risk management phase, one has to address what the concerns of the 
general public and the stakeholders are, when it comes to a widespread market 
introduction and usage of MPNs. In short: within a risk governance process that 
considers the political and institutional conditions in modern societies, risk assess-
ment has to be complemented by a concern assessment. 

 In a book article that addresses conceptual issues of the IRGC framework raised 
by external experts in a round of formal comments, the lead authors defi ne concern 
assessment as

  a social science activity aimed at providing sound insights and a comprehensive diagnosis 
of concerns, expectations and perceptions that individuals, groups or different cultures may 
link to the hazard (Renn and Walker  2008 ). 

   Understanding these different concerns, expectations and perceptions is an 
important factor in getting to know better how individuals and groups perceive and 
assess risks and what actions (or non-actions) are perceived as being risky for what 
reasons. In addition, it helps to comprehend how the different actors are expected to 
develop and implement adequate measures in risk management and risk communi-
cation. Investigations of the evolving socio-cultural and political context in which 
research at the nano-scale is conducted, the societal needs that nanotechnology 
may satisfy and the popular images that experts, politicians and representatives of 
the various publics associate with nano-science and nanotechnology are additional 
elements in improving the societal knowledge about adequate risk management 
procedures (IRGC  2006 ). 

 Fundamental for the comprehensive diagnosis of concerns is the meaning of risk. 
According to IRGC ( 2005 ) and Renn and Walker ( 2008 ), risk is characterized in 
general as a ‘ mental construction ’, which means that risk is

  not a real phenomena but originates in the human mind. Actors, however, creatively arrange 
and reassemble signals that they get from the ‘real world’ providing structure and guidance 
to an ongoing process of reality enactment. So risks represent what people observe in reality 
and what they experience. 

   Generally speaking, the perception of technological risks depends on two sets of 
factors. The fi rst consists of psychological factors such as perceived threat, familiar-
ity, personal control options and positive risk-benefi t ratio. The second set includes 
political and cultural factors such as perceived equity and justice, visions about 
future developments and effects on personal interests and values. While the fi rst set 
of components can be predicted to some degree on the basis of the properties of the 
technology itself and the situation of its introduction, the second set is almost 
impossible to predict (IRGC  2006 ). 

 While conventional chemical risk assessment can build upon a long tradition of 
scientifi c discussion, methodological development and established organizational 
and institutional practices, concern assessment is still in its early stages. That 
 notwithstanding, what is needed is a systematic assessment of the concerns and 
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preferences of the various actor groups and the public at large, together with a 
 systematic feedback of its results to the related regulatory and legislative processes. 
These are necessary prerequisites to improve our understanding of the likely soci-
etal responses to the developments in nanomaterials and nanotechnology. This is 
also important for the implementation of risk governance structures that are accepted 
as socially responsible and to avoid public controversies and potential confl icts.   

5.3     How to Translate Concern Assessment into Praxis? 

5.3.1     Methodological Challenges 

 In the IRGC framework, risk communication has a central role and several func-
tions. First of all, this should enable an information fl ow between the different play-
ers (policy makers, scientists of the different disciplines, stakeholders and 
representatives of the general public) as well as the different phases of the process. 
Moreover, risk communication is the key to building trust for the risk management 
process and improving the performance of the management system signifi cantly 
(IRGC  2006 ). Concerning the communication between persons that are profession-
ally involved in the process (scientists, policy makers) and ‘the outside world’, 
another principal function of risk communication is to enable concerned citizens to 
make their own balanced risk-judgment. This means that any person or social group 
affected by risks should be suffi ciently well-informed to make a personal judgment 
of the risks, which meets their own criteria. 

 Thus, the aim of dialogues, engagement and participation events engaged in con-
cern assessment and/or risk communication should be to address fundamental issues 
and characteristics of the risk problem, such as the degree of complexity, the nature 
of uncertainty and ambiguity. High levels of ambiguity require the most inclusive 
strategy for participation since not only directly affected groups but also those indi-
rectly affected have something to contribute to a debate. To translate these rather 
abstract requirements into actual political action remains a demanding task. 

 One of the key problems in developing formats for public participation is that the 
general public – by defi nition – is neither organized, nor can it be represented ade-
quately by self-appointed representatives. To address this problem, a number of 
innovative tools such as consensus conferences, citizens’ juries, focus groups, sce-
nario workshops, etc. which are more dialogue-oriented than the classic forms (like 
exhibiting documents for inspection and providing opportunities to submit com-
ments) and made for more effective participation by non-organized citizens have 
been developed and tested, and numerous experiences regarding the design of par-
ticipatory procedures have been acquired (e.g. Gavelin et al.  2007 ; Hullmann  2008 ; 
Bonazzi  2010 ). 

 Among a set of well-established methods that social science used and uses to 
study perceptions of nanotechnology’s benefi ts and risks within individuals, groups 
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or the society as a whole are quantitative and qualitative methods. Each of them has 
its own pros and cons. Quantitative methods – including surveys which are designed 
to ascertain large and therefore representative datasets as well as experimental 
studies using non-probability samples – for example, allow for testing and revising 
existing hypotheses, and making statements about defi ned groups of people. Typical 
examples are large, standardized polls within a representative sample of a population. 
In contrast, qualitative methods are rather designed to gain insights into individual 
arguments, ideas or values and to explore new aspects of an issue. Thus, they are 
designed rather open (not standardized) to capture even unexpected facts. Beside 
in-depth interviews, focus groups are typical examples of qualitative methods 
(Fleischer and Quendt  2007 ; Fleischer et al.  2012a ). 

 Generally speaking, the landscape of research into perceptions of nanotech-
nology and nanomaterials – and the related concerns – among European citizens is 
somewhat patchy. To our knowledge, representative studies about the familiarity 
with, attitudes towards and perceptions of nanotechnology covering all member 
states have only been performed within three Special Eurobarometer surveys in 
2002, 2005 and 2010. This research has been complemented with a number of 
country studies over the last few years (e.g. BMRB  2004 ; BfR  2008 ). Since these 
surveys have used various methodologies and mostly different questions or different 
question wordings, their results are hard to compare with each other and with the 
Eurobarometer fi ndings. In the following chapters the quantitative and qualitative 
results are discussed separately.  

5.3.2     Quantitative Results: Eurobarometer Survey 2010 

 The most recent – and most reliable – representative data on the awareness, expec-
tations and attitudes of the general public towards nanotechnology in Europe can be 
taken from a 2010 Special Eurobarometer survey on biotechnology (Eurobarometer 
 2010 ). This survey covers a representative sample of the popu lation of the respec-
tive nationalities of the European Union Member States (plus Iceland, Norway, 
Switzerland, Croatia and Turkey), resident in each of the Member States and aged 
15 years and over. The survey was carried out between the 29th of January and the 
17th of February 2010. All respondents were interviewed face-to-face in people’s 
homes and in the appropriate national language. The sample size (usually around 
1,000 respondents per country) permits accuracy (confi dence interval) of ca. ±3 
percent points. The Eurobarometer study allows for comparing public opinions in 
different EU Member and Associated States. It gives some indications of what 
effects public dialogue and engagement exercises may have had on public opinion 
in a particular country prior to the opinion poll (ObservatoryNano  2012 ). 

 Regarding nanotechnology, respondents had been asked first if they had 
ever heard of nanotechnology before. Forty-six percent of Europeans had heard of 
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nano technology, while 54 % had never heard of it. Looking at the  socio-demographic 
data, they show that gender, education and age are factors. Fifty-four percent of 
men (compared to 39 % of women) had heard of nanotechnology. Most likely 
to have heard of nanotechnology were managers (76 %), students (60 %) or 
self-employed people (57 %) as well as persons who left full-time education age 
20+ (68 %) and everyday users of the internet (62 %). Least familiar with nanotech-
nology were house persons (30 %), retired (35 %) or unemployed (38 %) people as 
well as those who left school at age 15 or below (22 %) and non-users of the internet 
(25 %). Forty-one percent of Europeans expected a positive impact of nanotechnology 
on their way of life in the next 20 years, 40 % did not know, 10 % expected a nega-
tive effect and 9 % thought that nanotechnology would have no effect. 

 In order to tap into perceptions of, expectations of and concerns about nano-
technology, respondents were presented ten statements about nanotechnology and 
asked whether they totally agreed, tended to agree, tended to disagree or totally 
disagreed. The statements covered four clusters: perceived benefi t, perceived safety/
risk, perceived fairness/unfairness with regard to distributional equity and worries 
related to unnaturalness. 

 As a general impression at the European level, one third of the respondents 
believed that nanotechnology may do harm to the environment, is not safe to human 
health and is not safe to future generations, respectively. One third expressed an 
opposite view and one third did not know. A more regional perspective showed 
interesting differences: The higher the number of respondents in a certain region 
that had already heard about nanotechnology, the higher the number of respondents 
that didn’t agree that nanotechnology is safe to their health and agreed that nano-
technology would do harm to the environment (Fleischer et al.  2012a ). On this 
highly aggregated level, there seems to be a positive correlation between perceived 
knowledge about and perceived risk of nanotechnology, an observation that has to 
be confi rmed by future in-depth research. 

 Surprisingly, in a number of countries, the percentage of respondents who 
express an opinion about perceived safety/risk of nanotechnology is even higher 
(statistically signifi cant) than the percentage of respondents that have already heard 
about nanotechnology. In other words, the perceptions of some respondents appear 
to be based on factors other than factual knowledge about nanotechnology. 

 A more detailed analysis was provided by Gaskell et al. in an accompanying 
report to the Eurobarometer survey, presenting research from the FP7 project 
‘Sensitive Technologies and European Public Ethics’ (STEPE). They found that, 
across the European public

  the balance of opinion is that nanotechnology is somewhat more likely to be benefi cial than 
not, to be unsafe rather than safe, to be inequitable rather than equitable, and not parti-
cularly worrying (though, equally, not particularly unworrying) (Gaskell et al.  2010 ). 

   They also showed that perceived safety is by far the most infl uential variable on 
overall support of or opposition to nanotechnology, followed by benefi t, worries 
related to unnaturalness and lastly inequity.  
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5.3.3     Qualitative Results: Observations in Public Engagement 
Exercises and in Dedicated Focus Group Studies 

 Additional insights for studying perceptions and concerns related to nanoparticles 
can be gained from the results of qualitative methods. Various participatory  projects – 
like  NANOBIO-RAISE ,  DEEPEN ,  TIME for Nano , German  NanoCare , Austrian 
 Risiko:dialog , Danish Survey of 2004, UK  Nanotechnology, Risk and Sustainability , 
Dutch  Nanopodium , or Swiss  Publifocus ) have included qualitative methods such as 
interviews or focus groups. 

 Only one of the projects that was using qualitative methods was focused expli-
citly on conceptions and concerns regarding MPNs: the focus groups that were 
conducted within the German ‘NanoCare’ project (Fleischer and Quendt  2007 ), 
while the remainder were dealing with nanotechnology in general. Two further 
focus group discussions dealing with MPNs were performed within the NanoSafety 
project (Fleischer et al.  2012a ). Both events focused on getting insights into ideas, 
concepts and associations that citizens had of nanoparticles and nanoproducts. 
A second part of the discussions addressed the participants’ expectations regarding 
political action. 

 During focus group discussions the citizens talked with each other using state-
ments, narratives, comparisons, analogies, metaphors and stories. With these verbal 
tools they expressed only indirectly accessible mental and cognitive constructs like 
concerns, perceptions, opinions and expectations. Furthermore, underlying reasons, 
rationalities but also individual emotional reactions and feelings were expressed. 

 The vast majority of people still have little or no idea of what nanotechnology is 
or about its possible implications. Despite this, members of the public have already 
expressed similar concerns to those associated with other technologies perceived as 
being risky, particularly around governance structures and corporate transparency. 
Many citizens were astonished about the broad scope, spectrum and extent of ‘nano-
products’ already available. Many discussants arbitrarily mixed their terminology 
and used nanoparticles, nanotechnology and sometimes also ‘nanoproducts’ quasi 
synonymously. 

 The different concerns and expectations of the participants were motivated by 
special individual contexts and could be linked to concrete needs and intentions. 
The statements during the events of different qualitative methods were grouped 
according to the following main dimensions. 

 Regarding  human health , improvements in disease prevention, early disease 
detection or medical treatment were expected. The participants hoped to benefi t 
from improved medicinal applications (nanomedicine). Thereby, they were con-
cerned about potentially adverse health effects (mainly due to inhalation) of MPNs, 
the entry of MPNs into the human body due to their very small size and scientifi c 
uncertainty regarding the behaviour of nanoparticles in the human body as well as 
uncertainties with regard to risk assessment. 

 Improvements due to MPN applications were expected for the  environment , such 
as effects on pollution prevention and remediation, also energy conservation, 
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 effi ciency gains in production due to miniaturization effects, cleaner manufacture 
with fewer emissions and less waste. Nanotechnology-based environmental tech-
nology applications like devices for waste water treatment were expected to bring 
benefi ts as well as the substitution of classical hazardous chemicals. However, the 
participants were concerned about uncontrolled release of MPNs into the environ-
ment, their possible occurrence in ground water, in air and their possible enrichment 
in the food chain. They worried about life-cycle impacts like energy and resource 
intensive manufacturing, problems in the recycling and disposal phases, especially 
considering disposal and behaviour in wastewater treatment. 

 Asked for their  acceptance  of MPNs, the citizens were less reluctant to the use in 
medical applications, cosmetics and other sectors. They appreciated consumer and 
household ‘nanoproducts’ increasing convenience in daily lives. The contribution to 
the progress of medical applications and the possible substitution of chemicals of 
concern was stated as an advantage, too. Nevertheless, they argued that due to the 
lack of knowledge, a reasonable balancing of opportunities versus risks is not pos-
sible. Citizens were concerned about the transparency of communication, credibility 
and trust in companies that bring ‘nanoproducts’ into the market. They refused the 
application of nanoparticles in the food sector. In general, every manipulation and 
deviation from natural growth was met with scepticism and even suspicion. 

 Moreover, the participants stated that  research  on MPNs and their risks should 
be organized and performed by international, independent authorities, by universi-
ties, or state-run institutions. They voted for an increase of funding for safety 
research. 

 Concerning  ethical and social aspects , the participants were worried about the 
expensiveness of nanotechnology and thus limiting access for those who could ben-
efi t the most (unequal access), widening the divide between the industrialized and 
the developing world. Concerning privacy issues, they stated that the collection of 
increasingly sensitive data in medical diagnostics is likely to raise serious questions 
about information provenance and distribution, and that convergence with informa-
tion and communication technology could result in possible threats to civil liberties 
from increasingly advanced surveillance capabilities, enabled by nanotechnologies. 
Moreover, the participants were concerned about subsequent developments that 
may be as much in the hands of users as the innovators and could be used in ways 
not originally intended. The complexity of the product life-cycle of nanotechnology 
applications may make it diffi cult to establish a causal relationship between actions 
of a company and any resulting impact. Thus, questions about suffi cient liability 
frameworks were raised. 

 Regarding  regulation and control  issues, the participants were concerned whether 
existing regulatory regimes are robust enough to deal with nanomaterials, or whether 
new regulation is required. The right balance between a responsible development 
and safe use of nanomaterials were important for them. Like other emerging 
technologies that are closely linked to basic scientifi c research, nanotechnology 
generates intellectual property that is perceived as valuable and thus should be 
protected by patents. There is an obvious trade-off between the various laws, regu-
lations, and treaties that govern the relationship between the public good and the 
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protection offered by patents, they felt. The most important measure suggested by the 
 participants in focus groups was the labelling of ‘nanoproducts’, which serves as a 
basis for deliberation and choice as well as to obtain additional information on their 
use, risk and appropriate disposal. But they also agreed that the consumer needs 
information ahead of a purchase decision: information about the (potentially) hazardous 
nature of a nano-ingredient enables the consumer to interpret the label and allows a 
risk-benefi t consideration. Several participants were worried about the safety of 
consumer pro ducts and the lack of concrete regulations. Few citizens explicitly 
demanded a defi nitive ban (moratorium) of all ‘nanoproducts’. Other participants 
thought of the possibility to subject ‘nanoproducts’ to a (governmental) authorisation 
after they were proven to be harmless. They concluded that an authorisation process 
and the obligation of long term studies would make a moratorium unnecessary. 

 The various aspects of concerns and perceptions found in our analysis of the out-
comes of qualitative methods support, deepen, and refi ne the fi ndings of quantitative 
surveys (like in the Eurobarometer survey), especially with regard to the possible 
harm to health and the environment and safety aspects. Further concerns deal with 
the trustworthiness and credibility of information and measures and desired 
communication requests. In connection with quantitative results they allow for an 
improved assessment of the concerns – and their basis – within the general public. 
They also support the fi ndings of Gavelin et al. ( 2007 ) who analysed and discussed 
the results of dialogue projects dealing with nanotechnology in general, like 
 Nanologue  or  SmallTalk . Gaining and maintaining public trust under conditions of 
scientifi c uncertainty seems to be the key element of the debate on perception and 
acceptance of nanomaterials. Openness and transparency are factors that have proven 
to be helpful in achieving this objective. Gavelin et al. found that the general public 
supports nanotechnologies that are linked to a wider social good and that it is con-
cerned about known and unknown risks as well as the ability of the government and 
private sector to manage those risks. The public calls for more open decision- making 
about nanotechnologies. Risk communication strategies should enable a two-way 
communication. A transparent discussion should make available to the public 
informed opinions about scientifi c aspects, including risks and benefi ts, provide 
clear and transparent descriptions of the regulatory and funding approaches, furnish 
information on who has the responsibility to regulate and support nanotechnology 
(Gavelin et al.  2007 ).  

5.3.4     Positions and Concerns Expressed by Stakeholders 

 Besides the necessity of taking into account public perception and social concerns 
also the interests and concerns of organized stakeholders have to be considered. The 
various stakeholders that have taken a position in the negotiation around ‘nano’ 
could be divided into the main groups of civil society organisations (CSO), industry 
and academia. CSO themselves include consumer groups, trade unions and envi-
ronmental groups. In publications, stakeholder dialogues and presentations pick up 

T. Fleischer et al.



91

the main concerns expressed by members of the groups they represent, and cluster 
the various aspects. They formulate requests and recommendations for further 
hand ling of risk and improvement of governance procedures, considering the 
concerns raised. The main focus of stakeholder dialogues is the risk governance of 
engineered nanomaterials including their regulation. For consumer products, there 
is most discussion on nano-ingredients in food, cosmetics and other household 
products. Labelling and transparency are core issues next to safety. Stakeholder 
involvements tend to be on an invitation based on expertise and representativity 
(ObservatoryNano  2012 ). In Table  5.1 , we have attempted to summarize the posi-
tions of the three stakeholder groups.

5.4         Contributions of Concern Assessment 
to Risk Governance 

 Finally, the question remains how the results of concern assessment, which bear 
controversies and potential confl icts, could be intertwined with the procedures of 
political decision-making and risk governance. 

   Table 5.1    Summary of the most prominent positions of different stakeholder groups on the main 
issues in the ‘nanodebate’   

 CSO  Academia  Industry 

 Call for an increase of safety 
research and (partial) 
moratorium for the 
marketing of certain 
products. 

 Call for an increase of 
research funding. 

 Development of risk assessment 
approaches and safe handling 
guidelines. 

 Call for mandatory measures 
including a general 
labelling obligation and a 
harmonized traceability 
system. Some even call 
for a (temporary) 
moratorium. 

 Support for defi nition that is 
based on a defi ned 
narrow size scope with 
conditional exceptions 
(inclusion of aggregates 
and agglomerates). 

 Call for a broader scoped 
defi nition with regard to 
size, also including 
aggregates and 
agglomerates. 

 Support voluntary measures like 
codes of conduct and guidelines 
for safe handling. Case by case 
decisions and assessment by 
scientifi c agencies that consider 
e.g. application conditions may 
be appropriate instruments. 

 Foster dialogues involving 
all stakeholders for 
equity of decision- 
making and public 
participation. 

 Support dialogues involving 
all stakeholders. 

 Foster stakeholder dialogues – but 
public ‘participation’ only with 
an informative character. 
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  The fi rst step is to choose a suitable and adequate method and to interpret the 
outcome and the gathered data carefully and with caution.  

 Large surveys – like this Eurobarometer study – usually ask about statements 
regarding nanotechnology in general. It remains unclear to which part of the multi-
faceted concept of nanotechnology the respondents in these surveys refer and how 
these answers can be related to the more specifi c perceptions and concerns with 
regard to MPNs. On the other side, research using qualitative methods shows that 
most laypeople do not clearly discriminate between nanotechnology and nanomate-
rials. More often than not, they link risks of nanotechnology to the application of 
nanomaterials in various products and areas, therefore ‘nanotechnology’ could be 
read as a synonym for ‘nanomaterials’ within this context. In general, quantitative 
methods ask for existing and already formed opinions and attitudes, which are sim-
ply considered as static cognitive entities already located in individuals. Depending 
on personal priorities with respect to each application the responses to general 
questions vary from survey to survey and it is still unclear how attitudes on a single 
application infl uence the appraisal of nanotechnologies in general (Renn and Grobe 
 2010 ). In addition the responses vary with the concrete wording of the questions. 
For example defi ning the subject can prime the survey respondents. 

 Interpreting the results of qualitative concern assessment methods – such as 
focus group discussions – is also challenged by a complex system of dependent 
and infl uencing factors like concerns, perceptions, trust, acceptability, attitudes 
and opinions. Furthermore, some of these factors like attitudes and opinions tend 
to be fragile and volatile. The participants’ statements about the acceptability of 
‘nanoproducts’ in the focus group discussions indicated that attitudes and accep-
tance are diffi cult to be achieved and depend on the individual case. Experience 
shows that it would be overly optimistic to expect people to report insightfully on 
what is truly important to them or to assess what the factors are that infl uence their 
judgments and decisions. In addition, most of the qualitative methods are dynamic 
processes and events. People’s talks, the exchange of information, hearing the 
perceptions and expectations of others led some participants to rethink their 
initially voiced positions, to formulate other, alternative statements and expectations. 
It became obvious to the observers that opinions cannot simply be considered as 
static cognitive entities already formed and located in individuals waiting to be 
‘excavated’ by smart moderators. Many of them were formed no earlier than in 
the processes of interaction with other participants during the discussion (Myers 
 2005 ). This may be part of the explanation why the outcomes of focus groups on 
nanotechnologies have, so far, led to divergent fi ndings. The drawbacks are based 
on answers, sensibilities and interactions at a point in time and challenge the inter-
pretation of the results (Berube et al.  2011 ). 

 Thus, methods for concern assessment, especially qualitative methods, can  provide 
no more – and no less – than fi rst insights into people’s perceptions, conceptualizations, 
associations and expectations regarding future technologies. With regard to risk 
governance their value is informational rather than instrumental. Their results can 
broaden the perspective of the various actors, but they do not allow for a simple 
delineation of governance strategies. In spite of these limitations, a number of obser-
vations can be considered for further risk governance issues (Fleischer et al.  2012b ). 
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 One example is the diffuse terminology of ‘nano’, which could not only be 
observed among laymen, but can also be consistently found among scientists,  science 
communicators and regulators. Participants in focus group discussions used a 
number of metaphors in trying to better understand the content and the implications 
of nanotechnology (Davies  2011 ). In addition, a number of participants used mental 
short cuts or heuristics to conceptualize the unknown ‘nano’ terminology. For example 
they connected it to the more familiar natural-artifi cial dichotomy. When participants 
interpreted ‘nano’ as something new, artifi cial, they were much more sceptical about 
the implications of its production and use. Heuristics serve as a kind of information 
fi lter and are infl uenced for example by affect, values and beliefs. These kinds of 
‘qualitative’ judgments differ from expert judgements using empirical assessment 
data, logical rules or probability aspects. Thus, they might shape discussion processes 
and their outcome differently from expert discussions. This fi nding may support the 
observation that the public’s struggle with understanding science and new technologies 
does not necessarily emerge from a science knowledge defi cit or a lack of techno-
logical literacy but rather emanates from existing personal belief predispositions and 
value systems that new technologies may change (Berube et al.  2011 ). 

  The second step for including concern assessment into the entire risk governance 
process is the ‘translation’ of the results into recommendations and concrete measures.  

 For many laymen, the concept of risk was related to the context of the application 
of nanoparticles rather than to the nanoparticles themselves. While people were 
sceptical about using nanoparticles in food, they were less critical about using them 
in controlled industrial environments and articulated a certain hope for using them in 
medicine as tools for new therapies. This could also mean that risk governance should 
not predominantly address nanoparticles as such but their application in different 
contexts – both regulatory approaches and risk communication have to address the 
context dependence of risk perception more specifi cally. 

 The participants of the focus group event within the STOA-project deliberated, 
discussed and assessed various regulatory instruments that the organizers con-
sidered to be potentially useful for risk governance of nanomaterials. Most of them 
were not discussed separately but rather as a combination of different measures 
that complement one another. In the discussion, broad consensus developed that 
labelling of products containing nanoparticles serves as a basis for deliberation and 
choice. Many participants appeared to have a ‘coupled expectation’ on risk gover-
nance actors. They saw the government and the consumer organizations in the role 
to oversee developments in products containing nanoparticles. At the same time, 
participants expected to be suffi ciently informed about the potential risks of 
nanoparticles and about products containing them in order to make informed 
choices. Although or even because the participants in focus group discussions knew 
very little about nanotechnology, their claims became very clear. Independently 
from their different attitudes, their request as citizens and customers for clear and 
unbiased information coming from actors involved in risk governance was com-
mon. There was almost no trust in research results from industry. One might argue 
that oversight and building trust on the one hand and information and labelling 
on the other, are not alternatives, but merely complementary strategies for risk 
governance (Fleischer et al.  2012a ,  b ). 
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 A variety of participation events attempted to develop new forms of direct 
democracy in decision-making on science and technology. These upstream or 
midstream public engagement projects had only temporary success, but had so far 
not led to noticeable change and impacts on decision-making. On the other hand, 
public engagement in priority-setting on funding projects is widely regarded as a 
successful application (ObservatoryNano  2012 ). 

 In addition to public participation, stakeholder dialogues too can offer know-
ledge that is valuable for assessing risks and the possible approaches to managing 
them. But it is important that it is not the task of stakeholders at the appraisal stage 
to deal with normative questions like the tolerability of the risk or risk management 
options. By gathering information on the potential for public scepticism or social 
confl ict in addition to experiential and practical stakeholder knowledge, concern 
assessment could help to identify social impacts and distinguish areas that require a 
more detailed analysis. In this context, concern assessment is an important part of 
an explicit interdisciplinary process of knowledge production. 

 The inclusion of scientifi c risk-based assessment and concern assessment in one 
framework could be seen as a new paradigm in the debate about the roles of sound 
science and precaution in decision making. By building into conventional risk 
analysis soft issues such as societal values, concerns and risk perceptions, as well as 
by looking into the interactions between various actors, such an integrated frame-
work can lead to a better - balanced risk governance.     
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6.1            Some Preliminary Remarks 

 The high hopes and the equally important incertitudes surrounding  nanotechnologies 
require bioethics to examine new ways to address the ethical issues arising from 
their applications. These applications are debated between those who consider the 
novelty of these technologies in both techniques and ethical issues, and others who 
disagree on the need to have a specifi c bioethical rethink, considering nanotechnol-
ogy novel only as far as its technical meaning, that is technology itself. In the fi rst 
case we speak of  nanoethics . 

 According to others, the diffi culty to shape a more uniform bioethical refl ection 
on the matter is due to the extreme but extraordinary possibilities which might stem 
this fi eld, like the drexlerian molecular nanotechnology: nanoscale assemblers able 
to self-replicate. This idea has generated two different directions of viewing this 
issue that Gordijn expresses as follows: ‘Optimistic visionaries predict truly utopian 
states of affairs. Pessimistic thinkers present all manner of apocalyptic visions. 
Whereas the utopian views follow from one-sidedly focusing on the potential ben-
efi ts of nanotechnology, the apocalyptic perspectives result from giving exclusive 
attention to possible worst-case scenarios (Gordijn  2005 ).’ 

 It is evident that some issues are common to many technologies, but others, 
instead, are specifi c to nanotechnologies because of the specifi c characteristics of 
these technologies. Implications on privacy (generated by the production of nano-
chips for medical care, for example), the ethics of research, the risk-benefi t ratio and 
issues of distributive justice certainly belong to the so-called “old” issues, which are 
issues already known in bioethics, leading some authors to speak of ‘old ethical 
wine in new technological bottles (McGinn  2010 ).’ From this point of view, 
 nanotechnologies do not give rise to qualitatively new ethical issues. To this extent 
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it would be more justifi ed to talk about ‘ethical issues related to nanotechnology in 
society.’ Bioethics already faces all these issues, according to those sharing the the-
sis of their non-novelty, as far as they concern technology more in general terms, 
like internet technology and the issue of using web services correctly. 

 The opinion may be shared that these ‘old issues’ do not represent qualitatively 
new issues, generated only by nanotechnologies, and that they would rather require 
stronger legislative policies. There is more than that, however. For instance, accord-
ing to Allhoff, ‘there are already risks in treatments and there is no good reason to 
think that the risks of nanosurgery are any higher than the risks typical of conven-
tional medicine (Allhoff  2009 ).’ Therefore, assessment is here part of the broader 
risk assessment that already exists in clinical practice. 

 As stated above, some issues are common to all technologies and it is plausible 
that nanotechnologies may, in that case, “reinvigorate those ethical issues”. Let us 
take an example: the doctor-patient relationship and the shift towards the home-care 
technology. The extreme use of technical devices and products can certainly be ethi-
cally justifi ed by their benefi ts: it is evident that medical competence involves more 
and more technology both in the case of nanotechnologies, and in many other tech-
nologies. Patients are becoming more autonomous and too much technology may 
reduce personal interaction with the doctors. This situation, while legitimately 
searching for less invasive solutions which would be more effi cient for healthcare, 
risks progressively narrowing the purpose of medicine and also shifting responsibil-
ity to the patient. It also raises questions about the interpretation of the results of 
self-tests and their impact on the patient. Nanotechnology will act as an impulse for 
developments in this direction, contributing to strengthening such issues in favor of 
a more rigorous ethical discussion (Spagnolo and Daloiso  2009 ). 

 Regarding the concept of risk, it has been shown that it is diffi cult to calculate for 
nanomaterials, because the physical laws governing nanoscale are peculiar, while 
materials at a bigger scale have well-defi ned criteria for measuring, for example, 
their toxicity. 

 The problem lies in interpreting the concept of  nanoethics : those who do not 
believe in the need of a specifi c bioethics for nanotechnologies base their belief on 
the fact that there are no changes of values and that nanotechnologies, therefore, do 
not require the introduction of new ethical principles. 

 Nanoethics does not aim at introducing new principles, but at providing a very 
specifi c assessment of nanotechnology, without addressing general bioethical con-
cerns (Spagnolo and Daloiso  2009 ). For those sharing the need of nanoethics, nano-
technologies are so peculiar and specifi c in their extents that issues must be treated 
and evaluated differently within nanotechnologies themselves. To be more specifi c, 
‘the ethical profi le of nanoparticle-based cancer treatments diverge substantially 
from that of nanomaterials in artifi cial joints, nanobioengineering of tissues, nano-
engineered surfaces for brain-machine interfacing, nano-enabled information trans-
mission, and engineered synthetic molecules and molecular systems to supplement 
the immune system. They have different objectives, pose different risks (and distrib-
ute them differently) […] have different social implications, and raise different 
 concerns (e.g. regarding privacy, informed consent, or playing God)’ (Sandler  2009 ). 
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 Among those who share the opinion of a dedicated ethics for nanotechnology, 
Moor and Weckert ( 2004 ) remain in the impasse between for and against nanoethics. 
They are considered by the author as a ‘nascent but an important concern’  suggesting 
at the same time the inadequacy of referring to neither the  ethics-fi rst model  nor the 
 ethics-last model . In the fi rst case, one runs the risk of misleading by disregarding 
most of the risks associated to applying nanotechnology because the technology 
itself is in its infancy. In the second case, the ethical evaluation could come too late, 
when damage has already been done. 

 Therefore it seems clear that the key elements of nanotechnologies represent the 
bases for a specifi c and detailed bioethical refl ection. In our opinion, favoring nano-
ethics could be summarized as follows: nanotechnologies make it diffi cult to  identify 
a systematic toxicological risk assessment of nanomaterials and nanoproducts. As 
far as exposure and toxicity are concerned, the mechanism through which nanopar-
ticles enter the human body and the sites where they move or deposit are only par-
tially known, while many others remain unknown. Concerning the dimensions and 
properties of nanoparticles, their capacity to self assembly, the impossibility to 
defi ne the entity of possible damages for the human body, the diffi culty on determin-
ing the distribution within the body of nanoparticles, are all features pertaining to 
nanotechnologies and therefore generate specifi c ethical issues. 

 The lack of a consensus regarding their novelty has consequences, not only in 
determining this assessment itself but also, and even more, within clinical trials that 
represent among the medical application of nanotechnologies one of the most 
attractive. Here, in fact, these technologies promise to speed up the discovery of 
new drugs and novel therapeutical agents. 

 The European Group on Ethics in Science and New Technologies (EGE) pro-
posed a series of questions surrounding nanomedicine that should also be distin-
guished according to their short, medium and long term use. Furthermore, according 
to their specifi c use, applications can be considered as either therapeutic or non 
therapeutic. Consequently, the introduction of nanotechnologies in medicine might 
lead to the reformulation of the distinction between health and disease. According 
to the EGE ( 2007 ) the questions are the following:

•    How should the dignity of people participating in nanomedicine research trials 
be respected?  

•   How can we protect the fundamental rights of citizens that may be exposed to 
free particles in the environment?  

•   How can we promote responsible use of nanomedicine, which protects both 
human health and the environment?  

•   What are the specifi c ethics issues such as justice, solidarity, and autonomy that 
have to be considered in this scientifi c domain    

 As far as clinical practice is concerned, the EGE identifi es some possible diffi -
culties in meeting the requirements regarding the confi dentiality of patient data and 
data protection that are established by the international guidelines on human 
research (“since such data may be used by many different specialists”). In this 
 context, a particular challenge is the informed consent. Here, as stated by the EGE, 
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the gap between the possibilities of new diagnoses and the diffi culty to interpret 
their results may have consequences on the informed consent in so far as this 
requires the subject of the consent to be understood. But regarding the introduction 
of nanomaterials or employing nanoparticles, the question is: “how is it possible to 
give information about future research possibilities in a rapidly developing research 
area and to make a realistic risk assessment in view of the many unknowns and the 
complexities?” 

 In this situation, ERCs can play a fundamental role.  

6.2     Ethics Research Committees (ERCs) 

 Biomedical ethics research committees (ERCs) can be defi ned as independent 
 bodies made up of people with various fi elds of expertise, including medical and 
scientifi c, as well as those who are responsible for ensuring that the biomedical 
research projects involving humans conform to the principles of biomedical research 
(Foster  1998 ). 

 The need of a formalised ethical review of biomedical research derives from the 
fact that experimentation is a moral experience that deeply worried people during 
the second half of the twentieth century. The creation of the ERCs derives from the 
need to prevent abuse of human beings: however, neither the Nuremberg Code nor 
the fi rst version of the Helsinki Declaration in 1964 mentioned a reviewing commis-
sion. As noted by Spagnolo, in both of these documents the researchers were made 
responsible for the protection of the health and rights of the subjects involved in the 
research (Spagnolo  2004 ). 

 The formalised ethical review of research by “ethics commissions” followed two 
different paths: in the United States through the statutory system, providing for a 
codifi ed, federal, legal establishment of these independent committees; in the 
European territory through a non–statutory system where guidelines instead of laws 
provide such indications. So unlike the American system of ethical reviews of 
research, controlled by federal regulation, the European system (particularly in the 
United Kingdom) sees the constitution of ERCs as the result of an initiative of the 
professional societies and not of regulations from the authorities. In the United 
States, the term “ethics committee” is generally used for a committee established in 
a hospital and it provides ethical consultation for clinical practice as a bedside sup-
port for clinical decision-making. 

 As far as the international bodies are concerned, the development of the ERCs 
also started in a non statutory-system. The fi rst we will mention is an international 
document by a committee for reviewing research: the Helsinki Declaration at the 
World Medical Assembly, which was revised in Tokyo in 1975. It established that 
“the project itself and the carrying out of every phase of human experimentation has 
to be clearly defi ned in an experimental protocol that has to be subject to an 
 independent committee specifi cally nominated for that purpose (Declaration of 
Helsinki  1975 ).” 
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 Today the role of the ERCs has been envisaged by all the international guidelines 
concerning human experimentation and it is considered essential for this purpose. 
Its activities have always been dedicated to trying to guarantee that clinical and 
scientifi c research, which is itself a positive value that should be encouraged, does 
not turn against the subjects directly involved, who also contribute to the research in 
a fundamental way, and that it complies with a series of requirements regarding the 
judgement of its ethicality. 

 The ERCs are an ethical guarantee to protect the safety, integrity and rights 
involved in the experiments and to avoid scientifi c and economic abuse from occur-
ring. They are also a legal guarantee because their reviewing activities are acknowl-
edged in national and international rules and regulations. In fact, this kind of guarantee 
also has a fundamental value as well as positive and heralding repercussions for the 
quality of clinical research and for the quality of each experimentation. 

 The European Union, alongside the United States and Japan, intended to achieve 
this double aim in 1996 with the guidelines from the International Conference of 
Harmonization – Good Clinical Practice (ICH-GCP  1996 ). The aim was to promote 
the development and quality of clinical research using available resources in the 
best way and to guarantee the safety and protection of the rights of the subjects tak-
ing part. 

 Therefore the ERCs are called to perform a fundamental function, fi rstly, for the 
good of the subjects involved, secondly for the society and thirdly for biomedical 
progress. They are called to do this through even greater operative effectiveness. 

 The ethical evaluation of an experimental protocol involves providing an opinion 
on the rights of the subjects in terms of their physical, psychological and moral 
integrity. It involves providing an opinion on the principle of fairness and equal 
opportunities as well as the rights of the people who have access to the institute for 
assistance and who may suffer the consequences. It also includes providing an opin-
ion on the right of the physician involved to carry out his main duty as a therapist.  

6.3     The Aspects of the Informed Consent Within 
Nanotechnology Clinical Trials as a Challenge 
for the Ethics Research Committees 

 The pair “information-consent” in clinical trials is an element that cannot be  forgotten 
and is still decisive. Let us think of the fi rst document that made its necessity offi cial, 
the Nuremberg Code: “The voluntary consent of the human subject is absolutely 
essential (art. 1).” This affi rms at the same time the necessity to give “suffi cient 
knowledge and comprehension of the elements of the subject matter involved as to 
enable him to make an understanding and enlightened decision.” The latter element 
requires that “before the acceptance of an affi rmative decision by the experimental 
subject, they should make him aware of the nature, duration, and purpose of the 
experiment; the method and means by which it is to be conducted; all inconveniences 
and hazards reasonable to be expected; and the effects upon his health or person 
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which may possibly come from his participation in the  experiment.” The  information 
represents a key-element within the Guidelines for Good Clinical Practice (GCP, 
European Commission  1991 ), where they underline the need to give the opportunity 
for the subjects participating in clinical research to become informed on the details 
of the trial (1.9): aim, benefi ts, risks of the study (1.15), information that has been 
made much clearer in the guidelines’ recent version of 1996 (art. 4.8). It reaffi rms, 
with greater emphasis, the need to refresh the informative schedule anytime new 
information decisive for the consent becomes available (EMEA  1996/2002 ). 

 The informed consent has then a special meaning with a decisive ethical and, to 
a lesser extent, medical-legal value: it is a voluntary agreement to participate in 
clinical trials based on the understanding of the objectives, risks and possible ben-
efi ts of the research. Due to the nature of the research, the experimental fi eld is 
characterized by much more grey-zones than clinical praxis. This is so that one 
could ask the subject undergoing clinical trial to expose himself to situations – both 
therapeutic and non-directly therapeutic for him – where the anticipation of possible 
risks and benefi ts is diffi cult, also for the researchers as they lack the information 
they need. 

 Nanotechnologies seem to fi t well within these complexities due, above all, to 
the diffi culty to currently assess their risk. So, the informed consent may lose the 
link to the effective understanding of risks associated to nanoparticles (that are, in a 
large part, not known due to the various properties of these particles that depend on 
many factors: size, shape, chemical composition and so on). It also depends on the 
expectation that society has invested in these revolutionary technologies, a hope that 
often exceeds the foreseen benefi ts.  

6.4     Toxic Potential of Nanoparticles and Informed Consent 

 Many studies assessing the toxicity of nanoparticles are still ongoing: while some of them 
have found the cause of particle toxicity (Oberdörster  2001 ; Oberdörster et al.  2005a ), 
others have shown a close relationship between particle toxicity and particle shape so that 
the toxicity depends on the modifi cation of the surface (Hoshino et al.  2004 ). 

 If one can say that biological interactions and the toxicity effects of nanomateri-
als cannot always be proven, then when they would occur is similarly not foresee-
able. Furthermore, according to the scientifi c literature, the adverse affects on 
human health that are caused by the physical-chemical properties of nanoparticles 
also relate to exposure, in other words to the mechanisms through which nanopar-
ticles enter the human body (inhalation, skin contact, ingestion and others) and sites 
where they move to or deposit, and, as a consequence, determine their toxicity 
(Hoet et al.  2004 ; Gwinn and Vallyathan  2006 ; Oberdörster et al.  2005b ). 

 The same characteristics that make the usage of nanoparticles, nanomaterials and 
nanoproducts so favorable, raise many doubts. First of all, the very small size of the 
particle raises doubts due to the fact that this particle can easily enter the human 
body. This would allow for the minimally invasive administration of drugs and, at 
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the same time, would reduce the dosage of those administered. The effect would be, 
in fact, greater than that of the traditional administration and with less collateral 
effects. On the other hand, this trait may cause toxicity. As proven by many researchers, 
the behavior of materials is not foreseeable at the atomic level because of the reduction 
in size of the phenomena intrinsic to the nanometer scale, such as quantum physics and 
interface phenomena. It has been particularly demonstrated that at this size, particles 
or materials which are generally not very active, are toxic (Borm and Müller-Schulte 
 2006 ; Borm et al.  2006 ). This behavior seems to be related to, among other factors, the 
incremented surface to mass ratio: nanomaterials have a larger surface than the same 
mass of materials produced in a larger form. This can make materials more reactive 
extending the effects of toxicity (2nd International Symposium  2005 ; Oberdörster 
et al.  2005a ). For example, experimental studies on animal-based research (rats), 
using nanomaterials, have shown that at equivalent mass doses, insoluble ultrafi ne 
particles are more potent than larger particles of similar composition causing pul-
monary infl ammation, tissue damage, and lung tumors (Oberdörster et al.  2005a ). As 
noted by researchers, the consequent increased biological activity changes according 
to the modifi cation of the physico-chemical structure of the particle and, for this 
reason it may produce positive and desired effects because it can produce an incre-
mented antioxidant activity. It can also make cells enter the organism, avoid natural 
defences and move to organs and tissues allowing a targeted distribution of drugs, 
but, on the other hand, it can be negative and undesired: this is just the case of the 
greater toxicity shown by the individual properties of these materials, causing oxida-
tive stress (free radicals, death of cells) (Scenhir  2005 ; Migliore et al.  2010 ). 

 Nevertheless, in this already complex situation one should remember that the 
effects (Shvedova et al.  2003 ;    Kipen and Laskin  2005 ; Lam et al.  2004 ) depend on 
the chemical properties of nanoparticles and not on their dimensions (Oberdörster 
et al.  2005a ,  b ; Whareit et al.  2003 ). 

 Although all studies on nanoparticles and nanomaterials’ toxicity are increasing, 
they are still not suffi cient and, as a consequence, it is not possible to concretely 
assess the risks associated to these particles. It seems that the current methods of 
assessment of risks, which are commonly used, may be not adequate to the charac-
teristics of nanostructures, in particular with reference to their biological activity. 

 As already underlined by Resnik and Tinkle,  in vivo  clinical trials on animals 
will have signifi cant limitations because of the different reactions that human and 
animal models exhibit to the exposure of substances or materials as well as to the 
different distribution, absorption and elimination of these materials by the organ-
isms: what might be non- toxic to an animal, with a low concentration exposure, 
could be toxic to a human and vice versa (Resnik and Tinkle  2007 ). 

 Other important questions, that up to now have remained unanswered, relate to 
the long term affects, which are diffi cult to be predicted and monitored. 

 This incertitude comes to be more signifi cant with regard to clinical trials, par-
ticularly regarding the informed consent. It is very diffi cult to explain to subjects 
participating in the trial, the meaning of the risk they could run when the risk and 
the way to manage it has not been yet defi ned. This situation may call for greater 
care in the informed consent (Marchant and Lindor  2012 ). Despite the uncertainty 
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of this risk, one should minimize and limit it while defi ning benefi ts, taking into 
account that, at present, the long term effects of nanomedical products, nanothera-
pies (Bawa and Johnson  2008 ) are equally unknown. Furthermore, this already dif-
fi cult situation becomes more diffi cult still because as has been noted (Resnik and 
Tinkle  2007 ), clinical trials using nanomaterials will be limited:  in vivo  trials on 
animals may show different reactions to nanomaterials than those foreseeable in 
humans. This is due to the different distribution that the substances may have in the 
organisms and due to their absorption. In this way, it will be very hard to make the 
qualitative and quantitative assessment of risks.  

6.5     The Role of the ERCs in Reviewing Nanotechnology 
Clinical Trial Protocols 

 Taking advantage of the criteria for the institutional review board (IRB  2005 ), 
according to which one can delegate the board to determine the following:

•    risks will be minimized  
•   risks will be reasonable in relation to expected benefi ts to the subjects or 

society  
•   provisions for data and safety monitoring will be adequate  
•   informed consent will be properly sought and documented  
•   selection of subjects will be equitable  
•   protections for vulnerable populations will be adequate and fi nally privacy and 

confi dentiality will be protected before approving a clinical trial   

it is possible to shape a role for Ethics Committees for human experimentation 
within nanotechnology clinical trials. 

 In the complex relationship between risks and benefi ts, the ERC may play a 
key – if not decisive – role because it is the public guarantor of the respect of the 
rights and the welfare of subjects while they contribute to more knowledge about 
human health by participating in clinical trials, defi ned as “any systematic study on 
medicinal products in human subjects” (EC, GCP  1991 ). The ERC has the ethical 
responsibility to verify the ethical justifi ability and the validity of the information 
held in the information schedule or the completeness of the information itself and in 
the acquirement of the informed consent, as stated by the GCP. In this perspective, 
the ethical and scientifi c evaluation of an experimental protocol means a judgment 
with reference to the respect of human life and physical, mental and moral integrity. 
The document sets out in detail the way through which the ERC should verify the 
security, the integrity and the respects for human rights of the experimental subjects: 
the ability of researchers, the adequacy of structures, the rationale, the adequacy of 
the protocol, criteria of inclusion in the study. In particular, the ERC defi ned in the 
document as “an independent body constituted by medical professionals and non- 
medical members” must consider the elements listed in Table  6.1 .
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   Bearing in mind that clinical trials are an important means to discover new drugs 
and improve tools for prevention, diagnosis and treatment, when ethically con-
ducted, they represent not only a benefi t for the person but, at the same time, they 
underline the importance of science. That is to say that the Ethics Committees for 
biomedical research must safeguard: the respect for the autonomy and the physical 
and mental integrity of the subjects; the scientifi c value of that research in the light 
of the progress; the equity in the allocation of the resources. 

 Because most of the nanotechnology research is conducted to discover drugs to 
cure tumors, when it comes to clinical trials the role of the ERC becomes extremely 
important: it must verify that the chosen methodologies are the most adequate for 
the aims of the protocols. For this reason, the ERC should verify the risk to be 
assessed in terms of probability, magnitude and duration and verify the identifi ca-
tion in the protocol of all those elements that may infl uence the risk. Finally, this 
Committee has to make sure that any identifi ed risk be associated to measures to 
prevent, minimise and monitor such a risk as much as possible: determining the 
levels of risk and the associated potential benefi ts will guarantee the protection of 
the subjects. 

 In the present search for “nanotechnology” situation, where the “fi rst” clinical 
trials are under way (  www.clinicaltrials.gov    ) or showing the fi rst results (Davis et al. 
 2010 ), taking into account also the FDA approval of a nano-based drug in 2005, it 
is opportune for the ERC to give greater attention to the risk-benefi t relationship to 
make sure that this relationship will not be intrinsically unfavorable for the trial sub-
jects. In doing this, particular attention should be given to the informed consent and 
to the capacity to give a really well informed and effective consent, bearing in mind 
that the consent may be infl uenced by the seriousness of an illness. 

 As stated by the GCP, the object of this information regards:

•    The aim of the experimentation;  
•   The potential benefi ts;  
•   Explanation of possible risks and inconveniences;  

   Table 6.1    Elements considered by ERC   

 The suitability of the investigator for the proposed trial in relation to his/her qualifi cations, 
experience, supporting stuff and available facilities 

 The suitability of the protocol in relation to the objectives of the study, its scientifi c effi cacy, i.e. 
the potential of reaching sound conclusions with the smallest possible exposure of subjects, 
and the justifi cation of predictable risks and inconveniences weighted against the anticipated 
benefi ts 

 The adequacy and completeness of the written information to be given to the subjects 
 The means by which initial recruitment is to be conducted and by which full information is to be 

given and by which consent is to be obtained 
 Provision for compensation/treatment in the case of injury or death of a subject if attributable to a 

clinical trial, and any insurance or indemnity to cover the liability of the investigator and 
sponsor 

 The extent to which investigators and subjects may be rewarded/compensated for participation 
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•   Modalities of control (e.g. placebo/drugs);  
•   Alternatives to the proposed treatment.   

The consent, therefore, should have all those elements clarifying, for example, the 
possibility that the active principle may exhibit different degrees of toxicity. As 
noted by Marchant and Lindor ( 2012 ), the informed consent process should be 
enhanced ‘providing more information and longer consultation with prospective 
trials participants to ensure they understand what it is known and unknown about 
the nanomedicine being tested’. In this perspective it is hoped that particularly vul-
nerable subjects, pregnant women and children, do not take part in trials concerned 
with the employment of nanoproducts, or nanomaterials. 

 Furthermore, because too little is known about nanomaterials, and taking into 
account that many nanotechnologies’ risks cannot be known, the ERC should pay 
particular attention to the too often excessive expectations placed in the so-called 
“nanorevolution” by the society as a whole and, above all, by the often vulnerable, 
patient. 

 Thus, the role of an ERC goes further than the close observation of the experi-
mental protocol; the Committee takes on the responsibility towards the patient to 
safeguard his integrity and dignity and at the same time to give science its best 
chance. As the fi eld of nanotechnology is so peculiar, it is important to have the 
presence, within the ERC, of an expert in this fi eld, who can pay particular attention 
to the applications in medicine. Add to this, while it is clear that an expert in this 
fi eld is needed, one should also remember what is stressed in the ERC statute and 
also stated in the WHO Operational Guidelines (WHO 4.7) that members on an 
ERC should continue taking part in training courses and meetings to ensure their 
ability to play a more complete and effective role in the protection of the subjects. 

 In any risk/benefi t analysis, the opinion of “technical” members will be extremely 
important in determining how to limit or avoid a risk, the criteria for any suspension 
or interruption of participation of subjects, and for all aspects in which specialist/
technical competence is needed. 

 The members with non medical and scientifi c expertise will be called on to pay 
particular attention to the ethical, legal and psychological aspects, because of the 
impact that the experiment may have on the subjects taking part (for example evalu-
ating whether the participation in the experiment will excessively infl uence/com-
promise an already diffi cult or precarious situation caused by the pathology) as well 
as on the community concerned. 

 ERCs are particularly concerned with determining whether: risks will be mini-
mized and will be reasonable/proportionate in relation to expected benefi ts to the 
subjects or society; provisions for data and safety monitoring will be adequate; 
informed consent will be properly sought and documented; selection of subjects 
will be equitable; protections for vulnerable populations will be adequate and; pri-
vacy and confi dentiality will be protected before approving a clinical trial. Below 
are the elements (WHO Operational Guideline  2000 ) (cf. Table  6.2 ) to consider for 
the ethical evaluation of a study. The cited points are those of greatest importance in 
nanotechnology clinical trials:
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   The role of ERCs in nanotechnology clinical trials may be, decisive in the formu-
lation of more specifi c operating procedures for nanomedicine. As already  mentioned 
what cannot be ignored in any evaluation by the ERC is not only the scientifi c 
 validity of the experimentation, but also the suffi cient protection of the subject. 

 The scientifi c validity of ERCs decisions relies upon the responsibility of the vari-
ous technical and scientifi c experts involved. Because of the crucial importance of 
their opinions and of their decisive consequences on the fi nal outcome of the evalu-
ation process, they must have the requisite expertise to fulfi l their role adequately.     

   Table 6.2    WHO operational guidelines (main points)   

 The scientifi c design and 
conduct of the study 

 The appropriateness of the study design in relation to the objectives 
of the study, the statistical methodology and the potential for 
reaching sound conclusions with the smallest number of research 
participants. 

 The justifi cation of predictable risks and inconveniences weighted 
against the anticipated benefi ts for the research participants and 
the concerned communities. 

 The justifi cation for the use of control arms. 
 Criteria for prematurely withdrawing research participants. 
 Criteria for suspending or terminating the research as a whole. 
 The adequacy of the site including the supporting staff, available 

facilities, and emergency procedures. 
 The medical care to be provided to research participants during and 

after the course of the research. 
 The criteria for extended access to, the emergency use of, and/or the 

compassionate use of study products. 
 Clear justifi cation for the intention to include in the research 

individuals who cannot consent, and a full account of the 
arrangements for obtaining consent or authorization for the 
participation of such individuals. 

 The insurance and indemnity arrangements. 
 The adequacy, completeness, and understandability of written and 

oral information to be given to the research subjects. 
 Informed consent process  A full description of the process for obtaining informed consent, 

including the identifi cation of those responsible for obtaining 
consent. 

 Assurances that research participants will receive information that 
becomes available during the course of the research. 

 Care and protection of 
research participants 

 The suitability of the investigator’s qualifi cations and experience for 
the proposed study. 

 Any plans to withdraw or withhold standard therapies for the 
purpose of the research, and the justifi cation for such action. 

 Community 
considerations 

 The impact and the relevance of the research on the local community 
and on the concerned communities from which the research 
participants are drawn. 

 Proposed community consultation during the course of the research. 
 The extent to which the research contributes to capacity building, 

such as the enhancement of local healthcare, research and ability 
to respond to public health needs. 
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          7.1  Introduction 

 Technoscientifi c innovations not only frequently generate uncertainty but also cause 
wide public debate and controversy. This is also the case in the emerging fi eld of nano-
technology, even though it is still at an early stage of development and yet it has cre-
ated confl ict among experts,  decision makers  and the public. On closer inspection, this 
is a privileged moment in which to consider the relationship between the development 
of innovation, ethics and governance, given that the developmental stage of this tech-
nology does not allow for a defi nite characterisation of the main environmental and 
social issues that are connected to them. The design, production and deployment of 
nanotechnological innovations can therefore be studied in order to immediately acti-
vate pathways of public involvement, even on the basis of similar recent experiences, 
such as in the case of biotechnology. Principally, the lessons learned from the practices 
of participatory democracy linked to technoscientifi c innovations carried out in recent 
years (Joss and Durant  1995 ; Elder  1997 ; Rowe and Frewer  2000 ; Beierle and Cayford 
 2002 ; PDSB  2003 ) can guide the actions of listening, dialogue and decision-making 
in relation to the case of nanotechnology, avoiding the emergence of easy illusions 
about the possibility of obtaining a consensus ‘at no cost’ and establishing the bound-
aries of a possible confrontation between decision-makers, experts and citizens. 

 This chapter will discuss the reasons that have generated a growing interest 
among both academics and policy-makers on the issues of participation and gover-
nance in innovation. This will be followed by some research perspectives on two 
distinctive features of innovation processes for nanotechnology. Finally, the 
 limitations and potential of deliberative approaches in some cases of public discus-
sion on the topic of nanotechnology will be considered.  
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   7.2  Technoscientifi c Innovations: Involvement 
and Participation 

 Over the last 20 years, the policy issues related to the  governance  of technoscientifi c 
innovations have attracted a good deal of interest. The reasons for this are both fac-
tual, with the acceleration of increasingly pervasive technoscientifi c phenomena and 
uncertain outcomes, as well as theoretical, with the renewed discussion of the role 
of science and technology in contemporary societies. This was initially started by the 
well-known studies of Jasanoff, Wynne, Irwin and Wynne, Ravetz and other scholars 
(Jasanoff  1990 ,  1995 ,  2004 ; Irwin and Wynne  1996 ; Ravetz  1996 ) who have ques-
tioned the values and ideals that up until a few years ago went unquestioned. 

 In particular, the idea that there was a clear separation between scientifi c and 
governance actions, while it highlighted the increase of scientifi c knowledge in the 
nineteenth and twentieth centuries, infl uenced the action of the state and produced 
new forms of public responsibility. Therefore, it is not possible to imagine science and 
politics as either two overlapping spheres or completely separated, but rather as mutu-
ally infl uenced and produced. Sheila Jasanoff has shown how the policy procedures 
and legal actions that take place in the courts are moments when scientifi c knowledge 
is produced (   Jasanoff 1995). In this perspective, it is worth highlighting that techno-
science and its products are strongly related to both beliefs and values and therefore 
affect issues of great public interest, such as to require forms of involvement and 
participation of the various audiences that may be interested in this or that innovation. 
The consequences of these considerations also led Irwin and Michael to state that the 
public in many cases possesses knowledge that could be very useful in the evaluation 
process of technoscientifi c innovations so much that in some cases it is diffi cult to 
distinguish between who is more experienced or  qualifi ed to provide appropriate 
knowledge to support appropriate decision making (Irwin and Michael  2003 ). 

 Current literature deals with technoscientifi c innovation from different disciplinary 
perspectives, with particular reference to governance and public participation. It is 
possible to distinguish at least two different points of view, that are often intertwined. 

 The fi rst includes studies that consider the regulation of the uncertainty and the 
constant production of knowledge with the aim of studying the regulatory principles 
that try to protect rights and the public good: a type of scientifi c innovation contain-
ment model based on the value of protecting societies who wish to take on the role 
of  governance  (Stehr  2004 ). Scientifi c knowledge developed in this historical phase, 
according to this perspective, is very different from that developed after the First 
and Second World Wars. It is a set of technical sciences that would require a greater 
effort in monitoring and an intense regulatory control, thus highlighting the need for 
new ways of developing knowledge policies and research, due to their powerful 
ability to change the body, mind and environment. 

 The second perspective proposes a refl exive politics of knowledge, based on the 
contemporary approaches of STS studies (social studies of science and technology) 
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developed, in particular, by Sheila Jasanoff and Helga Nowotny in order to indicate 
uncertain boundaries between science and society. This second interpretation 
focuses on the limits of a division between the knowledge systems of experts and 
the non-expert public, as well as the distinction between facts and values, trying to 
accentuate the ability to analyse and refl ect on their training. Thus, rigid distinctions 
between subsystems must be overcome, promoting the development of a theory that 
valorises social diversity and highlights the interactions between science and  society 
(Jasanoff  2004 ;    Nowotny et al.  2001 ; Nowotny  2003 ). 

 Both perspectives are based on several common assumptions. The fi rst of these 
assumptions refers to the fact that the recognition of the diffi culty to calculate risk 
levels has generated confusion and disorientation in many events, displacing both 
policy makers and experts, so that on several occasions, they have been unable to 
give reassurances and clarifi cation, resulting in a crisis of the credibility of many 
institutions assigned the governance of science and innovation. These are accompa-
nied by the diffi culties the  decision makers  have to deal with, who are often 
 powerless in the face of the need to predict the consequences of specifi c innova-
tions, especially in certain areas that seem to have a pervasiveness that has never 
been expressed before. Contemporarily, the demands of citizens have also increased, 
both as individuals as well as spokespersons for larger organizations, to the extent 
that it is necessary to generate unprecedented involvement and lead many govern-
ments to activate forms of consultation and public participation. These initiatives 
have increased the number of actors capable of participating in the formation of 
technoscience  policies , recognizing all the limitations of traditional settings and 
decreeing the failure of a theory of ‘technocratic proxy’ in the governance of sci-
ence. With the increase of these demands, the inescapable need to activate more 
transparent and inclusive decision-making processes is evident. 

 All the aforementioned reasons have generated a cultural, political and social 
movement, which has focused particularly on the forms of  involvement  as well as 
the issue of public  participation . The aim of this paper is to discuss the two forms 
of governing technoscientifi c innovations, i.e. the set of actions and decisions that 
aim to ensure their proper management. 1  

 At this point, it is worth trying to defi ne what is meant by involvement and par-
ticipation, stating that the two terms will be dealt with by referring to those 
 innovations that will have a major impact on health and the environment, and there-
fore directly involve citizens as well as various members of society. 

 In relation to technoscientifi c innovations,  involvement  is intended as the set of 
actions that occur on several levels of the relationship between experts, decision 
makers, stakeholders and the public. These are initiatives that aim to open public 
spaces of discussion where to address the phenomena of innovation from multiple 

1   In this context, reference is made to the concept of  governance  formulated by Le Gales ( 1998 ): 
‘the coordination process of actors, social groups and institutions to achieve their objectives dis-
cussed and decided collectively in fragmented, uncertain environments’. 
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perspectives, thus valorising the role of expert knowledge along with the issues and 
knowledge proposed by citizens and organizations of society. These initiatives, pro-
moted largely by public institutions, are based on the principle of inclusion in order 
to encourage a dialogue between the various actors by activating a comparison that 
allows different subjects to reconsider their own positions, overcoming ideological 
barriers or pre-assumptions that assign to the discoveries of experts the ability to 
establish themselves as objective realities capable of determining the right policy 
measures (Felt et al.  2007 ). It is possible to use the term involvement as a synonym 
of  consultation : a mechanism that is confi gured in terms of communication as, gen-
erally, a one way relationship, even though it is not alone and mere information. 

 The involvement of experts, decision-makers, citizens and organizations of soci-
ety can be expressed in various ways: from a simple presentation of scientists deal-
ing with a specifi c innovation to the possibility of offering a wide range of proposals 
that highlight the impact on health and the environment. Whoever uses this type of 
procedure obviously does not claim to improve the decision-making processes and 
tends rather to emphasize the principle of transparency, providing information and 
identifying the responsibilities involved with opportunities for open discussion, 
with the possibility of comparison between actors who would not normally have 
other opportunities to interact (Weale  2003 ; Liberatore and Funtowicz  2003 ; Cross 
 2003 ). Generally, these actions occur when the decisions related to the adoption of 
a particular innovation have already been taken. 

 Whereas, when referring to  participation , it should be considered not so much as 
a form of consultation or involvement, but rather as the possibility that a person has 
of being involved in particular innovation dynamics in order to be able to contribute 
to the articulation of the debate that is being generated around a particular techno-
scientifi c issue. According to this perspective, it is possible that these non-expert 
actors may also take part in a ‘co-production’ process of knowledge (Nowotny 
 2003 ), actively interacting with experts and policy makers. Participating –  taking 
part  – therefore means including not only technical points of view, but also ethical, 
social and economic ones that can be used in the decision path connected to the 
governance of a particular technoscientifi c innovation. Citizens and experts can 
therefore be involved in forms of discussion, control and validation of certain inno-
vations, forming so-called ‘epistemic communities’, i.e. those contexts for discus-
sion and debate among social, political and economic groups, who are conveyors of 
different knowledge systems (Callon  2003 ). 

 What distinguishes participation from involvement is, in short, the weight of the 
inclusion of the different actors in processes that can affect the cognitive, ethical and 
decision-making aspects of the subject of the discussion. Such practices usually 
take place prior to the decisions on the adoption of a particular innovation and refer 
to the so-called deliberative democracy as a ‘process based on public discussion 
among free and equal individuals’ (Pellizzoni  2005 , 14), primarily intended as a 
place of dialogue or discussion preceding the decision. It is possible to imagine the 
terms  involvement  and  participation  as two elements in a continuum ranging from 
highly vertical forms of consultation and listening, where some actors have more 
power in activating certain actions in contrast to generally passive interlocutors, to 
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more dialogic and equal forms of participation, where the recognition between the 
actors is very strong, beyond their role and power, with the power to change their 
points of view on the matter. The table below shows several forms of involvement 
and participation that are commonly used in various European countries in the dis-
cussion and  governance  of technoscientifi c innovations (Table  7.1 ).

   The use of particular forms of involvement and participation depends on several 
factors that may affect the  governance  of technoscientifi c innovation, infl uencing 
any public choices as well as the forms of development related to them. 

 First of all, the type of technoscientifi c innovation which is the subject of debate 
has a specifi c relevance. An innovation that relates to very general problems such as 
the use of stem cells for medical research or biotechnology for plant transformation 
is different from the construction of nuclear power plants and the sale of food con-
taining GMOs. The weight of the externality, in other words, the anticipated impact, 
takes on a very different signifi cance in the eyes of citizens, and is not the same as 
promoting the activation of spontaneous public arenas as assemblies rather than the 
more selective and guided procedures of citizens’ juries and  consensus conference s 
on the object of interest (Bobbio  2002 ; Pellegrini  2005 ). The fi rst is a group of local 
citizens that includes representatives of the communities affected by particular tech-
noscientifi c innovations who make decisions, while a  consensus conference  involves 
the creation of a group of citizens, the interaction with experts and the establishment 
of a fi nal document to be submitted to the attention of a wider group of stakeholders 
and citizens. The nature of an innovation can infl uence the type of inclusion of the 
actors thus promoting different types of approach: from free and informal to more 
focussed and structured. More critical studies of participatory procedures point to 
the fact that when they are activated within the context of innovations that are not 
very well known by the public, as in the case of nanotechnology, a forcing is 
realised. A co-optation mechanism which tends to favour the contribution of highly 
motivated citizens and social groups, and therefore not representative of the popula-
tion, draws attention to issues that are not yet in the public domain, gathering the 
views of a limited segment with the false idea that it has actually collected the com-
mon opinion (Regonini  2005 ). 

 Another highly signifi cant element for the development of involvement and 
 participation relates to the  discursive structure  of the problem. This dimension 
includes the defi nition of the technoscientifi c innovation that is proposed by the dif-
ferent actors involved, with all its potential and limits, as well as the consequent 
power to propose a specifi c ‘interpretive frame’. In this sense, the different ‘dis-
courses’ of a specifi c innovation offer different interpretations and assessments of 
its usefulness, the various types of impact on health and the environment, with it 
being possible to observe the deployment of different modes of judging the  economic 

  Table 7.1    Involvement and 
participation procedures in 
the governance of techno- 
scientifi c innovations  

 Involvement  Participation 

 Public meetings  Citizen juries 
 Forums  Consensus conferences 
 Citizen panels 
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issues of sustainability and ethical problems. All these elements are presented as 
critical to the governance of a technoscientifi c innovation. At this point, it goes 
without saying that the actors who are more able than others to have a material 
impact on the ‘discourses’ and ‘interpretive frames’ within which a specifi c theme 
is presented have an extraordinary power of articulating and of orientating the dis-
cussion. However, these principles also apply to actors who do not have any form of 
recognized authority from the outset of the debate, as in the case of organized citi-
zen groups who take action to demand the study of a rare disease with experimental 
drugs, and therefore may fail to gain the attention of the media and the public. 

 The subject of  voluntary  or obligatory paths of involvement and participation 
should not be overlooked. The various forms of negotiation within the environmen-
tal context such as Agenda 21 have a rather high degree of formalization and regula-
tion, with them often being harshly criticized for their rigidity as well as their 
symbolic nature in cases where the real decisions are taken outside disregarding the 
law. It is evident that the application of these tools is very different from the use of 
 ad hoc  forms, appropriately chosen and on the basis of certain conditions set by 
institutional actors or promoted by civil society organizations. When discussing 
forms of involvement and participation, we exclude the above-mentioned institu-
tional forms that belong to the category of negotiation instruments and that are 
already structured and used with full public legitimacy. 

 Finally, it is also worth considering the different  phases  of the technoscientifi c 
innovation process in which the initiatives of involvement or participation will be 
activated in relation to the objectives to be pursued. If wanting to include stakehold-
ers prior to the decision-making process, it is possible to use participatory proce-
dures with less risk of seeing frustrated expectations of the participants, since their 
ability to affect the confi guration of the discourse and decision-making will be 
greater. In other cases, the procedures will be dedicated to the empowerment and 
monitoring of certain technoscientifi c innovations, and therefore more oriented to 
consultation and involvement with a different level of power, provided it is clearly 
disclosed in advance.  

   7.3  Nanotechnologies, Participation 
and Other Forms of Involvement 

 Nanotechnologies are often classifi ed as part of the so-called ‘converging technolo-
gies’ ,  which are supposed to be integrated with other forms of techno-scientifi c 
innovation such as biotechnologies, computer science, robotics and so on. Despite 
holding good in terms of defi nition, such a degree of integration is not registered in 
terms of public perception since it is generally proved that citizens are able to tell 
the difference between different technological applications, and even within each 
application as the case of biotechnologies may be – e.g. see the difference between 
biomedical and food biotechnologies (Bucchi and Neresini  2006 ). 
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 Currently, nanotechnologies are not a highly controversial topic in the public eye 
and the development of their application still has not required advice from an expert 
whose study-application context comes from outside, more generally or specifi cally 
speaking, in order to assess the risks and the opportunities available for the whole 
community. The level of risk and uncertainty stemming from nanotechnologies is 
not at the core of public debate and anxiety towards them has not been reported as 
a signifi cant fact in the latest studies on public opinion (Neresini  2007 ). 

 Still, it is diffi cult to tell what’s the difference between the different kinds of 
public as far as this area of techno-scientifi c innovation is perceived, and  governments 
do not seem to be taking measures against the advancement of medical research, the 
development of new materials, or consumer goods. 

 Nevertheless, several programs have been set up – except in the case of biotech-
nologies – in order to inform, discuss and maintain contact with the public on cen-
tral issues of social, economic or health interest. The European Union has been 
funding research projects with the aim of studying public attitudes, and it has also 
created a discussion forum in order to understand the trends of the different stake-
holders concerned about the risks and anxieties about nanotechnologies. During 
2007, a program of public consultation was launched by the European Commission 
along with a project aimed at defi ning a ‘Code of Conduct’ in order to promote a 
more responsible development of research. By means of this initiative, the member 
states were encouraged to take concrete action for the sake of understanding, sus-
tainability, prevention, inclusion, excellence and responsibility (EC  2007 ). 

 Among the ongoing and already-funded projects, we suggest the research net-
work FramingNano and the Nanoforum platform, which are facing issues such as 
the risks and anxieties perceived by the public from various viewpoints, more spe-
cifi cally the so-called EHS (environment, health and safety) and ELSI (ethic, legal 
and social issues). 2  

 However, participation in this kind of initiatives has been restricted to selected 
groups of citizens so far, and the media coverage is still not as substantial as to pro-
vide widespread and updated pieces of information or commentaries. Thus, it can 
be deduced that nanotechnologies is currently a rather dark matter, whose public 
and many of its stakeholders – both as individuals and as a group – do not have 
enough knowledge to give their opinions. 

 However, there exist other key elements which are going to make the governance 
of nanotechnologies quite tough in the near future. 

 An element of crucial importance is fi rst of all the wide variety of the materials 
produced in any specifi c area, which brings about the diffi culty to identify its pecu-
liarities and key principles. Dealing with nanotechnologies for medical research on 
the one hand, and for materials or energy on the other, are two different things. 
Moreover, we are not provided with data on the impact that these innovations can 
have. Even the availability of updated sources of information is rather open to 
debate, assuming that these are ongoing experimental researches, which have not 

2   See the following websites:  http://www.framingnano.eu  and  http://www.nanoforum.eu . 
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been made offi cial or patented yet. As a result, they have no readily available ad hoc 
sources of information built on an ad hoc basis. 

 Furthermore, we cannot neglect the fact that the trend expected by many research 
centres implies a shift from ‘passive’ to increasingly advanced nanotechnologies, 
that is to say to ‘nano’ applications which will bring about more and more intelli-
gent – and somehow autonomous – forms of nanotechnology, and therefore hardly 
controlled in the collective imagery (Felt et al.  2014 ; Roco  2008 ). 

 As far as mass communication is concerned, signifi cant resources are often 
unavailable and those who work on innovation in the fi eld of nanotechnologies are 
provided with means and sources which are especially designed for the production 
and implementation of technological devices. The initiatives promoted by the 
European Union with some member states – along with the collaboration of various 
organizations that are involved in ‘science and society’ – are still in the embryonic 
stages, more focused on the issue of the risks than on the involvement coming 
before the decision-making process, that is to say the phase in which the interpreta-
tive framework of nanotechnologies is set (EC  2008 ). 

 Even on the legal front, there are problems of control since the authorities which 
are in charge are often unaware of their areas of competence, and therefore they 
cannot give information and answer the questions coming from the public or orga-
nizations belonging to the civil society. 

 Given that the very issue of nanotechnologies has not fully become part of the 
media debate and it has not caused signifi cant controversies yet, one can wonder which 
suggestions need to be considered from the viewpoint of involvement and participa-
tion linked to these issues and, as a consequence, which governance trends can be 
drawn. In order to reach this goal, we suggest some possible scenarios which take 
account of two key elements for managing activities of involvement and participation 
linked to the issue of nanotechnologies – relevance and uncertainty – if we follow 
the interpretative model offered by (Radaelli  2002 ; Pellizzoni  2001 ). 

 Such consideration must be given by bearing in mind that the fi eld of nanotech-
nologies cannot be examined in general terms, as was the case at the time of bio-
technologies. On the contrary, the debate should be articulated in the public arena 
with a high degree of specifi city. To this end, it is important to draw a distinction 
between nanotechnologies in medicine and nanotechnologies of civil, industrial, 
military purposes and so on. Based on what happened with biotechnologies, it can 
be assumed that different forms of application will produce – in the future –  different 
levels of understanding and acceptance from the public. In this context, we refer to 
relevance as the strength that a certain theme of public interest has to stimulate par-
ticipation, both in the stakeholders involved and in the public. What we regard as 
uncertainty is instead represented by the elements of supposed risk which cannot be 
estimated when a new technological innovation is introduced or can be included on 
account of supposed benefi ts (Renn and Roco  2006 ). For these two factors, we both 
refer to the perception of the public and to their changes in time. The Italian asbes-
tos case is emblematic because it demonstrates that – even though the risks on 
employing asbestos in specifi c areas were already well-known – it was only after a 
strong public exposure of its harmful results that there was an increase in relevance 
so that its use was fi nally forbidden (Gallino  2007 ). 
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 Depending on the kind of governance to be undertaken by public decision- 
makers, different scenarios are likely to be made conceivable in shaping the policies 
and dynamics of participation. Table  7.2  sketches out these changes by drawing a 
distinction between the two levels of relevance and uncertainty.

   As we have already mentioned, the situation which is most similar to what is 
currently occurring to nanotechnologies matches the description of low relevance 
and low uncertainty (bottom-left box). This is a situation in which politics can be 
controlled bureaucratically, without special consultation or participation processes. 
This very situation occurred when biotechnologies were at the beginning and, to a 
certain extent, it seems that European organizations are trying to get nanotechnolo-
gies moving in a different direction. Their attempt is, for instance, to make space for 
informed debates and study the phenomenon in terms of communicative effects in 
order to fi nd the possible crucial points and have certain guarantees. 

 To a certain extent, this situation can be seen as a way of avoiding the ‘dead calm’ 
effect which, in other cases, anticipated the explosion of bitter controversies with the 
aim of giving information and developing forms of communication that enable us to 
create a solid fact-fi nding basis. This can be used whether there might be clashes of 
opinion between the different stakeholders involved and, more generally, with the 
public. The purpose of this informative effort is also to avoid ideologically- driven 
debates where preliminary questions advanced by some stakeholders can possibly 
interrupt communication between the parties. Because of that, the emphasis is very 
much on explaining what nanotechnologies are, what they are useful for and how it 
is possible to distinguish between the great variety of applications. This distinction 
is drawn by trying to suggest a pragmatic consideration of them, along with a series 
of measures meant to guarantee control in terms of the effects caused on the environ-
ment and on human health. 3  

3   As a link to that, see the plenty of initiatives launched by the European Union along with other 
countries. Among them, we can recommend ‘nanoTruck’, which is a journey across Germany to 
disclose the principles and the areas used for nanotechnologies ( http://www.nanotruck.de ). We 
also recommend ‘Interactive journey into the nanocosmos’, a website which has been created for 
showing the nanoscale dimensions through which specifi c applications can be shaped ( http://www.
nanoreisen.de ). Also, the French ministry of research launched the following website:  http://www.
nanomonde.fr . In 2005, a brochure called ‘À la découverte du nanomonde’ was distributed in order 
to illustrate the so-called ‘nanoworld’ ( http://www.nanomicro.recherche.gouv.fr/docs/plaq.nano-
monde.pdf ). In the United Kingdom, a series of computer devices has been developed in order to 

Low 
relevance

High uncertainty

High 
relevance

Technocratic
governance

Participatory
procedures

Bureucratic
procedures

Traditional
governance

Low uncertainty

   Table 7.2    Uncertainty and relevance in the governance of nanotechnologies       

  Adapted from Radaelli ( 2002 ) and Pellizzoni ( 2001 )  
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 If we focus on ‘low relevance’ and ‘high uncertainty’, it should be easier to 
achieve technocratic governance, that is to say that kind of governance led by tech-
nical organizations and offi cers who do not include external advice or viewpoints 
beyond generally accepted expertise positions in decision-making (top-left box). In 
this case, those who are supposed to establish mechanisms of governance tend to 
choose a technocratic orientation, assuming that a possible lack of interest from the 
public might allow us to proceed smoothly without developing special forms of 
consultation or participation. 

 As far as the extent of nanotech applications is concerned, this kind of orienta-
tion is likely to be seriously criticized in some case. For example, the use of medical 
innovations are likely to cause controversies between offi cially recognized science 
and patients associations, leaving aside the ethical implications that these innova-
tions might have as well as the possible protests by organizations belonging either 
to the civil society and the churches of different countries. 

 Where the level of uncertainty and relevance are both high (top-right box), in 
other words in a context where the public attach great importance to a specifi c nano-
tech application, for instance, it is more convenient to promote the active participa-
tion of the stakeholders. This is meant to enhance their ideas and contributions and 
also to avoid closed-door decisions, which can run the risk of being refused by 
social organizations and communities (Petersen and Bowman  2012 ). 

 This is the typical case in which the so-called epistemic communities can be 
included in the participation processes by increasing their potential to develop their 
knowledge and responsibility. As often happens in the environmental fi eld, these 

improve the knowledge of nanotechnologies stemming from Oxford University ( http://www.con-
ted.ox.ac.uk/courses/professional/nanobasics/nano/interface.html ). In 2005, London’s Science 
Museum hosted the exhibition ‘Nanotechnology: Small Science‚ Big Deal’ by using a multimedia 
platform in order to show how nanotechnologies work ( http://www.sciencemuseum.org.uk/
antenna/nano/index.asp ). All these initiatives became part of a public information campaign which 
did not arouse great controversies. What attempted to highlight the potential risks and anxieties of 
the public was a report published in 2004 by the Royal Society with the title ‘Nanoscience and 
Nanotechnologies: Opportunities and Uncertainties’ ( http://www.nanotec.org.uk/fi nalReport.htm ). 
Another attempt to collect ideas from the public is given by the ‘Nanotechnology Engagement 
Group’, which was established with the aim of promoting public involvement through projects 
such as ‘Nanodialogues – Experiments in public engagement with science’. These projects were 
supported by Demos and Lancaster University in 2005. There, the public had the opportunity to 
talk with the scientists about governance, research funding and other issues linked to the develop-
ment of nanotechnologies ( http://www.demos.co.uk/projects/thenanodialogues/overview ). 

 Another initiative which had a strong public impact was NanoJury, carried out in 2005 along 
with Greenpeace, ‘the Guardian’ and some UK universities. A group of 25 randomly selected citi-
zens joined in a debate which produced a paper of advice on health, social as well as environmental 
issues and their normative requests to be addressed to decision makers. The ‘Code of Conduct’ is 
an initiative by the Royal Society whose aim is to promote – along with the Nanotechnology 
Industries Association (NIA) – a responsible development of nanotechnologies. A similar initia-
tive was promoted by a study group as for the shaping of the ‘NanoCode’, with the aim of getting 
involved in the debate on the technical, social as well as commercial issues linked to nanotech 
innovation. Published in 2008, the code suggested the seven best practices to be followed by the 
organizations on a voluntary basis ( http://www.responsiblenanocode.org ). 
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communities can be made up of professionals who are able to exert a strong  infl uence 
on decision-makers thanks to their generally accepted authority. 4  

 Moving on to situations in which high uncertainty and low relevance can occur, 
innovation initiatives of traditional and bureaucratic governance are likely to be 
more frequent (bottom-right box). In this fi eld, the lack of awareness among citizens 
and their organizations is due to the cognitive as well as existential abstraction of the 
topic, for which there is no need for inclusion in the public debate or ad hoc forms 
of involvement. 

 Clearly, this typology is approximate and puts forward models which are subject 
to alterations and mutual contaminations since the governance of any innovation 
can take different directions and the stakeholders that contribute to and have infl u-
ence on these processes can often choose whether to adopt other typologies of 
involvement and participation even if the latter are not considered by public 
authorities.  

   7.4  Nanotechnologies and Deliberative Processes 

 As mentioned above, a scenario in which there is a high level of relevance and 
uncertainty is more suitable for introducing processes of inclusion and participa-
tion, which is to say spaces of deliberative democracy where the stakeholders 
involved meet in order to advance their position on discussing in ad hoc 
contexts. 

 These are procedures through which we can acquire greater understanding as 
long as communication is handled effectively, that is to say by ensuring transpar-
ency in discussion processes among independent subjects. In this sense, we can 
refer to the phrase ‘deliberative model’ as a discussion between different stakehold-
ers who are likely to reconsider their original position on the theme discussed. If 
that is the meaning, ‘deliberative’ is synonymous with ‘debated confrontation’, it is 
not only a question of decision (Pellegrini  2008 ). For those who stand for the delib-
erative model, it is the outcome of the discussion which can produce better deci-
sions. It is important to point out that these two moments – discussion and 
decision – are signifi cantly different. As a matter of fact, the more deliberative prac-
tices are complementary to those mechanisms of representative democracy, the 
more they are effective. As a link to that, it is worth remembering that the role 
played by the elected representatives is the most relevant to decision-making proce-
dures since the democratic governments in which they have been tested are repre-
sentative in kind. In this sense, public decision-makers cannot abandon their role 
although in deliberative contexts they are asked to perform transparent and inclusive 
decision-making procedures (Pidgeon and Corner  2013 ). 

4   Adler, E., and Haas, P. (1992), Epistemic communities, world order and the creation of a refl ec-
tive research program,  International Organization,  46(1): 367–390. 
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 Deliberative practices help improve the debate by enabling the parties to follow 
its progression carefully. As a result, discussion and inclusion are key element in 
terms of deliberative process. The hypothesis which underlies these procedures is 
the result of an honest attitude which is able to produce ‘better decisions’ (Eeten 
 2001 ), but they are not necessarily ‘the best’ over all. 

 On studying the results of a recent consensus conference attended in the United 
States on the very issue of nanotechnologies, 5  we can detect some of the effects 
caused by the deliberative model and point out its theme connections along with the 
emphasis on the issues under debate. 

 In the fi rst place, citizens’ suggestions stem from the need to defi ne the term 
nanotechnologies correctly. This forms a sort of basic condition which comes before 
legal constraints and other guarantees provided for the protection of human health 
and the environment. As far as communication is concerned, it is necessary to make 
wider space for nanotechnologies in the mainstream media as well as the most pop-
ular TV channels, provide relevant and clear pieces of information from the experts 
and give free access to the test results on the materials employed by means of 
nanotechnologies. 

 Among the most interesting points, the organizers have highlighted an increase 
in awareness in the attendees, who managed to acquire a wider knowledge of the 
issue thanks to the deliberative model as well as the process of empowerment which 
put them in contact with stakeholders and decision makers in a new way (Powell 
and Kleinman  2008 ). On the other hand, some critical points cannot be underesti-
mated, such as the cynical attitude towards the possible effects of citizens’ sugges-
tions on decision-making choices in nanotechnologies. Such skepticism has also 
been underlined in the literature of the fi eld (Guston  1999 ; Einsiedel and Eastlick 
 2000 ; Gastil and Dillard  1999 ; Kleinman  2000 ).  

   7.5  Conclusions 

 The case of nanotechnologies presents again a well-known issue in the fi eld of 
techno-scientifi c innovations: the debated legitimacy of techno-science as a safe and 
never-falling device to handle innovation and render public opinion properly. 

 Politicians and experts are put through the mill in framing a valid up-to-date 
image of the public and civil society, and therefore avoid taking for granted 
 assumptions or preconceptions about them. 

5   This is the report resulting from a consensus conference which took place in the United States in 
2005 (Kleinmann and Powell  2005 ). The meeting involved a group of 13 citizens and 7 experts and 
it adopted a participatory procedure throughout three weekends. After discussing with the experts, 
the citizens fi led a fi nal document in which they gave their suggestions on issues such as the 
environment, human health, control, the media and public participation. All these were connected 
with the future development of research on nanotechnologies. The initiative was supported by the 
Nanoscale Science and Engineering Center from the University of Wisconsin and the UW 
Integrated Liberal Studies Programme, Wisconsin. 
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 These kinds of preconceptions are used, for instance, when it is believed that 
expert knowledge is undoubtedly useful for society and it can always be used  correctly 
(Beck  1992 ). The result is then a linear model of communication which stems from 
the experts and is addressed to politics and society, assuming that the latter has to 
accept pieces of information uncritically and passively. In this regard, it must be 
remembered that in the latest 10 years the degree of awareness about and interest in 
health and environmental issues has increased and the possibility that citizens have to 
contribute to the debate on innovation is an essential element. Starting from this 
assumption, it is possible to list some crucial factors which are to be considered pecu-
liar for the governance of these innovations. 

 First of all, we do not know the ‘best’ way to handle involvement/participation 
procedures. Depending on the situations and the innovations brought into play, we 
can perform ad hoc forms of involvement and participation by considering the con-
ditions, the available sources and the kind of democratic tradition on which they are 
based. Clearly, the deliberative model is not useful where there are any controver-
sies or clashing confl icts between the parties as has happened with high-speed rail 
lines. As a link to that, it must be underlined that common forms of negotiation can 
be used – without undertaking untracked paths – so that naïve positions and weak 
forms of participations can be overcome. 

 Another misunderstanding to be avoided whenever we intend to handle gover-
nance processes through forms of involvement and participation is represented by 
the idea of avoiding confl icts. Often politicians, but also experts and stakeholders, 
have the bad habit to regard consensus as a goal to be achieved, always in every 
case. In a period in which there are multiple ways of approaching progress and wel-
fare, techno-scientifi c innovations cannot be achieved through generally agreed 
consensus. At this point, it is important to mark the boundaries between success and 
failure, which occurs when the forms of involvement and participation are enabled. 
Making the public and different stakeholders become involved actually means try-
ing to improve the quality of decision-making not only by facing controversies 
openly, but also by putting pressure on the different layers of responsibility which 
everyone has to respond to. 

 If the mechanisms of involvement are developed, these kinds of situations can be 
less infl uential upon decision processes, but there might be confl icts which make the 
debate more complex. 

 Anyway, if we want to follow a process of governance which pays more attention 
to public involvement and participation, the role played by experts must be recon-
sidered. Given the public nature of today’s techno-science, the role played by the 
experts will have to be shaped by means of a closer confrontation with the issue of 
innovations, in a framework of re-established relationships. 

 Arguably, this does not mean that researchers and scientists are supposed to act 
as communicators or cultural mediators; scientifi c institutions should consider cer-
tain dynamics of communication which are included in the processes of involve-
ment and participation, even if they are not carried out by researchers. On assessing 
the possible risks, it is crucial to have an early involvement and confrontation 
between the different stakeholders involved in nanotech innovation (Renn and Roco 
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 2006 ). The experiences gained in the latest years have tested different means of 
involvement and participation which might be used in the different phases of 
 application and implementation (Rowe and Frewer  2000 ; OECD  2002 ). Enabling 
the experts to come out into the open during the phases of pre-assessment is one of 
the most urgent challenges in nanotechnology. 

 The ambiguities and uncertainties implied in the development of nano techno-
logies will possibly be faced with appropriate procedures of involvement and 
participation in the coming years. Thus, the possible scenarios will be complex and 
they will require an ability to interpret the interactions between citizens, experts and 
stakeholders by taking account of both techno-scientifi c aspects and values such as 
responsibility and power. The biggest challenge in this fi eld is the ability to handle 
these processes by supporting not only the governance of these innovations, but 
more so a new democratic way of facing issues which have a strong public impact.     
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8.1            Introduction 

 Corporate social responsibility (CSR) has gained visibility and importance for fi rms 
over the last decades. Increased pressures on fi rms to be more sustainable and respon-
sible have resulted in many efforts inside and outside fi rms to consider societal 
responsibility and accountability. To support companies with this, several national 
governments and international organisations such as the ISO, have created multiple 
codes of conduct and voluntary guidelines for implementing and maintaining CSR 
within an organisation. Despites these efforts, the actual way CSR is fi lled in, differs 
from fi rm to fi rm. On top of that, because of the interrelatedness of value chains, 
companies are forced to consider the whole chain when implementing and exercising 
CSR. This so-called value chain responsibility (VCR) also shows diversity. 

 In general, CSR and VCR relate to established fi rms with known products and 
markets. This raises questions about the viability of CSR and VCR in the case of 
new technologies, where products, markets and even fi rms do not yet exist. In this 
chapter we investigate this question for the case of nanotechnology, a new techno-
logical fi eld with many promising applications. A central characteristic is that sub-
stances have signifi cantly different properties at the nano scale than they do at the 
micro or macro scale (Shelley  2006 ). These different properties and the small par-
ticle sizes may offer new functionalities, but have also caused reason for alarm 
because of possible health and environmental risks (de Jong et al.  2005 ). In addi-
tion, new technologies often come with questions about social, economical and 
political implications (Swierstra and Rip  2007 ). Both the health and environmental 
risks as well as broader societal and ethical questions about the applications of 
nanotechnology are currently a topic of debate. 
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 Nanotechnology, as a new technology, thus raises new questions of responsibility 
and new implications for the CSR of companies. It raises the question how existing 
companies handle their CSR in the light of speculative technologies, but also how 
with new technologies new companies emerge. These new companies, in their turn, 
will have to form new value chain linkages, which will be speculative at the start. 

 This research thus intends to contribute to the current CSR and VCR literature 
which focuses on existing companies with existing technologies. We will describe 
how CSR is handled in more speculative and uncertain situations. We looked into 
this in three case studies of companies dealing with nanotechnology in their value 
chain in the Netherlands. All cases deal with nanotechnology, and differ in the stage 
of development of their company and value chain. 

 First, the current literature on CSR and VCR and the existing codes of conduct 
will be discussed. We then present and analyze the three cases. We conclude with a 
discussion on how our fi ndings contribute to the current literature.  

8.2     Theory 

 Most literature reviews mark the starting point of corporate social responsibility 
with the work of Howard R. Bowen from 1953 (Bowen  1953 ). Bowen noted that the 
largest companies at that time had the power to make decisions that infl uenced the 
lives of many citizens. He then argued that they should also take responsibility for 
their societal infl uence. 

 Despite the appreciation for Bowen’s work, it took quite some time for fi rms to 
actually start implementing social responsibility practices. When in the 1980s and 
1990s also the notion of sustainability started to gain more interest and this was con-
nected to the responsibilities of companies, practices of CSR were established. 
From that time on, empirical studies have been conducted on how CSR was fi lled in 
(Carroll  1999 ). 

 Different studies have mapped the different views on CSR through history 
(Garriga and Melé  2004 ; Carroll  1999 ). An often used defi nition is: ‘(1) meeting 
objectives that produce long-term profi ts, (2) using business power in a responsible 
way, (3) integrating social demands and (4) contributing to a good society by doing 
what is ethically correct’ (Garriga and Melé  2004 ). 

 This defi nition still leaves many blank spots for companies wanting to imple-
ment CSR practices. How should ‘doing what is ethically correct’ be fi lled in for 
instance, when situations can differ? 

 Pinkston and Carroll ( 1996 ) respond to this by arguing that CSR is elusive 
because it will differ with the values and beliefs of each point in time. To address 
these different values and beliefs, different stakeholders’ perspectives can be taken 
into account (Snider et al.  2003 ). This corresponds well with the notion of 
 considering the rest of the value chain when looking at CSR. 

 In general, the value chain can be described as the ‘full range of activities which 
are required to bring a product or service from conception, through the different 
phases of production (involving a combination of physical transformation and the 
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input of various producer services), delivery to fi nal consumers, and fi nal disposal 
after use’ (Kaplinsky and Morris  2001 , 4) When considering responsibility, it makes 
sense to adopt a broad view of the value chain that is not limited to companies which 
produce the product from raw material to the end-product, but also agents which are 
involved in other ways, such as through collaborations. In other words, it makes 
sense to consider the ‘ecosystem’ in which the value chain is embedded. Our case 
studies of value chains indeed start from an exploration of the whole ‘ecosystem’ in 
which the product is produced. 

 The need to consider the social responsibility of the entire value chain instead of 
just the CSR of the company itself, is something which has been addressed only in 
recent years. Phillips and Caldwell ( 2005 ) note this and argue that, adding to the 
notion of CSR, there is something such as value chain responsibility (VCR). They 
address the idea that the current large and international value chains have increased in 
size and power, but that the notion of a changing responsibility in these networks, is 
lagging. Increasingly, also the public demands that large companies take their respon-
sibility for the entire value chain. One of the examples is Nike. Nike’s manufacturing 
of clothing and running shoes was done by subcontracting companies in Asia, where 
bad labour circumstances were found – e.g. child labour and slave-like conditions. 
Nike argued that they could not change these circumstances since they did not own 
these companies; they were merely suppliers to Nike. The unwillingness of Nike to 
change this, however, led to large public protests among the USA and to some large 
university sporting teams to boycott the use of Nike sportswear. Nike eventually gave 
in and made agreements with the suppliers to improve the labour situations. 

 The interesting notion here is that Nike did not have any legal responsibility or 
formal liability in this case. However, since they are seen as a powerful player the 
public opinion was that they were responsible anyhow. A powerful player is able to 
make changes for the better, according to the popular argument. Nike eventually 
gave in to this, not only because the boycotts decreased their profi ts, but mainly 
because of the reputation damage that was being done. 

 The work of Phillips and Caldwell ( 2005 ) mainly addresses examples of large 
and well-known companies such as Nike, McDonalds, Gap, and Starbucks. They 
consequently recommend that more work is needed to study the VCR of smaller 
fi rms or fi rms with a less public profi le. While the responsibility issues might be less 
visible in fi rms with little public profi le, they do exist and are interesting to look into. 

 Currently, most empirical studies on CSR investigate the link between  competitive 
advantage and CSR (McWilliams and Siegel  2001 ; Porter and Kramer  2006 ; Sen 
and Bhattacharya  2001 ). Other research does follow up this research with more stra-
tegic implications, including new technological innovation.    McWilliams et al. ( 2006 ) 
here show with the example of British textile industry in the nineteenth  century that 
new technologies can change the social responsibility perspective. The British tex-
tile industry was namely only able to abandon child labour practices after new 
machines were introduced. In general, however, the notion that CSR and VCR could 
change due to new technological developments is lacking in the current  literature. 
Some articles do address the topic of how to innovate – including creating new value 
chain linkages – while being socially responsible (McWilliams et al.  2006 ; Luo and 
Bhattacharya  2006 ). Still, the current literature on CSR and VCR mainly describes 
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practices of fi rms with proven technologies in existing value chains, where some-
times these practices might be extended to new and more speculative value chains. 
In this chapter we will make a further step and investigate the issue of social 
 responsibility in emerging technologies and speculative value chains. While so-
called  studies of ethical, legal and social aspects (ELSA) of promising technologies 
tend to focus on policy purposes, we address the responsibilities of fi rms and seek to 
extend the current CSR and VCR literature to new technological development and 
the value chains that emerge with this (Fig.  8.1 ).

   In doing so, our research also follows up on the recommendations of Phillips of 
Caldwell ( 2005 ) to look at also smaller fi rms. This combines well, since new tech-
nological developments often cause new and small technological start-ups, where 
the value chain is still highly speculative.  

8.3     Formalised Forms of CSR 

 Responsibility is a diffi cult concept for companies to deal with. Individual  responsibility 
is something which most people can grasp and decide upon, based on their individual 
moral beliefs and values. But it is diffi cult to extend this individual concept of respon-
sibility to the responsibility of a company. Two other aspects also come into play when 
looking at the company’s responsibility: it has to be communicable among the whole 
company and it has to relate to practicalities of everyday practices. 

 For these reasons, several formalised forms of CSR have been developed during 
the last decades. Also governments and supranational bodies such as the EU have 
been stimulating the development and implementation of these guidelines. A guide-
line does not only make responsibility communicable within the company, but also 
makes clear to the outside world how the company is handling its CSR. This means 
that the CSR can be evaluated. 

 Since this research focuses on companies and value chains in the Netherlands, 
some Dutch national initiatives for CSR are described here. Furthermore, different 
international guidelines are added. 
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 The Dutch Corporate Governance Code (CGC), which used to contain only 
internal good governance practices, has now been extended with corporate social 
governance guidelines. Every company that is stock listed has to comply with the 
CGC, which means they yearly have to report how they implemented the principles 
from the CGC. This code is non-binding: the companies do not have to comply with 
all the principles, but if they do not, they have to justify this (Dutch Corporate 
Governance Code  2008 ). 

 Another initiative is the Transparency Benchmark, which is initiated by the 
Ministry of Economic Affairs, Agriculture and Innovation. This is not a CSR guide-
line in itself, but it obliges companies to be transparent in the CSR activities and 
reporting. The 500 largest companies of the Netherlands are included in the research 
group. Smaller companies can also participate on a voluntary basis (Transparantie 
Benchmark  2013a ). 

 Furthermore, the Dutch Social and Economic Council produced some advice for 
the Dutch government on sustainable globalisation, which also addressed the value 
chain responsibility of companies (SER  2008 ). The Dutch government followed 
this advice and made a recommendation for CSR for companies which are facili-
tated by the government. This advice gave some general guidelines for CSR and 
also included the notion that the value chain should be seen as a primary responsi-
bility (van Heemskerk  2008 ). 

 Internationally, several CSR guidelines have been developed. Recently the ISO 
 (international Organisation for Standardisation) has made the ISO 26000 code, 
‘ Guidance on social responsibility ’ (ISO  2010 ) which gives information for organ-
isations to understand social responsibility and practical guidelines for implement-
ing it. ISO 26000 is a voluntary guideline for companies and is also based on 
self-assessment, so a public evaluation of it may be diffi cult. 

 Since the responsibility of nanotechnology in particular could relate to the 
 possible health and environmental concerns, guidelines for the use of certain sub-
stances are relevant as well. Regarding possible harmful materials, the REACH list 
is the most used standard. It deals with the Registration, Evaluation, Authorisation 
and Restriction of Chemical substances (EC  2013 ). The REACH standards are 
made and controlled by the European Chemical Agency (ECHA). Also nanosub-
stances fall under the scope of REACH, because any potentially harmful substance 
needs to be submitted to REACH regulation, irrespective of its size. However, the 
following is noted in the Frequently Asked Questions about REACH:

  The evolving science of nanotechnology may necessitate further requirements in the future 
to refl ect the particular properties of nanoparticles (   ECHA  2013 ). 

   This suggests that the ECHA is considering whether the current REACH  legislation 
is broad enough to include nanosubstances or that a new legislation needs to be devel-
oped. Companies will thus have to decide for themselves what they consider a respon-
sible way to deal with these nanoparticles. 

 Apart from these guidelines, companies can also have guidelines that they have 
developed themselves or relate to more informal CSR practices. In small  companies, 
the need for guidelines will be less, since the CSR of the company will then be 
closely intertwined with the individual responsibility of the employees.  
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8.4     Case Studies 

 To study how social responsibility appears in companies which deal with nanotech-
nology, three cases were selected. The fi rst case refers to a large company, which 
already has an established value chain, even though the product they are developing 
is new. The second case has its value chain in place, in principle, but there is room 
for company growth and value chain extension. The last case is a small starting 
company, where value chain linkages are still very unclear. 

 First, interviews were conducted within the case companies. From these interviews, 
the value chain links were revealed and mapped. Secondly, we interviewed many other 
agents in the value chain to triangulate our fi ndings on social responsibility. 

 All interviews were recorded and were consequently transcribed. From these 
transcriptions, descriptive case outlines were made. These described how the com-
panies fi lled in CSR and VCR with arguments, routines and practices. 

8.4.1     Social Responsibility in Different Stages of Development 

 The fi rst case company is Philips, a large organization, which used to focus on 
 consumer electronics, but has shifted the emphasis to health and wellbeing technol-
ogy. Now healthcare products represent about 40 % of Philips’s business revenues. 
Philips is a large and international company, with total assets of over 30 billion 
Euros and 119,000 employees in more than 60 countries. One of their recently 
established business ventures, hand-held diagnostics, seeks to develop a handheld 
diagnostic device based on the use of nanoparticles: the Magnotech concept. 

 The technology is based on magnetic nanoparticles, which are coated with the 
appropriate ligand molecules for the target protein molecules that are to be mea-
sured. A small sample of blood or saliva can be inserted in a cartridge which can in 
turn be inserted in the device. In the device the magnetic nanoparticles bind to the 
target protein molecules in the sample blood or saliva. By turning magnets in the 
device on and off, a fast and accurate separation between the bound and unbound 
particles can take place (Philips.nl  2013a ). 

 Even though the product has not yet reached the market stage, it can profi t from 
being within the large network of Philips. In the supplier fi eld, links with the suppli-
ers of the nanoparticles have been made. Philips has chosen to not produce the 
nanoparticles themselves, since this is not their core capability. When the product 
reaches its marketable phase, it can also profi t from Philips’ existing value chains 
with its market and sales channels. For this product, Philips already has ties with 
many hospitals and medical professionals, because of their earlier healthcare 
 products. Figure  8.2  shows the value chain of Philips Magnotech.

   Figure  8.2  also illustrates that Philips is involved in many collaborations, both 
bilaterally (e.g. with suppliers and partners) and within public-private partnerships 
such as CTMM (Centre for Molecular Medicine). Here they also have ties with 
multiple hospitals (in this research UMCU and AMC participated). 
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 CSR within Philips is addressed with a formalised procedure. They have an 
 elaborate sustainability program, which is renewed every 5 years, called EcoVision 
(Philips  2013b ,  c ). Ecovision includes environmental and societal aspects. Philips is 
also incorporated in the Transparency Benchmark, in which it has scored in the 
top-20 since 2005. Philips was ranked in the second place in 2010 and 2011 and in 
the third place in 2012 (Transparantie Benchmark  2013b ). 

 Furthermore, Philips has formalised procedures for organising responsibility 
among the value chain. Every supplier of Philips has to agree to the Supplier 
Sustainability Declaration that Philips has. In this declaration similar guidelines as 
in the EcoVision program are addressed (Philips  2012 ). Philips also audits the sup-
pliers to see whether they actually live up to these standards. 

 The interview brings forward how the EcoVision program sets preconditions that 
assure that social responsibility is handled correctly. This means that the individual 
employees do not have to be concerned with CSR much:

  To say that it would have an infl uence on day-to-day activity, would go a bit too far. 

   Furthermore, the power of Philips as a large company is apparent when referring 
to their suppliers and VCR. Philips has the power to demand social responsibility 
from their suppliers:

  With partners social responsibility needs to be negotiated (…) But this is very different with 
suppliers: those you can just impose your policy on. 

   Philips’s strict control of their own social responsibility and that of their value 
chain is intertwined with strategic considerations about reputation. Philips is a large 
and well-known company and does not want its name to be damaged, in the way 
Nike’s was in the earlier example. Furthermore, being actively involved in social 
responsibility also helps to positively affect Philips’ reputation. Philips ‘advertises’ 
with their sustainability and responsibility goals on their website. 

 For Philips, being involved in a nanotechnology value chain now does not change 
their CSR and VCR perspective. Concerning health and environmental risks of nano-
technology, they rely on REACH regulations. Even though some new value chain 
linkages had to be made for this new technology – i.e. with the nanoparticles 
 suppliers – Philips has all the control over its own and its value chain responsibility. 

 In our second case, TSST, we studied a much less developed value chain. TSST is a 
small company, which began as a university spin-off in 1998 (TSST  2013 ). The University 
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of Twente needed specifi c deposition equipment for their nano technology research 
and since they could not fi nd a suitable supplier, the science department decided to 
have some employees develop and build the machine themselves. The fi nal machine 
turned out to be of such good quality that universities and research institutes all 
around the world requested to also have one built. Thus a spin-off was created to 
develop these Pulsed Laser Deposition Systems. These machines are currently one 
of the main research instruments for conducting nanotechnology research. 

 The machines which TSST builds are specifi cally built to customer preferences 
and take approximately 6 months to make. The supplier side of the value chain of 
TSST consists of roughly two groups: suppliers for ready-made catalogue parts, 
these are usually large and international companies and specifi cally designed 
machine parts; these are local and smaller companies. In their start-up phase TSST 
was within a project of STW (‘Stichting Technische Wetenschappen’, in English: 
Foundation for Technical Science). STW links university research which has com-
mercial potential with so-called ‘user-committees’. These committees comprise of 
potential interesting consumers for the technology. The customers of TSST are all 
universities or research institutes from all over the world. They, however, do not 
have regular customers because it is rare that a consumer needs a second machine. 
For the fi rst time in its existence TSST is now considering requests from commer-
cial companies instead of research institutes or universities. It is still uncertain 
whether TSST will start supplying to these commercial companies (Fig.  8.3 ).

   TSST does not have formal regulations regarding social responsibility. Moreover, 
they indicate that social responsibility is not a very salient or complicated item. The 
reason for this is that TSST operates in very controlled and trusted value chains:

  We operate in the scientifi c world. Everybody knows everybody. (…) So there is a lot of 
social control. 

 That they trust their customers also stems from the fact that the machines are so 
very specifi cally built for research purposes:

  You cannot do anything else with these machines than the research that they are specifi cally 
built for. 

   The implication here is that if nothing else can be done with it, also nothing ‘bad’ 
can be done with it. The trusting relationship with the other value chain actors is 
thus based on both the social relations and the specifi city of the machine. 
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 For TSST, their responsibility is to deliver sound machines to customers who 
they trust. This makes their value chain very stable. They do not think their respon-
sibility extends to their customers where the ‘actual’ nanotechnological work is 
conducted. This could change however if they decided to start supplying for com-
mercial customers. 

 The third company we studied is MyLife Technologies BV. At the time of the 
empirical investigation (Spring/Summer 2011) MyLife Technologies was a com-
pany in the making; it had not yet been registered at the Dutch Chamber of 
Commerce, but was still a university research group with the wish to commercialize 
its research. In February 2012, MyLife Technologies succeeded in becoming a reg-
istered company. The empirical results presented here concern the time when 
MyLife Technologies was not yet a formal company. 

 MyLife Technologies has developed, and is still developing, microneedle arrays 
(MNA). These are needles with micrometer dimensions, over 50 times shorter than 
a classical syringe. Since they only penetrate the outer skin but do not reach the 
sensitive nerves which lie below, this makes the application painless. The small 
volume of the needle is compensated by placing multiple microneedles in an array. 
This array is then integrated in a patch (MyLifeTechnologies.nl  2013 ). 

 The patches are easier to handle than classical syringes. This and the painless 
application could make the patches good candidates for vaccination of children. 
Another possible application is the combination of the patches with Lab-On-A-Chip 
technologies to create easy ways to self-test certain levels in the blood. Furthermore, 
the technology is developed further to see if there are possibilities for ‘intelligent 
patches’ which could, for example, contain more also newly developed ‘nanomedi-
cine’. This would make the patches a totally new way of drug delivery combined 
with specifi cally designed new drugs for this way of delivery, instead of just  creating 
a new way of delivering existing drugs. 

 This is still a very young company and not many value chain linkages have been 
made. While ideas about applications and products circulate, the chain is still very 
speculative. Some linkages have been made in research collaborations and also 
MyLife Technologies is part of a project from STW. Through this project a vaccina-
tion program has showed interest, but no concrete steps have been made yet. Not 
only is the value chain speculative, but also the fi nal form of the technology will 
depend a lot on which customers MyLife Technologies is able to fi nd (Fig.  8.4 ).
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   MyLife Technologies has no formal forms of CSR, which is not surprising since 
the company does not even formally exist yet. The speculative nature of the future 
of MyLife Technologies renders its social responsibility speculative as well:

  Corporate social responsibility will come when we really form a company. 

   However, notions of a certain responsibility do play a role.

  The responsibility for a new technology lies with the people who initiate the idea. But if you 
believe that this is a technology that could help people, I think you also have a certain 
responsibility when you don’t do it. 

   For MyLife Technologies it matters a lot that they are in the fi eld of  nanotechnology. 
Their chances of commercialising their product could be seriously limited if the 
public opinion on nanotechnology were negative. This is also the reason why they 
want to try to pursue the option of using the microneedle arrays for vaccination:

  Vaccination is something established. It is initiated from the government and it is socially 
accepted. This would be a good way to let people come into contact with our MNA patches. 

   MyLife Technologies clearly deals with a lot of speculation. Both their  technology 
and value chain have not found a stable form yet. Furthermore, the fi nal form of the 
value chain and technology are also interdependent. They are, however, very respon-
sive to the fact that they are dealing with nanotechnology and are already considering 
some implications for responsibility issues beforehand. This could prove useful in 
developing further CSR measures when the technology and value chain stabilise.   

8.5     Responsible Speculation 

 This chapter intends to investigate how to deal with responsibilities in the case of 
new technologies. In the last decade, the tradition of corporate social responsibility 
(CSR) of companies has been elaborated. In recent years this perspective on CSR 
has been extended with considering the responsibility of the value chain, which 
resulted in the notion of value chain responsibility (VCR). 

 We discussed how the CSR and VCR literature mainly addresses existing  technologies 
and stable value chains. While these approaches sometimes are extended to possible 
new value chains, they largely ignore the issue of how fi rms (should) handle their social 
responsibility in the light of emerging technologies and the speculative value chains that 
accompany them. 

 In our study we explored these new areas of investigation. Figure  8.5  shows how 
the cases in this study can be positioned amongst the axes of existing versus emerg-
ing technology and the stable versus speculative value chain. We think that our 
empirical cases show that the expansion of the current CSR and VCR literature is 
sensible.

   Philips is currently engaged in a new technology with their Magnotech project, but 
it is clear that they are also still set in stable value chains with existing technologies. 
Also for the new technology, the value chain is clear and stable. This stability – based 
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on previous products – resonates in their approach to CSR. Both CSR and VCR are 
fi lled in formal and controlled fashions. Because of the stability of their social respon-
sibility approach, not much changes when they deal with a nanotechnology product. 
Philips relies on their CSR framework and on the REACH regulations. 

 Even though TSST is young company, their value chain is relatively stable. They 
do not have the power to have the controlled and very stable value chain of Philips, 
but their stability comes from the trusting relations with the actors. As a university 
spin-off, TSST remained within the social network of the academic world, where 
they know and trust their customers. They produce a new technology, but since the 
purpose of this technology is clear and limited, this also does not bring about much 
speculation. The newness of the technology does not have much impact on respon-
sibility issues here, since the value chain is quite stable. 

 MyLife Technologies is clearly in the top right corner of the spectrum in Fig.  8.5 . 
Both the technology is very new and the value chain is still highly speculative. 
Furthermore, the fi nal form of the technology and the value chain depend on each 
other. Because of this uncertainty, also the responsibility issues are vague and 
unspecifi ed. On the one hand, MyLife Technologies sees itself as unable to consider 
its social responsibility until the value chain becomes more stable and until what 
this means for their responsibility can be evaluated. On the other hand, dealing with 
an emerging technology such as nanotechnology, means that MyLife Technologies 
carefully considers public opinion and hopes to infl uence it. Their wish to link their 
technology with the vaccination program can be seen as an attempt to both stabilise 
the technology and the value chain speculation. 

 So it seems that when companies deal with both new technologies and new value 
chains, this can lead to changes in their view on social responsibility. When dealing 
with only a new technology, but in a stable value chain, the company can still rely 
on this stability of the value chain and not much change in social responsibility is 
deemed necessary. 
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 This leads to interesting questions for further research into value chain  responsibility. 
Within highly speculative value chains, also the considerations about the responsibil-
ity within that chain can only remain speculative. But when is the moment that the 
chain stabilises enough to consider the company’s and chain’s responsibility? And 
how does this relate to the responsibility that other value chain actors take and the 
mutual expectations in this value chain? 

 Something else to consider is that while CSR and VCR approaches can be 
enriched by adding notions of emerging technologies and speculative value chains, 
these approaches, in their turn, can enrich the debate on emerging technologies. 
Since nanotechnology is expected to be a disruptive technology – and because of the 
possible health and environmental risks – increasingly more ethical and social sci-
ence research is directed to the ‘responsible embedding’ of nanotechnological 
applications in society. This research focuses mainly on either theoretical ethical 
considerations or responsible practices of nanotechnology researchers, since in 
most cases nanotechnology research has not yet reached commercial applications 
yet (See e.g. McGinn  2008 ; Roache  2008 ). 

 These studies address questions like whether we, as a society, would or should 
want new technologies, which could potentially be harmful for humans and the 
environment. Also unintended consequences could result from releasing artifi cially 
produced nanoparticles into the air, soil or water systems. While these are legitimate 
questions and considerations, they do not give any clear instructions for fi rms want-
ing to handle these technologies responsibly. 

 The cases in this research however, show that when applications do move from 
university research to commercial applications in companies, a more practical form 
of the responsible handling of nanotechnology is needed. CSR practices and guide-
lines could perhaps function as examples for the ethical work to become more 
‘action-guided’ and move out of the theoretical realm. This could consequently lead 
to adding these ethical considerations to CSR guidelines, to embed them better in 
ethical considerations. 

 The empirical results from this study thus show that the CSR and VCR literature 
could be enriched by including cases of new technologies and speculative value 
chains. On the other hand, it seems that studies of ethical, legal and social aspects 
(ELSA) of new (nano)technologies could benefi t from commercially embedded 
approaches of CSR initiatives. Both strands of thinking could prove valuable for fi rms 
currently dealing with the demand to be both socially responsible and innovative.     
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9.1            Introduction 

 We are, in this essay, concerned with a single central question. What does 
responsibility look like? Like motherhood and apple pie, it is very diffi cult to 
argue _ against _ responsibility. No-one wants to portray themselves as irresponsi-
ble, and most people – indeed, most organisations and businesses, too – are very 
happy to align themselves with responsibility as a central principle for their conduct. 
But what does this actually mean, in practice, in different contexts? How is respon-
sibility performed and understood? In considering this we want to describe a couple 
of instances in which ‘being responsible’ is being worked out, and to refl ect on their 
differences. Responsibility, we will argue, is fundamentally multiple and contingent. 
While many people, organisations, and actors may lay claim to being responsible, 
using rather homogeneous language, its performance is always shaped by the 
dynamics and pressures which act upon a particular site at a particular moment. 

 In doing this we will focus on one area in which responsibility is currently a key 
emphasis: that of research and development in nanoscience and nanotechnology. In 
discussing these questions we are thus building upon a small body of work which 
has started to unpick the current drive towards responsibility in nanotechnology’s 
development. At the most basic level, such work has  documented  this drive,  showing 
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how nanotechnology – the interdisciplinary research fi eld composed of ‘science, 
engineering, and technology conducted at the nanoscale’ (NNI  n.d. ) – has become 
marked by the language of ‘responsible development’. While the history of nano-
technology is a relatively brief one (if we mark its inception by major research 
funding programmes, such as the US’s National Nanotechnology Initiative, signed 
into being in 2000, or the production of policy statements, such the 2004 European 
Commission Communication  Towards a European Strategy for Nanotechnology ), 
discourse around the technology has rapidly taken on a number of distinctive features. 
Nanotechnology has been framed as an  opportunity : for the development of new 
modes of governance which move from ‘command and control’ to more distributed 
methods of policy coordination; for the integration of social science and humanistic 
research into natural science research programmes; for  public participation and 
engagement to shape policy and research funding (Jones  2008 ; Macnaghten et al. 
 2005 ; Roco et al.  2011 ; Stilgoe et al.  2013 ). Most of all, nanotechnology is por-
trayed as an opportunity to  get things right  – to avoid the mistakes made in attempts 
to commercialise genetically modifi ed crops and thus to enable economic growth 
through technological innovation (Randles  2008 , see also European Commission 
 2004 ). Responsible development, it is argued, is the way to achieve this (Krupp and 
Holliday  2005 ). 

 Beyond this characterisation of the ‘governance landscape’ of nanotechnology – 
one pitmarked by the craters of failed voluntary reporting schemes, and washed about 
by the waters of public participation (Kearnes and Rip  2009 ) – a number of studies 
have sought to explore how responsibility is being discussed, operationalised, and 
mobilised in practice. Kjølberg and Strand ( 2011 ), for instance, took the European 
Commission recommendation on a code of conduct for responsible nanosciences and 
nanotechnologies research (or EC-CoC, European Commission  2008 ) as their starting 
point, conducting interviews with nano-researchers in order to discuss the text of the 
code. Signifi cantly – given that the EC-CoC has been a major European effort towards 
enabling responsible nano research – they found that none of the researchers they 
spoke to had previously heard of it; they also charted a signifi cant degree of diversity 
in the ways in which researchers responded to its seven ‘principles’ (of meaning, 
sustainability, precaution, inclusiveness, excellence, innovation, and accountability). 
This diversity extended to the ways in which their interviewees understood what it 
meant to be responsible: while, as they write, ‘[a]ll the researchers described them-
selves as responsible, and shared the view that researchers in general are responsible’ 
(shades, again, of motherhood and apple pie), when probed, this was expressed in 
‘quite different views about what this means in terms of what scientists are responsible 
for, and who they are responsible towards’ (Kjølberg and Strand  2011 , 103). 

 Such views included the sense that one’s responsibility is, fi rst and foremost, to the 
science, which should be both excellent and free of societal constraints; an emphasis 
on the need for risk research; and a ‘social democrat’ perspective in which regulatory 
authorities should – with the aid of public communication and  consultation – defi ne 
the direction nanoscience and technology takes. 

 McCarthy and Kelty ( 2010 ), in a longer term ethnographic study of the Center 
for Biological and Environmental Nanotechnology (CBEN) at Rice University, 
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are similarly interested in how responsibility is being articulated – in how it is 
‘made    ‘do-able” (McCarthy and Kelty  2010 , 406) for scientists working in 
nanotechnology. They treat responsible development as, essentially, a practical 
and very  concrete challenge for those studying nanoscience, tracing CBEN’s 
history from its lead researcher’s desire for a transmission electron microscope 
(TEM) and subsequent Center funding bid to the inclusion of ‘implications’ 
research into this Center and the mobilisation of ‘responsibility’ as a means of 
both securing research funding and ensuring public support for a burgeoning 
industry. Ultimately, McCarthy and Kelty write,

  the fact that there is a widely felt demand for science to become more responsible does not 
prescribe what that responsibility will eventually look like, or the effects it will have. […] 
Responsibility is thus approached as something emergent and historically contingent, 
which is given stability through the practical work of creating new institutes, centers, and 
councils, reorganizing scientifi c work, and re-thinking the relationships between disci-
plines. (McCarthy and Kelty  2010 , 426–427) 

   Responsibility, in their case study, is something to be constructed, manipulated 
and pushed around: as their ethnographic engagement closes they observe the 
location of responsibility being shifted such that scientists can continue their 
science whilst an external entity – the International Council on Nanotechnology, 
ICON – acts as a ‘fi lter’ by which societal questions may be purifi ed into scien-
tifi c ones. Signifi cantly, notions of public acceptance (or not) are an important 
driver within these moves, with those involved in the development of CBEN and 
ICON construing risks both  of  and  to  nanoscience: the central dynamic is that, if 
scientifi c work on the implications of nanoscience for human health and the 
environment is not pursued   , ‘public backlash will grow and itself become a risk to 
nanotechnology’ (McCarthy and Kelty  2010 , 421). Similarly, Shelley-Egan ( 2010 ), 
in a study exploring divisions of moral labour within nanotechnology’s develop-
ment, cites  ‘credibility pressures’ as a central force acting upon industrial actors 
in managing calls for responsibility. Here, again, the ‘risk’ of public concern shapes 
the operationalisation of responsible development (cf. Shelley-Egan and Davies 
 2013 ). 

 A number of studies have, then, begun to indicate the contingency of responsi-
bility. It is this theme of multiplicity that we wish to develop in the rest of this 
essay, exploring the diversity of articulations of responsibility in a number of sites. 
We start by discussing more thoroughly responsibility in the academic literature 
of sociology of science, organisation studies, and higher education, showing that 
there is multiplicity even in a domain often considered more stable than ‘real 
world’ practice. These framings are then related to the ways in which notions of 
responsible development are understood, and acted upon, in two different US sites: 
an academic research centre, and the nanotechnology private sector. We do this by 
telling the story of a particular project of the NSF-funded Arizona State University-
based Center for Nanotechnology in Society (CNS-ASU), in which its notions of 
responsibility in nanotechnology came into contact with those of the private sector. 
We argue that the multiplicity of responsible development is brought into particu-
lar focus by such clashes of taken-for-granted meanings and values.  
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9.2     Responsibility in the Literature 

 How, then, is responsibility conceptualised in the academic literature? In this  section 
we draw on an extensive keyword based search, conducted in 2011, of journals 
focusing on higher education, research ethics and the sociology of science, which 
sought to elicit articles discussing social responsibility in scientifi c practice. From 
this search approximately 250 articles were identifi ed, and a discourse analysis 
conducted on their content and arguments (see Glerup and Horst  2014 ). From this 
analysis we want to draw out a number of key dynamics, around which the literature 
appears to be structured: fi rstly, that the concept of responsibility of science appears 
largely to be connected to the notion of  obligations  (such as, for instance, the need 
to contribute to economic growth, avoid research misconduct, engage the public, 
or provide solutions to social problems); secondly, that differing perspectives on 
responsibility are grounded on differing diagnoses of the ‘ problems ’ that warrant 
responsibility; and, thirdly, that the central relationship within which these prob-
lems are diagnosed is that between  science and society . 

 The bulk of the articles identifi ed in the literature search thus present normative 
arguments for ‘more’ or ‘a different form of’ responsibility in science by describing 
ways in which something is ‘wrong’ with science or with the ways in which it relates 
to society. Given this central perspective, the literature can be divided according to 
two key, opposing perceptions of the problem that triggers the need for responsibil-
ity within the science-society relationship. The fi rst insists that problems stem from 
science having become  too entangled  with society, such that a clearer boundary 
between science and society is necessary. The second suggests the opposite: that 
science is  too cut off  from wider society, and needs to be better connected to it. 

 The fi rst position might be summarised as a ‘demarcation discourse’, and enrols 
a classic, modernistic view of science. In this discourse, the problem with current 
science and scientifi c practice is that interference from society is threatening free-
dom of research as well as the ideal of disinterestedness. Implicitly – or, at times, 
explicitly – this discourse refers to Mertonian norms (see Merton  1973 ): the central 
concern is to keep science from being polluted by non-scientifi c interests, concerns, 
or infl uences. Only by keeping science pure, the argument goes, is it possible to 
produce unbiased truth – an objective which is considered both the central obliga-
tion of science and the way in which science can best serve society. One example of 
this discourse can be found in Deichmann ( 2005 ), who argues that new tendencies 
to demand ‘responsibility’, or make science work for ‘the greater good’, are 
downright dangerous. According to Deichmann, notions such as the greater good 
are an unstable human invention, and therefore all too easy to manipulate. Science 
should focus on facts, and leave it to politicians to decide whether and how scientifi c 
knowledge can be used (cf. Wolpert  2005 ). In this discourse, then, the heart of 
responsible science involves enforcing internal discipline and a rigorous scien-
tifi c method. Discipline and method serve as a protective shield against social 
infl uences, and it is therefore the duty of scientists to practice them in the most 
rigorous way. 
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 Within this demarcation discourse responsibility relies on cutting off, as far as is 
possible, all ties of infl uence and connection between society and scientifi c practice. 
In contrast, a large number of the articles which treat responsibility  diagnose the 
problem in exactly the opposite way: they call for a more pronounced connection 
between science and society. Within these articles three distinct perspectives 
emerge, depending on how they call for this stronger science-society relationship to 
be structured. We have summarised these perspectives according to their foci on 
notions of usability, refl exivity, or democracy. Each of these discourses of responsi-
bility are discussed below. 

 In the ‘usability discourse’ the call for responsibility is predicated on the notion 
that, currently, science does not deliver suffi ciently useful results to society. Within 
these calls for useful, or usable, research a number of different defi nitions of useful-
ness can be detected. In Cross and Price ( 1999 ), for instance, the problem of lack of 
usefulness is connected to a problem of communication between science and the 
population. Their articulation of responsibility as usability thus draws on what 
could be called a traditional model of public understanding of science (Durant et al. 
 1989 ; Michael  2002 ), in which publics need to understand science in order to be 
empowered to make use of it. As such, usefulness can be understood as relating to 
concepts of science as a public good: science’s fundamental purpose is to enable 
better lives, and citizens and other social actors should be able to use it for this pur-
pose. Notions of usability, however, are also connected to ideas of the knowledge 
economy and the need for science to be a driving force in the creation of globally 
competitive societies, in which economic growth is based on university-industry 
collaboration. Here, usefulness is closely linked to innovation; that is, to ideas, 
 concepts and technologies that can be transformed into products on the market 
(Barbosa and Faria  2011 ; Corolleur et al.  2004 ). Usefulness is thus something that 
contributes to economic growth and which provides competitive advantages for 
countries, regions, or organizations. 

 Whether usefulness is understood in relation to public understanding of science 
or to infrastructures for innovation, this literature is united in arguing that there is a 
lack of suffi cient relations between science and the rest of society. Both strands of 
work which present this usability discourse focus their solution on some form of 
political management, distributing responsibility such that it incorporates actors 
other than science and scientists. Some texts argue that the media are in part respon-
sible for enabling usability, for instance, as they have a duty to report and discuss 
science and technology and thus to help create a public sphere in which these issues 
can be debated (Kowal  1980 ). Others focus on the creation of supportive frameworks 
such as the triple helix (Leydesdorff and Etzkowitz  1998 ). What unifi es the texts in 
this discourse is thus their focus on usefulness as a prerequisite for responsible 
science, and the fact that they argue for the involvement of external actors such as 
legislators, governments, citizens and experts in bringing about – and applying – this 
useful and usable scientifi c knowledge. 

 The usability discourse focuses on potentially positive outcomes of science: its 
emphasis is on the benefi ts of technoscience, whether directly, as citizens  understand, 
take it up, and make use of it, or indirectly, as it is applied by industry and brings 
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about economic development. In contrast, the two fi nal discourses of responsibility 
we want to discuss (of ‘refl exivity’ and ‘democracy’) are structured around a focus 
on potential negative outcomes of the development of science and technology. Both 
deal with the need to engage more systematically with intended as well as unin-
tended effects of science on society; they are distinguished, however, by the extent 
to which they favour external involvement and regulation of science. One set of 
arguments points to  scientists  as the key actors who need to refl ect on the possible 
consequences of science. The other suggests that these issues cannot be left to sci-
entists alone, and that science needs to come under  democratic control . 

 We have summarised arguments that focus on internal regulation as a ‘refl exivity 
discourse’. The thrust of this literature is that science is expected to be able to regu-
late itself (much as in the demarcation discourse discussed above). However, the 
refl exivity discourse argues that it is important, as part of the process of doing science, 
to consider the consequences of science and technology and to take responsibility 
for the fact that some of the problems of modern society have been caused by tech-
noscientifi c development. On this basis, science has an obligation to refl ect on its 
own effects, and to regulate itself so as to account for its social impacts (Forge 
 2000 ). Work which makes use of this discourse might point to the importance of 
including training on social responsibility when teaching university students 
(Gilmer and DuBois  2002 ), for instance, or to the need for codes of conduct that will 
guide scientists (Drenth  2006 ). In this discourse the basic perception of science is 
thus that it is, and should be, autonomous, but that scientists should both be refl exive 
about their practices and to some degree responsible for the outcomes of their 
scientifi c research upon society. 

 In contrast, the ‘democracy discourse’ argues that external actors need to be 
involved in the regulation and development of science and technology. In this dis-
course the basic problem is understood as being that new technologies and scientifi c 
developments are not suffi ciently in line with public norms and values; such tech-
nologies and developments therefore need to come under a form of democratic con-
trol. This situation calls for the creation of structures that will enable external actors 
to be actively involved, for instance in constructive technology assessment (Schot 
and Rip  1997 ), ethical technology assessment (van der Burg  2009 ), or real time 
technology assessment (Guston and Sarewitz  2002 ). These processes are understood 
as functioning to align scientifi c development and research conduct with social and 
public values, although accounts differ in what they see as the central focus for 
change. Some are primarily concerned with the level of the individual scientist 
(van der Burg  2009 ; Scriebinger and Scraudner  2011 ), whereas others see it as cru-
cial to change the scientifi c sector at the institutional or structural level (Schot and 
Rip  1997 ; but also Owen and Goldberg  2010 ; Owen et al.  2012 ; Swierstra and 
Jelsma  2006 ). Again, what unites these accounts as a single discourse is that external 
actors need to be explicitly involved in the regulation of science in order to secure its 
development according to shared social and political values. Scientists are not con-
sidered able to do this on their own: the entire process of science, then, from idea to 
outcome, is viewed as being integrated with a  democratic structure that seeks to 
ensure socially accountable and desirable outcomes. 
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 ‘Responsibility’ and responsible development of science in the higher education, 
research ethics and sociology of science literature may, then, be articulated along a 
number of faultlines. Putting responsibility into practice can be construed as a pro-
cess of separating science and society as far as possible (in the demarcation 
 discourse), or of ensuring science’s usefulness (in the usability discourse), or scien-
tifi c refl ection upon implications (the refl exivity discourse), or of enabling demo-
cratic deliberation and control of technoscience (the democracy discourse). Each of 
these will, of course, look somewhat different: the discourses take different sites and 
actors as their primary focus, and imagine responsibility as being centred around 
different kinds of actions (rigorous scientifi c method in the demarcation discourse, 
for instance, versus open public deliberation and debate in the democracy  discourse). 
The key point we want to take up here is the multiplicity of ‘responsibility’. Even 
the academic literatures that treat the notion do not present it consistently; we might 
anticipate, then, that there is similar diversity in ‘real world’ contexts in which the 
term is used. It is this question that we take up in the next section, visiting two 
empirical cases to outline the versions of ‘responsibility’ mobilised within them and 
their connection to the discourses described above.  

9.3     Articulating Responsibility in Two US Sites 

 In what follows we discuss two examples of responsibility in practice, using these 
as instances of the way in which ‘responsible development’ can be very differently 
understood – and practiced – in different contexts. As we do this, we want to fi rmly 
locate ourselves within the discussion, acknowledging that we do not write as 
impartial observers – if such a thing were ever possible (Hammersley and Atkinson 
 1995 ) – but as participants in the data we will draw upon. Our analysis draws upon 
the story of a project, in which one of us – SRD – has been closely involved. This 
project was, for the period of 2010–2011, a central part of the activities of the 
National Science Foundation-funded Center for Nanotechnology in Society at 
Arizona State University (CNS-ASU), at which SRD was then based; her role 
included developing a programme of private sector engagement which would build 
the Center’s private sector contacts and coordinate its outreach to and engagement 
with them. For CNS-ASU (and SRD), this private sector ‘outreach’ involved seek-
ing to understand where CNS-ASU’s points of contact and synergies with the 
 private sector (interpreted broadly as including nano industry, business, not-for-
profi t research, and NGOs) lay, and developing these through informal conversa-
tions, community-building activities, and more sustained partnerships (see Davies 
 2011 ). Here, then, we are drawing upon SRD’s situated and refl exive assessment of 
the progress of this outreach programme. Specifi cally, we will make use of a series 
of interviews she carried out with private sector actors around their understanding 
of responsibility; these more focused explorations are combined with a wider pro-
gramme of participant observation (of, for instance, workshops on soft law, activi-
ties oriented around the status of the governance of nanotechnology, and local nano 
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industry events) to build a picture of the way in which responsible development is 
being imagined within US-based private sector communities. 

 The two sites we will describe, then, are CNS-ASU and the private sector 
 nanotechnology industrial actors with which it sought to interact. By using CNS-
ASU’s private sector engagement activities as the thread which ties these case studies 
of responsibility together, we are able to outline not just some of the multiplicities of 
the term but also the tensions which emerge when diverse articulations and practices 
around it come into contact. Our analysis is thus based not only on the ethnographic 
and interview data that SRD collected as she engaged in ‘private sector outreach’, but 
also on the ambiguities, frustrations, and hesitations – even, at times, discomfort – 
which were, for her, part of the lived experience of this project. 

9.3.1     Responsibility in CNS-ASU: ‘Real Time Technology 
Assessment’ and ‘Anticipatory Governance’ 

 CNS-ASU does not, at fi rst glance, frame itself in terms of enabling or ensuring the 
responsible development of nanotechnology. While the language it uses is somewhat 
different, its work can, however, be squarely placed within the broad moves around 
the governance of nanotechnology described in the introduction (Kearnes and Rip 
 2009 ), and its emergence as a key site of US thinking on societal and ‘ELSI’ (ethical, 
legal and social) implications has been concomitant with the development of research 
funding for nanotechnology more generally. Frameworks of ‘anticipatory gover-
nance’, ‘real time technology assessment’, and ‘social and technical integration’ 
developed within the Center have been infl uential within the wider governance 
 landscape of both US and international nanotechnological development (Fisher  2007 ; 
Guston  2010 ,  2014 ; Guston and Sarewitz  2002 ; Kearnes and Rip  2009 ). 

 As David Guston, the Center Director, describes in a recent article ( 2010 ), 
 CNS- ASU is funded by NSF from a wave of research monies made available by the 
National Nanotechnology Initiative (signed in 2000 and authorised in the 2003 
twenty-fi rst century Nanotechnology R&D Act). The NNI is of a piece with other 
research programmes for nanoscience and technology internationally in specifi cally 
legislating for the integration of social science, humanistic refl ection, and public 
views with natural science research within the development of nanotechnology 
(Kearnes and Rip  2009 ): as Guston writes, the proposal for what became CNS-ASU 
was developed so as to ‘address [the] congressional interest in public engagement 
with nano-scale science and engineering (NSE) research and the integration of soci-
etal concerns with NSE research’ (Guston  2010 , 432–433). The activities of CNS- 
ASU (and its sister center, at the University of California Santa Barbara) therefore 
play an important role in meeting the NNI’s demands for a concern with ‘societal 
dimensions’ in the development of nanotechnology. 

 In responding to this broad remit CNS-ASU has worked with a toolkit of 
key concepts, including that of ‘real time technology assessment’ (Guston and 
Sarewitz  2002 ) – which provides a methodological focus for the Center’s activities 
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(Guston  2010 ) – and, most signifi cantly, anticipatory governance, a notion which, 
though it is increasingly being taken up within STS more widely (see Harvey and 
Salter  2012 ), remains a distinctive CNS-ASU ‘brand’ (Guston  2014 ). In the 
increasingly sophisticated accounts which are being given of anticipatory governance, 
its synergies with contemporary thinking on governance theory are emphasised 
(cf. Hajer and Wagenaar  2003 ), such that:

  anticipatory governance is meant to partake in a discussion in which governance is a wider 
set of activities than mere ‘government’ – that is, actions by public sector authorities. This 
wider set of activities is also meant to create between [sic] the two simple but extreme 
options that often dominate discussions of the governance of emerging technologies: 
‘doing’ and ‘banning.’ […] Options between these two extremes include the implementa-
tion of licenses and other kinds of restrictions, the use of liability and indemnifi cation, the 
application of intellectual property rights, the execution of treaties, the development of 
standards, testing regimes, and codes of conduct, and public action in various forms ranging 
from education to protest. (Guston  2010 , 434) 

   The space in which anticipatory governance is operating is thus much the same 
as those in which discourses of responsible development are circulating. The 
‘options’ Guston mentions – IPR, treaties and standards, codes of conduct, public 
action – largely overlap with those which are rolled in to discussions of responsibil-
ity as the key mode of governance of nanotechnology (Kearnes and Rip  2009 ; 
Kurath  2010 ). Anticipatory governance, however, is unusual in being both highly 
developed – in terms of the characterisation of what ‘responsible’ actions and 
 activities should look like – and well articulated, with a small literature outlining its 
nature and practice (Barben et al.  2008 ; Davies and Selin  2012 ; Guston  2010 ,  2014 ). 
It is worth outlining its key dimensions as expressed in this literature. 

 Anticipatory governance, Guston writes, comprises ‘four separate capacities that 
involve both research and practice: foresight, engagement, integration, and 
‘ensemble- ization” (Guston  2010 , 434). These capacities are  societal  (and thereby fi t 
well with the NNI’s emphasis on ‘societal dimensions’ of nanotechnology). They are 
envisaged as being developed within social science research institutions such as (and 
in particular) CNS-ASU, but it is fundamental to the way in which anticipatory gov-
ernance is imagined that they extend beyond such research sites to incorporate, and 
affect, science (with a particular emphasis on the laboratory), policy, and society at 
large. Anticipatory governance therefore has a strong normative dimension in seek-
ing to develop ‘capacity for social learning’ (Guston  2010 , 433). ‘Foresight’ picks up 
on the notion of anticipation which, in this articulation, is explicitly framed not as 
prediction but as a means of imagining and deliberating multiple possible futures: 
techniques used include scenario workshops and the creation of physical prototypes. 
‘Engagement’ has strong parallels with the now extensive literature on public 
engagement and deliberation on science (see, for instance, Hagendijk and Irwin 
 2006 ): it ‘involves a connection between nanoscale science and engineering research-
ers with general publics that, at its best, provides for a two-way exchange of informa-
tion and that tends to create a mutual understanding of values and goals’ (Guston 
 2010 , 435). ‘Integration’ focuses on engagements between natural  scientists and 
social scientists and humanists, of which a paradigmatic example is  ‘social- technical 
integration research’, in which graduate students from social science and humanities 
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backgrounds spend time in natural science research labs in an effort to merge 
 expertise from the different domains (Fisher  2007 ; Schuurbiers  2011 ). Finally, 
‘ensemble-ization’ refers to the importance, within anticipatory governance, of none 
of these modes being understood as self-standing. In practice, Guston ( 2010 ) notes, 
successful CNS-ASU activities have tended to incorporate aspects of foresight, 
engagement, and integration. 

 CNS-ASU therefore has, in anticipatory governance, a highly developed model of 
what responsibility in nanotechnology could look like. With a budget of $6.5 million 
over a 5 year period, it also has scope – to an extent which is still unusual in social 
science research – to work on rolling out, at a relatively large scale, activities which 
develop these anticipatory capacities. Its programmes include lab-based ‘integra-
tion’ research, education of natural and social science university students, policy 
outreach, and a wide array of public engagement activities (see Davies et al.  2013 ; 
Davies and Selin  2012 ; Phelps and Fisher  2011 ; de Ridder-Vignone  2012 ; Selin and 
Boradkar  2010 ;    Wender et al.  2012 ). While, as in any research centre, there is a 
degree of happenstance in what research is carried out, its highly focused  structure 
(activities are organised according to what type of ‘real time technology assess-
ment’, or RTTA, they fall under, and around a number of thematic research areas; 
Guston  2010 ) ensures that the different capacities of anticipatory governance are 
being developed in strategic and targeted ways. It is, within work at the Center, taken 
for granted that nanotechnology will best be developed through the heightening of 
these capacities. Notions such as societal engagement or the integration of social 
and technical expertise are therefore taken-for-granted principles within CNS-ASU 
contact with wider intellectual, political, and social worlds. 

 This, then, is the context from which CNS-ASU’s private sector outreach was 
carried out – one which is saturated by a number of the discourses of responsibility 
described above. Anticipatory governance clearly takes as its starting point the assump-
tion that the relationship between science and society should be strengthened and 
developed; nanotechnology, we are told, ‘occasions new approaches to the conduct 
of research evaluation and assessment that require the engagement of a variety of 
potential users and stakeholders’ (Barben et al.  2008 , 979). Aspects of the refl exivity 
and democracy discourses are particularly strong. CNS-ASU is largely structured 
around enabling public action and debate around nanotechnology and ensuring that 
the refl exivity of science and scientists is enhanced through ‘integration’ activities. 

 How has anticipatory governance become what it is? While the genealogy 
claimed for the concept includes the environmental studies literature (Karinen and 
Guston  2010 ) and Alvin Toffl er’s 1971 book  Future Shock  (Guston  2010 ), it also 
seems clear that CNS-ASU’s activities are – as with those of CBEN and ICON, in 
McCarthy and Kelty’s study ( 2010 ) – of their time, and have been constituted 
through a variety of academic, political, and fi nancial dynamics. CNS-ASU’s work, 
as expressed in anticipatory governance, can be understood as a pragmatic response 
to the NNI’s emphasis on the societal dimensions of nanotechnology, as well as to 
a wider intellectual climate in which public engagement and the ‘democratisation of 
science’ are important themes (see Hagendijk and Irwin  2006 ; Jasanoff  2003 ) and 
where there has been an international shift towards the governance – rather than 

S.R. Davies et al.



153

government – of technology (Hajer and Wagenaar  2003 ). Just as the natural  scientists 
of CBEN learned to deal with ‘responsibility’ in ways that protected both publics 
and their science (McCarthy and Kelty  2010 ), anticipatory governance can be seen 
as a strategic version of responsibility which has traction on the NNI – and thereby 
NSF funding – as well as maintaining rigour in the context of contemporary thought 
in STS and science policy.  

9.3.2     Responsibility in US Private Sector Nanotechnology: 
Safety and ‘Not Blowing Things Up’ 

 For CNS-ASU, then, the responsible development of nanotechnology will  inevitably 
involve attention to its wider societal dimensions, and will involve notions of 
 democratic engagement and self-refl exive scientifi c practice. This is, of course, of a 
piece with many formal articulations of responsibility. As a number of scholars 
have charted (Kearnes and Rip  2009 ; Kurath  2010 ; Randles  2008 ), the ‘governance 
landscape’ of nanotechnology integrates calls for responsibility with activities such 
as soft law, codes of conduct, ethics research, and public engagement. Kearnes and 
Rip write that this:

  emerging landscape incorporates a number of recent regulatory initiatives, including: regu-
latory reviews concerning the suffi ciency of existing regulatory frameworks for novel nano-
materials; the incorporation of ELSA research and public deliberation at upstream stages in 
the development of nanotechnology; the recent proliferation of principle-based voluntary 
codes concerning the development of nanotechnology and the broader emergence of a 
discourse of the ‘responsible development of nanotechnology’. (Kearnes and Rip  2009 ) 

   There is thus signifi cant overlap between ‘responsibility’ and – in particular – 
societal activities such as ‘public deliberation’. Both the EC-CoC (see European 
Commission  2008 ; Kjølberg and Strand  2011 ) and the Responsible Nano Code 
( 2008 ), for example, incorporate principles such as accountability, inclusiveness 
(that ‘governance of N&N research activities should be guided by the principles of 
openness to all stakeholders’; European Commission  2008 , 6), stakeholder involve-
ment, and transparency. 

 CNS-ASU is not so unusual, then, in mobilising this rather broad model of 
responsibility. The story we want to tell in this section, however, is that this stands 
in stark contrast to the version of responsibility assumed by the US private sector 
organisations and individuals with whom CNS-ASU has had contact in its outreach 
programme. For US nano industry – as encapsulated by the community with which 
SRD engaged through attendance at nano-oriented conferences and meetings, and 
through a set of interviews and informal conversations with key informants – 
responsibility is almost entirely constituted around being safe. Responsible devel-
opment is thus seen as being about ‘not blowing things up’, worker safety, risk 
management, environmental health and safety (EHS), and the ‘protection of public 
health and the environment’: there is little, if any, discussion of broader questions 
such as the direction that technology should be taking. 
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 This can perhaps best be illustrated by giving some instances of responses, within 
interviews, to the question: what does responsible development of nanotechnology mean 
to you? The answers given almost exclusively emphasised notions such as the manage-
ment of toxicity, risks and benefi ts (and calculative approaches to dealing with these), 
and the development of new testing procedures. The extracts below are indicative.

  Yeah, I think um nanotechnologies, and really new chemical developments in general, 
 represents a real opportunity for green chemistry, and what’s called benign by design. So 
the idea that you could do your toxicity testing early in the chemical development and in the 
application of that chemical um and understanding the toxicology or the potential hazards 
of that material you might be able to design in the R&D phase to make it safer or less risky. 
(Interview 1, NGO representative) 

 So it’s a weighing of risks and benefi ts, and I guess ultimately that to me is what responsible 
development means, is don’t look just at the risks, don’t look just at the benefi ts, look at 
both and try to assess them and try to um you know maximize the benefi ts and minimize the 
risks. But people will have different calculuses for exactly what decisions should be made 
in that type of framework. (Interview 2, Industry representative) 

   In the fi rst quote the speaker – who is from an environmental NGO – emphasises 
nanotechnology’s potential for enabling so-called ‘benign by design’ chemicals. 
In so doing she picks up on discourses in which control of matter, at the nanoscale, 
will enable control of material effects: safety, in the form of an awareness of 
‘toxicology or the potential hazards’ can be engineered into new materials such 
that they can be made ‘less risky’ (cf. Schwarz  2009 ). The notion of risk is similarly 
key in the second extract. The immediate response to the nature of responsible 
development is that it is fundamentally a ‘weighing of risks and benefi ts’, and 
thereby a ‘calculus’ by which nanotechnology’s benefi ts and hazards can be 
assessed. While the speaker acknowledges that such calculations may vary from 
person to person (that ‘people will have different calculuses’), the assumption is that 
risk and benefi t are the only categories at stake (cf. Kearnes et al.  2006 ). In both 
instances, then, the interviewees turn directly to questions of risk as the central 
meaning of responsibility. 

 This reading of responsible development as primarily about ensuring ( relative) 
safety was present throughout the interviews and the wider engagement activities 
of CNS-ASU’s private sector outreach. A meeting on soft law with a large indus-
try audience, for instance, which SRD attended with some expectation of hearing 
about the wider societal engagements outlined in various Codes of Conduct and 
proposed within anticipatory governance, was dominated by discussion of risk 
analysis and management. The quote that heads this section – taken from a 
speaker’s comment that their primary concern was simply ‘not blowing things 
up’ – similarly comes from a local nano industry meeting, at which the implica-
tions of a particular technological application were discussed. And within the 
interviews and other informal conversations as a whole there was little sense that 
responsible development might, or could, ever accommodate the wider notions 
of societal engagement, public debate, scientifi c and social integration, and antici-
pation and foresight which are rolled into other versions of responsibility (cf. 
Kjølberg and Strand  2011 ). 
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 In this context, then, a much narrower version of responsibility is being 
 mobilised – one which construes it as essentially about the management of (physical) 
risk and which depicts two key dichotomies: safety versus risk; and risk versus bene-
fi t. The ‘responsible’ response to these dynamics is to seek to control and manage 
them; hence, in interviews and discussion, the emphasis on technical methods and 
 procedures to limit or understand risk and uncertainty (see Dupont and EDF  2007 ; cf. 
Kearnes et al.  2006 ). As such, there are clear parallels with the  refl exivity  discourse of 
responsibility outlined above – though here refl exivity is limited to physical harm 
rather than any wider outcomes or effects on society, and is therefore a rather different 
kind of refl ection than that promoted by CNS-ASU (Fisher  2007 ). While we can also 
observe traces of the usability discourse – in the assumption that responsibility is 
enacted within marketplace dynamics – the discourse which CNS- ASU makes primary 
use of, that of democratisation, is strikingly absent from private sector discussion. 

 The purpose of this assessment is not to criticise the version of responsibility 
mobilised by private sector actors, or to hold it up to some standard of which antici-
patory governance is the benchmark. Just as we earlier argued that anticipatory 
governance – as expressed within the activities and foci of CNS-ASU – is a product 
of particular dynamics operating at a particular time, the same is equally true of US 
private sector nanotechnology. If CNS-ASU and its development of frameworks 
such as sociotechnical integration, real time technology assessment, and anticipa-
tory governance can be understood as in part shaped by political moves which both 
promote nanotechnology and demand that it is socially aware, then private sector 
discourses of responsibility which solely emphasise risk-based approaches are simi-
larly responses to a particular kind of context. At one level, of course, this context 
is the same: the same macro level demands for ‘responsible development’ are 
 operating (as expressed, for instance, in increased discussion of corporate social 
responsibility and the ways in which this applies to nanotechnology; see Groves 
et al.  2011 ; Krupp and Holliday  2005 ). But our engagement with private sector 
actors indicates that there at least two other factors which shape industry articula-
tions of responsibility: the logic of the bottom line, and the practical limitations of 
actors’ agency and social milieu. 

 Neither of these are, of course, surprising. The private sector is, largely, ‘about 
making money’, as one informant noted, and the maximisation of profi ts will inevi-
tably be a key fi lter through which any broader demands will be viewed. Thus, for 
this community, responsibility tends to be articulated in ways which fi t with this goal. 
While it is easy to trace a connection between risk management – ‘doing no harm’ – 
and fi nancial stability, it is less so for wider imaginations of responsibility such as 
societal debate, transparency, and sociotechnical integration (cf. Groves et al.  2011 ). 
Beyond this, however, it was also clear that many of our informants had a strong 
awareness of the opportunities and constraints of the situations they – as individuals, 
businesses, and whole industries – were in. They were experts in a specifi c domain – 
whether nano-related law, environmental policy, or nanotech start- ups – and their 
perspectives were shaped by these domains. Responsibility was thus almost always 
seen in the context of a relatively narrow fi eld of action and opportunity – for the 
speaker below, for instance, it came down to a particular way of doing chemistry.
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  I think when it comes to the responsible area- one of the issues is that each of the sciences 
has its weak spot, we in the colloid chemistry area do not really defi ne our surfaces very 
well. […] So going back to basics, re-examining the purpose of the test, making certain that 
you’re using the best evaluation technique, and each of the disciplines shall we say stepping 
up… (Interview 5, Industry representative). 

   Colloid chemistry, tests, and evaluation techniques are what this speaker knows, 
in astonishing detail and from some decades of working in this fi eld; for them, then, 
responsible development has to be something which can be articulated in these 
terms. Indeed, for responsibility to be made meaningful to any of our informants, it 
had to be something that they were able to act upon (however weakly) within the 
confi nes and constraints of their immediate context. Broader visions of directing 
‘nanotechnology’ as a whole, enabling societal debate, or anticipating disruptive 
technologies were, largely, simply not possible. For responsible development to be 
‘made do-able’ – to use McCarthy and Kelty’s term ( 2010 ) – it was therefore neces-
sary to strip it to the bare bones of risk assessment and cost-benefi t analysis – to 
make it something that our informants, and private sector nano more generally, 
could mobilise their expertise to act upon.   

9.4     Conclusion 

 In this essay we have been concerned with the multiplicity of responsibility. Our 
argument has been that, though it is easy to take calls for responsible development 
of technology for granted, there is much more going on underneath the surface of 
such calls than we might anticipate: though there is certainly homogeneity around 
the language of responsibility – with it having become, particularly in the context of 
nanotechnology, a standard framework for technological development – its meaning 
is contingent and uncertain. In academic literature that treats responsibility in 
science, for instance, we can distinguish a number of discourses which outline what 
such responsibility should look like. While all of these focus on problematic  features 
of the science-society relationship, they suggest different diagnoses and remedies, 
from complete demarcation to enhancing usability, reflexivity or democracy. 
As such, these discourses might be understood as ‘ideal types’ (cf. Weber  1949 ) 
of responsibility – purifi ed forms of the different ways in which the term can be 
 understood and performed. 

 In contrast, we have found that the ways in which responsibility is articulated in 
‘real world’ sites is messy and contingent, shaped by dynamics and pressures which 
may be connected to the politics of responsibility (the widely shared imagination of 
nanotechnology as an opportunity to ‘get things right’) but which also may not 
(the need for companies to be mindful of the bottom line). The versions of respon-
sibility which are mobilised in CNS-ASU and in the US nanotechnology private 
sector do not fall neatly along the lines outlined by the different discourses – or 
types – the literature discusses; rather, what we see is a combination of the themes 
around the sites and purposes of responsibility which emerge in more formalised 
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articulations. Thus CNS-ASU, through its model of anticipatory governance, brings 
together an inclusive picture of responsibility which incorporates an emphasis on 
democracy – in the shape of societal capacity for anticipation – and on refl exivity 
(through real time technology assessment and lab-based refl ection). In contrast, the 
nanotechnology industry appears to rely on narrower versions of refl exivity which 
focus on safety and which give little attention to wider public debate. 

 In all of this the key point is that responsibility is various. It is various in the 
 literature, and it is certainly various in the ways it is performed within different sites. 
Perhaps most critically, it is various in ways that may at fi rst glance be hidden or 
disguised: the very uniformity of the language of responsible development, and the 
solidity of assumptions of what it is, can mean that there is little explicit articulation 
of what it means in practice. The project that we have described – of CNS-ASU 
private sector outreach – is a prime example of this. CNS-ASU, as we have noted, 
takes for granted an expansive version of responsibility in line with policy such as 
the EC-CoC; for this to come into contact with the much more tightly understood 
version of responsibility – in which it entails safety, and not much more – espoused 
by the private sector was at times disruptive for both CNS-ASU and industry actors. 
The point with which we want to close, then, echoes that made by others who have 
started to unpick the multivalencies of ‘responsibility’ (Kjølberg and Strand  2011 ), 
and is simply that to talk only of responsibility, or responsible development, may 
be worse than useless. The key question is of what  kind  – what version – of respon-
sibility we are calling for, enacting, and transporting as we study, and write about, 
 technological development.     
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10.1            Introduction: Responsibility and New Organizational 
Confi gurations in Nanotechnology 

 In the last few years, the debate about advances in nanotechnology and the social 
and political responsibility implied in these advances has grown among scholars 
and politicians (Robinson  2009 ; McCarthy and Kelty  2010 ). The discussion about 
responsibility connected with nanotechnological innovations has developed in dif-
ferent ways. Firstly, in the last decade, nanotechnologies have played the role of 
‘frontier’ research fi eld, attracting huge research funds and raising public interests 
in the media and popular culture (Neresini  2006 ; Nerlich  2008 ). Moreover, debates 
about nanotechnology have been characterised by a recurring perceived distance 
between, on the one hand, the great theoretical promises and, on the other hand, the 
mundane practical applications actually developed, leaving substantial space to 
refl ect on the possible forthcoming consequences of nanotechnologies, maybe even 
unexpected and potentially dangerous ones (Selin  2007 ; Bijker et al.  2010 ). 
Moreover, we should not forget that these concerns around nanotechnology touch 
very sensitive areas for human society, such as in the case of the effect on the envi-
ronment and on human health and bodies (Roco  2005 ; Faunce  2007 ). Clearly, the 
importance of nanotechnology’s possible consequences has spurred the growth of 
refl ections and analyses about the taking of responsibility for positive and negative 
changes produced or inspired, directly or indirectly, by nanotechnological research 
(Roco and Baingridge  2001 ). 

 Going beyond the reasons why the debate on the link between responsibility and 
nanotechnology is going to be increasingly relevant, there is another important 
 perspective to add to this discussion, which until now has been scarcely considered. 
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The debate on the responsibility for nanotechnology innovation has taken into 
account only in a very superfi cial way how nanotechnologies have required and also 
supported changes in the organizational confi gurations of actors and institutions 
involved in the development of this scientifi c and economic fi eld (Robinson  2009 ; 
Rampersad et al.  2010 ). The pressure for new organizational arrangements in scien-
tifi c practices has laid the foundation for the development of renewed models of 
innovation, different from more traditional ways to manage innovation’s processes 
and actors. When looking closer at this issue, we can see that the request for more 
fl exible relationships between market, state and scientifi c research have impacted 
not only the institutional relationships between actors, but also the ways they frame 
their reciprocal responsibilities (see Etzkowitz and Leydesdorff  2000 ). It is not hard 
to speculate about how the development of new relationships between actors in 
nanotechnology has also produced effects on the framing of responsibility in the 
innovation processes and practices. 

 In fact, the change toward new organizational confi gurations in innovation work 
has acquired signifi cance especially in the nanotechnological fi eld. Organizational 
changes have gone in the direction of a more complex relationship between market 
actors and scientifi c institutions, leading to the increasing importance of the cre-
ation and the maintenance of stable relationships between different spheres, inter-
ests and actors. Among the several ways to describe these new confi gurations in the 
fi eld of innovation, and their resulting tensions, a useful perspective is that devel-
oped around the concept of “boundary organizations” (Guston  1999 ,  2001 ). By 
using this concept, it has been possible to pay attention to the relevance of more 
fl exible and smooth divisions of tasks, activities and responsibilities in innovation 
paths. Moreover, the focus on the boundary dimension of cooperation has been 
exemplifi ed by the increasing growth of forms of ‘hybrid management’ in research 
and development (Miller  2001 ). In the context of the contemporary changes of sci-
entifi c work, ‘boundary organizations’ and ‘hybrid managements’ represent useful 
insights to be added to the evolving debate concerning the interaction between 
responsibility and nanotechnology. 

 In this chapter I aim to widen the understanding of the multiple analytical levels 
of the relationship between responsibility and nanotechnology, paying specifi c atten-
tion to the changing organizational confi gurations in the cooperation between 
 different actors involved in nanotechnology innovation. More specifi cally, I start by 
asking: how the emergence of new and more fl exible organizational confi gurations 
within the nanotechnology fi eld is entangled with evolving forms of responsibility; 
how responsibility is actually addressed by different actors involved in the processes, 
and; whether these more fl exible relationships between state, market and research 
actors are promoting or rather hindering new confi gurations of responsibilities. 

 This chapter develops some of these issues by considering the history and activities 
of a Italian ‘boundary organization’ in the fi eld of nanotechnology, paying particular 
attention to the ways new organizational confi gurations have implications on the 
emerging confi guration of responsibility. More specifi cally, this chapter focuses on 
some of the aspects involved in the development of a small nanotechnology facility 
characterized by the direct interaction between fi rms, managers, entrepreneurs and 
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scientifi c researchers. By reconstructing the pattern of creation and the work  developed 
within this nanotechnological facility, the chapter aims at highlighting how its organi-
zational shape is connected with the emergence of new practical and discursive con-
fi gurations of responsibility. The chapter develops some considerations starting from a 
case-study based on data generated with qualitative interviews and document analysis 
and, points out the ‘heterogeneousness’ which today characterizes the work of innova-
tion (Law  1987 ; Latour and Woolgar  1979 ; Knorr-Cetina  1981 ). In addition, the chap-
ter also looks at how innovation involves a multiple set of actors, contexts and players 
of broader socio-cultural backgrounds, that are locally embedded and, thus also 
opened to the infl uences coming from different interests and perspectives (Pinch and 
Bijker  1984 ;    Latour  1987 ; Law and Hassard  1999 ). This approach allows an under-
standing the several levels of responsibility and how these levels are articulated in the 
actual contexts of innovation. It also helps us to fi gure out how innovation paths in 
nanotechnology emerge from a work of ‘co-production’ played by different actors 
rooted in specifi c local contexts (Doubleday  2007 ). More generally, the analysis devel-
oped in this chapter contributes to further the debate on the relationship between nano-
technology and society, by generating a ‘greater refl exive awareness among scientists 
in their specialist work worlds, with the expected result that innovation processes 
indirectly gain added sensitivity to human needs and aspirations, and thus greater 
resilience and sustainability’ (Macnaghten et al.  2005 , 271). 

 Having these analytical questions in mind, I intend to explore empirically the 
work of Nanofab, an Italian nanotechnology laboratory located outside Venice. The 
research on which the chapter is based has been carried out for about 1 year between 
January 2007 and March 2008 and relies on an empirical point of view on ethno-
graphic observations, document analysis and in-depth interviews with the staff of 
Nanofab, including both those in purely scientifi c roles (project manager and 
researchers) and those in managerial, administrative and advisory positions. 

 In the fi rst part, the chapter describes the start of Nanofab and the beginning of 
the construction of its laboratories located in Marghera, an area on the outskirts of 
Venice. Nanofab started around 2000 and its story is told in the chapter paying 
 particular attention to how the design of the project required a set of negotiations 
between scientifi c requirements, institutional activities and constraints posed by 
institutional public actors. Afterwards, the chapter shows how the cooperation to 
transfer nanotechnologies to the business environment posed a number of prob-
lems to those actors and institutions involved. These problems affected, at the 
same time, the scientifi c and organizational structure, the interactions between 
actors and, consequently, the framework within which forms of responsibility have 
been attributed and agreed upon. The chapter explores these issues by focussing on 
the actual ways in which managers, scientists and businessmen interacted to estab-
lish forms of cooperation and to share reciprocal responsibility and trust. Finally, 
in the conclusion the chapter discusses how the case of Nanofab represents a use-
ful and fruitful point of departure to widen our understanding of the relationship 
between  responsibility and nanotechnology and to feed the on-going debate 
regarding different forms of responsibility in real terms in the work of nanotech-
nology innovation.  
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10.2     New Confi gurations in Nanotechnology 
Innovation: The Nanofab Case 

 Nanofab is a not-for-profi t organization set up to develop and help the transferring 
of nanotechnology-based processes and knowledge from the academic sector to 
local industries, largely characterised by being small and middle-sized fi rms. 
Nanofab’s activities could thus be rightly considered as belonging to the realm of 
technology transfer from the scientifi c sector to fi rms. The institutional actor who 
promoted Nanofab is the Veneto region, and among the main institutional support-
ers there are at least two important players. The fi rst one is Veneto Nanotech, a 
regional based public agency which coordinates regional activities about nanotech-
nology; the other is CIVEN, an academic network including the four main universi-
ties in the region (the Universities of Padova, of Verona and of Venice-Ca’Foscari 
and – at a later stage – Venice IUAV) offering the scientifi c and technical know how 
to Nanofab. The academic network CIVEN plays the role of a sort of tank from 
which Nanofab is able to draw innovative knowledge and highly specialized skills 
to be applied in the transfer of nanotechnology. Another relevant actor also involved 
in Nanofab is a science park named Vega, located on the Venice mainland, where 
Nanofab has now its own headquarter and laboratories. The main scientifi c fi elds 
covered by Nanofab include nanostructured materials and thin fi lms, nanopowders, 
and in general all those applications aimed at improving the performances of 
 material surfaces in products and tools. 

 Nanofab’s mission concerns the transfer of technological knowledge to the 
market, including industrial testing, in collaboration with industries and specifi cally 
the small and medium-sized businesses located in the highly industrialized area of 
the Veneto Region. The local industrial sectors most interested in applying 
nanotechnology- based innovations are those of the clothing and footwear industries, 
jewellery, the fashion industry, machinery, and also rubber-, plastics- and leather-
related producers of consumer goods. Moreover, we should note that Nanofab fi ts 
into a larger national strategy based on the establishment of a technological cluster 
for nanotechnology in the Veneto region, which started in 2004. As we will now 
show, the birth of Nanofab in 2005 represented the result of a synergistic interaction 
between scientifi c institutions, public and institutional actors with small and 
specialized fi rms in order to introduce nanotechnologies in the market. 

 Nanofab’s activities started in October 2005, when the headquarters and labora-
tories were offi cially opened. However, the process of planning and networking 
necessary for the creation of Nanofab originated a few years earlier. In fact, as is 
always the case when we focus on the development of complex socio-technical 
processes, the trajectory that goes from the initial idea to the actual creation of a new 
research structure is intricate and highly differentiated. As one of the leading scien-
tifi c promoters of the project told us, the idea of creating Nanofab took shape at least 
5 years before its actual opening, around the year 2000. At this early stage, a group 
of Italian chemical scientists organized a trip to the U.S. in order to visit the evolving 
businesses related to the then new-born National Nanotechnology Initiative (NNI), 
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the US research program aimed also at developing new forms of cooperation 
between the academia and private fi rms in the fi eld of nanotechnology:

  One of these centres [we visited] was closer to the model we later used for Nanofab; it was 
the Pennsylvania State University. […] And the Pennsylvania State University had estab-
lished an entity called the Nanofabrication Facility, which was at the service of companies, 
but also [suitable] for academic activities […]. And during the trip the idea that perhaps the 
Veneto region could fi nance an initiative in nanotechnology like that one fi nally arose 
(Interview no. 5). 

   After getting their initial idea from the organizational developments happening 
in the US, the original group of scientists started to ‘enrol’ the institutional actors 
within and outside the academy with the goal of developing a similar project tai-
lored to the needs (and limits) of the Veneto region’s small fi rms and concentrated 
industrial area. In 2002, the Veneto region fi nally fi nanced the creation of new labo-
ratories inside the Vega science park in Marghera, involving more directly scientifi c 
expertise located within the various universities in the regions with research activi-
ties the nanotechnology fi eld, grouped together into the CIVEN consortium. 

 The construction of Nanofab’s laboratories required the recruitment of both 
political actors and institutional resources necessary to ensure sound economic and 
structural foundations to the project. This process of enrolment was settled together 
with the confi guration of responsibilities between different partners in the network. 
The institutional actors of the network assumed the role of sponsorship of the proj-
ect with the regional industrial clusters, while scholars and academic institutions 
took the responsibility for the development of Nanofab in terms of technical equip-
ment and scientifi c guidance. 

 The Nanofab project developed an emerging confi guration of responsibility 
together, which has been characterized by the intersection of several logics, or per-
spectives. These logics have been in part related with the needs settled by techno- 
scientifi c problems and in part they have arisen as consequence of a series of 
institutional, materials and economic constraints. For example, while from a scien-
tifi c point of view the natural location for Nanofab’s laboratories would be the city 
of Padua, where the highest academic and scientifi c resources in the fi eld of 
 nanotechnology are to be found, the defi nitive choice for the placement of the labo-
ratories was the Venice mainland area. This decision was taken on the basis of 
administrative and fi nancial opportunities recognized at institutional level by the 
Veneto region. This was described by one of the Nanofab’s founders thus:

  Why Venice? Why did this thing happened in Venice, when no-one would question that the 
technical and scientifi c expertise in this fi eld is in Padua? Because the funds used were com-
ing from the European regional development fund and had to be used in the Marghera area 
(Interview no. 5). 

   A further constraint in setting up Nanofab regarded the need to identify the needs 
of local small fi rms intended as the primary benefi ciaries of the transfer of nano-
technology. Thus, the construction of the network of innovation required taking into 
account also the responsibility of public institutions in terms of local development 
and contextual requests negotiated among the different local stakeholders involved. 
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For example, one of the main aspects infl uencing the defi nition of scientifi c areas to 
be developed within Nanofab required a negotiation between scientifi c experts from 
the academy, the political interests coming from the Veneto region and the commer-
cial interests in the regional entrepreneurial setting:

  This constraint concerning the fact that we were going to make a technological cluster in a 
very advanced area of scientifi c and technological developments, but able also produce 
results on the market, on processes and products, has been very important. If we had made 
this choice directly, […] we would have lost the industrial support. Because industrial fi rms 
could not wait fi ve or ten years. With this decision, of course, we were conscious that we were 
creating a structure suitable more for businesses than to academic research (Interview no. 5). 

   While the original idea of Nanofab has born in a scientifi c context, inspired by 
similar international experiences occurring in the fi eld of nanotechnology, the estab-
lishment of an actual network rooted in the local industrial environment introduced the 
need for a set of negotiations regarding both institutional and scientifi c choices. The 
same confi guration of actors involved refl ected and sustained the emergence of a spe-
cifi c framework of responsibilities, in which local institutions identifi ed specifi c 
responsibilities toward the regional fi rm industrial cluster existing in the Veneto region. 

 During the process of Nanofab’s design, a crucial passage was the creation at 
national level of the Italian technology clusters (as happened between 2002 and 
2004) and the selection of the Veneto region as national reference cluster for nano-
technology. These Italian clusters are areas geographically defi ned usually at regional 
level, characterized by a clear expertise in specifi c scientifi c and industrial sectors 
such as biotechnology, ICT and nanotechnology (see Miceli  2010 ). The decision to 
establish the cluster for nanotechnology in the Veneto Region offered a more solid 
framework for the players involved in Nanofab. Another important passage in the 
creation of the Nanofab network was the establishment of CIVEN – the academic 
consortium holding scientifi c expertise about nanotechnology – that emerged as a 
common effort from the cooperation of the various universities located in the Veneto 
area. As told by a manager of the Veneto cluster, the collaboration between universi-
ties present in the project was a key impulse for the successful development of 
Nanofab and implied a distribution of commitments and responsibilities between 
universities and between regional institutions and academic structures:

  CIVEN was created precisely because the region urged the three universities in the Veneto 
to give an answer in terms of projects of this type, and actually – it’s rather rare case – the 
universities responded in a unique way by creating a single entity that is a combination of 
the three universities and to which is partially delegated the management of the cluster 
(Interview no. 1). 

   All those involved in the CIVEN emphasize that the collaboration between uni-
versities has represented a valuable add-on, because it made it possible, as noted by 
another leading scientists of the project, to overcome the particular interests of the 
academic centres involved. Especially in the initial period of Nanofab’s existence, 
the inter-universities consortium constituted an essential resource for the scientifi c 
activities, particularly because CIVEN’s researchers had direct responsibility in the 
creation of Nanofab’s laboratories.
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  On the one hand, at the beginning we started working together especially with Padua and 
Venice, while Verona came later. It worked well basically, there were no tensions or, you 
know, special interests. And then, for better or worse, from the Veneto region there was the 
idea: ‘Why do not we form a single entity?’. And it was, I guess you could say, a winning 
move (Interview no. 2). 

   These short insights into the setting up of this project allow us to focus more 
carefully on the idea that the process of establishing Nanofab required the mobili-
zation of several different interests, the confi guration of responsibilities and the 
subsequent large-scale cooperation at both scientifi c and political level. In this 
sense, Nanofab has emerged as the dynamic output of a complex of set of relation-
ships, interactions and mutual responsibilities between the actors and institutions 
enrolled into the project.  

10.3     Innovation and Responsibility in Nanotechnology 
Boundary Organizations 

 One of the main metaphors used in the last decade to account for the complex 
 interactions between actors in processes of technoscientifi c innovation is that of the 
“triple helix” (Etzkowitz and Leydesdorff  2000 ). From this perspective, processes 
of scientifi c innovation are characterized by the intersection of three distinct spheres: 
the scientifi c, the one pertaining to the government and state and the one represented 
by industrial sectors and the market. Over the years, typical patterns of relationships 
among these three spheres have gradually become more and more varied, especially 
since the market actors and scientifi c institutions have seen radically transformed 
their practices and structures under the pressure of the commercial interests sur-
rounding new technologies and patents. Universities dealing with business projects 
are the visible side of larger changes that have contributed in modifying the role of 
academic and scientifi c institutions and their relationships with the market. These 
transformations have not followed a linear trajectory but have been characterised by 
the emergence of contrasting relationships between the marketplace and science, 
generating a global picture with the contours of a ‘post-academic’ scientifi c research 
era (Ziman  2000 ; Bucchi  2010 ). 

 Nanofab represents an attempt to generate at local level a new organizational 
form of relationship between the three distinct spheres involved in innovation and 
described by Etzkowitz and Leydesdorff. In fact, from an organizational point of 
view, the Nanofab project started by recognizing that existing innovation models – 
i.e. those represented by science parks (Löfsten and Lindelöf  2002 ; Phan et al. 
 2005 ) – already present in Italy since the 1990, were not able to generate effective 
processes of technology transfer from academia to fi rms and industries. This issue 
has been explicitly addressed by one of the founders of Nanofab:

  [Science parks] include many people who generally do not do research. These people have 
some connections with the world of research and they usually offer these connections to 
fi rms. Sometimes, among other things, these connections are not exhaustive, are not likely 
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to represent a complete, or even simply adequate, supply of research as it is for academic 
universities. Because they have just few contacts, they tend to channel everything to those 
contacts, and thus the offer is not adequate to the fi rms’ demand (Interview nr. 5). 

   While science parks generally do not hold specifi c scientifi c expertise and work 
often as intermediaries in the innovation process, Nanofab was different because it 
was designed with the aim of eliminating the step of intermediation in the exchange 
between academia and those actors dealing directly with the market. Seen from this 
point of view, the Nanofab trajectory has emerged as the result of the search for a 
different layout of relationships between institutions, academia and business, a new 
confi guration eliminating those rigidities characterizing the usual science parks’ 
activities. Above all, the main aim of Nanofab’s founders was to be able to manage 
within the organization both scientifi c issues and managerial and business decisions 
in order to coordinate in the most effi cient way their resources and also to build a 
more direct collaboration between scientifi c knowledge and market dynamics. 

 In the case of innovation patterns typical of science parks, these entities play the 
role of mediators and catalysts of research and market activities that are carried out 
by other agents. Science parks represent some sort of ‘gatekeepers’ in the innovation 
process (Herzog  1981 ), acting as fi lter for the possibility of cooperation between the 
different spheres and actors. Is easy to fi gure out one of the main limitations of this 
model, that consists in the lack of skills and scientifi c knowledge within the organi-
zation: mediators can only serve as facilitators for other actors and, generally, they 
have neither margins in the scientifi c choices nor a suffi cient fl exibility in managing 
relationships between fi rms and researchers. 

 The model of innovation and technology transfer that emerges from the actual 
experience of Nanofab offers a very different confi guration of the spheres involved 
in the project. This confi guration embodied by Nanofab can indeed be described as 
a ‘trilateral network’ (Etzkowitz and Leydesdorff  2000 ) in which the management of 
relationships between actors is ensured by the presence of a ‘boundary organization’ 
(Guston  1999 ,  2001 ; Tuunainen  2005 ), which is able to handle autonomously both 
scientifi c choices, institutional relationships and material resources, as well as mar-
keting strategies and interactions with private fi rms. The confi guration of relation-
ships between the three spheres involved in the process of innovation is characterized 
by the presence of a “boundary organization” – Nanofab – which is crucial to help 
in maintaining active and constantly updated interactions between the different 
actors involved. These interactions are carried out thanks to an organization able to 
redefi ne and constantly renovate the boundaries between the different spheres 
involved (Guston  1999 ,  2001 ). As a ‘boundary organization’, Nanofab adopts an 
organizational approach which leads to a more effective and functional interaction 
between usually distinct spheres and which reallocates within its own organization 
tasks, interests and also responsibilities implied in the development of new technolo-
gies and products. 

 This new organizational confi guration, which provides the possibility to develop 
a more direct interaction between political institutions, scientifi c actors and the 
market, has been designed with the primary aim of facilitating the involvement of 
 private fi rms in the process of innovation and technology transfer. As we shall see 
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later, one of the key aspects of Nanofab concerns precisely the development of 
 organizational tools and practices aimed at enrolling fi rms and private businesses 
more and more in the process of entrepreneurial innovation. As a “boundary organi-
zation”, Nanofab is able to redefi ne trust schemes, responsibilities, duties and inter-
ests among the actors belonging to the different spheres involved in innovation 
processes. Unlike other models of interaction, Nanofab’s features include the ability 
to manage tasks and responsibilities within its own structure, without requiring the 
help of other mediators. In this sense, Nanofab’s activities are carried out through 
what has been described as a work of ‘hybrid management’ (Miller  2001 , 487). 
According to Miller, it is possible to analytically distinguish four distinct steps 
characterising more fl exible and malleable forms of management in innovation 
processes: “hybridization”, “deconstruction”, “boundary work”, and “cross-domain 
orchestration” between different spheres. These different operations are simultane-
ously present in the work of Nanofab, which in fact – as we will see empirically in 
the next section – plays a continuous effort of alignment and re-alignment of different 
cultures, practices and needs and, in so doing, it is crucial in defi ning and allocating 
responsibilities and trust between the different actors involved. 

 Now I will explain the role of Nanofab as a “boundary organization” and what 
this means for the emerging confi guration of responsibility in the nanotechnology 
domain. In doing so, Nanofab’s ‘hybrid management’ will be described in detail and 
the work developed at some specifi c stage of collaboration with fi rms and industries 
will be illustrated.  

10.4     Confi gurations of Cooperation and Responsibility 

 To better understand the relationship between innovation, responsibility and organi-
zational confi gurations in the case of nanotechnology at Nanofab, we can now focus 
on those specifi c steps through which Nanofab generate cooperation with private 
fi rms. One of the crucial aspects in the work of Nanofab consists in engaging fi rms 
from the private sector within the innovation process, establishing different possible 
forms of collaboration. Among these forms, the most direct and immediate is in that 
defi ned as the ‘order’. In this case, Nanofab agrees with fi rms to adapt nanotechnology- 
based technical options to fi rm’s products, processes or machineries and maybe this 
fi rst step is just a simple exploratory analysis. These ‘orders’ consist therefore of 
secondary activities with usually a budget of between 5,000 and 30,000 euros. These 
collaborations frequently start with a meeting between Nanofab’s representatives 
and the heads or managers of the companies expressing interest. Nanofab’s repre-
sentatives are often accompanied by experienced researchers in the fi eld relevant for 
the collaboration and for the fi rms’ sector, while business leaders are sometimes 
together with managers from the ‘research and development’ area. The fi rst meeting 
is crucial in the success of their potential collaborations, because it sets the frame-
work for the future developments, as Nanofab’s Marketing Director has commented 
during our interview:
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  These initial meetings are always the ‘key’. Because in these meeting you should 
always have the opportunity to make it clear that you know your job and to do it well 
enough and also that you’re able to understand their needs, even in technical terms 
(Interview nr. 4). 

   Looking at these initial meetings, and especially at the very fi rst meeting with 
fi rms, it is possible to recognize at least three crucial aspects in the development of 
collaborations. First, during these meetings Nanofab’s staff have to fi gure out the 
needs or problems that fi rms could be interested in addressing and resolving. 
Second, it is necessary to understand which area of Nanofab’s scientifi c knowledge 
could be useful to solve these problems. Finally, it is necessary to defi ne a setting 
that can foster the relationship between Nanofab and the fi rms’ representatives. This 
requires the parties involved to outline the boundaries of reciprocal responsibilities 
for collaboration. The head of Veneto Nanotech summarized these different aspects 
as follows:

  Number one: offering clues that encourage companies to innovate using these technologies. 
Number two: collecting requests about technologies currently not available, because that 
too is a lever capable to raise funds and to enable other activities, which in any case will have 
some industrial interest. Number three: having good meetings, spotlighting opportunities 
that can only be achieved with our technology (Interview no. 1). 

   These different steps need to be constantly bound together. Thus, Nanofab’s staff 
are required to perform continuously a work of ‘alignment’ between Nanofab’s 
scientifi c potential and the needs and expectations of the business fi rms. Indeed, seen 
from the perspective of Nanofab’s Marketing Director, the worst way to proceed is 
to talk about technical solutions that cannot realistically be achieved at the centre:

  What you  cannot  do is to promise results to companies that afterwards Nanofab’s researchers 
believe they can’t achieve. So there must always be a very strong  alignment  between things 
that are promised and [the results that are] transferred to the companies (Interview no. 6). 

   The crucial importance of this continuous ‘alignment’ emerges repeatedly in the 
words of those involved in business meetings on behalf of Nanofab. Often people 
interviewed had stressed that this work of alignment does not just regard the techni-
cal adequacy. In the process of innovation, ‘to align’ means to identify not only 
those technical and scientifi c aspects that can offer a solid base for future collabora-
tion, but also to defi ne roles, responsibilities and competencies between the parties 
involved. As shown by the following observation from another Nanofab staffer, it is 
possible to fi nd out at least another dimension characterizing the work of ‘hybrid 
management’ during the innovation process:

  Well, let me say that in order to have everything running smoothly there should be an align-
ment between all actors, in the sense that you have to set the whole research framework. 
There must be clarity in relationships and roles, that is one should know exactly where it is 
going, how, with what resources, etc (Interview nr. 6). 

   From the point of view of one of the researchers who usually participates in 
meetings with fi rms, this process of alignment is a very complex part of the work. 
Indeed, one of the problems implied in this activity is the fact that companies often 
do not have a clear question to ask to Nanofab, but rather they have a number of 
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problems that might not be resolved through the knowledge developed within 
Nanofab’s laboratories:

  Sometimes [fi rms] do not have such clear ideas. The problem is that they often come with 
a list of problems, they come with a specifi c need and are asking if there is actually a solu-
tion to solve them. The step to fi nd a solution for that need is often not easy. This means that 
if someone asks you to make an improvement that combines things that maybe we know are 
contradictory, it is pretty diffi cult [to fi nd a solution]. Operationally, maybe there is no 
product, there is no material, there is nothing to match that need (Interview nr. 9). 

   This work of alignment includes, in addition to the need not to present objectives 
that cannot be technically achieved, even the necessity to clarify the responsibilities 
between different actors involved and, therefore, also to outline reciprocal risks with 
regard to the expected outcomes of the collaboration:

  Besides having gained the fi rm’s confi dence, you have to be able to make the company 
accept its responsibility. And this is a second important step. Because in the fi rst one you 
should gain its confi dence saying: ‘we’re ready’. After a while, when confi dence has been 
gained, you must let them know that this is a research activity and that there is some risk 
implied and they have to be aware of this risk. Then it’s clear that this topic is a bit nuanced 
at fi rst, and it should gradually be made sharper once the relationship is established 
(Interview nr. 6). 

   During the meetings another very important dimension is the building of the cred-
ibility of the Nanofab team and the defi nition of the reciprocal responsibilities with 
respect to the risks entailed in the innovation process. The very fi rst meeting, mainly 
participated by fi rms’ managers and directors, commonly focuses on general and 
non-specifi c issues. Only during subsequent meetings can the collaboration begin to 
deal with more scientifi c details, allowing the parties to discuss more directly the 
specifi cs of technical problems, as one of the Nanofab researchers has outlined:

  There can be a general meeting in which the counterparts are directors or CEOs, or people 
of this kind that always know their own realities very well. Maybe they do not go into the 
specifi cs, but they are anyway able to sense the opportunities. Subsequent meetings gener-
ally include a technical content that is a bit higher, because this is the appropriate stage to 
go into the details of the matter (Interview no. 4). 

   However, also in the case of the initial meetings, where confi dence and responsi-
bilities need to be cleared up, scientifi c aspects are not absent, but can be mobilized 
indirectly in order to build the overall framework of collaboration. Scientifi c and 
technical details are rather pivotal tools around which Nanofab managers both 
generate confi dence in their work and develop the confi guration of reciprocal 
 responsibilities in the innovation. One example is when, during the meetings, tech-
nical questions are introduced by fi rms to test the reliability of Nanofab. A Nanofab 
manager has observed:

  Then we try to increase our credibility, typically by exhibiting credentials and saying things 
like: ‘we’ve already done this… we’ve also done that… and now we’ll do this other thing, 
without naming brands of companies belonging to sectors where we are involved in. And 
then usually fi rms ask one or two questions with a very technical subject, and we should to 
be able to give a good answer, because it’s at that exact moment that you gain the fi rm’s 
confi dence. When you have answered this fi rst question well you have built up a lot of 
confi dence (Interview no. 1). 
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   As we can see the from these observations regarding how Nanofab manages a 
 specifi c stage of its collaboration with fi rms, the establishment of confi dence and trust 
as well as the defi nition of reciprocal responsibilities represent critical issues for build-
ing a successful path to innovation. Moreover, these considerations clarify the role of 
some of the critical aspects of technology transfer in nanotechnology and also the way 
the negotiation of responsibility is part of the work. More specifi cally, from the previ-
ous accounts we can see that the interaction with fi rms requires the simultaneous man-
agement of heterogeneous aspects, including social, technoscientifi c and commercial 
logics. During the meetings described above, the exchange fl uctuates continuously 
from a technical level to a different one implying the defi nition of issues such as con-
fi dence, risk and responsibility, thus highlighting that responsibility is at stake through-
out every stage of the transfer of nanotechnology from academia to the market.  

10.5     Conclusions 

 The discussion about the setting up of Nanofab and about its activities offers the 
opportunity to develop at least two more general considerations regarding recipro-
cal infl uences and links between nanotechnology, organizational confi gurations and 
the emerging patterns of responsibility. First of all, as we have argued from the 
description of Nanofab’s activities, the creation of a new organization able to 
develop novel patterns in innovation has required the defi nition of new patterns of 
relationships as well as of mutual responsibilities and expectations between the 
actors involved. In the Nanofab experience, the scientists’ initial idea of creating 
this organization required the activation of a whole network of relationships to sup-
port the project. Together with the network, it has been necessary to foster a new 
geography of responsibilities among the actors involved and it required also the 
development of hybrid forms of innovation. 

 A second point that has emerged from the analysis regards the role of the 
 confi gurations of responsibility in fostering the cooperation between actors belong-
ing to different spheres and with different internal logics. By focussing on the 
description of the initial stages of the collaboration between Nanofab and private 
fi rms, we have seen that the establishment of a framework of mutual accountability 
between all the parties involved is one of the basic elements for the building of fruit-
ful relationships. In particular we have also seen that, in the construction of the 
collaborative frameworks, the emerging confi guration of responsibility develops 
hand in hand with the construction of trust and reciprocal recognition. This has been 
achieved both through the use of more traditional credentials and thanks to the 
mobilization of discursive strategies which were not necessarily based on the 
exchange of technical knowledge. 

 More in general, considering the Nanofab experience, we can recognize how 
responsibility in nanotechnological innovation represents a multiple and differenti-
ated entity, which is relevant for different levels of the process of innovation. This 
reminds us of the multi-faceted and multi-layered nature of the concept of responsi-
bility in innovation and, in particular, in nanotechnology.     
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11.1            Introduction 

 This chapter discusses how the Italian daily press defi ne the notion of responsibility 
in the news stories about nanotechnology and what the view of science-society 
relations that underlies such defi nitions is. 

 The starting point of this discussion is the acknowledgement that responsibility 
is ubiquitous in nanotechnology discourse. Despite its pervasiveness, this notion 
appears relatively undeveloped from two different points of view. On the one hand, 
responsibility is often presented as a generic concept, which is often defi ned indi-
rectly by resorting to connected, but distinct, notions (e.g. ethical implications, 
health and environmental risks, precaution, sustainability, etc.). On the other, there 
is still limited empirical work on how responsibility is constructed in the different 
arenas where nanotechnology is debated (the existing research focuses on research 
organizations). Moving from these premises, the chapter tentatively links theoretical 
refl ection and empirical research (i) by referring to the existing philosophical inves-
tigation on responsibility in the attempt to partially disambiguate the notion; (ii) by 
using this theoretical framework to guide empirical research into an exploration of 
the representations of responsibility in the media arena, thus extending the current 
focus of attention on the sites where responsibility in (nano)technology innovation 
is constructed. 

 The fi rst section will briefl y discuss the concept of responsibility through the 
lenses of some major works in philosophy and, to a lesser extent, sociology, empha-
sizing the challenge to responsibility in a technological age. The second section of 
the chapter will introduce some examples to illustrate the meanings attached to the 
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concept of ‘responsible nanotechnology’, both in research and policy documents. 
In the same section, the more recent work on the construction of responsibility in 
local research and industrial practices will be presented. The third section aims at 
disambiguating the different meanings of responsibility as a preliminary work to 
better frame the relationship between technology and responsibility. It also intro-
duces the object of the empirical investigation, that is news stories about nano-
technology in the Italian daily press and presents the results of our analysis, showing 
the patterns of the social division of responsibility-related labour and the role 
technology is assigned in this framework.  

11.2     Responsibility and Nanotechnology 

 The search for a comprehensive overview of the concept of responsibility in history 
and across disciplines is far beyond the goals of this chapter (see e.g., Miano  2009  
for a short history of the notion and a more detailed overview of the philosophical 
debate on responsibility in the twentieth century). The following paragraphs have 
a more modest, instrumental goal to fi nd a working defi nition able to guide our 
empirical work of detecting the representations of responsibility in Italian news 
stories about nanotechnology. 

 Discussing how sociology has been dealing with responsibility, Strydom ( 1999 ) 
notes that the traditional defi nition of this notion refers to individual responsibility 
within informal and pre-institutional (e.g. friendship, family, kinship) or institu-
tional contexts (e.g. occupational role). In the latter case, ‘we are still dealing with 
a conventional form of individual responsibility insofar as it remains within the 
normative confi nes of a given institutional framework’ (Strydom  1999 , p. 68). 
Classic notions like Durkheim’s functional division of social labour or Talcott 
Parsons’s view of responsibility as a complex of duties associated to social roles are 
in line with this traditional view of responsibility. From a non-functionalist point of 
view, Weber’s notion of ‘ethics of responsibility’ is squarely placed in an individual 
perspective, and focuses on the agent’s calculative capacity of appraising means and 
ends, actions and their consequences. According to Strydom ( 1999 , pp. 68–69), a 
post-traditional, but still individual, notion of responsibility, regards individuals 
who possess ‘special knowledge, abilities, judgement, power or infl uence in par-
ticular domains of social life, [rather than] observing, traditional or conventional 
limits […] take the initiative to shift the boundaries by assuming individual respon-
sibility for the (re)design and (re)organization of institutions and social systems 
themselves with a view to the constant monitoring and the reduction or avoidance 
of negative features and effects’. For Strydom, public intellectuals or prominent 
individuals challenging established conventions exemplify this category of 
responsibility. 

 While Authors differ in wording, there is agreement that this individual idea of 
responsibility is radically and decisively challenged by the advent of ‘modern 
science- based’ technology. The changing nature of responsibility depends on the 
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new and unprecedented features of a technology-infused world: ‘socially, it is 
 universal in the sense that it confronts all people with the same problem; spatially, 
it is planetary or global in the sense that is spans the whole earthly biosphere; and 
temporally, it is irreversible in the sense that it reaches into the future and potentially 
affects all future generations of humans, animals and plants’ (Strydom  1999 , p. 66). 

 Two of the most essential and well-known contributions to examine this original 
situation are probably those by Hans Jonas and Karl-Otto Apel. Apel stresses the 
interdependence of the ‘applicability of modern technology to the social dimension’ 
and ‘the simultaneous process of the so-called  differentiation of social life into 
functional- structural social systems or, respectively, sub-systems ’ (Apel  1993 , 
p. 10), for ‘individual actors in a sense cannot really be held  accountable  for these 
actions and activities in such a way as individuals have been held responsible for 
their actions according to traditional morals’ (Apel  1993 , p. 14). Jonas stressed 
famously the failure of two pillars of traditional responsibility: the capacity of the 
agent to foresee the consequences of its acting to some extent and to control the 
impact of its own acting, while the third pillar (‘causal power’) expands dramati-
cally (Jonas  1984 , p. 90). Jonas has connected this failure to the specifi c and 
original features of technology development and its consequences: collectivity, as 
technology development is typically a collective endeavour; indirect causation, as 
technology’s effects characteristically occur as an outcome of long causal chains; 
uncertainty, as the type, scale, and probabilities of possible consequences of tech-
nology are unknown. 

 Arguments are largely convergent, although outcomes are not and the notion of 
collective (Jonas) and co-responsibility (Apel) have been considered contrasting by 
the Authors themselves (at least by one Author, see Strydom  1999 ). However, it 
does not seem a too long a stretch to say that their positions stress different critical 
aspects of the traditional view of responsibility in the technological age. Jonas 
stresses the epistemic dimension of the problem, i.e. the unmanageable uncertainty 
surrounding ‘the extended scope of human intermingling with nature’ (Pellizzoni 
 2010 , p. 467). Apel stresses the systemic inability to ascribe responsibility and cope 
with the consequences of collective acting. However, both Authors sanction the 
modern association of responsibility and (technological) risk. 

 The transformative power that is attributed to nanotechnology makes this emerg-
ing fi eld a perfect candidate to exemplify the far-reaching, collective, and uncertain 
technological venture that Apel and Jonas consider in their theory of responsibility. 
The awareness of the magnitude of nanotechnology’s capacities is the reason why 
responsibility is everywhere in nanotechnology discourse and the imperative that 
nanotechnology should be managed responsibly pervades scientifi c literature and 
policy documents. 

 The Code of Conduct for responsible nanoscience and nanotechnologies research 
promoted by the European Commission (EC  2008 ) is a prominent example of such 
attention for a responsible nanotechnology. The Code states that ‘[n]anotechnology 
must be developed in a safe and responsible manner’ (EC  2008 , p. 3) and sets 
responsible development as a indefeasible goal to seize the opportunities raised 
by nanoscience and nanotechnology. The Code ‘that N&N [nanoscience and 
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 nanotechnology] research is undertaken in the Community in a safe, ethical and 
effective framework, supporting sustainable economic, social and environmental 
development’ (   section 1). The Code does not provide a defi nition of responsibility, 
rather it establishes a connection between responsibility and a set of principles that 
should orient nanotechnology research: sustainability, precaution, inclusiveness, 
accountability. Acknowledging the uncertainty that surrounds nanotechnology 
impacts and drawing on these principles, the Code calls for ‘a general culture of 
responsibility (section 4.1) that should be created in view of challenges and oppor-
tunities that may be raised in the future and that we cannot at present foresee’ 
(EC  2008 ). The Royal Society, Insight Investment and the Nanotechnology Industries 
Association (NIA)’s Responsible Nanocode does not discuss what responsibility is, 
but, in a way that is similar to the EC Code of Conduct, which establishes domains 
and principles that are aimed to steer stakeholders (i.e. industry, in this case) so as 
to ensure a responsible development of products incorporating nanomaterials. 
Such principles detail the conditions for attributing responsibility to NIA member 
organizations and to instances that are internal to these organizations (accountability, 
transparency and disclosure), and for the responsible management of nanotech-
nology by member organizations (engaging with business partners, stakeholder 
involvement), as well as the domains which require responsible behaviour (worker 
health and safety, public health, safety and environmental risks, wider social, ethical 
environmental and health impacts). These policy documents are exemplary in that 
responsibility is not defi ned  per se , but domains and principles of conduct are listed 
so as to indirectly defi ne the boundaries and features of responsible practices in 
R&D, industrial production, and commercialization. 

 The reference to impacts and their governance is essential to this indirect defi ni-
tion. The debate on responsibility in nanotechnology development is indeed squarely 
located in the broader discussion on ethical, legal and social (ELS) and/or environ-
mental, health, and safety issues (EHS) of nanotechnology. This is true for the 
European examples we mentioned above, and for the US experience alike. For 
instance, according to the Triennial Review of the National Nanotechnology 
Initiative, ‘[r]esponsible development of nanotechnology can be characterized as 
the balancing of efforts to maximize the technology’s positive contributions and 
minimize its negative consequences. […] It implies a commitment to develop and 
use technology to help meet the most pressing human and societal needs, while 
making every reasonable effort to anticipate and mitigate adverse implications or 
unintended consequences’ (Committee to Review the National Nanotechnology 
Initiative  2006 , p. 73). The following paragraphs illustrate two examples, among 
countless literature references from Europe and the US, dating back respectively to 
the initial and the more recent phases of nanotechnology as an object of public 
debate. The Roco and Bainbridge edited volume on the societal implications of 
nanoscience and nanotechnology ( 2001 ) is indeed indicative of the different charac-
terisations of responsibility in the ‘hybrid’ policy-academic environment created by 
the NSF-sponsored reports and events that popped up after the National 
Nanotechnology Initiative was signed into law in 2000. Contributions to the report 
discuss ‘social responsibility’ in different terms, as a response to societal concerns 
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which is part of scientists’ and engineers’ mandates (Mizrach in Tolles  2001 , 
p. 181), including ‘the presence of a responsible and respected scientifi c body with 
thoughtful statements about the reality of the options and possibilities arising from 
research in this area’ (Tolles  2001 , p. 188), as the incorporation of ethical principles 
and issues in professional societies guidance and in a curriculum for training ‘new 
nanoscientists, nanotechnologists, and nanofabrication technicians’ (Roco and 
Bainbridge  2001 , p. 13), as collective, ‘growing social readiness’ for coping with 
‘the possible impact on business, society and the economy’ (Canton  2001 , p. 97), as 
public inclination to ‘take a greater responsibility for the science and technology 
underway (taking what is often referred to as ‘the public understanding of science’ 
a step further)’ (Glimell  2001 , p. 159), and, fi nally, as a need to change the notion of 
legal liability because ‘nano-mechanisms will test established assumptions about 
responsibility and control’ (Suchman  2001 , p. 215). 

 More recently, a report by the ObservatoryNano project straightforwardly links 
responsibility and ethical, social and legal implications of nanotechnology: ‘[t]
aking on or placing responsibilities, then, are ways of making explicit ethical and 
social implications of science and technology in professional settings and on a 
broad societal level’ (Malsch and Hvidtfelt Nielsen  2009 , p. 4). In a coherent way, 
the report engages in two different lines of argumentation. On the one hand, this 
work discusses the limits of a traditional idea of responsibility as a matter of autono-
mous individuals in simple, well-defi ned social situations. On the other, the report 
identifi es ‘apparent responsibility issues’, listing privacy, dual use, the security- 
freedom balance, intellectual property issues, distributive justice and environmental 
impacts as major concepts around which the notion of responsible development is 
organised. Who can be and who is held responsible for the nano-scientifi c and tech-
nological development? How can each stakeholder group take its responsibility? 
(Malsch and Hvidtfelt Nielsen  2009 ). 

 Although these documents, and many more, assert the compelling conjunction 
between technology and its social implications as the source of the responsibility 
discourse, it has been noticed that ‘[i]n spite of its growing centrality, the notion of 
responsibility is often left unproblematised and undefi ned’ (Kjølberg and Strand 
 2011 , p. 108). A recent, emerging stream of the literature attempted to close this gap 
and it has been examining how responsibility is articulated in research practices. 
Using ethnographic observation (McCarthy and Kelty  2010 ), and interviews either 
with nanoscientists (Kjølberg and Strand  2011 ) or with nanotechnology stakehold-
ers (Foley et al.  2012 ), these scholars have attempted to understand how scientists 
conceive responsibility and how they translate this notion in practice. 

 Foley et al. ( 2012 ) categorizes responsibility around two dimensions related to 
the negotiable non-negotiable values, or tacit beliefs in research practice, i.e. related 
to the underlying understanding of the fi eld, that are associated with nanotechnol-
ogy research and to the different levels of society involved in implementing respon-
sibility (individual, professional societies, macro-level collectives). By interviewing 
45 organizations engaged in nanotechnology development in Maricopa County 
(USA), the Authors fi nd a majority of statements related to responsibility pertaining 
to non-negotiable values and individual and professional societal levels, while 
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‘actors in this community express macro-level or tacit beliefs embodied within the 
nanotechnology innovation process with limited frequency’ (Foley et al.  2012 ). 

 Kjølberg and Strand ( 2011 ) attempt to dwell on how responsibility is perceived 
by nanoresearchers and outline three, empirically grounded ‘broad notions of 
Responsible Nanoresearch’. The fi rst notion frames responsibility in the terms of 
the ‘traditional social contract of science’: society benefi ts from scientifi c knowl-
edge, so ‘the most responsible thing to do is to change as little as possible’ and for 
what concerns risks, ‘the reasonable amount of resources has been allocated to risk- 
research; the expected benefi ts exceeded the expected risk and so forth’ (Kjølberg 
and Strand  2011 , p. 109). The second notion considers responsibility in terms of 
‘deliberation across levels and sectors’. According to this defi nition, ‘if one man-
aged to institutionalise deliberation between sectors and levels, nanoresearch as a 
profession would be responsible’. From this point of view, ‘responsible nanore-
search is taking seriously other actors as conversational partners and co-producers 
of the nanofuture, founded on an understanding that nanoresearch is one among 
many relevant fi elds of knowledge, and the scientifi c one among many possible 
framings of the development of nanoST   ’ (Kjølberg and Strand  2011    , p. 110). The 
third and last notion of responsibility is rooted in scientists’ ‘increased awareness of 
moral choices’ and ‘starts from the acknowledgement of how this shortcoming 
ultimately leads to personal moral judgement and choice’, thus suggesting ‘the 
necessity of an internally initiated and personal thinking that goes beyond action’ 
(Kjølberg and Strand  2011 , p. 110). 

 McCarthy and Kelty ( 2010 ) explored the co-production of individual and collec-
tive responsibility by the nanotechnology researchers who founded the Center for 
Biological and Environmental Nanotechnology (CBEN) and, at a later stage, contrib-
uted to the establishment of the International Council on Nanotechnology (ICON). 
Their research explored what ‘do-able’ responsibility (McCarthy and Kelty  2010 , 
p. 409) is for scientists and how this notion draws them to ‘two separate but entangled 
ideas: the risks that nanomaterials pose to biology and the environment [the research 
topic at CBEN], and the risks that research on this area poses to the health of nano-
technology itself’ (McCarthy and Kelty  2010 , p. 409), and how this double-edged, 
individual responsibility is built into the institutional settings of CBEN and ICON.  

11.3     Exploring the Dimensions of Responsibility in the News 

 The chapter examines the representations of nanotechnology in the Italian daily 
press as its object of reference and attempts to respond to two distinct research ques-
tions, thus extending to the media discourse the existing research work on the 
 confi gurations and meanings of responsibility in nanotechnology research practice. 

 However, such an effort is faced with a challenge: almost no news story deals 
explicitly and primarily with responsible research and innovation as such. They are 
rather descriptions of scientifi c activities, research results, impacts of innovations, 
and policy choices. Therefore, any research approach has to elicit the meanings of 
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responsibility in the media coverage by observing how nanotechnology research 
and policy is described and, subsequently, by examining how these characteristics 
refer to the existing classifi cations of the notion of responsibility. This analysis is 
here intended to answer two research questions. The fi rst one concerns the salience 
of the different types of responsibility as they are represented in the news coverage. 
The second one regards the logic in the relations between science, technology, and 
society that underlies the representations of responsibility that appear in the news. 

 Having regard to this twofold goal, the chapter follows the Kjølberg and Strand 
typology (Kjølberg and Strand  2011 ) to identify what type of responsibility the media 
coverage associates with the work in the nanotechnology fi eld. Drawing on their 
descriptions of the three ‘broad notions’ of responsible nanoresearch, the Author iden-
tifi ed, three groups of codes to map statements made by social actors pictured in the 
news and assign them to one of the three types (‘traditional contract of science’, ‘delib-
eration across levels and sectors’, ‘increased awareness of moral choices’). Opinion 
pieces were considered as one single statement. Single statements in interviews were 
coded separately when they had different content (e.g. if two contiguous sections or 
questions dealt with the same content, they were treated as a single statement). 

 The codes referring to responsible nanoresearch as ‘traditional contract of 
 science’ concerned the following issues: science and technology as leading to social 
benefi ts, research as progress of scientifi c knowledge, research practice and 
 collaboration as a way to deliver science’s promised benefi ts. Also, praise of social 
actors (public administration, business) for supporting science, as well as blame of 
social actors for not supporting/creating obstacles to science are included in this 
category. Risk research as a way to deal with potential risk was also included here. 
The codes referring to responsible research as ‘deliberation across levels and 
sectors’ concerned issues related to radical uncertainty of nanotechnology impacts, 
as well as ‘societal issues’ at large, like communication, public dialogue, public 
 perception. Claims to adopt regulatory measures, as well as references to specifi c 
ethical and social issues (e.g. distributive justice) were included here. Statements 
were related to responsible research ‘as increased awareness of moral choice’ when 
they mentioned explicitly moral choices or responsible management as a necessary 
condition for nanotechnology research and development. 

 The sample of news stories to be analysed, both routine news reports, op-ed, in- 
depth interviews or feature articles, were retrieved from a broader sample of news 
stories about nanotechnology in three major Italian daily newspapers ( Corriere della 
Sera ,  Il Sole 24 Ore ,  La Stampa ) and two Italian newswires ( ANSA  and  ADN Kronos ). 
Both the newspapers and the newswires are indexed in the database Factiva and a 
total of N = 218 nanotechnology stories was retrieved by using a boolean search 
string based on the work of    Dudo et al. ( 2011 ), which has the merit of reducing the 
number of ‘false positives’ and the work needed to manually screen each story 
retrieved by the boolean term search to remove them (see Appendix  A ). The search 
was run for news stories from 1 January 2001 to 31 March 2012. This chapter analy-
ses a subsample of N = 116 news stories from 1 January 2008 to 31 March 2012. 

 The following sections discuss separately statements by nanoscientists and from 
other social actors.  
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11.4     Scientists Speak Out on Responsibility 

 A total of N = 128 statements by scientists were coded. Statements of Italian scientists 
working in their home country or abroad approximately amount to the 83 % of the 
total. The remaining statements were made by foreign nanoscientists (Table  11.1 ).

   With no doubt, nanoscientists frame their work overwhelmingly in the terms of 
‘traditional contract of science’, with 86 % of all statements that can be referred to 
this view of responsibility. Accordingly, scientists are primarily responsible to 
deliver science and technology benefi ts, through overcoming the diffi culties and 
uncertainties surrounding this emerging technological fi eld. Not surprisingly, 
reference to expected benefi ts of nanotechnology is the greatest single issue that 
is referred to in scientists’ statements (49 %). On the one hand, nanotechnology 
 dramatically improves our technological means, e.g. in the health fi eld. 1 

  Nanotechnologies have the potential to deliver drugs exactly where they are needed, but 
also to detect early signals of cancer in good time as compared to traditional diagnostic 
tools (Ansa  2011a ). 

1   All English translations are made by the Author of this chapter. 

   Table 11.1    Statements by nanoscientists in the news and associated notions of responsibility   

 Category of responsibility/groups of codes 

 No. of statements per nationality 
of source 

 Italian  Foreign  Total 

  Traditional mandate of science    93    17    110  
  Science as a curiosity-driven enterprise  9  2  11 
  Science as a driver to social benefi ts  54  9  63 
  Further research suffi ces to cope with risks  3  4  7 
  Social actors are ineffective to support science  5  0  5 
  Social actors are effective to support science  8  0  8 
  Good research practice as a condition to deliver science 

benefi ts 
 5  0  5 

  Communication is needed to disseminate progress 
and avoid rejection 

 2  2  4 

  Direct dialogue with citizens favours the public 
understanding of science 

 3  0  3 

  Public perception is important as it determines 
acceptance/rejection of nanotechnology 

 4  0  4 

  Public deliberation across levels    11    5    16  
     Uncertainty surrounds nanotechnology and its impacts 

and cannot be solved 
 11  5  16 

  Individual moral choices    2    0    2  
  R&D in emerging areas of science requires early ethical 

analysis 
 1  0  1 

  Innovation should be managed carefully to avoid 
adverse consequences 

 1  0  1 
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 By reducing the dimensions of components through the use of nanostructured materials, she 
[Judit Puskas, Author’s note] explains, ‘we can develop materials with unprecedented 
properties, thus solving the typical complications related to the use of silicone’ (Ansa 
 2011b ). 

   Besides expected benefi ts stemming from future scientifi c breakthroughs,  current 
impacts on economic growth of regions and companies involved in nanotechnology 
research are referred to prominently in the news stories. Interestingly enough, 
 scientists themselves see this type of return as a essential part of their job.

  Thanks to this invention – Claudio Cagliero says –, we hope to create some job opportunities 
in Italy (Favro  2008a ). 

 Siena Nanotech is our contribution to this goal: it will foster development, it will create 
new, high-skilled jobs, and wealth for the region (Bianchi Roma  2009 ). 

 In four years we have attracted more than 100 million [dollars] of funding to Texas, I have 
more than 100 researchers in the lab and we have started three fi rms, with an economic impact 
creating from 4 to 6 thousand jobs, according to offi cial fi gures of the Texas State Government. 
Therefore, we think we have had some modest accomplishments (Grossano  2010 ). 

   While there are no signifi cant differences between Italian and foreign scientists 
in stressing that their responsibility is fi rst and foremost to make good research and 
deliver the benefi ts of science, only Italian scientists assess other social actors’ 
responsibility in creating the conditions for them to successfully accomplish their 
tasks (10 % of the total statements). Such evaluations include both praise for alleged 
positive performances and blame for negative ones.

  Today, there is Airc [Italian Association for Cancer Research, a charity funding medical 
research, Author’s note]. Otherwise, oncology research would be impossible in Italy 
(Rizzato  2011 ). 

 The Regional Government of Liguria does not invest on nanotechnology and thus the 
region misses an important opportunity for development. Other regional governments 
behave very much differently (Bompani  2009 ). 

 This region – Maiani states [the President of the National Research Council, Author’s 
note] – is a leader in research support (Ricci  2010 ). 

   The ‘traditional contract of science’, and the place it assigns to scientifi c knowl-
edge, also frames scientists’ views of risk assessment and public engagement. From 
this perspective, statements concerning risk issues assume that risks can be 
 controlled by allocating more efforts to risk-research. Also, public engagement and 
social perception are defi ned in the defi cit model’s terms, emphasizing one-way 
outreach and communication. When communication (rarely) regards risk issues, the 
public can acknowledge that the scientifi c community is concerned with such issues, 
but no institutional change in the way science is governed is mentioned: the goal is 
‘defensive’, to avoid public rejection of this emerging technology.

  [It is] a free exhibition open to everybody, which will aim at bringing nanoscience and 
technology marvels to the public (Favro  2008b ). 

 It is an unprecedented preventive action for a new technology: that’s why governments, 
companies, and researchers are studying how to maximise benefi ts and minimize harms of 
emerging nanotechnologies (Paterlini  2011 ). 
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 We do not want to share the fate of GMOs, which were rejected, albeit irrationally, by the 
public (Jacchia  2008 ). 

   When uncertainty surrounding nanotechnology and its impacts is concerned, a 
minority of statements acknowledge its unattainable nature. However, this aware-
ness does not apparently lead to an open recognition of the need to change the 
institutional framework of nanotechnology governance, as specifi ed in the notion of 
responsibility as deliberation across levels and arenas.

  I hear most often announcements like ‘a new generation of much faster computers will be 
based on this innovation’, ‘some day a new therapy for cancer will be produced stemming 
from these results’. However, it is always an indeterminate future (Grassia  2008 ). 

 We truly ignore almost completely the life cycle of nanoparticles, their destination, and 
their effects after their use, e.g. as a consequence of their accumulation in the body 
(Caprara  2008 ). 

 In the present conditions, an unambiguous defi nition of nanomaterial for regulation is 
diffi cult if not completely impossible (Milani  2011 ). 

   The analysis shows therefore that it is extremely rare that scientists depart from 
the traditional view of science as a domain separate from society, and that freedom 
and resources should be given to science in order to bring its benefi ts to society and, 
also when the capacity of science to reduce uncertainty is questioned, this does not 
lead to a plea for modifying the current, expert-centred, model of technology 
governance. Therefore, e.g. when discussing uncertainty, there is a certain degree of 
ambiguity in scientists’ take on issues related to nanotechnology development, 
which cannot be straightforwardly linked to an innovative view of the relationships 
between science and society. 

 We were able to fi nd only two statements that could exemplify the third broad 
notion of responsible nanoresearch as defi ned by Kjølberg and Strand ( 2011 ), in 
which they call responsibility an ‘increased awareness of moral choices’. The char-
acteristic of this notion is its subjective framing: responsible research is a matter of 
individual choices, besides (and beyond) social roles and institutional settings. 
Accordingly, we coded only statements that were explicit either in mentioning 
ethical assessment for science and technology or in acknowledging that every 
innovation has to be responsibly managed. As we mentioned above, only two out 
of 128 statements were included in this group.

  [O]ne should remember how much these territories are treacherous and how much ethical 
assessment is fundamental as well (Beccaria  2008 ). 

 It is evident that any human innovation has to be managed appropriately so that the 
advantages that it creates are not transformed into damage (Caprara  2008 ). 

11.5        Other Voices on Responsibility 

 A minority of statements (N = 29) were made by other social actors, representing 
business (N = 18), policy-makers (N = 6), citizens and civil society organizations 
(N = 5). Apart from business representatives, whose statements were all focused on 
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the nanotechnology opportunities and on the need to support nanotechnology 
development, this minority of actors does not voice the ‘traditional contract of 
science’, but rather calls for public engagement and precaution. Interestingly enough, 
the radical positions are the ones which are covered in the press.

  ‘For years, members of the [European, Author’s note] Parliament have requested a fair 
regulation: it is time for the European Commission to listen to the Parliament and the citi-
zens on this issue’, Kartika Liotard, the proposer of the bill and member of the European 
United Left group, said (Ansa  2010 ). 

 For all these reasons, food authorities must stop the use of nanoparticles that are not suffi -
ciently tested in the food industry (Jac  2008 ). 

   Ordinary citizens are left alone to ask for shared decision-makers on the decision 
to establish a facility for nanotechnology research in agriculture and to allocate the 
potential benefi ts of such an initiative.

  Everything can be done, but you have to involve farmers and not to take top-down  decisions. 
Let’s see, and hope that this science park and nanotechnology stories do not benefi t only the 
landowners (Cremonesi  2012 ). 

   Also in this case, there is only one news article (an op-ed) which can be associ-
ated with a view of responsible nanoresearch as a moral choice. The opinion piece 
is, remarkably, by a theologian who comments on the results of the well-known 
Scheufele et al. ( 2009 ) research on the impact of religiosity on attitudes towards 
nanotechnology:

  Technology is a tool and it cannot become the master. In the uncharted sea of technology 
applications in we are poised to sail, the beacon to head for is individual freedom, of this 
tangible individual, not of another, hypothetical one, which might be nicer but different 
from the original self. Personal freedom is the most precious thing we have and we must not 
sell it to anybody, not even technology (Mancuso  2008 ). 

11.6        Business as Usual and Divided Voices: Closing Remarks 

 While different categorizations, sampling and coding strategies can highlight 
different features of the media coverage, three broad aspects can be stressed. 

 Firstly, the ‘traditional contract of science’, in Kjølberg and Strand’s terms, is 
overwhelmingly dominant in the coverage. Responsibility is outlined in terms of the 
scientists’ professional role and that the models and tasks associated with such a 
role are defi ned by a social mandate that refl ects a technocratic view of the relation-
ships between science, technology and society and supports a division of scientifi c 
and moral labour assuming that scientists are primarily responsible to deliver sci-
ence benefi ts and that scientists are the ones most qualifi ed to make decisions about 
priorities within research. As a consequence, scientists are entitled to outline the 
boundaries of other social actors’ responsibility, which is to support science and 
technology development, and to blame them if they fail. Emphasis on public education 
and communication can be seen as an attempt to construct the public’s role in terms 
of not being irrational and acknowledge the inherent worth of scientists’ work. 
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 Secondly, this division of labour also limits the number and variety of topics on 
which different social actors can be rightfully considered as sources for the cover-
age. More specifi cally, the discussion of radical uncertainties surrounding the nano-
technology enterprises, of precautionary measures, of new institutional arrangements 
for deliberation on science and technology, is left entirely to civil society organizations, 
citizens, and humanities scholars. 

 Thirdly, if we consider Kjølberg and Strand’s notions of responsible nanore-
search, then we see how the discussion almost exclusively concerns institutional 
confi gurations, irrespective of the traditional division of technoscientifi c labour or 
the institutionalisation of deliberation and communication between levels and 
 sectors in nanotechnology policy and research. What is missing almost completely 
is what Kjølberg and Strand defi ne as ‘the acknowledgement of how this short-
coming ultimately leads to personal moral judgement and choice’ (Kjølberg and 
Strand  2011 , p. 111) and the awareness that this dimension is the ground in which 
responsible discourse and action are planted.      

    Appendices 

     Appendix A: Boolean Search Term Used to Gather Articles 
from Factiva Database 

 atleast3 nanotec* OR atleast3 nanosci* AND ((nanoscal* OR nanocristal* OR nano-
tub* OR nanomat* OR (nanometr*) NOT (nanometr*/N15/luce or nanometr*/N15/
laser or nanometr*/N15/lunghezza or nanometr*/N15/UV or nanometr*/N15/onda) 
OR nanodot* OR nanomed* OR nanopart* OR nanofi l* OR nanoing* OR nano-
comp* OR nanoelettr* OR nanobot* OR nanorobot* OR nanomacch* OR fulleren* 
OR buckminsterfulleren* OR fullerit* OR carta/N2/grafen* OR grafen* OR bucky-
tube* OR assembla*/N2/molecolar* OR fabbrica*/N2/molecolar* OR micromacch* 
OR quantic*/N2/dot* OR fi l*/N2/quantic* OR pozz*/N2/quantic* OR sub micron 
OR (atom* adj5 manipol* OR atom* adj5 muov* OR atom* adj5 moss* OR atom* 
adj5 fabbric*) OR (microscopi* adj3 atomic*) OR (microscopi* adj3 tunnel) NOT 
(bomb/N10/atomic* or arm*/N10/atomic* or central*/N10/atomic* or bomb*/N10/
nuclear or arm*/N10/nuclear nuclear or central/N10/nuclear or nanosecond* or 
apple or ipod or mp3)) or digest or notizi*/N2/brev* or brev*/N2/economia or brev*/
N2/fi nanz* or brev/N2/mercat* or mostre or appuntamenti or rassegn*)  

    Appendix B: Searched Outlets 

 Adnkronos – General News (Italian Language) Or Publication Adnkronos – Health 
News (Italian Language) Or Publication Adnkronos – Labor News (Italian 
Language) Or Publication Adnkronos – Sustainability (Italian Language) Or 
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Publication AKI – Adnkronos International (Italian Language) Or Publication 
ANSA – Agricultural News Service (Italian Language) Or Publication ANSA – 
Economic and Financial Service (Italian Language) Or Publication ANSA – 
Entertainment News Service (Italian Language) Or Publication ANSA – Foreign 
Affairs News Service (Italian Language) Or Publication ANSA – Health Service 
(Italian Language) Or Publication ANSA – PMI News Service (Italian Language) 
Or Publication ANSA – Political and Economic News Service (Italian Language) 
Or Publication ANSA – Politics News Service (Italian Language) Or Publication 
ANSA – Regional Service (Italian Language) Or Publication ANSA – Sports News 
Service (Italian Language) Or Publication Corriere della Sera (Italian Language) Or 
Publication La Repubblica (Italian Language) Or Publication La Stampa (Italian 
Language) 
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12.1            Introduction and Overview 

 The advance of science and technology has been accompanied by debates in society 
on issues of risks and chances, potentials and side effects, control and responsibility 
for decades. Approaches such as technology assessment (Grunwald  2009a ), social 
shaping of technology (Yoshinaka et al.  2003 ), responsibility ethics (Durbin and 
Lenk  1987 ) and value sensitive design (van de Poel  2009 ) have been developed and 
are practiced to a certain extent. All of them have a specifi c focus, particular theoretical 
foundations, different rationales, and were conceptualized for meeting differing 
constellations. All of them also show strengths and weaknesses and specifi c limitations 
to application. Therefore, research towards new and more comprehensive concepts 
is still ongoing. 

 Responsible Research and Innovation (RRI) is a rather new element of research 
policy and technology governance (Grunwald  2011a ; von Schomberg  2012 ). Its 
emergence (Siune et al.  2009 ) refl ects the diagnosis that available approaches to 
shape science and technology still do not meet all of the far-ranging expectations. 
The hope behind the international RRI debate is that new – or further-developed – 
approaches could add considerably to existing approaches such as technology 
assessment and engineering ethics. And expectations are high as can be seen from 
the fast career of the RRI notion. Today RRI is one of the major elements of the new 
European research framework programme Horizon2020. 

 In this chapter I will fi rst introduce some basics of Responsible Research and 
Innovation, focusing on the integrative character of this approach (Sect.  12.2 ). 
Because its keyword ‘responsible’ needs clarifi cation I then will propose a 
 three- dimensional understanding of responsibility which fi ts very well to the 
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integrative character of RRI (Sect.  12.3 ). Of particular interest is the relation of RRI 
and the debate on nanotechnology and society. Historically, the RRI notion emerged 
in the context of this debate going back to the National Nanotechnology Initiative of 
the U.S. It was quickly taken up by European nanotechnology policy, e.g. in the 
debate on the Code of Conduct for nanotechnology research and development set in 
practice by the European Parliament. My intention is to demonstrate the parallel 
development of nano-ethics on the one side, and the debate on Responsible Research 
and Innovation, on the other, as well as at least partially to attempt to understand this 
parallel development (Sect.  12.4 ). The thesis is that many of the experiences made 
in the debate on ethics of nanotechnology contributed to proposing and shaping 
the RRI concept, in particular experiences with nanotech as a new and emerging 
technology promising revolutionary potential but also unclear risk. The debate on 
nanotech & ethics thus developed to a ‘model’ of dealing responsibly with new and 
emerging sciences and technologies. 1   

12.2        Responsible Research and Innovation 

 In the RRI context different notions are used such as Responsible Innovation, 
Responsible Research and Development, and Responsible Research and Innovation. 
In this chapter, the notion of ‘Responsible Research and Innovation’ (RRI) will be 
used because it allows integrating the perspective on scientifi c research as source of 
technological innovation on the one hand, and the view on innovation referring to 
processes in ‘real-world’ society including the economy, on the other. 

 The ideas of ‘responsible research’ in the scientifi c-technological advance and of 
‘responsible innovation’ in the fi eld of new products, services and systems have 
been discussed for some years now with increasing intensity. The RRI concept has 
emerged mainly in connection with a large variety of new technologies regarded as key 
technologies, such as synthetic biology, nanotechnology, new internet technologies, 
robotics, geoengineering, etc. However, the motivation to speak of responsible 
research and innovation goes back to large-scale national programs to conduct R&D 
on nanotechnology. The US National Nanotechnology Initiative (NNI) adopted a 
strategic goal of ‘responsible development’: 

 Responsible development of nanotechnology can be characterized as the balancing 
of efforts to maximize the technology’s positive contributions and minimize its 
negative consequences. Thus, responsible development involves an examination both 
of applications and of potential implications. It implies a commitment to develop 
and use technology to help meet the most pressing human and societal needs, while 
making every reasonable effort to anticipate and mitigate adverse implications or 
unintended consequences. (National Research Council  2006 , p. 73) 

1   This chapter consists of an integration and further development of other work of the author 
(Grunwald  2011a ,  b ,  2012a ). 
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 Other actors in the fi eld of research policy quickly followed. The UK Engineering 
and Physical Sciences Research Council published a study on responsible innova-
tion for nanotechnology in the fi eld of carbon capture. The Netherlands organized a 
‘national dialogue’ on nanotechnology requesting that further development in 
nanotechnology should be ‘responsible’ (Guston et al.  2014 ). The European Union 
adopted a code of conduct for nanoscience and nanotechnology (N&N) research 
(EC  2008 ) referring to research and development but also to public understanding 
and the importance of precaution. It also links responsibility refl ection to governance 
(following Siune et al.  2009 , p. 32): the guidelines “are meant to give guidance on 
how to achieve good governance”. 

 Good governance of N&N research should take into account the need and desire 
of all stakeholders to be aware of the specifi c challenges and opportunities raised by 
N&N. A general culture of responsibility should be created in view of challenges 
and opportunities that may be raised in the future and that we cannot at present 
foresee (EC  2008 ; following Siune et al.  2009 , p. 32). 

 Nanotechnology has attracted all this attention, because it is an example of a 
technology that is known for its potential high stakes, uncertainty and possible 
adverse effects. 2  The purpose of these endeavors is to enhance the possibilities that 
technology will help to improve the quality of human life, that possible non-intended 
side-effects will be discovered as early as possible in order to enable society to 
prevent or compensate them, and that, accordingly, those technologies and innovations 
will be socially accepted. 

 This rationale is well-known from the fi eld of technology assessment (TA; 
Grunwald  2009a ), in particular from Constructive TA (Rip et al.  1995 ). The Control 
Dilemma (Collingridge  1980 ), however, emphasizes that shaping technology to 
optimally harvest intended and to avoid non-intended effects is an ambitious task 
being in danger of either coming too late or too early. Facing this Dilemma, the 
conceptual development of major parts of TA over approximately the last 10 years 
may be characterized as an ‘upstream movement’ to the early stages of technology 
development (e.g. van der Burg and Swierstra  2013 ). The expectation was and 
still is that giving shape to technology should be possible also in the case of only 
little knowledge being available about applications and usage of the technology 
under consideration. The Control Dilemma shall be circumvented by various 
approaches (Liebert and Schmidt  2010 ). The fi elds of technology considered belong 
to new and emerging sciences and technologies (NEST) such as nanotechnology, 
nano- biotechnology and synthetic biology. They thus show a strong “enabling 
character” leading to a variety of possible applications in different areas which are 
extremely diffi cult to anticipate. This situation makes it necessary to shape any 
refl ective activity such as TA as an  accompanying process  referring to the ethical, 
social, legal and economic issues at stake. This process character which is well-
known from the fi eld of TA (van Eindhoven  1997 ) is very attractive to RRI. 

2   Because of this history we will give more emphasis to the emergence of the RRI idea in the fi eld 
of nanotech later on in this chapter (Sect.  12.4 ). 
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 Consequently, the RRI defi nition recently proposed by René von Schomberg 
breathes the spirit of technology assessment in this sense (see also von Schomberg 
 2007 ) because it basically introduces RRI as a  process , enriched by normative ele-
ments derived from the responsibility issue: 

 Responsible Research and Innovation is a transparent, interactive process by 
which societal actors and innovators become mutually responsive to each other with 
a view to the (ethical) acceptability, sustainability and societal desirability of the 
innovation process and its marketable products (in order to allow a proper embedding 
of scientifi c and technological advances in our society) (von Schomberg  2012 ) 

 Responsible Research and Innovation thus adds explicit ethical refl ection to the 
procedural “upstream movement” of TA and involves the ethics of engineering and 
technology (Grunwald  2013 ) as the second major root of RRI. RRI brings together 
TA with its experiences on assessment procedures, actor involvement, participation, 
foresight and evaluation with engineering and technology ethics, in particular under 
the framework of responsibility (Jonas  1984 ; Durbin and Lenk  1987 ). This integration 
overcomes the separation of ethics and TA which led to heavy discussions in the 
1990s (Grunwald  1999 ). 

 A further integration concerns the relation of ethics and TA on the one side, 
and actor constellations and contexts of deliberation and decision-making, on the 
other. Because RRI applies a ‘make-perspective’ the socio-political dimension 
of the processes under consideration must be taken into account – and this leads 
to the necessity of involving social sciences, in particular from the fi eld of STS 
studies (science, technology and society). RRI unavoidably requires a more intense 
inter- and trans- disciplinary cooperation between engineering, social sciences, 
and applied ethics. Thus, the novelty of RRI mainly consists of this integrative 
approach (Grunwald  2011a ) which also contributes to its attractiveness and is 
source of most of the far- ranging expectations related to RRI. 

 An operable example of what RRI could mean in practice is the research 
program “Responsible Innovation – Ethical and Societal Exploration of Science 
and Technology” (MVI, following its Dutch name) of the Dutch Organization for 
Scientifi c Research (NWO). The MVI program – which is among the earliest mani-
festations of RRI – “focuses on technological developments which we can expect 
will have an impact on society. On the one hand, those developments concern new 
technologies (such as ICT, nanotechnology, biotechnology and cognitive neurosci-
ence), and on the other, technological systems in transition (for example agriculture 
and healthcare). The MVI contributes to responsible innovation by increasing the 
scope and depth of research into societal and ethical aspects of science and technol-
ogy” (NWO  2013 ). The projects funded under this program have to demonstrate a 
‘make’-perspective beyond mere scientifi c research: “Projects for research into 
ethical and societal aspects of concrete technological developments must always 
have a ‘makeable perspective’. In other words, they must not only lead to an analysis 
and an improved understanding of problems, but also result in a ‘design perspective’ – 
in the broadest sense, including institutional arrangements” (NWO  2013 ). 

 The MVI program started in 2009 funding 15 projects in the fi rst round (see 
NWO  2013  for the list of projects and short descriptions). One example is the 
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project  New economic dynamics in small producers’ clusters in northern Vietnam – 
Institutions and responsible innovation with regard to poverty alleviation  on the 
analysis and enhancement of the value-added chains of local producers. It “builds 
further on the research outcome by exploring the potential importance of these 
specifi c technological cases for poverty reduction in developing countries, thus 
whether the innovations could be labelled as ‘responsible innovations’”. Vietnam 
offers a particularly interesting research context since the innovations of poor 
small producers are based on private initiatives with an institutional environment 
in transition and aims

•    ‘to understand the concept of “responsible innovation” and its valorization in 
small producers’ clusters in northern Vietnam’;  

•   ‘to explain the multi-level institutional framework enabling and facilitating the 
small producers to innovate’;  

•   ‘to assess how the institutional framework interacts with small producers’ 
economic behaviour through incentives’.    

 This description clearly shows that research in the framework of RRI is not an 
end in itself but rather a means for analyzing and then improving the conditions of 
local life in the region considered. A Valorisation Panel – obligatory to all of the 
MVI projects – takes care that the ‘make’-perspective is observed in conducting 
the projects. 

 This example shows some of the aspects that the Responsible Research and 
Innovation approach emphasizes when compared to existing approaches such as 
TA and engineering ethics (Grunwald  2011a ):

•    ‘shaping innovation’ complements or even replaces the former slogan ‘shaping 
technology’ which characterised the approach by social constructivist ideas to 
technology (Bijker and Law  1994 ). This shift refl ects the insight that it is not tech-
nology as such which infl uences society and therefore should be shaped according 
to human needs, expectation and values, but it is innovation by which technology 
and society interact;  

•   there is a closer look on societal contexts of new technology and science. RRI 
can be regarded as a further step towards taking the demand-pull perspective and 
social values in shaping technology and innovation more serious;  

•   instead of expecting distant observation following classical paradigms of science 
there is a clear indication for intervention into the development and innovation 
process: RRI projects shall ‘make a difference’ not only in terms of research but 
also as interventions into the ‘real world’;  

•   based on earlier experiences with new technologies such as genetic engineering 
and with corresponding moral and social confl icts, a strong incentive is to ‘get 
things right from the very beginning’ (Roco and Bainbridge  2001 );  

•   user involvement, stakeholder involvement, and citizen involvement into the 
research and innovation processes are regarded as an important approach to better 
integrate societal needs and perspectives on the one hand, and technology and 
innovation, on the other (von Schomberg  2012 ).   
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Thus, Responsible Research and Innovation can be regarded as a further development, 
even a radicalisation of the well-known post-normal science (Functowitz and 
Ravetz  1993 ) being even closer to social practice, being prepared for intervention 
and for taking responsibility for this intervention. 

 Currently, an international community on RRI issues is organizing itself. The MVI 
program mentioned above is one of its origins, others coming from the related fi elds 
of Value Sensitive Design, Engineering Ethics, Technology Assessment, and 
Anticipatory Governance. The fi rst institutional manifestations took place in the 
Seventh Framework Programme of the European Union where some projects 
aiming at making RRI more operable were resp. still are being funded. In the new 
Horizon2020 program RRI is a major and cross-cutting issue. The International 
Journal of Responsible Innovation which will be launched in 2014 shall provide a 
platform for further developing RRI in theory, methodology, and practice:

  It is our hope that the  Journal of Responsible Innovation  will help communicate and deliberate 
such work, which not only involves scholars and teachers from a variety of disciplines and 
fi elds including natural science and engineering, sociology, anthropology, moral philosophy, 
political science, science and technology studies, but also practitioners in such professional 
areas as technology assessment, management and strategy, research funding, and science 
and innovation policy. The  Journal of Responsible Innovation  will help manifest and 
broaden that network by providing a platform to articulate and discuss the many unsolved 
questions surrounding responsible innovation, and by inviting new and surprising per-
spectives of scholars and practitioners who take an interest in refl ecting on and debating this 
theme (Guston et al.  2014 ). 

   At the scientifi c side the foundation of the trans-atlantic ‘Virtual Institute of 
Responsible Innovation’ (VIRI) should be mentioned as a major step to giving shape to 
the institutional landscape of RRI. The VIRI was initiated and is coordinated by 
Arizona State University and funded by the U.S. National Science Foundation. Thus, 
the RRI concept gave and gives rise to form an international community of schol-
ars, researchers, and practitioners to further develop and make the concept operable.  

12.3      Three Dimensions of Responsibility 

 In spite of the many debates on responsibility in the fi elds of science and technology 
(e.g. Durbin and Lenk  1987 ) the very meaning of this notion is still vague. There are 
concerns that responsibility is often used as a merely rhetorical phrase with a 
character of appealing or even preaching to people but with more or less only little 
practical consequences. These concerns should be taken seriously, and effort should 
be spent to work on strategies to overcome them. It will be shown in this Section 3  
that, in order to make the concept of responsibility work in the framework of RRI, 
three dimensions have to be considered: the empirical dimension, the epistemic 

3   This Section follows closely the argumentation and formulation given in Grunwald ( 2012a ,  b ). 
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dimension, and the ethical dimension. The Precautionary Principle (Harremoes 
et al.  2002 ) can be regarded, against this background, as an operative example for 
making responsibility work by involving all three dimensions (von Schomberg  2005 ). 

 What ‘responsible’ in a specifi c context means and what distinguishes ‘responsible’ 
from ‘irresponsible’ or less responsible innovation is diffi cult to determine. The 
distinction will strongly depend on values, rules, and customs etc. and vary according 
to different context conditions. The notion of RRI as such does not give orientation how 
to meet this challenge. Rather, a more in-depth look at the concept of responsibility 
is required (Grunwald  2012a ,  b , cf. further references given there). Responsibility 
in social practice is regarded the result of an  assignment process . Assignments and 
attributions of responsibility affect concrete actors in concrete constellations – this 
observation motivates putting emphasis on the empirical constellation of responsibility. 
The aim of assigning responsibility in RRI cases is, generally speaking, contributing 
to establishing a ‘good practice’ in the respective fi eld. A four-place reconstruction 
generally seems to be suitable for discussing issues of responsibility in scientifi c 
and technical progress (Grunwald  2012a ,  b ):

•     someone  (an actor, e.g. a nanotech researcher) assumes responsibility or is made 
responsible (responsibility is assigned to her/him) for  

•    something  such as the results of actions or decisions, e.g. for avoiding adverse 
health effects of nano-materials, relative to  

•    rules and criteria  which orientate responsible from less responsible or irrespon-
sible action, and relative to the  

•    knowledge available  about the impacts and consequences of the action or decision 
under consideration, including also meta-knowledge about the epistemological 
status of that knowledge and uncertainties involved.   

Though the fi rst two places are, in a sense, trivial in order to make sense of the word 
responsible, they indicate the fundamental social context of assigning responsibility 
as an empirically observable process among social actors. The third and fourth 
places open up further essential dimensions of responsibility. The dimension of 
rules and criteria refl ects on principles, norms and values being decisive for the 
judgment of whether a specifi c action or decision is regarded responsible or not. 
Analysis and refl ection of these normative elements constitute the  ethical dimension  
of responsibility. The knowledge available and its quality, including all the uncer-
tainties, form its  epistemic dimension . Relevant questions and challenges in the RRI 
context arise in all of these three dimensions and thus must be considered together 
(following Grunwald  2012a ,  b ):

•    the  empirical dimension  of responsibility seriously considers that the attribution 
of responsibility is an act of specifi c actors which affects others. It refers to the 
basic social constellation of assignment processes. Assignment of responsibility 
must, on the one hand, take into account the possibilities of actors to infl uence 
their actions and decisions in their respective fi elds. Issues of accountability and 
power must be taken into account. On the other, attributing responsibilities has 
an impact on the governance of that fi eld. Shaping that  governance  is the  ultimate 
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goal of debating issues of assigning and distributing responsibility  ex ante . 
Relevant questions are: How are capabilities, infl uence, and power to act, as well 
as decisions taken in the fi eld, considered? Which social groups are affected, and 
should they help determine the distribution of responsibility? Do the questions 
under consideration concern issues to be debated at the  polis  or can they be 
delegated to groups or subsystems? What consequences would a particular 
distribution of responsibility have for the governance of the respective fi eld, 
and would it be in favor of desired developments?  

•   the  ethical dimension  of responsibility is reached when the question is posed for 
criteria and rules for judging actions and decisions under consideration as 
responsible or irresponsible, or for helping to fi nd out how actions and decisions 
could be designed to be (more) responsible. Insofar as normative uncertainties 
arise (Grunwald  2012b ), e.g. because of ambiguity or moral confl icts, ethical 
refl ection on these rules and their justifi ability is needed. Relevant questions are: 
What criteria allow distinguishing between responsible and irresponsible actions 
and decisions? Is there consensus or controversy on these criteria among 
the relevant actors? Can the actions and decisions in question (e.g., about the 
scientifi c agenda or about containment measures to prevent bio-safety problems) 
be regarded as responsible with respect to the rules and criteria?  

•   the  epistemological  dimension asks for the knowledge about the subject of respon-
sibility and its epistemological status and quality. This is a particularly relevant 
issue in debates on scientifi c responsibility because, frequently, statements about 
the impact and consequences of science and new technology show a high 
degree of uncertainty. The comment that nothing else comes from “mere possibil-
ity arguments” (Hansson  2006 ) is an indication that, in debates over responsibil-
ity, it is essential that the status of the available knowledge about the accountable 
future is determined and is critically refl ected upon from an epistemological 
point of view. Relevant questions are: What is really known about prospective 
subjects of responsibility? What could be learned through more research, and 
which uncertainties are pertinent? How can different uncertainties be qualifi ed 
and compared to each other? And what is at stake if worse comes to worst?   

Debates over responsibility in technology and science frequently focus exclusively 
on the  ethics  of responsibility (Durbin and Lenk  1987 ). However, regarding the 
analysis given so far, this is only part of the fi eld and neglects the empirical as well 
as the epistemological dimension of responsibility. It seems that the familiar 
criticisms towards responsibility refl ections (see above) of being simply appellative, 
of epistemological blindness, and of being politically naïve, are related to narrowing 
responsibility to its ethical dimension (Grunwald  2012a ). The brief theoretical 
analysis given above showed that the issue of responsibility is not only one of 
abstract ethical judgment but necessarily includes issues of concrete social contexts. 
Governance factors must be treated empirically as well as the issue of the epistemo-
logical quality of the knowledge available. Meeting those criticisms and making the 
notion of responsibility work is claimed to be possible by considering the EEE 
dimensions of responsibility together. 
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 This result matches exactly what has been said in Sect.  12.2  on the integrative 
character of the RRI approach. It is crucial to understand that RRI is much more 
than ethics of responsibility. It rather includes procedures of involvement and of 
deliberation for determining an adequate realization of distribution of responsibility 
in the respective empirical constellation and procedures and criteria of taking the 
epistemic quality of the knowledge available into consideration (e.g. Pereira et al. 
 2007 ). While high emphasis is currently spent on the procedures of involvement 
(of stakeholders, citizens, users etc.) in RRI the epistemic dimension seems to be 
underdeveloped so far (Grunwald  2014 ).  

12.4       Nano-ethics – The Roots of the RRI Approach? 

 Nanotechnologies were perceived as seemingly non-risk technologies for a long 
time. Public perception in the 1990s was low. The prefi x ‘nano’, however, and this 
is a strong indication of a positive perception, was used in the media – not in mass 
media but, for instance, in science magazines – as a synonym for ‘good’ science and 
‘smart’ technology. This situation changed radically in 2000. The positive utopias 
of nanotechnologies, based on a technical access to ‘the small’, were inverted to 
horror scenarios, based on the same ‘small’ technologies (Joy  2000 ). The ambivalence 
of technology-based visions became obvious. The public risk debate on nanotech-
nology emerged around issues of visionary and more speculative developments. 
Topics like ‘grey goo’, ‘nanobots’ and ‘cyborgs’ became well-known to many people 
within a few months (Schmid et al.  2006 , chap. 5). Concerned groups began to think 
about analogies and parallels between nanotechnologies and technology lines with 
a specifi c history in the public risk debate: nuclear technology and biotechnology 
(ETC Group  2003 ). Newspapers and reassurance companies put nanotechnology in 
the category of risky technologies. 4  

 The emergence of the risk issue in combination with the fact of having  practically 
no knowledge available about side effects of nanotechnology led to severe irritation 
and to a kind of helplessness at the early stage of that debate. My thesis explained 
below is that the quick career of the notion of responsibility in research and innova-
tion policy is related with this situation. Statements from that time waver between 
an optimistic ‘wait-and-see’ strategy (Gannon  2003 ) on the one hand, and strict 
precautionary and sometimes ‘alarmist’ approaches on the other: 

 The new element with this kind of loss scenario is that, up to now, losses involving 
dangerous products were on a relatively manageable scale, whereas, taken to 
extremes, nanotechnology products can even cause ecological damage which is 
permanent and diffi cult to contain. What is therefore required for the transportation 
of nanotechnology products and processes is an organisational and technical loss 

4   This Section goes in parts back to the review of the history of the nanotech and ethics debate given 
in Grunwald ( 2011b ). 
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 prevention programme on a scale appropriate to the hazardous nature of the products 
(Munich Re  2002 , p. 13). 

 The still most famous position on nanoparticle regulation is probably the postulate 
of the ETC Group for a moratorium:

  At this stage, we know practically nothing about the possible cumulative impact of human- 
made nanoscale particles on human health and the environment. Given the concerns raised 
over nanoparticle contamination in living organisms, the ETC Group proposes that govern-
ments declare an immediate moratorium on commercial production of new nanomaterials 
and launch a transparent global process for evaluating the socio-economic, health and envi-
ronmental implications of the technology (ETC Group  2003 , p. 72). 

 The ETC work gave a signifi cant push to nanotechnology regulatory debates in 
many countries, but also increased the fears on the side of nanotech researchers of 
a broad public front of rejection and protest. The Center for Responsible 
Nanotechnology (CRN) was specifi cally founded to contribute to meeting those 
challenges brought up by nanotechnology: 

 The mission of CRN is to: (1) raise awareness of the  benefi ts , the  dangers , and 
the possibilities for responsible use of advanced nanotechnology; (2) expedite a 
 thorough examination  of the environmental, humanitarian, economic, military, 
political, social, medical, and ethical implications of molecular manufacturing; 
and (3) assist in the  creation and implementation  of wise, comprehensive, and 
balanced plans for responsible worldwide use of this transformative technology 
(CRN  2014 ). 

 Compared to the ETC position mentioned above CRN published a completely 
different but also far-reaching recommendation also in 2003. It aimed at ‘containing’ 
nanotech research breathing the same spirit of uneasiness, high uncertainty, and 
irritation. CRN has identified several sources of risk from MNT (molecular 
nanotechnology), including arms races, gray goo, societal upheaval, independent 
development, and programmes of nanotech prohibition that would require a viola-
tion of human rights. It appears that the safest option is the creation of one – and 
only one – molecular nanotechnology programme and the widespread but restricted 
use of the resulting manufacturing capability (Phoenix and Treder  2003 , p. 4). 

 This containment strategy would imply a secret and strictly controlled nanotech 
development, which seems to be unrealistic and unsafe as well as undemocratic. 
Furthermore, this recommendation is irritating regarding the ideal of an open 
scientifi c community. 

 These different proposals have enriched (and heated) public and scientifi c debate. 
Seen from today’s perspective (Grunwald  2011b ), they document a very specifi c 
situation. Nanotechnology, still in a very early state of development, found itself the 
subject of lively public debate. While high expectations of benefi ts still dominated, 
there was no reliable knowledge about the possible side effects of nanotechnology. 
Against this background, it is understandable that the fi rst years of the nanotech ethics 
and risk debate were largely based on mere suspicion, irritations and uncertainties 
rather than on knowledge-based and rational deliberation. 
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 In exactly this situation fi rst indications of the later RRI approach emerged 
(see Sect.  12.2 ). The career of the notion of responsibility – to be honest, it was the 
second career, the fi rst followed the work by Hans Jonas ( 1984 ) – in the context of 
this early debate on nanotech & society did not happen by chance, so the thesis of 
this Section. Usually, the emergence of new technologies is accompanied by tech-
nology assessment conducting, for example, life cycle assessments (LCA) in order 
to understand the impacts of the technology under consideration over the entire 
lifetime. Or ethical refl ection is made, putting the new technology into its envisaged 
societal context and asking for morally relevant impacts and consequences. 
However, in the case of the early debate on nanotech there was almost no knowledge 
available for doing an LCA or taking development lines based on nanotech as subject 
to an ethical deliberation. Neither TA in its familiar meaning nor ethical refl ection 
in the sense of applied ethics was possible because of lack of knowledge. 5  

 One approach to cope with this situation was to conduct ELSA studies (ethical, 
legal, and social aspects) carried out by expert groups and encompassing issues such 
as equity, governance, participation and access (e.g. Nanoforum  2004 ). The impro-
visatory way these studies were performed was a consequence of the situation 
described above. It was an approach to provide some kind of orientation in a situa-
tion where provision of orientation by established approaches such as TA and ethics 
seemed to be impossible. The result was modest but better than nothing: lists of 
ethical, legal, social and perhaps other aspects including the recommendation that 
the elements of those lists should be observed and investigated more in depth in the 
further development of nanotechnology. Indeed, these lists later on were developed 
further to a canonical set of ethical aspects of nanotechnology (Grunwald  2011c , 
 2012b ). In this sense, the ELSI period of addressing nanotechnology and social issues 
(approx. 2004–2006) could be regarded as an exploratory stage that contributed 
decisively to the agenda-setting and structuring of the emerging fi eld of nano-ethics. 

 Furthermore, the word “responsible” was added to nanotechnology and its 
research and development (e.g. by National Research Council  2006 ) – probably 
without having a clear impression what this should mean in detail. The word 
“responsible” in the early nanotech debate seems to have been a void notion cover-
ing the situation of high uncertainty in combination with the conviction that 
nanotech would have some revolutionary impacts on the future. At that time the 
usage of the word “responsible” simply might have helped to accept a statement 
like “Tremendous transformative potential comes with tremendous anxieties” 
(Nordmann  2004 , S. 4). The solution was, psychologically simple, adding the word 
“responsible” to nanotech in order to make peace with “tremendous anxieties”. 

 However, this approach was more than psychology. The frequent usage of the 
notion of “responsible” called for making it operable which was done in several 
respects in the next phase of the nanotech debate:

5   The criticism on the ‘speculative nano-ethics’ (Nordmann  2007 ) was, in a sense, a rather late 
refl ection on this situation. 
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•    ‘responsible’ is a notion which is traditionally related with the behavior of 
 individual persons. Thus it was consequential to call for a “Code of Conduct” for 
all people involved in nanotech research and development. Actions under such a 
Code (realized in the European Union, EC  2008 ) should  per se  be responsible.  

•   looking more from a TA perspective it was obvious that though TA through LCA 
was not possible there could be other ways of providing orientation. The approach 
of Vision Assessment (Grunwald  2009b ; Ferrari et al.  2012 ) was a result of this 
line of refl ection  

•   furthermore, following former experiences in the fi eld of the Precautionary 
Principle (von Schomberg  2005 ; Weckert and Moor  2007 ), it became clear that 
analytical approaches must be complemented by social procedures involving 
actors, stakeholders, citizens etc.   

All these elements are currently being regarded part of the RRI approach (Grunwald 
 2011a ; von Schomberg  2012 ). This observation legitimizes regarding the early nan-
otech debate and its consequences as the roots of the RRI movement we have today. 
Even a bit stronger, the hypothesis may be proposed that the early nanotech debate 
and the consequences it had in terms of developing more refl ective and multi- faceted 
approaches to deal with novel situations may be taken as a model for coming debates 
in the NEST fi eld.  

12.5     Perspectives and Challenges 

 The terms of responsible development, responsible research and responsible 
innovation are highly integrative because they cover issues of engineering ethics, 
participation, technology assessment, anticipatory governance and science ethics. 
In this sense, responsible development and innovation is a rather new umbrella 
term (von Schomberg  2012 ) promoting new accentuations in the co-evolution of 
technology and society characterized by

•    involving ethical and social issues more directly in the innovation process by 
integrative approaches to development and innovation;  

•   bridging the gap between innovation practice, engineering ethics, technology 
assessment, governance research and social sciences (STS);  

•   giving new shape to innovation processes and to technology governance accord-
ing to responsibility refl ections in all of its three dimensions – empirical, ethical, 
and epistemological;  

•   in particular, making the distribution of responsibility among the involved actors 
as transparent as possible;  

•   integrating a heterogeneous set of tools, methods, procedures, and approaches to 
be “fi t for purpose”;  

•   covering the entire innovation process from the very beginning (visions, 
expectations) up to specifi c and contextual pathways of innovation under 
political circumstances and in an economic situation of competition;  
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•   supporting “constructive paths” of the co-evolution of technology and the regula-
tive frameworks of society.   

However, it is important to point out that the model of integrated research including its 
own ethical and responsibility refl ection also harbours problems (following Grunwald 
 2011b ). The independence of refl ection can be threatened especially if the necessary 
distance to the technical developments and those working on them is lost. Inasmuch as 
assessment issues become part of the development process and would identify itself 
with the technical success, there might be an accusation that its acceptance was “pur-
chased” or that it was nothing but grease in the process of innovation. Strategies of 
dealing with such possible developments should be developed and could include means 
such as careful monitoring activities and a strong role of external review processes. It will 
be a task for the respective emerging research community around the RRI issue to take 
care but also the responsible funding agencies should be aware of this challenge. 

 This challenge is not absolutely new. It rather accompanies problem-oriented 
research such as technology assessment and applied ethics over time. Characteristic 
is the twofold mission: these approaches have, on the one hand, to stick to the claim 
for scientifi c excellence and independence, and, on the other, to ‘make a difference’ 
in the real world and to create impacts on ongoing processes of development and 
innovation.     
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